Introducing The Companion to
Language Assessment

Almost all of us in the world have experienced an assessment or a test of our
language ability at one time or another. It surely would have started in an
elementary/primary school classroom where a teacher asked us to say the letters
of the Roman alphabet, or read a paragraph or recite a poem in English, or learn
the written script in Arabic, or write a description or a story in Korean, or converse
in Hindi. In high school, the teacher might have asked us to perfect the kanji or
Chinese characters, or the fall-rise tone in Cantonese or Swahili, or delve into a
Shakespeare or Miller play, or a Tagore or Gibran poem, or watch a Fellini or
Renoir film, and speak eloquently and write elegantly on the finer points of such
masterpieces.

A history teacher might have asked us to write a report on the horrors of wars
or a science teacher to report on recycling waste or a debate teacher to consider
the pros and cons of the death penalty. Beyond school and into college and uni-
versity, there were probably more such activities and related assessments. If we
started working as a nurse, we would have had to read doctors’ prescriptions to
help patients with medications, or as a repair technician, to read a manual to repair
a TV, or as a train driver, to understand the schedule for the morning, or as a tour
guide, to speak about exhibits in museums, or as an air traffic controller, to com-
municate with pilots. If we were considering immigration or citizenship, we might
have been asked to demonstrate our language ability of the new country or to
take part in social integration programs. In all these activities and assessments,
from elementary school to the workplace to a new country, language is the central
component in our ability to succeed, whether it is by using our first/native or
home language or a second or third language. And, in all these contexts, a teacher,
a supervisor, an examiner (or a standardized examination) would have assessed
our performance and graded us in order to select us into a program, promote us
to the next level of study, certify us as competent, offer us a job, qualify us for a
pay raise, or permit us to immigrate or gain citizenship.

Broadly speaking, this is the wide arena where language assessments are used:
from a village or town elementary school to the urban professional workplace,
from the local district to the international arena, from a public college or university
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to a multinational corporation, and from first language ability to bilingual and
multilingual abilities. This is certainly a vast arena of operation. Therefore, in
order to carry this out successfully, an increasingly complex training program,
along with sophisticated assessment development and research expertise, is
required. Various types and levels of expertise are needed for different personnel:
school and college teachers, teacher trainers, principals; the small assessment
agency staff, the large corporate professional researchers; and assessment policy
officials in business, military, and government.

The Companion to Language Assessment, the first multivolume collection of 140
chapters on language assessment, has been developed to address all these issues.
It is comprehensive in terms of topics and themes, theories and practice, technical
and research expertise, and international in coverage in terms of authors, assess-
ments, and languages. It is a four-volume set of state-of-the-art chapters with
forward-looking perspectives useful for readers of every persuasion and training.

The Companion also celebrates the history and success of the field by bringing
together authors from 45 countries from various professions: school teachers,
college and university professors, assessment administrators, assessment research-
ers, and policy makers.

Celebrating History

If we were to outline the history of language assessment, depending on how wide
we draw this circle, we could include the Chinese imperial civil service examina-
tions as the earliest recorded public assessments. These assessments had language
elements such as poetry writing, calligraphy, and knowledge of classic Chinese
texts. Many scholars believe that the examinations were established in AD 605
during the Sui Dynasty, expanded during the Song Dynasty, and finally discon-
tinued in 1905 before the fall of the Qing Dynasty. The almost 1,300 years of
examinations, despite some interruptions, is the longest use of an examination
system, which lasted until a little more than 100 years ago.

On the European side, scholars have documented that a Jesuit missionary,
Matteo Ricci, brought back ideas of the Chinese examinations in the late 16th
century. France soon started using examinations in Catholic schools but it was
under Napoleon, in 1808, that the Baccalauréat was introduced. The examination
has many subject areas, such as French, philosophy, and science. It is still in use
and is employed to admit students into college as well as qualify them for certain
government positions. This examination was started just a little more than 200
years ago.

In the USA and the UK, the year 1913 was important. In the USA, it marked
the formation of the first committee appointed by the Association of Modern
Language Teachers of the Middle States of Maryland for the assessment of French,
German, and Spanish. In the UK, the Certificate of Proficiency in English, the first
examination in English as a foreign language, was established by the University
of Cambridge Local Examinations Syndicate (now Cambridge Assessment, an
umbrella organization that includes Cambridge English for Speakers of Other
Languages, the developer of the CPE and other academic examinations). A quick
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review of the components of the 1913 examination shows they are not very dis-
similar to the ones used today. These components included translation from
English into French or German, translation from French or German into English,
questions on English grammar, English essay writing, English literature, English
phonetics, dictation and reading aloud, and conversation. This examination was
started over 100 years ago.

More recently, in 1961, three important events took place in the USA. First, a
conference sponsored by the Center for Applied Linguistics in Washington, DC,
and other relevant organizations adopted a plan to assess the English ability of
foreign students entering US colleges and universities. This later became known
as the Test of English as a Foreign Language (TOEFL, now known as the Internet-
based TOEFL or iBT). Second, Robert Lado’s Language Testing: The Construction and
Use of Foreign Language Tests, the first full-length textbook on language assessment,
was published by Longman. As the title indicates, it was primarily focused on the
development and construction of tests. Finally, John Carroll’s significant paper
titled “Fundamental Considerations in Testing for English Language Proficiency
of Foreign Students” was published. He promoted the idea of integrative testing
(of skills and components) with focus on what has come to be known as com-
municative ability. Many scholars, therefore, consider 1961 as the start of the
modern era of language assessment. This occurred a little more than 50 years ago!

Davies (see Chapter 1, Fifty Years of Language Assessment) takes 1961 as the
starting point of his survey of the last 50 years of language assessment and brings
us up to 2012.

Celebrating Success

Another reason to celebrate language assessment is the success the field has had
in the last 50 years, especially the enormous popularity of many standardized
assessments. Three international English language tests for college entrance domi-
nate the college/university entrance market. The Internet-based TOEFL (iBT),
developed and administered by the Educational Testing Service, Princeton, has
had the largest success with a sustained test-taker base over the last 50 years. The
iBT assesses the readiness of test takers in English to take college and university
courses (in English-medium institutions) in the USA and Canada. The Interna-
tional English Language Testing System (IELTS), administered by the University
of Cambridge, the British Council, and the International Development Program,
Australia, is a relative newcomer but has gained a large test-taker base in the last
20 years. The Pearson Test of English (PTE) is the newest entrant into this arena
and is poised to gain substantial market share in the next decade. The University
of Cambridge also administers several important assessments such as the First
Certificate in English, the Certificate of Proficiency in English, and the Certificate
of Advanced English, and many assessments for young learners, legal and busi-
ness professionals, and teachers of English. These large nonprofit, university, or
private organizations employ many dozens of staff to cover all the development,
operational, and research needs and have worldwide affiliations to market and
administer their assessments.
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Several regional standardized language assessments have also been successful.
For example, members of the Association of Language Testers of Europe have
developed 33 language assessments from Basque to Welsh. A few examples are
the Test d’évaluation de frangais, the Test Deutsch als Fremdsprache, and the
Certificati di Italiano generale/commercial. Similar assessments have been devel-
oped in Asia. The most well-known are the College English Test and the National
Matriculation English Test in China, the General English Proficiency Test in
Taiwan, and the Step Eiken in Japan. As these assessments are developed and
administered by organizations that are smaller, they vary in their capacity to
conduct research and to be innovative.

Language assessments are also entering the workplace arena. Assessments for
aviation professionals (air traffic controllers, pilots), health professionals (doctors,
nurses, and pharmacists), business professionals, court translators and interpret-
ers, language teachers and teaching assistants, and tour guides and domestic
helpers have been developed in many parts of the world. In addition, language
assessments are now being used for immigration, citizenship, and asylum.

While these standardized assessments mentioned above always capture the
limelight, the unrecognized school and college teacher is in the midst of classroom
assessments on a daily basis all over the world. Their assessments often mimic
those of the standardized assessments but their practices generally suffer from
lack of exposure to good language assessment practice. It is this group of assessors
who need attention in terms of assessment literacy so that they can better help
their students.

The Volumes

The Companion’s 140 chapters are presented in four volumes that focus on different
language assessment matters. The first three volumes deal with theories, interests,
and expertise, and the last volume offers a wide view of assessment practices from
around the world. Here is a brief summary of the chapters in each volume.

Volume 1, titled “Abilities, Contexts, and Learners,” presents chapters on
assessing abilities (aptitude, listening, literacy, responses to literature, grammar,
pragmatics, pronunciation, speaking, vocabulary, reading, writing, integrated
skills, language and content, translation, language varieties) in different contexts
(international assessments, school exit and college admissions examinations,
government and military, courts, immigration, citizenship, and asylum), and
for diverse language learners (young and adult learners, teachers and teaching
assistants, workplace professionals in aviation and health care, and learners with
communication disorders).

Volume 2, titled “Approaches and Development,” offers chapters on approaches
to assessment (large-scale, norm-referenced and criterion-referenced, and
task-based and computer-assisted), assessment and learning (performance
assessment, monitoring progress and achievement, portfolio assessment,
dynamic assessment, diagnostic feedback, self-, and peer assessment, assessment
literacy), assessment development (defining constructs, writing specifications and
items, item banking, developing source material, writing scoring criteria and score
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reports, response formats, field testing, test-wiseness, using standards and statis-
tics, standard setting, planning administration, and detecting cheating), and tech-
nology (media, corpora, eye-tracking technology, acoustic analysis, and automated
scoring).

Volume 3, titled “Evaluation, Methodology, and Interdisciplinary Themes,”
includes chapters on issues related to evaluation (designing evaluations, fairness
and justice, accommodations, and consequences), quantitative analysis (classical
test theory, reliability, dependability, generalizability theory, factor analysis and
structural equation modeling, questionnaire development and analysis, item
response theory, differential item functioning, and Rasch analysis), qualitative
and mixed method analysis (content analysis, introspective methods, raters
and ratings, spoken and written discourse, mixed methods research, research
reports), and interdisciplinary themes (philosophy, language acquisition, bilin-
gualism, classroom-based assessment issues, program evaluation, forensic sci-
ences, and law and ethics). The volume concludes with a chapter on ongoing
challenges.

Volume 4, titled “Assessment Around the World,” first describes assessment
practices in English language assessment (as a lingua franca, and in Australia
and New Zealand, Canada and the USA, Mexico and Central America, the
Middle East and North Africa, South, East, and Southeast Asia, South America,
and Europe). The rest of the volume addresses language assessment practices
in languages other than English in Africa (Swahili and Shona and Ndebele),
North and South America (American Sign Language, Hawaiian, North Ameri-
can indigenous languages, and Spanish), in the Middle East and South Asia
(Arabic, Farsi, Hebrew, Hindi, Malayalam, Nepali, Sinhala, Tamil, and Telugu),
Southeast and East Asia (Bahasa Melayu and Indonesia, Cantonese, Japanese,
Korean, Mandarin Chinese, Taiwanese indigenous languages, and Thai), Aus-
tralia and New Zealand (Australian and New Zealand indigenous languages
and Maori indigenous languages), and Europe (Armenian, Finnish, French,
German, Greek, Italian, Norwegian, Polish, Portuguese, Russian, Spanish, and
Welsh).

These 140 chapters are all accessible to interested readers with some back-
ground in assessment and education. A few technical chapters may need more
background as they deal with psychometric matters related to development and
research. On the other hand, a few chapters bring outside knowledge and relate
it to language assessment in an interdisciplinary fashion. All chapters have cross-
references to other chapters and references.

For those who have imagined that language assessment is a “one-note samba,”
I'hope reading the Companion will reveal the rich variety and diversity of theories,
interests, expertise, and themes, and a 360-degree view of practices from around
the world. Language assessment, like language learning, is one of the activities
that all children and adults alike engage in, from birth to death, by using language,
and in making and negotiating meaning.

Antony John Kunnan
San Gabriel and Singapore
December 2012
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Introduction to Volume 1

This volume starts off with a chapter which surveys the last 50 years of language
assessment. This chapter provides the necessary historical and contextual
background of the field. The volume is focused on abilities, contexts, and learn-
ers—all key components of language assessment. Chapters on assessment of
language abilities are presented first. These abilities include aptitude, listening,
literacy, literature, grammar, pragmatics, pronunciation, speaking, vocabulary,
reading, writing, integrated skills, language and content, translation, and lan-
guage varieties. Chapters on contexts where language assessments are popular
are presented next. These contexts include school exit examinations, college and
university admission examinations, workplace assessments in the military, gov-
ernment, courts, and the newest areas of immigration, citizenship, and asylum.
Chapters on specific learners in these contexts conclude the volume. These learn-
ers include young and adult language learners, language teachers and teaching
assistants, and professionals in aviation and health.
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Fifty Years of Language Assessment

Alan Davies
University of Edinburgh, Scotland

It is difficult to write on language testing “without being aware of a debt to Robert
Lado.” (Heaton, 1988, p. 2)

Introduction

I take as the starting point for this chapter the publication in 1961 of Robert Lado’s
Language Testing. The activity of language testing has, of course, a much longer
history but the institutional and professional activity that is practiced today by
researchers, academics, and commercial enterprises began to emerge in the early
1960s, in part encouraged by Lado’s single-authored volume.

Lado was clear about the purpose of language testing: it was to test control of
the problems of learning a new language. The problems, for him, were structural
ones: “they can be predicted as described in most cases by a systematic linguistic
comparison of the two language structures” (Lado, 1961, p. 24), that is the native
language (or L1) and the foreign language (or L2). This was a seriously structural
view, one common among linguistics and applied linguistics scholars in the 1960s.
That view, from the vantage point of 2012, seems narrow and restrictive, repre-
sentative of the modernist emphasis on the one grand narrative, in this case
structuralism, eventually put into question by the critique of postmodernism and
its short-lived dalliance with communication.

But there was more to Lado than mindless structuralism:

Lado has two defences, the first that language must be tested in the way in which it
is taught; and in the early 1960s teaching orthodoxy was in favour of language com-
ponents. His second defence is that he tests lots of other things as well as minimal
language contrasts. Hence his chapters on “Testing the integrated skills” (auditory
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2 Overview

comprehension, reading comprehension, speaking, writing, translation, overall
control, cross-cultural understanding, and the higher values). If analytical testing
consists solely of language contrasts in isolation both from language and from
context, a set of language contrasts all at the same level being summed in order to
construct a homogeneous test, then there is more to Lado than analytical tests, since
his culture, literature, comprehension tasks, while themselves offering points of
contrasts on critical points of difficulty, all subsume within themselves control over
a whole range of forms which are, in miniature, integrative. (Davies, 1978/1982, pp.
132-3)

Over the period 1978-2001, the journal Language Teaching (formerly Language
Teaching and Linguistics: Abstracts) published three surveys of language testing:

e Davies, A. (1982). “Language Testing Parts 1 and 2.” In V. Kinsella (Ed.), Cam-
bridge Surveys 1 (pp. 127-59). Cambridge, England: Cambridge University
Press. (Originally published in Language Teaching and Linguistics: Abstracts,
1978).

e Skehan, P. (1988). “State of the Art Article: Language Testing Part 1.” Language
Teaching, 211-21; (1989a). “State of the Art Article: Language Testing Part 2.”
Language Teaching, 1-13.

e Alderson, J. C., and Banerjee, J. (2001). “State of the Art Review: Language
Testing and Assessment Part 1.” Language Teaching, 34, 213-36; (2002). “State
of the Art Review: Language Testing and Assessment Part 2.” Language Teach-
ing, 35, 79-113.

1960-78

The first of these surveys covered the period from about 1960 to the late 1970s;
the second took the analysis on for a decade and the third for yet a further decade,
bringing the surveying up to the early 2000s. Taken together, these three surveys
cover most of the period between Lado’s Language Testing and the early 2010s. I
therefore begin this account by considering the issues the three surveys focused
on. I then consider developments in language testing over the period 2002-12, the
decade following the Alderson and Banerjee survey. Finally, I offer a brief critical
overview of the last 50 years.

Central to Davies (1978/1982) is the progression during the period under survey
from structural to integrative communication tests. The proposal by Spolsky
(1977) for the development of language testing in the 20th century is offered as
an explanation for this move, as is the revision of Valette (1967) to Valette (1977).
Spolsky identified “three stages for the development of language testing in this
century: the pre-scientific, the psychometric-structuralist and the psycholinguis-
tic-sociolinguistic” (Davies, 1978/1982, p. 130). What Lado did was to develop the
psychometric-structuralist approach; over the following 20 years this turned into
the psycholinguistic-sociolinguistic approach.

In 1977, Rebecca Valette published a revised edition of her book Modern Lan-
guage Testing: A Handbook (1967). She explains:
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When Modern Language Testing appeared ten years ago, its aim was to introduce
teachers to a diversity of testing techniques based on the teaching and testing theories
of the mid 1960s. This revised and expanded edition [the 1977 edition] represents a
natural extension of that basic objective . . . several changes characterize the new
edition . . . it reflects contemporary concerns in measurement and evaluation . . . [it]
reflects contemporary changes in teaching aims. The growing interest in language as
a means of interpersonal communication has led to the development of a variety of
tests of communicative competence. Chapters 5 through 8 of Part 2 all end with sec-
tions devoted to the evaluation of listening, speaking, reading and writing as com-
munication skills. Chapter 9 describes a broad range of techniques for measuring
students’ progress in the area of culture. The testing of literature is the topic of a new
Chapter 10. Finally, Chapters 11 and 12 touch lightly on new developments in testing
and the role of evaluation in bilingual programs. (Valette, 1977, preface, pp. 28-9)

Spolsky’s analysis and Valette’s practice are symptomatic of the development
in language testing between 1960 and the 1980s. Davies was not persuaded that
this showed a paradigm shift; instead, he preferred to explain the change as
a continuum between the structural and the communicative, the analytical and
the integrative, pointing out that the demands of reliability necessarily rein in the
more creative possibilities of the communicative and insist on scorable test items
often of the discrete point variety.

It is probable . . . that no test can be analytical or integrative alone, that on the one
hand all language bits can be (and may need to be) contextualized; and on the other,
that all language texts and discourse can be comprehended more effectively by a
parts analysis. The two poles of analysis and integration are similar to . . . the concepts
of reliability and validity. . . . Test reliability is increased by adding to the stock of
discrete items in a test; the smaller the bits and the more of them there are, the higher
the potential reliability. Validity, however, is increased by making the test truer to
life, in this case more like language in use. (Davies, 1978/1982, p. 131)

Davies reckoned that language testing and applied linguistics were somewhat at
odds with one another, no doubt because many language testers come from back-
grounds other than applied linguistics. In the 1970s, the sociolinguistic view of
language as purposeful and always context related drew language testers more
and more toward integrative tests. John Oller’s concept of the grammar of expect-
ancy and his research on cloze and dictation (1979) were influential, as was the
rhetoric of Keith Morrow (1977, 1979) and Brendan Carroll (1978) on context-based
and specific purpose tests. This development was more gradual than a conceptual
shift would have brought about:

The typical extension of structuralist language frameworks (eg Lado 1961) could
accommodate the testing of the communicative skills through, for example, context.
Naturalism is a vulgar error; all education needs some measure of idealization and
the search for authenticity in language testing is chimerical. (Davies, 1978/82, pp.
151-2)

By the end of the 1970s, language testing had been recognized as an academic
field of research. Teaching and training courses in language testing were
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established, and an international newsletter (the precursor of Language Testing)
was in regular production. Davies offered: “Language testing has come of age and
is now regarded as providing a methodology that is of value throughout applied
linguistics” (1978/1982, p. 152).

Even so, “no theory of language testing had emerged and the history from 1980
onwards continues that search: the greater acceptance of construct validity may
have been a sign of what was to follow” (Davies, 1978/1982, p. 153). Davies con-
cluded his survey with a warning:

It would . . . be unsatisfactory if the effect of the greater prominence now given
to language testing research were to divorce research from development, to separate
language testing research from the necessary and continuing development of lan-
guage tests. That rift has emerged in Interlanguage Studies [now Second Language
Acquisition Research], with the result that Interlanguage research seems to have less
and less to do with language teaching. (Davies, 1978/1982, p. 153)

1978-89

Ten years after Davies’s survey, Peter Skehan published his follow-up review in
two parts (Skehan, 1988, 1989a). He reported, somewhat optimistically, that “Many
of the issues identified by Davies have been superseded, implying that ten years
on, we do not have to be preoccupied with exactly the same problems” (Skehan,
1988, p. 211). In a discussion of work on the structure of language proficiency,
Skehan considers research on the proposition that a single factor, or an internal-
ized expectancy grammar, underlies language proficiency, usually referred to as
the unitary competence hypothesis (UCH). Once John Oller had conceded that his
findings in support of the UCH had been “an artifact of the variant of the factor
analytic technique that he used” (Skehan, 1988, p. 212), the extreme form of the
UCH was no longer tenable. The J. B.Carroll data reanalysis (1993) suggests that
language proficiency consists of a general factor plus specific factors concerned
with oral/aural skills, literacy skills and then more specific aspects still of test
material (Skehan, 1988, p. 213). While work related to Bachman and Palmer on
the multitrait-multimethod (MTMM) suggested that language proficiency con-
sisted of both competence and performance, the most influential argument at this
time was the Canale and Swain framework (1980), “since it has widened the scope
of language testing to bring it much more in line with other areas of applied lin-
guistics” (Skehan, 1988, p. 213).

Skehan reiterates his view that considerable progress had taken place in the
1980s. That progress was, he admits, largely speculative, offering proposals for
constructing models of communicative competence, the Bachman (1982) and the
Canale and Swain (1980) models in particular. “But,” he continues, “even though
the models represent considerable progress, they have not been adequately vali-
dated as yet and a large programme of research is required” (Skehan, 1988, p. 215).

The two tangible improvements he points to were:

1. “the dismissal of the UCH construct which Skehan attributes to advances in
research design” and
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2. “greater sophistication of analytic techniques”—he points to the MTMM
approach and to the use of confirmatory (as opposed to explanatory) factor
analysis.

From the vantage point of 2012, a simpler conclusion can be drawn: what really
moved the debate forward was, indeed, more speculative than empirical. The
progress to which Skehan refers both in research design and in analytic techniques
was primarily down to the recognition that the UCH was untenable on logical
grounds, that it depended on a faulty understanding of factor analysis.

In terms of development in types of test, Skehan highlights communicative
language testing and English for specific purposes. For him, the problem with
communicative language testing was that the models (for example Canale and
Swain’s) were competence based. The trick was to link it to performance. Skehan
mentions the advocacy of Morrow (1977, 1979) but accepts that the required per-
formance constraints, such as the need for purposive communication, are difficult
to achieve. As for performance tests themselves, Skehan notes that: “We can con-
sider performance tests to be a special case of direct tests” (Skehan, 1988, p. 216).
The examples he gives of performance tests are those of the Foreign Service Insti-
tute and the American Council for the Teaching of Foreign Languages, the Inter-
Agency Roundtable Oral Interview, the Australian Second Language Proficiency
Ratings (Ingram & Wylie, 1982), and the Royal Society of Arts Communicative
Use of English Test. Interesting and innovative as these tests were, they faced
severe practical problems as well as a failure of generalizability.

Skehan discusses the main developments in English for specific purposes (ESP)
testing, the ELTS test (Davies, 2008), the AEB TEEP test (Weir, 1983), and the
Ontario Test of ESL (Wesche, 1987). Apart from the practical problems of adminis-
tering such tests, it did appear that, for example, when the ELTS test was compared
with the earlier English Proficiency Test Battery (Davies, 1964), a non-ESP test, “the
two tests are measuring fairly similar abilities” (Skehan, 1988, p. 218). That being
so, Skehan was led to conclude that ESP testing “seemed to be encountering diffi-
culty when performance on higher-order skills is probed in any depth” (Skehan,
1988, p. 219). It does seem questionable, he admits, “whether it is worth the effort
to produce such test types and whether, except for the issue of washback, a measure
of a more generalised competence would do just as well” (Skehan, 1988, p. 219).

When he considered development in achievement testing (as opposed to pro-
ficiency testing), Skehan was dismayed that there had been such little progress:
“The most interesting developments and actual progress in achievement testing
have been teacher-led” (Skehan, 1988, p. 220). He refers to the Graded Objectives
Movement in foreign language teaching (Clark & Hamilton, 1984), foreshadow-
ing, perhaps, the later and hugely influential Common European Framework of
Reference for Languages (CEFR, 2001). For Skehan, the significance of such
schemes was the link between language testing and applied linguistics, which
could give testing the positive image it lacked, demonstrating “that tests would
not always be done to people but with them” (Skehan, 1988, p. 221).

Skehan discusses what he refers to as influences on test performance: the study
of contaminating influences on test scores (Skehan, 1989a, p. 1). He refers to three
of these:
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1. Language-based problems, notably the fact of variation within languages
(Tarone, 1988). The general problem of context-embededness of languages,
which means that every performance is unique. Overcoming variability
requires, he admits, an appeal to additional, not strictly testing, criteria.

2. Learner-based problems: studies of age, gender, intelligence, attitude: these
had produced very unclear findings.

3. Method factors: the influences of the specific test format on the candidate.
Different methods seemed to be measuring somewhat different things
(Bachman & Palmer, 1982), for example “the multiple-choice format was easier
than the open-ended format, while gap-filling was the easiest format of all”
(Skehan, 1989a, p. 3).

A particularly significant development in the field during the 1980s was in statisti-
cal techniques, notably the application of item response theory (IRT) to challenge
(Woods & Baker, 1985) classical item analysis. For Skehan, IRT concerned reliabil-
ity assessment. He refers also to advances in how test validity was established,
quoting convergent-discriminant approaches (Campbell & Fiske, 1959) exploited
by Bachman and Palmer’s MTMM research (Bachman & Palmer, 1981) and con-
firmatory factor analysis:

The potential of the technique is clear since it will enable testers to move from a
research-then-theory perspective to a more theory-then-research orientation in which
hypotheses are tested out, rather than data being simply assembled and trawling
operations carried out. (Skehan, 1989a, p. 5)

Again, looking back at such optimism in 2012, one can be skeptical that we have
reached a theory-then-research state. So much for confirmatory factor analysis! As
for the undoubted development in statistical and analytical techniques, there is
the tail wagging the dog doubt: are the statistics the servant or the master? Or, as
Lord Beaverbrook asked, “Who is in charge of the clattering train?”

Skehan gives considerable space to a discussion of criterion-referenced meas-
ures (CRM). He distinguishes four senses of CRM:

not norm referenced,

having an external standard,
a cut-off score,

a scale of behavior.

The cut-off approach appears to have engendered most research (Hudson &
Lynch, 1984; Hughes, 1986). Skehan notes two main advantages of the criterion-
referenced approach: washback and the necessary use of domain specifications.
But Skehan is not overly optimistic about the use of criterion-referenced testing
(CRT), largely because of its lack of attainability. Perhaps the link between CRT
and norm referencing was always closer than Skehan admitted (Davies, 1978 /1982).

One of the major developments in the 1980s was the level of activity of testing
boards and agencies such as the RSA and its Communicative Use of English Lan-
guage (test), the Cambridge examinations, the Educational Testing Service and its
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Test of English for International Communication and Test of English as a Foreign
Language (Stansfield, 1986), the Test of English for Educational Purposes and the
British Council’s English Language Testing Service test (Criper & Davies, 1987),
and, in the Netherlands, CITO and their foreign language tests. Skehan notes the
very useful publication of the reviews of English language proficiency tests (Alder-
son, Krahnke, & Stansfield, 1987), which, for perhaps the first time, made available
the thinking and explaining of boards and agencies.

In his conclusion, Skehan notes the increase in books on language testing, both
introductory and advanced, as well as the launch of the specialist international
journal Language Testing. Looking forward, Skehan forecasts more research on the
recent proficiency models, re-examination of the problem of coherence of a com-
munication problem, and a closer link between applied linguistics and language
testing.

Above all, writes Skehan, what is desirable is

testing related to developmental stages in language learning, allowing in turn a more
useful relationship between achievement and proficiency testing: testers will have to
address the issue of development, of proficiency and acquisition. There is clear scope
here for bridge-building with SLA theories and findings. (Skehan, 1989a, p. 9)

Since Skehan’s survey, his hope for an alignment between language testing and
applied linguistics has met with some success: not so the closer link he wanted
between language testing and second language acquisition research (SLAR). Both
disciplines are interested in the knowledge of the (native) speaker but their
assumptions are very different, as are their purposes. Sharing a common origin
does not guarantee a shared target.

1989-2002

The third in this sequence of surveys (Alderson & Banerjee, 2001, 2002) was
published in two parts in 2001 and 2002. Between the second and third survey
the amount of research and other language-testing activity had increased so
much that the Alderson and Banerjee survey was twice the length of the
Skehan one. Alderson and Banerjee recognized the task before them with some
trepidation:

The field has become so large and so active that it is virtually impossible to do justice
to it, even in a multi State-of-the-Art review like this, and it is changing so rapidly
that any prediction of trends is likely to be outdated before it is printed. (Alderson
& Banerjee, 2001, p. 215)

This section reports here on the major issues addressed by Alderson and Banerjee:
washback, ethics, politics, computer-related matters, validation research.

By washback, Alderson and Banerjee mean “the impact that tests have on teach-
ing and learning. Such impact is usually seen as negative . . . however . .. a good
test should or could have positive washback” (Alderson & Banerjee, 2001, p. 214).
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Wall (2000) provides a useful overview and argues that test washback needs to
be seen in the context of the materials and practices it is based on. Others have
argued for broadening washback to cover impact, while Messick (1989) even more
broadly discusses the consequences of test score interpretations, sometimes
referred to as consequential validity. Such arguments fueled a concern for an ethics
of language testing which prompted the International Language Testing Associa-
tion (ILTA) to develop both a code of ethics (ILTA, 2000) and a code of practice,
known as “Guidelines for Practice” (ILTA, 2007). The publication of these codes
was, Davies (1997) suggested, clear evidence that language testing had matured
into a profession in which codes are aspirations rather than laws to be obeyed.

The ILTA code of ethics was established in 2000. Alderson and Banerjee quote
from the code:

[It] is a set of principles which draws upon moral philosophy and strives to guide
good professional conduct . . . All professional codes should inform professional
conscience and judgement . . . Language testers are independent moral agents, and
they are morally entitled to refuse to participate in procedures which would violate
personal moral belief. Language testers accepting employment positions where they
foresee they may be called on to be involved in situations at variance with their beliefs
have a responsibility to acquaint their employer or prospective employer with this
fact. Employers and colleagues have a responsibility to ensure that such language
testers are not discriminated against in their workplace. (ILTA, 2000, quoted in Alder-
son & Banerjee, 2001, p. 217)

They comment:

These are indeed fine words and the moral tone and intent of this Code is clear:
testers should follow ethical practices and have a moral responsibility to do so.
Whether this Code of Ethics will be acceptable in the diverse environments in which
language testers work around the world remains to be seen. Some might even see
this as the imposition of Western cultural or even political values. (Alderson & Ban-
erjee, 2001, p. 217)

Some might indeed! However, the authors of the code of ethics (one of whom was
the present writer) were conscious of the need to avoid local bias and Western
hegemonic influence. The code’s appeal internationally may be judged by the
absence of objections from the non-Western world since its publication. True
enough, there was a growing concern among language testers for accountability,
concerning their activities, influenced by a coming together of professionalism
and a concern for ethics. It was this concern which Shohamy (1997) presented as
showing the need for a critical language testing.

Discussion of ethics inevitably prompted an interest in the relation between
testing and standards and between testing and politics, a link examined more
closely below. Alderson and Banerjee’s survey made few predictions: one, which
turned out to be accurate, concerned the Common European Framework of Refer-
ence (North, 1995): “It is now clear that the Common European Framework will
become increasingly influential because of the growing need for international
recognition of certificates in Europe, in order to guarantee educational and
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employment mobility” (Alderson & Banerjee, 2001, p. 219). They also comment
that the Common European Framework underlay the European Language Port-
folio, as well as new diagnostic tests such as DIALANG (Alderson, 2005). They
could have said that the CEFR would turn out to be influential not just in Europe
but worldwide. Such a juggernaut-like acceptance is not without its critics (Fulcher,
2004, and see comments passim on the LTest eList).

Alderson and Banerjee briefly survey work on language for specific purposes
(LSP) and, following Skehan, conclude on a somewhat skeptical note:

Perhaps the real challenge to the field is in identifying when it is absolutely necessary
to know how well someone can communicate in a specific context or if the informa-
tion being sought is equally obtainable through a general purpose language test. The
answer to this challenge might not be as easily reached as is sometimes presumed.
(Alderson & Banerjee, 2001, p. 224)

Their survey notes a considerable growth in the use of computer-based testing.
They refer to the development of a computer-delivered version of the Test of
English as a Foreign Language which later became the computer-delivered TOEFL
iBT, computer-adaptive rating for tests such as the Graduate Management Admis-
sion Test, PhonePass (www.ordinate.org), a telephone delivery test procedure that
led to a computer system, and DIALANG, a suite of computer-based diagnostic
tests available in 14 European languages.

Testing young learners had increased but, the survey concludes, had left doubts:
first, that the increase had led to a growth in formal assessment, precisely the form
of testing that advocates of testing for young children have never favored (Rea-
Dickins & Gardner, 2000). Second, the expansion had led “to increased specifica-
tion of the language targets young learners might plausibly be expected to reach
and indicates the spread of centrally specified curriculum goals” (Alderson &
Banerjee, 2001, p. 231).

During the 1990s and into the following decade, the issue of validity dominated
the language-testing literature. Messick (1989) argued that validity is a unified
concept, that validity is not a characteristic of a test but is derived from the infer-
ences made from test scores. In other words, it makes no sense to speak of the
validity of a test since validity depends on the outcome of each test event. Although
this view has been influential, it has also been challenged (Fulcher & Davidson,
2007; Davies, 2012a) on the grounds that test selection must in part take account
of validity estimates earlier accrued. Even more contentiously, Messick main-
tained that validity should also include test outcomes or test consequences but,
as Alderson and Banerjee point out, “it is far from clear whether this is a legitimate
area of concern or a political posture” (Alderson & Banerjee, 2002, p. 79).

The attention at the time given to questions of validity meant that language
testers were compelled to move beyond psychometric issues and pay attention
to language concerns. Alderson and Banerjee consider that this meant a closer
relationship between language testing and applied linguistics. Lyle Bachman
(1990) supported this relationship in his interactional model, building on the
earlier work of Hymes (1972) and Canale and Swain (1980). This apparent
move toward applied linguistics was not sufficient for every researcher;
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McNamara, for example, maintained that the Bachman model ignored the social
dimension of language proficiency, an omission McNamara attempted somewhat
later to rectify in his coauthored volume with Carston Roever (McNamara &
Roever, 2006).

The bulk of Part 2 of the Alderson and Banerjee survey is devoted to summariz-
ing the volumes in the Cambridge Language Assessment Series (edited by Alderson
and Bachman since 2000), each volume dealing with a different aspect of the
current state of the art: reading, listening, vocabulary, speaking, writing, grammar,
and language for specific purposes. Cambridge University Press also publishes
the Studies in Language Testing series (edited by Milanovic and Weir since 1995) in
partnership with Cambridge ESOL. This series is mainly concerned with publish-
ing research related to Cambridge ESOL examinations.

Alderson and Banerjee end Part 2 of their survey (Alderson & Banerjee, 2002)
by reflecting on a number of issues which, they say, “are currently preoccupying
the field” (Alderson & Banerjee, 2002, p. 98). They discuss authenticity, how to
design language tests, the reliability—validity distinction, and the validation of
language tests. They reserve judgment on the authenticity issue, noting that the
little evidence available does not support the need for authenticity in language
tests. Central to work on the design of language tests, they claim, is understanding
the nature of the task we present to test takers. This, they say, is “the most impor-
tant challenge for language testers for the next few years” (Alderson & Banerjee,
2002, p. 101).

As for reliability and validity, Alderson and Banerjee follow Messick optimisti-
cally: “We need not agonise . . . over whether what we call reliability is actually
validity. What matters is how we identify variability in test scores” (Alderson &
Banerjee, 2002, p. 102). This harks back to Swain (1993), which at the time seemed
heretical.

We return, write Alderson and Banerjee, to where Part 2 of the survey began,
to validity and validation (Alderson & Banerjee, 2002, p. 102). They admit this
remains a contested issue. Much recent work on validity has adopted the validity
argument approach following Messick (1989) and Mislevy. This approach involves
two steps: the specification of the proposed interpretations and uses of the test
scores and the evaluation of the plausibility of these interpretations and uses (see
the recent discussion in Kane, 2012). At the end of their review, Alderson and
Banerjee agree that old concerns continue (Alderson & Banerjee, 2002, p. 105), not
a view that Skehan took, as my earlier discussion indicated. However, while
Skehan was mildly optimistic, Barnwell (1996), on the other hand, in his history
of language testing in the USA, was dismayed that language testers keep coming
back to the same old issues, most of which, he wrongly claimed, had been solved
long ago:

Insights into the constructs we measure as language testers have certainly been
enhanced by a greater understanding of the nature of language . . . but dilemmas
faced by any attempt to measure language proficiency remain. To use Davies’s classic
phrase, testing is about operationalising uncertainty (Davies 1988) . . . The challenge
for the next decade will be to enhance our understanding of these issues. (Alderson
& Banerjee, 2002, p. 105)
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The 2002-12 Decade

This section refers briefly to developments in language testing over the period
following the Alderson and Banerjee survey, the decade 2002-12. The following
section then offers a critical overview of the whole period from 1960 to 2012. Given
the wide coverage of this chapter, there are no cross-references.

Along with a continuing research interest in vocabulary, in LSP—for example
aviation English—and in web-based and computer-delivered tests, what emerges
over the next period is a growing interest in national tests (e.g., the College English
Test in China, Asian tests more widely, Dutch tests, and test translation such as
that in PISA). The long-felt need for a comprehensive account of the statistics used
for language assessment is now fully met by Bachman (2004). Research articles in
the last 10 years or so have indicated emerging interest in social and political
issues, for instance Shohamy (2001) and McNamara and Roever (2006). Research-
ers have shown growing interest in the role of language tests in immigrant and
citizenship issues (Kunnan, 2012). Technical developments get a look-in (Alder-
son, 2005; Sawaki, 2012). Validity and now its doppelgédnger, ethics, continue to
take pride of place in research: a concern for validity means professionalism,
means taking account of language in use in diurnal settings, and means a concern
for fairness which questions the use of tests in areas of potential discrimination
such as immigration and citizenship (Shohamy & McNamara, 2009). The concern
for test development, for the suitable architecture of a test, moves into a concern
for test use: validity takes central place, dislodging reliability, and the earlier ques-
tions for testers—"how?” and “what?”—become “why?” and “should we?” Of
course, reliability is not forgotten and, while test use matters, it is accepted that it
is intended and not unintended test use that contributes to test validation, which,
it is to be hoped, is what Messick really meant (Fulcher & Davidson, 2007; Davies,
2012b).

Much recent work on validity has adopted the validity argument approach,
following Messick, Mislevy, and Kane. This approach involves two steps: the
specification of the proposed interpretations and use of the test scores and
the evaluation of the plausibility of those interpretations and uses. The test devel-
oper’s decision in interpretation is central to the validity argument. This interpre-
tative argument ranges from scoring to a theory-defined construct to evaluation
and concludes with a decision (Kane, 2012).

Language aptitude testing has been little researched since the 1960s. The Modern
Language Aptitude Test (Carroll & Sapon, 1959 ) in the 1950s remains the model
for all such research. Perhaps because of that test’s robustness, few scholars have
pursued research, with the exception of Pimsleur (1966) and Skehan (1989b), that
is until recently when Charles Stansfield launched a major language aptitude
project under the aegis of his Second Language Testing Institute (Stansfield, 1989;
Reed & Stansfield, 2004).

Oral assessment has always been problematic. Some years ago, the communica-
tive search for authenticity in language teaching led to the use of pair and group
work in oral language assessment. This form of oral assessment has attracted a
good deal of research in recent years. It seems that it may resolve some of the
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weaknesses in the usual oral interview. Of course, there are still problems, such
as that of assigning individual scores, but results suggest that paired/group oral
assessment offers advantages which individual interviews do not (Taylor & Wig-
glesworth, 2009).

The increasing attention given to World Englishes, the varieties of English
around the world (Singapore English, Indian English, Nigerian English, and so
on, and in Europe the so-called English as a lingua franca), has raised the question
of the appropriate model in each case that English tests should use. What evidence
there is suggests that, in formal assessment and education, Standard English is
the model that local stakeholders invariably choose.

Overview
Three concerns have dominated language testing since the 1960s. They are:

1. How to test?
2. What to test?
3. Who are the testers?

These concerns are present throughout the period (and, indeed, could be said to
be the enduring business of language testing), although the third—the “who?”—
comes into prominence only after developments of the “how?” and the “what?”

How to Test?

Much of the discussion and much of the practice has been on refining reliability
and on improving methods of analysis (for example, IRT, structural equation
modeling). While such refining never ends, it seems evident that the profession
is now confident of its ability to write test items, including in the difficult areas
of the productive skills, and to analyze the results whether the items are quantita-
tive or qualitative. The process of writing items and analyzing results causes
imaginative views of test delivery to be tempered by a realistic view of practice.
In addition to creative innovation with test items such as interactive dialogue in
speaking tests, cloze in reading tests, and dictation in listening tests, computing
developments have allowed TOEFL to become web based and the new Pearson
Academic Test of English to be delivered entirely by computer. This can be a
problem for poorer countries where there are few computers. The decision by
Cambridge ESOL to offer both computer and written versions of IELTS acknowl-
edges this disparity.

What to Test?

The argument about the nature of language, the unforgiving dispute between
nominalism and realism, underlies the question of what to test. Robert Lado,
properly praised at the start of this chapter for his pioneering structuralist
work, represents a realist approach (as, indeed, does Noam Chomsky), while
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the communicative response to structuralism in the 1970s and 1980s belongs
to nominalism. Realism says that language is a set of ideas such as grammar,
phonology, and so on, constructed in the minds of linguists, since native speakers
do not operate top-down from a grammatical or phonological construct in order
to construct sentences. The nominalist approach says that, whether our percep-
tions are correct or not, we deal with real things in the world: there is language
in use.

After the communicative revolution had, quite quickly, run its course, the pro-
fession settled down to a compromise position (Bachman, 2005), which is where
we are today. Indeed, the strong focus on what to test has given way to a serious
concern for the profession’s own professionalism.

Who Are the Testers? A Profession

Many developments over the later part of this half-century indicate that the prac-
tice of language testing has become professionalized. These indications include
the two international journals: the journal Language Testing is now nearly 30 years
old; it was joined in 2004 by Language Assessment Quarterly. Attempts to distin-
guish the two journals on the grounds of special interests have so far not been
wholly successful. There are several dedicated Web pages (for example www.
iltaonline.com), a number of textbooks and dictionaries (for example Davies et al.,
1999), and international and national language-testing associations, among them
the International Language Testing Association, the Association of Language
Testers of Europe, the European Association for Language Testing and Assess-
ment, the Japan Language Testing Association, three regional associations in the
USA—the Midwest Association of Language Testers, the East Coast Organization
of Language Testers, and the Southern California Association for Language Assess-
ment Research—the newly formed Canadian Association, and the Australian—
New Zealand Association. Codes of ethics and codes of practice have been
published, and the profession has available training programs and research
degrees in language testing and regular national and international conferences,
notably the annual Language Testing Research Colloquium. In addition, testing
organizations (for example Cambridge ESOL, ETS, Pearson Language Testing)
have reviewed their delivery systems and established research arms to support
the profession.

Such are the outward indicators of professionalism. But the inward, perhaps
the more important, are also evident. These are all concerns for the profession’s
accountability, that its practice is transparent and fair to all stakeholders. Hence
the major concerns with washback, with ethics, and with validity. Washback
requires that the profession recognize that its language-testing products have an
effect on the world, an effect which it is the profession’s responsibility to make
beneficial as much as possible. Alas! This admirable aim is not easy to achieve but
it remains a potent ambition. Ethics goes further than washback, taking into
account not just what effect a test has but whether it is morally right to develop/
use a particular test. The profession has been much exercised about this concern
ever since Western governments imposed language tests for immigrants, refugees,
and new citizens.
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Being ethical (or, perhaps more appropriately, claiming to be ethical) is the
stance that marks out a profession, hence the various codes of ethics and of prac-
tice which declare, in the sense of an oath, that those involved promise to uphold
the virtues of the profession.

Validity, including accountability, may be seen as an overarching construct, a
promise to perform justly, as well as to include in tests only what should be there,
and a concern for the effects on stakeholders plus a commitment to ensuring that
the consequences of a test are those that were intended.

That is one view of validity, the Messick—-Kane-Chapelle view. A simpler defini-
tion can also be proposed, one that does not aim at an umbrella-like validity which
acts as a judgment on all aspects of a test. The simpler view is that washback and
ethics (and accountability) are distinct: each has its proper role. Validity, for
instance, asks the questions: Does the test embody in its items the original inten-
tion and do the scores it achieves provide an appropriate outcome?

Conclusion

Has there been progress in language testing since the 1960s, given that the same
issues appear again and again, issues that remain, it appears, unresolved? This
chapter argues that yes, there has been progress. Of course, issues such as validity
and the structural-communicative debate remain. And so they should, since they
are fundamental to the theory and practice of language testing. But the profes-
sionalizing of the activity with all that entails, the serious concern for ethics, the
development of a research culture—these are real signs of progress, of a profession
that is comfortable in its practice and alert to its shortcomings.

SEE ALSO: Chapter 16, Assessing Language Varieties; Chapter 46, Defining Con-
structs and Assessment Design; Chapter 65, Evaluation of Language Tests Through
Validation Research; Chapter 68, Consequences, Impact, and Washback; Chapter
70, Classical Theory Reliability; Chapter 94, Ongoing Challenges in Language
Assessment
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Assessing Aptitude

Catherine J. Doughty
University of Maryland Center for Advanced Study of Language, USA

Purpose of Language Aptitude Assessment

The purpose of language aptitude assessment is to measure potential for success
in learning a second language (L2). Often, language aptitude is assessed in ado-
lescents and adults, after the close of the critical period.1 Since adult second
language learning is notoriously difficult and by no means guaranteed to succeed,
an important aim of language aptitude assessment is to capture the range of indi-
vidual differences in post-critical period language-learning potential. All other
factors such as motivation and opportunity being equal, after age of initial L2
exposure, language aptitude, arguably, is the next most important predictor of
adult language-learning outcomes.

Language aptitude assessment is often a key component in decisions that lead
to substantial investments of time, effort, and money. Most language aptitude tests
are used to identify people who can learn a second language fastest under the
same classroom conditions. The most widely used of these tests—for example,
the Modern Language Aptitude Test (MLAT; Carroll & Sapon, 1959) and the
Defense Language Aptitude Battery (DLAB; Peterson & Al-Haik, 1976; Lett et al.,
2004)—were originally designed to predict initial rate of learning in intensive
courses that last 6-18 months and yield basic proficiency in the second language,
although the MLAT has sometimes been used in much less intensive settings, such
as university language courses. Given globalization in the past decades, basic
proficiency is no longer adequate for government and international business
endeavors. Thus, more recently, researchers have turned their attention to assess-
ing language aptitude for the purpose of predicting the ultimate level of L2 attain-
ment, for instance the proficiency needed for professional or distinguished
professional language use (see Interagency Language Roundtable, ILR, #.d., for
descriptors), levels of expertise that take many years to acquire. In the High-Level
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Language Aptitude Battery (Hi-LAB; Doughty, Campbell, Bunting, Bowles, &
Haarmann, 2007; Doughty et al., 2010), language aptitude is conceptualized as a
ceiling on second language learning.

Uses for Language Aptitude Assessment

Selection

Since language aptitude assessment captures individual differences in poten-
tial for language-learning success—whether the focus is on rate or ultimate
attainment—the information can be used to select from among a pool of candidates
those who are most likely to do well in a particular language course or over their
career of language learning. Sometimes language aptitude assessment is one in a
series of hurdles used to select personnel for further training. An example is the
aforementioned DLAB, which is administered in order to select for matriculation
into the Defense Language Institute Foreign Language Center (DLIFLC). Persons
who wish to enlist initially take the Armed Services Vocational Aptitude Battery
(ASVAB), a multiple aptitude test that determines whether they meet enlistment
qualifications and for which military occupations they might be best suited. Sub-
sequently, each service uses one or another composite of ASVAB test sections to
select among qualified recruits those who will take the DLAB in order to assess
their potential for success at DLIFLC (Schmitz, Stoloff, Wolfanger, & Sayala, 2009).
Research has shown that a subset of ASVAB test sections alone predict success at
DLIFLC, but that surmounting both hurdles, ASVAB and DLAB, predicts success
at DLIFLC incrementally better (Silva & White, 1993; Bunting et al., 2011).

Diagnosis

Aptitude assessments typically employ tests with sections derived from one or
more separate language aptitude constructs, as discussed further below. Provided
that data are available from each section, this information indicates potential
strengths and weaknesses for each individual, and, taken together, represents
the individual’s language aptitude profile. For example, an aptitude profile can
provide information on the ability to handle a new sound system or to induce
the grammar or acquire the vocabulary in different learning modes (i.e., implicitly
or explicitly). Such diagnostic information can be used too for the purposes
of placement, tracking, and counseling, and tailored instruction. A further use of
diagnostic information is to identify a language-learning disability, which could
lead to a waiver of a foreign language requirement in cases where individuals
could be expected to struggle excessively or to fail (Ganschow, Sparks, Javorsky,
Pohlman, & Bishop-Marbury, 1991; Sparks & Ganschow, 1991).

Placement

Once language aptitude scores or profiles are obtained, the information can
be used to place students in language courses. For example, students with high
aptitude scores can be grouped into accelerated classes, enabling those students
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expected to learn faster to excel. In addition to grouping, aptitude tests can inform
placement into languages on the bases of anticipated difficulty of learning, defined
on the basis of degree of distance of the L2 from the first language (L1), or by
the observed number of weeks needed to reach basic proficiency. For example, the
DLIFLC uses cut scores on the DLAB to place students into four categories of
language in courses that last between 26 weeks (Romance languages) and 64
weeks (Arabic, Chinese, Japanese, Korean, and Pashto).

Counseling

Whereas language aptitude scores can be used to select only those individuals most
likely to succeed in language learning, such information can also be used to diag-
nose potential difficulty in language learning, for instance, where selection has not
been possible, or where the individual is otherwise qualified for a job, and is
required to learn a foreign language to the best of his or her ability. In these circum-
stances, aptitude information is used as the basis for counseling language learners
to help them cope with difficulty. An example is the use of the Modern Language
Aptitude Test (MLAT) at the Foreign Service Institute, which is the language school
of the US State Department (Ehrman, 2004). Because the MLAT provides sub-
section scores, diagnostic information is available, and counseling is possible.
Aptitude tests that provide only one composite score are less useful in this regard.

Tailoring Language Instruction

In addition to counseling learners to enable them to make the most of their
language-learning opportunities, aptitude test information can potentially be used
by teachers and materials developers to tailor instruction to match students” apti-
tude profiles. The purpose of tailoring instruction in this way is to take advantage
of findings on individual differences in cognitive aptitude in order to optimize
training and learning outcomes for learners with differing abilities. While indi-
vidualizing instruction is not a new idea, the use of language aptitude tests as the
scientific basis to more accurately inform such tailoring is attracting current
research interest (Tare et al., 2011). Aptitude-by-treatment interaction research, by
intentionally matching or not matching measured aptitudes with instructional
treatment variables, investigates whether the students who are matched outper-
form the students who are mismatched or not matched.

Predicting Performance Outside the Classroom

As Ehrman (2004) pointed out, aptitude tests are not typically used to predict
performance beyond classroom instruction, for example in autonomous mainte-
nance, at the workplace, or during immersion experiences, such as studying or
living abroad. In fact, the most widely used aptitude tests, the MLAT and the
DLAB, were expressly designed to predict performance in academic classrooms.
Nevertheless, prediction of success outside the classroom on the basis of aptitude
deserves investigation, focusing on constructs that could be expected to underpin
less structured or naturalistic learning. For example, in an investigation of at-home
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versus study-abroad speaking gains by L2 Spanish learners, O’Brien, Segalowitz,
Freed, and Collentine (2007) found that, while study-abroad students made greater
oral proficiency gains than at-home students, after controlling for the learning
context, aptitude, as measured by phonological short-term memory, accounted for
differences in oral proficiency gains. Morever, an interaction effect, this time natu-
ralistic, was found for two of the oral proficiency measures, that is, aptitude
explained a significant amount of variance in fluency gains for study-abroad stu-
dents, but not for at-home students.

Aptitude Testing Formats

Traditional aptitude tests like MLAT and DLAB are group or individually admin-
istered in multiple choice format, delivered in booklets or, more recently, on
computers. As such, they are relatively indirect tests of language aptitude. These
aptitude tests are timed in the sense that each section has a time limit or that test
takers follow the pace of recorded instructions. Most are not speeded, but some
tests have sections that contain more items than can be completed during the
allotted time, thus allowing the most capable learners to show their full potential,
since there is no ceiling effect.

As Carroll (1990) noted, traditional aptitude tests are limited by the multiple
choice testing format and by constraints of administration time. A recent advance
in aptitude testing has been the development of more direct tests of potential for
language learning. For example, the Cognitive Ability for Novelty in Acquisition
of Language (Foreign) Test (CANAL-FT; Sternberg, Grigorenko, Ferrari, & Clink-
enbeard, 1999; Grigorenko, Sternberg, & Ehrman, 2000) is a dynamic test, during
which language learning takes place and is measured. In the new computer-
delivered Hi-LAB (Doughty et al., 2007), test takers perform tasks that engage the
cognitive abilities comprising the constructs. For example, in a Hi-LAB test, a test
of attention allocation, test takers are asked to switch between identifying numbers
as high or low or odd or even, and in another Hi-LAB test, one of memory updat-
ing, they are asked to retrieve only relevant items from short-term memory. Many
of these more direct tests also measure cognitive processing speed, which is
captured precisely by recording response times in milliseconds. The computer
delivery of direct cognitive tests has posed a challenge in terms of ensuring the
reliability of the tests, since cognitive measures are often designed to be adminis-
tered one on one. The solution has been to take great care in designing instruction
screens and to include practice for every test section (Doughty et al., 2007, 2010).
An advantage of computer delivery of direct cognitive aptitude tests, like tests of
other kinds of aptitude, is that they cannot be prepared for in advance, and test
exposure is much less of a concern than with multiple choice tests.

Threats to Validity of Language Aptitude Tests
Since language aptitude indicates potential for—rather then already demonstrated

—successful language learning, assessments can be administered prior to the start
of L2 learning. Depending on one’s view of whether the experience of language
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learning alters language aptitude (as yet untested), assessments also can be con-
ducted even after L2 learning has begun. However, there are a number of potential
threats to validity in aptitude assessment that must be avoided. A key requirement
is that knowledge of language, either L1 or L2, should not impact the results. For
this reason, language aptitude test items should be in the native language or be
language-independent, such as with the iconic representations in test items used
in LLAMA Language Aptitude Tests (Meara, 2005). Also, test instructions must
be entirely comprehensible to test takers (preferably in their native language). For
computer-delivered tests, separate screens should present the goal of the test
section, the expected responses, the timing conditions, etc., and practice items
should be provided. Other threats to validity, particularly in direct cognitive tests
of aptitude, are distraction and fatigue. Guidelines for preparing for and taking
the test, plus frequent breaks, can mitigate these threats. Such mitigation has been
shown to increase the reliability of direct tests of cognitive aptitude (Doughty
et al., 2007; Mislevy et al., 2010). Finally, technical knowledge of grammar, which
is often characteristic of advanced language learners who have spent years in
traditional classrooms, can lead to rapid performance and good results on apti-
tude tests; however, in this case the tests are not engaging the aptitude, but rather
are measuring acquired metalinguistic knowledge.

Traditional Language Aptitude Constructs

Modern Language Aptitude Test, Pimsleur Language Aptitude
Battery, and Defense Language Aptitude Battery

There is a long history in the USA of assessing language aptitude (Carroll, 1981),
each new effort catalyzed by wartime requirements for Americans to learn foreign
languages, and each influenced by substantial changes in the language pedagogy
of the time. From 1920 to 1945, the prevailing approach to language teaching was
grammar-translation. Aptitude for language learning under those conditions
was tested by “posing linguistic puzzles in an artificial language that could be
solved analytically” and depended on “knowledge of grammatical terminology
and recognition of morphological processes” (Carroll, 1962, p. 92). During World
War II, the emphasis switched to listening and reading comprehension, and lan-
guage courses were full-time and intensive (e.g., the “Army Method”). Since it was
not possible to reduce the time allotted to learn a language (8-12 months at that
time), the US Army funded research on language aptitude in order to enable selec-
tion of personnel who could learn languages the fastest under intensive learning
conditions. The Psi-lamda (for “psycholinguistic”) aptitude test was developed by
John Carroll and Stanley Sapon between 1953 and 1958 for use in selecting students
for the then Army Language School (now DLIFLC). The commercial version of this
test (MLAT) was developed and validated in a range of settings by the Psychologi-
cal Testing Corporation, and has since been used to assess language aptitude in
learners of all ages and in a variety of learning conditions (Stansfield & Reed, 2004).

Around the same time, the Pimsleur Language Aptitude Battery (PLAB;
Pimsleur, 1966) was designed specifically for high school language learners by
Paul Pimsleur (between 1958 and 1966). And, the Defense Language Aptitude
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Table 2.1 Categorization of DLAB/MLAT/PLAB parts with respect to Carroll’s four
aptitude abilities (adapted from Kelly, Stansfield, Reinhart, & Doughty, 2008)

DLAB MLAT PLAB
Phonetic coding Part 2, Recognition of Part 2, Phonetic Part 5, Sound
ability stress patterns script discrimination
Part 3, Foreign language  Part 3, Spelling Part 6, Sound-
grammar clues symbol association
Grammatical Part 3, Foreign language  Part 4, Words in ~ Part 4, Language
sensitivity grammar sentences analysis

Part 4, Foreign language
concept formation

Rote learning Part 3, Foreign language  Part 1, Number Part 4, Language
ability grammar learning analysis

Part 5, Paired

associates
Inductive language  Part 4, Foreign language  Part 1, Number Part 4, Language
learning ability concept formation learning analysis

Battery (DLAB) was later developed for use by the military in the early 1970s with
the aim of incrementally improving the selection of recruits who would be trained
as language personnel. The impetus for this test development was an increased
emphasis on communicative language teaching at DLIFLC. The DLAB has been
validated (Petersen & Al-Haik, 1976) and has been in continual use for selection
to DLIFLC, but is not available to the public.

The MLAT, the PLAB, and the DLAB have four constructs in common, as shown
in Table 2.1 (Kelly, Stansfield, Reinhart, & Doughty 2008%). Phonetic coding, the
ability to relate phonological sounds to visual symbols with speed and accuracy,
is a prerequisite for literacy in both L1 and L2. The PLAB, for example, measures
this ability with a nonword recognition task during which test takers hear record-
ings of phonotactically possible (in English), but lexically meaningless nonwords,
and must choose the written answer whose spelling corresponds to the auditory
stimulus, from among distracter nonwords involving the same letters in scram-
bled orders (Pimsleur, Reed, & Stansfield, 2004).

Grammatical sensitivity is understood as the ability to recognize the grammati-
cal role a word or constituent plays in a sentence (Carroll, 1962). For instance, the
MLAT measures grammatical sensitivity in the section called “words in sen-
tences,” where an underlined word or phrase in one sentence must be matched
to the analogous part of another sentence. (The underlined parts of “The fish
swallowed the hook,” and “The man mailed the letter,” are grammatically analo-
gous, though they have little in common semantically, because both are the objects
of their respective verbs; Carroll, 1981). The comparable component of the PLAB,
the language analysis subtest, provides test takers with a sample of linguistic data,
including glosses, in a foreign language, which they must use to translate a novel
sentence into the target language (Pimsleur et al., 2004).

The MLAT includes a measure of rote memory—the conscious process of storing
information in long-term memory, often by repetition—that has no exact DLAB
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or PLAB analogue. The memorization of new vocabulary is generally recognized
as an integral part of language learning (Nation, 1990), and the MLAT tests this
construct with the “paired associates” subtest, wherein test takers are given non-
words along with their English translations, which they must memorize and then
recall during the test. Although not tested directly, rote memorization of vocabu-
lary is also helpful in the foreign language grammar subtest of DLAB and in the
language analysis subtest of PLAB.

In the DLAB concept formation subtest, inductive reasoning is employed to
match artificial language captions to pictures. At the top of the page, there is a set
of four pictures with captions. Learners are given three additional pictures and four
new captions and must choose the correct caption for each of the three pictures by
generalizing from the information at the top of the page. Similarly, neither the
PLAB language analysis subtest nor the MLAT words in sentences subtest require
any metalinguistic vocabulary; that is, there is no need to be able to verbalize that
“the hook” is a direct object in order to note that it plays the same role in its sentence
as “the letter” plays in the other in the example above. Conscious metalinguistic
awareness is distinct from grammatical sensitivity in that the latter is understood
to be a stable trait, whereas the former is thought to be the result of experience and
training, and, therefore, subject to change (Carroll, 1990). As noted above, a very
experienced language learner may alter the nature of an aptitude test by rapidly
utilizing metalinguistic knowledge rather than drawing upon inherent grammati-
cal sensitivity or by inductively reasoning as intended by the tests.

There are some constructs contained in one or two, but not all three of these
aptitude tests. Because it is a measure of learned knowledge, vocabulary is neither
static nor easy to conceptualize as a trait. Nevertheless, L1 vocabulary is included
in both the PLAB and the MLAT, as proxy for verbal ability (Carroll, 1962; Pimsleur
etal., 2004). English vocabulary is directly assessed in the PLAB with a “choose the
right synonym” task, whereas the MLAT incorporates vocabulary as a necessary
subcomponent of “spelling clues,” a speeded task in which test takers must choose
the nearest synonym to a “disguised” (i.e., phonetically spelled) target word.

In addition to the constructs it shares with the MLAT, the PLAB includes a
measure of auditory ability. The sound discrimination task requires test takers to
distinguish sound contrasts, to which their native language does not require them
to be sensitive. PLAB tests the ability to distinguish between pitch, orality, and
nasality in aurally presented words in an unfamiliar language. Test takers are
taught three words which differ from one another in terms of these features. They
then listen to sentences in the unfamiliar language and must indicate which of the
three words appears in each sentence.

Innovations in Language Aptitude Constructs

LLAMA

According to the manual, LLAMA is “a set of exploratory tests designed to assess
aptitude for learning foreign languages. The tests are loosely based on pioneering
work by John Carroll (e.g., Carroll & Sapon, 1959) but over the years . . . the design
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of the tests has significantly diverged from the originals on which they were
based” (Meara, 2005, p. 2). Most notably, in order to adapt LLAMA for speakers
of L1s other than English, and to circumvent familiarity with stimuli, sections of
the test were recast using icons. In one section, where language stimuli are
required, the stimuli are based on a little known dialect of a language from north-
west British Columbia.

According to Meara (2005), three sections of LLAMA have been most successful
in predicting language outcomes (LLAMA B, D, and E). Like MLAT Part 5, LLAMA
B measures the ability to learn relatively large amounts of vocabulary in a rela-
tively short time. The words to be learned are real words taken from a Central
American language arbitrarily assigned to images. The task is to learn the names
of as many objects as possible in the time available without taking notes.

The aptitude construct in LLAMA D is not based on any MLAT construct.
LLAMA D tests the ability to recognize previously spoken words. According to
Meara (2005, p. 8), “if you can recognise repeated patterns, then you are more
likely to be able to recognise words when you hear them for a second time. This
helps you to acquire vocabulary. It also helps you to recognise the small variations
in endings that many languages use to signal grammatical features.” LLAMA D
presents stimuli, which are machine-generated phonetic realizations of words in
a dialect of an isolated language spoken in northern Canada. The task is to listen
carefully to a list of the words and then to hear them again, this time in a longer
list that also contains new words. For each word in the longer list, test takers
indicate whether they have heard the word before.

Like MLAT Part 2, LLAMA E is a sound-symbol correspondence task. A set of
recorded syllables is presented, along with a transliteration of these syllables in
an unfamiliar alphabet. The task is to work out the relationship (within two
minutes) between the sounds and the writing system by pressing buttons that
play a short sound file. The text on each button represents how that particular
sound is written in the language. Note taking is allowed.

Hi-LAB

As noted earlier, a major change in the 21st century has been the realization that
advanced rather than basic language proficiency is the minimum necessary for
most government and professional work. Earlier aptitude validity studies involved
predicting outcomes in language courses with goals of ILR Level 2 (basic). Thus,
an important question is whether existing aptitude tests, which were designed to
predict rapid rate of learning to levels of basic proficiency, can predict ultimate
attainment of ILR Level 3 (professional) or ILR Level 4 (distinguished profes-
sional) proficiency. FSI data show that the MLAT total score predicts Level 3
attainment (Ehrman, 1998), but there is not yet solid evidence for prediction at
Level 4 (Ehrman & Lord, 2003). As yet, there are no studies of the usefulness of
PLAB or DLAB to predict very high level ultimate attainment in a foreign
language.

To address the need for an aptitude battery geared to professional levels,
Doughty et al. (2007) developed the Hi-LAB specifically to “predict the ultimate
success of adult language learners in reaching high levels of language ability,
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where advanced levels are considered to be ratings on the Inter-agency Language
Roundtable scale of ILR 3+ and above” (Mislevy et al., 2008, p. 4). High level
language aptitude, operationalized in cognitive and perceptual constructs, is con-
ceptualized as a measurable ceiling on language learning ability, holding equal all
other factors such as motivation, other individual differences, and opportunities
for instruction or immersion. The development of Hi-LAB drew upon recent
research in second language acquisition (SLA) and cognitive psychology to include
constructs theorized to underlie foreign language learning at advanced levels. For
example, from the perspective of SLA research, ultimate attainment involves
learning complex linguistic systems, including elements that are not particularly
salient in the input. “SLA is largely driven by what learners pay attention to and
notice in target language input and what they understand the significance of
noticed input to be” (Schmidt, 2001, pp. 3—4: see also Schmidt, 1990, 1995). From
the perspective of psychology, the memory constructs in traditional aptitude tests
are out of date. Empirical studies have specifically linked working memory to
foreign language learning, suggesting that greater memory resources and atten-
tional control predict both a faster rate of learning and a higher attained level of
proficiency (Miyake & Friedman, 1998). Hi-LAB was the first foreign language
aptitude battery to incorporate these advances in the understanding of the human
memory system, as called for by Carroll (1990).

Hi-LAB measures an individual’s cognitive and perceptual aptitude. Table 2.2
lists and briefly defines the Hi-LAB constructs. (For a complete discussion see the
Hi-LAB assessment use argument in Mislevy et al., 2008.) Memory is measured
both as rote memory and working memory (WM), a complex system that sub-
sumes short-term memory (STM) and executive control constructs. Hi-LAB taps
verbal-acoustic STM, also called phonological STM, which aids in the rehearsal or
maintenance of unfamiliar words, such as vocabulary in a foreign language. In
Hi-LAB’s STM test, test takers view phonotactically plausible, one-syllable non-
words, presented serially on a computer screen and are required to indicate in a
subsequent longer list whether or not they have seen each one. The central execu-
tive system, also called executive control, is another component of WM probed
by Hi-LAB. Three distinguishable subconstructs—updating, inhibition, and task
switching—were all included in the Hi-LAB design. Updating refers to the process
of refreshing the contents of working memory with new, more relevant informa-
tion (Morris & Jones, 1990). An individual’s ability to update information in WM,
which includes monitoring and coding information for relevance while new
information is incoming, is crucial in the context of high level language learning
(Doughty et al., 2007). The running memory span task measures updating in
Hi-LAB (Bunting, Cowan, & Saults, 2006). In this task, learners hear pseudo-
randomly ordered strings of letters and must try to recall the last six letters in the
string, in the same order presented, beginning with the sixth to last and ending
with the last letter. In contrast to updating, inhibition is the ability to ignore a
dominant or automatic response when necessary. Recent developments in studies
of bilingual processing have implicated inhibition as a key cognitive mechanism
supporting bilingual language use (Abutalebi, 2008; Kroll, Bobb, Misra, & Guo,
2008). A classic inhibition task is the Stroop task (1935), which measures the
ability to inhibit the automatic response to read a word when the task objective
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Table 2.2 Hi-LAB constructs (adapted from Doughty et al., 2010, p. 12)

Constructs

Brief definitions and components

Memory

Working
memory

Long-term
memory
Acuity

Speed

Primability

Induction

Pragmatic
sensitivity

Fluency

Short-term memory

capacity

Executive control

Rote memory

Perceptual acuity

Processing speed

Priming

Implicit induction
Explicit induction
In research and

development

In research and
development

The capacity to process and store input with
active trade-offs among these components:
The small amount of information that can be
kept in an accessible state in order to be used
in ongoing mental tasks: verbal-acoustic STM;
verbal-semantic STM

A set of processes that, collectively, regulate
and direct attention and control voluntary
processing: updating, inhibition, and task-
switching

Explicit, intentional long-term storage that
results from rehearsal

An above-average capacity to hear or see cues
in the auditory or visual input: auditory
perceptual acuity; visual perceptual acuity

The speed of response to stimuli: processing
speed; decision speed

The extent to which prior experience of stimuli
in the input facilitates subsequent processing:
semantic priming, repetition priming

The process of reasoning from the specific to
the general, i.e., noticing similarities among
several instances and drawing a generalization
based on these similarities:

Acquiring the patterns in input without
awareness of them

Acquiring the patterns in input with awareness
of the patterns in examples

The ability to hypothesize connections between
context and use: registering and tracking
salient context cues; detecting
miscommunication

The automaticity of planning and articulating
speech

is to name the color of the font (e.g., the word “red” printed in blue ink). Finally,
task switching, the ability to shift between multiple tasks, operations, or mental
sets (Monsell, 2003), is hypothesized to reflect an aspect of cognitive control that
is critical for efficient bilingual lexical selection and for advanced language tasks
such as translation, code switching, or switching registers (Hernandez, Martinez,
& Kohnert, 2000; Segalowitz & Frenkiel-Fishman, 2005; Abutalebi et al., 2008). In
Hi-LAB, test takers see numbers superimposed on a background box and make
one of two judgments about each number, depending on the color of the box,
to classify the target number as odd or even, less than five or greater than five.
The last memory construct, rote memory, is the conscious process of storing
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information in long-term memory, often by repetition. The Hi-LAB rote memory
task requires remembering associations between a familiar lexical item in English
and a novel lexical item, mirroring an aspect of lexical acquisition in language-
learning domains. This task is similar to the paired associates task in the MLAT,
but one word of each pair is an English noun, and the other a nonword, which
learners are told is a word in “a foreign language.” Test takers choose the correct
foreign word from a set of five options when prompted with the corresponding
English word.

Hi-LAB also probes perceptual acuity, the ability to detect and encode impor-
tant cues. Auditory perceptual acuity is the capacity to attend to and discriminate
among speech cues. Discrimination tasks in Hi-LAB test the ability to resist the
normal tendency to assimilate new language sounds into existing L1 categories
(Kuhl, Williams, Lacerda, Stevens, & Lindblom, 1992) by measuring the ability to
hear contrasts between stimuli which are normally in the range for just one
English phoneme. A category assignment task tests the ability to learn new pho-
nemic boundaries. To succeed, test takers not only have to tune in to differences
in phonological information that are unimportant in English but also must use
that information to form new categorical boundaries. The test measures accuracy
and improvement in categorization over the course of the test.

Cognitive processing speed is derived from tasks in Hi-LAB that direct test
takers to respond as quickly as possible. For example, in the serial reaction time
test, processing speed is computed as the mean response time in the first random
block of items. Hi-LAB measures another construct, primability, or the susceptibil-
ity to previously encountered input, in a synonym task. After seeing a list of words
that belong to two categories, test takers see the category names, and they have
to indicate which of the two categories contained more exemplars in the just-heard
list. The words in each category, including the words that are used as the names
of the categories, are synonyms or near synonyms. Test takers also perform com-
parisons in which they are asked if two new words (that are primed by the lists)
have similar meanings. Finally, induction tasks in Hi-LAB present test takers with
patterned stimuli and ask them to respond by shadowing the pattern or detecting
the pattern: The serial response time task test measures a person’s ability to implic-
itly learn patterns, while the explicit induction task in Hi-LAB directs them to try
to see the patterns.

Uniqueness of Language Aptitude

An often quoted general definition of language aptitude is “how well, relative
to other individuals, an individual can learn a foreign language in a given
amount of time and under given conditions” (attributed to John Carroll). While
it is generally agreed that language aptitude comprises a set of constructs that
are predictive of language-learning success, there are two issues that spark
discussion: Is language aptitude separable from general intelligence? And,
are motivation and personality facets components of language aptitude or sepa-
rate predictors of language-learning success in their own right? (Gardner &
Lambert, 1965).
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Aptitude and Intelligence

At the completion of his extensive research program, Carroll (1962, p. 89) came to
two conclusions on the basis of factor analyses of measures of intelligence, lan-
guage aptitude, and motivation: (1)

that facility in learning to speak and understand a foreign language is a fairly special-
ized talent (or group of talents), relatively independent of those traits ordinarily
included under “intelligence”; and (2) that a relatively small fraction of the general
population seems to have enough of this talent to be worth subjecting to the rigorous,
intensive, expensive training programs in foreign languages operated by military and
governmental organizations.

It is important to note that Carroll was discussing the role of aptitude in language
learning under intensive conditions, and he emphasized that this was the impetus
for focusing on selectivity. His belief was that anyone could learn a foreign lan-
guage to a certain degree under more favorable conditions.

In her study of naturalistic SLA, discussed further below, Granena (2012)
hypothesized that general intelligence is more relevant for explicit than for implicit
language learning, since intelligence is closely related to analytical ability (DeKey-
ser 2003). General intelligence measures are weighted in favor of explicit processes
(Woltz, 2003), but have low correlations with implicit processing measures such
as priming (Woltz, 1999). Granena expected that, in ultimate L2 attainment, rela-
tionships between explicit aptitude and general intelligence to learning outcomes
would pattern in the same way and would be different from effects of implicit
aptitude on outcomes. She based this prediction on studies of artificial grammar
learning, in which fluid intelligence correlates with learning when test takers are
instructed to look for patterns in the training materials, but not under more inci-
dental learning conditions. Granena’s hypothesis was supported by the findings
summarized in Table 2.3 which show that high intelligence late L2 learners out-
performed their low intelligence counterparts on two measures of controlled L2
use (a metalinguistic test and an untimed grammaticality judgment test), but not
on any other L2 outcome measures. Moreover, there were no effects of intelligence
for any other group (early child starters and native speaker controls) on any ulti-
mate L2 attainment measures.

Aptitude and Other Predictors of Language Outcomes

As noted earlier, DLIFLC relies on a multiple hurdles approach to select for
matriculation into language training, comprising the ASVAB, which is g-loaded,
and DLAB, which is particular to language aptitude. In 2003, DLIFLC hosted a
specialized conference with invited experts from the fields of SLA, language
testing and industrial psychology, to consider whether selection could be improved
(Kenyon & McGregor, 2003). The recommendation made by one of the experts,
Robert Sternberg, was that perhaps the only way to improve prediction of
language-learning success at DLIFLC would be by adding other tests of aug-
mented cognitive abilities, motivation, and personality (Sternberg, 2004).
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Table 2.3 Predicted relationships between aptitudes, general intelligence, and
ultimate L2 attainment (from Granena, 2012, p. 225)

Automatic L2 use Controlled L2 use
Early age  Late age  Control Early age Late age  Control
of onset  of onset of onset  of onset
General intelligence No v No v No v No v Yes v No v

Explicit learning aptitude No x No v No v No x Yes v No v
Implicit learning aptitude Yes v Yes v No v Yes v No v No v

Note. A check mark (v') stands for confirmed (or partially confirmed) and a cross mark (X) stands for
refuted.

As a result, a comprehensive study of the incremental predictive validities of
ASVAB, DLAB, new cognitive measures, and personality and motivation measures
was undertaken (Bunting et al., 2011). Personality measures were limited to fairly
stable measures of personality characteristics, including ambiguity tolerance, need
for cognitive closure, self-monitoring, along with some measures developed by the
Drasgow Consulting Group for use in military assessment settings (Tailored Adap-
tive Personality Assessment System, TAPAS; Drasgow, Stark, & Chernyshenko,
2009). Motivation tests measured goals and aspects of a student’s academic per-
formance, including learning and coping strategies, thought to be relevant to the
DLIFLC intensive learning context. Results of regression analyses of existing DLAB
and ASVAB sections, biographical variables, cognitive measures (similar to those
in Hi-LAB), and personality and motivation measures indicated that a model of
DLAB 2 containing predictors from both existing tests (ASVAB and DLAB) plus
some of the new measures showed substantial improvement over the predictive
power of the current scaled DLAB score (and over the existing multiple hurdles of
ASVAB plus DLAB). The recommendations for DLAB 2 test development include
grammatical sensitivity (using measures from the original DLAB), g-loaded meas-
ures from ASVAB (verbal and mathematical), working memory and executive
control, explicit induction, indicators of previous language-learning experience,
and 11 facets of personality and motivation (order, sociability, persistence, learning
orientation, adjustment, optimism, tolerance, physical conditioning, academic
achievement, academic efficacy, and intellectual efficacy).

Carroll himself directly addressed the question of the relative contributions of
motivation, quality of instruction, time, intelligence, and aptitude in two settings,
a week-long trial intensive course and an actual 8-12 month intensive course. His
conclusion based on these findings was that, when motivation is low or quality
of instruction is poor, aptitude will not be engaged, and general intelligence may
be more important with respect to getting a good grade (Carroll, 1962). Thus, it is
when language courses are excellent and intensive, and the students are moti-
vated, that aptitude emerges as a good predictor of success.

Criteria for Success in Language Learning

A great weakness in language aptitude testing is the lack of sophistication of
language-learning outcome measures. Typical criterion measures are course
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grades, semester grades, and global proficiency tests, such as the Defense Lan-
guage Proficiency Test (DLPT). These measures are not granular enough to capture
the influence of just the language aptitude per se. For example, Table 2.3 shows
findings from a study of differential effects of two types of aptitude (implicit and
explicit) on two types of ultimate attainment measures, automatic versus control-
led L2 use (Granena, 2012, discussed in the next section.) Much more language
assessment research on the specific relationship of aptitudes and language out-
comes is needed. In the meantime, studies of SLA that include an aptitude variable
typically employ language outcome measures granular enough to capture the
language learning under investigation.

Aptitude in SLA Research

Aptitude and Age

Several SLA studies have investigated language aptitude in interaction with age of
onset (i.e., the age of first exposure to a second language, AO) to examine whether
aptitude can mitigate critical period effects and whether different kinds of lan-
guage aptitude are engaged during early (child) versus late (adult) SLA. DeKeyser
(2000) examined the interaction between aptitude and L2 proficiency in Hungarian
immigrants to the USA, and showed that, of the only 6 of 42 adult arrivals who
achieved near-native English proficiency, only one did not also have high aptitude
but did demonstrate high analytic skills. Furthermore, there was a significant cor-
relation between aptitude and language outcomes (grammaticality judgment tests)
for the adult arrivals, but not for the child arrivals, such that all the child learners
achieved native or near-native L2 proficiency, regardless of their aptitude level,
whereas only adult learners with high aptitude did so. Abrahamsson and Hylten-
stam (2008) further tested DeKeyser’s (2000) hypothesis that aptitude predicts L2
proficiency for late learners in a study of L1 Spanish L2 Swedish speakers who
were judged to be native speakers of Swedish on a screening test (two groups: AO
=3-6 and AO 2 16). However, Abrahamsson and Hyltenstam also proposed that
careful scrutiny of early learners’ L2 ability would reveal an effect for aptitude for
child starters. As expected, the late learner group of near-native speakers had a
higher mean aptitude score (Swansea Language Aptitude Test’) than the early
learner group, and no late learners had low aptitude, implying that, “in order to
pass for a native speaker in everyday language use, a high degree of aptitude is
required for the adult learner but not for the child learner” (p. 498). In addition, the
early learner group also showed an effect of language aptitude, with a significant
correlation between aptitude scores and grammaticality judgment scores.
Following DeKeyser’s (2000) claim that relationships between individual dif-
ferences in language aptitude and eventual learning outcomes potentially consti-
tute evidence for differences in underlying language-learning processes, Granena
(2012) probed the effects of different types of cognitive language aptitude on
ultimate level of L2 attainment by early (AO =3-6) and late (AO = 16) L1 Chinese
learners of L2 Spanish. In this investigation of whether individual differences in
explicit and implicit language aptitudes predict ultimate attainment in early (child
starters) and late (adult starters) L2 learning, Granena expected child starters
to have used the same (implicit only) language-learning mechanisms as native
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speakers, but to show greater inter-individual variability on ultimate attainment
measures. On the other hand, she expected that adult starters would differ from
native speakers both in terms of learning mechanisms (employing both explicit
and implicit) and ultimate attainment (i.e., incomplete). These differences would
be revealed in a set of L2 attainment measures comprising a continuum from
automatic to controlled use of L2 knowledge. On these tasks, administered when
all learners in the study were adults with advanced levels of proficiency, child
starters were expected to employ the same type of (implicitly learned) knowledge
regardless of type of language proficiency task (both automatic and controlled).
Adult learners were expected to be able to draw upon both implicitly and explic-
itly learned language, and those with a higher aptitude for explicit language
learning were predicted to do better on controlled tasks as a result of their greater
analytical, metalinguistic abilities. Like Abrahamsson and Hyltenstam (2008),
Granena also anticipated that aptitude effects would obtain for both child starters
and adult starters, in contrast with native speakers, who would have learned their
first language independently of aptitude differences. Finally, since she had shown
earlier that L2 learners may have high ability in one aptitude component, but low
ability in another (Granena, 2012; Granena & Long, in press), she expected dif-
ferential effects for implicit and explicit aptitudes.

Since they all allow time to think and engage in problem solving to work out
relationships, LLAMA (Meara, 2005) aptitude subtests B (vocabulary learning), E
(sound-symbol correspondence), and F (grammatical inferencing) served as meas-
ures of explicit cognitive processes that are relevant for explicit language learning.
LLAMA D (phonetic memory), with no study phase and no time to rehearse
during recognition of phonological sequences, and a probabilistic serial reaction
time (SRT) task (implicit pattern learning) were the measures of implicit cognitive
processes thought to underpin implicit language learning. Indeed, results of a
principal components analysis showed that LLAMA B, E, and F loaded on one
factor, and LLAMA D and the SRT task loaded on a separate factor.

As shown in Table 2.3, with respect to effects of aptitude on L2 learning
outcomes overall, results of MANCOVA analyses indicated no significant relation-
ships between native speakers’ language attainment and cognitive aptitudes on
any of the attainment measures, confirming that aptitude was unrelated to first
language outcomes. Second, there were no significant interactions between early
and late learner groups and covariates in any of the analyses, revealing effects of
aptitude on L2 language attainment for both child starters and adults. More spe-
cifically, Granena found that both child starters and adult starters (but not native
speakers) with high aptitude for explicit learning outperformed counterparts with
low aptitude for explicit learning on the three language tasks at the explicit end
of the continuum (a metalinguistic knowledge test, and untimed visual and
untimed auditory grammaticality judgment tests, GJTs). In addition, both child
starter and adult starter L2 learners (but not native speakers) with high aptitude
for implicit learning showed greater grammatical sensitivity than counterparts
with low aptitude for implicit learning on the word monitoring task, which is at
the most implicit end of the continuum, but only on the word monitoring score
for sensitivity toward agreement violations, suggesting that the effect of aptitude
is selective. Interestingly, only within the child starter group were there significant
effects of aptitude for explicit learning as a covariate on two measures originally
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hypothesized to require automatic use of L2 knowledge (the timed auditory and
visual GJTs), perhaps due to the fact that GJTs of any kind focus attention on
language correctness. On the basis of all these findings taken together, Granena
concluded that aptitude for explicit learning is related to ultimate attainment by
early and late learners when the L2 outcome measure is untimed and focuses on
language forms and language correctness, aptitude for implicit learning is related
to ultimate attainment by early and late learners when the L2 outcome measure
focuses on meaning, and aptitude for implicit learning did moderate L2 attain-
ment for the adult learners on the word monitoring task (agreement structures),
suggesting that adults do not exclusively learn their L2 explicitly.

Finally, work by DeKeyser, Alfi-Shabtay, and Ravid (2010) suggests that
aptitude may be particularly important during certain periods in the lifespan.
DeKeyser et al. measured the effect of aptitude on the acquisition of L2 morpho-
syntactic structures (via a grammaticality judgment test) for three different age-
of-acquisition groups (AO <18; AO = 18-40; AO >40). In addition to finding
evidence for a critical period effect, in which a decline in ability to acquire an L2
occurred during adolescence with no further decline throughout adulthood, ulti-
mate attainment was predicted by aptitude only for the learners in the middle
group (18—40), and not for the young learners (<18) or for the older learners (>40).

Aptitude—by—Treatment Interaction

SLA researchers have examined individual differences in learners’ cognitive
aptitudes and how those differences interact with instructional methods, using
aptitude-by-treatment interaction (ATI) research designs (Tare et al., 2011; Doughty,
in press). Two recent studies illustrate the potential of the ATI paradigm for lan-
guage instruction. In a study involving working memory (the executive control
subcomponent, including attentional ability), Brooks, Kempe, and Sionov (2006)
examined the interaction of test takers’ aptitude for attention allocation and the
size of the training vocabulary they were given during their learning of Russian
noun gender. The cognitive tests included Cattell’s Culture-Fair Nonverbal Intel-
ligence Test, which has been shown to be a good measure of executive functioning
as well as language-learning aptitude (Duncan, Emslie, Williams, Johnson, &
Freer, 1996; Grigorenko et al., 2000). Their measures also included nonword reten-
tion to test phonological memory and reading span to test verbal working memory.
The training variable was the amount of “type variation” of the nouns in the input
that students heard when learning the correct gender declensions, during six
separate training sessions. Type variation is the number of different words that
were presented in the training input. All test takers heard the same number of
examples, but were pseudo-randomly assigned to 3 conditions where they heard
24 different words once each, heard 12 different words repeated twice, or heard 6
different words repeated 4 times. The research question was the extent to which
individual differences in the cognitive assessments could explain how learners are
able to make use of the type variation in the learning materials when learning
Russian inflectional morphology, as measured by their production of accurately
inflected new nouns in the testing session. The greater type variation condition
did not lead to more learning across all learners; only the test takers above the
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median executive functioning score could effectively utilize the extra vocabulary
types to learn the grammar rules. This significant aptitude-by-treatment interac-
tion suggests that greater executive functioning, specifically attention allocation,
allowed participants to take advantage of greater variation in the learning materi-
als when learning Russian morphology.

In another study matching aptitude to learning condition, Perrachione, Lee, Ha,
and Wong (2011) investigated the interaction between individual differences in
learners’ perceptual ability (measured by a pitch contour perception test) and
training of non-native phonological contrasts in learning lexical tones. Generally
as with the case of Russian morphology, in learning to comprehend spoken
language, a high variability training environment is considered superior to a low
variability training environment, since learners are exposed to more varied exem-
plars of the feature that they are learning, which should support generalization
to new examples. However, lack of consistency or predictability in phonetic
features across input trials also increases processing costs. To investigate the effec-
tiveness of the variability in training conditions based on perceptual aptitude, half
each of all low and high aptitude learners were assigned to low variability (one
speaker only) and high variability (four speakers) conditions, in which partici-
pants listened to pseudowords, minimally distinguishable by pitch contrast, each
associated with a common object (e.g., bus, table) during the training.

Results showed that, during training, all participants initially learned signifi-
cantly faster in the low variability condition and that the high aptitude group
learned significantly faster than the low aptitude group, regardless of training
condition. For learning achievement (matching spoken pseudowords to the correct
object), results revealed that, once again, the high aptitude learners outperformed
the low aptitude learners in both training conditions. However, this time a signifi-
cant interaction between aptitude group and training condition obtained, such
that the high aptitude group demonstrated significantly greater learning in the
high variability condition than in the low variability condition, whereas the low
aptitude group demonstrated the reverse. That is, the high aptitude learners ben-
efited from the high variability training, and the low aptitude learners were
impaired by it. A somewhat puzzling finding is that both high and low aptitude
learners in the high variability group, despite the latter group’s achievement score
impairment, were then better able to generalize to novel speakers than high and
low aptitude learners in the low variability group. Overall, Perrachione et al.
concluded that, while the high variability training resulted in better generalization
ability for all learners, the high aptitude learners benefited even more from high
than low variability training, though not without cost revealed in their initial
slower learning rate, and the low aptitude learners not only benefited more from
the low variability training, but were acutely impaired by the high variability
training in terms of achievement outcomes.

Remaining Issues

There are at least two language aptitude assessment issues that have not been
adequately addressed by research: Does language-learning experience influence
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language aptitude?; Can language aptitude be trained? While the first question
remains to be investigated, there are some initial findings suggesting that at least
one component of cognitive aptitude, working memory, can be trained (Bunting
et al., 2010). Novick, Hussey, Teubner-Rhodes, Harbison, and Bunting (2013) have
demonstrated that, in comparison to no-contact controls, training on a working
memory task leads to improved performance on that same task during training
and generalizes to other working memory tasks (near transfer) as well as to sen-
tence processing tasks involving ambiguity resolution, such as in garden path
sentences (far transfer).* Work at the University of Maryland Center for Advanced
Study of Language is underway to determine whether improvements in working
memory training translate into accelerated gains in foreign language learning.
More questions have arisen as well. For example, is there a ceiling within indi-
viduals such that, while everyone improves with training, those individuals with
inborn high working memory will always be better than those with lower working
memory before the training? Or, can working memory training level the playing
field, so to speak, at least with regard to aspects of language learning that are
promoted by working memory functions? Preliminary findings from studies of
working memory training comparing groups of balanced bilinguals (who tend to
have higher working memory than monolinguals; Bialystok, Craik, & Ryan, 2006;
Emmorey, Luk, Pyers, & Bialystok, 2008) with advanced learners suggest that “the
rich get richer” (Novick, personal communication).

SEE ALSO: Chapter 86, Cognition and Language Assessment

Notes

1 The overall critical period for language learning (birth to about age 15) entails a set of
sensitive periods: first year of life for phonology, age 6 for some morphosyntax, and age
15 for other aspects of language. After age 15, a language learner is considered to be a
psycholinguistic adult. Post-critical period language learners are distinguishable from
native speakers, although some may closely approach native ability (see Granena &
Long, in press).

2 The purpose of this work was to develop Pre-DLAB, a short version of DLAB, which
has been shown to predict full DLAB scores with about 78% accuracy.

3 The Swansea Language Aptitude Test has been revised and is now called LLAMA.

4 In garden path sentences, the initial parsing has to be revised when new information is
encountered. For example, in “The government plans to raise taxes were defeated,” the
primary meaning is not that the government plans to raise taxes, but rather that those
plans were defeated.
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Introduction

The ability to listen is recognized as an integral component of communicative
language ability, as well as language learning. Children learn their first language
almost exclusively through listening and responding to spoken input. It is esti-
mated that 50% or more of a person’s time in communicative situations is spent
listening. Similarly, second language (L2) researchers (e.g., Rost, 2011) have stressed
the importance of listening in language acquisition because so much of the input
needed for language acquisition is provided orally. Nevertheless, assessing a
person’s L2 listening ability presents unique challenges to teachers and test devel-
opers, and perhaps because of these challenges, the assessment of listening has
historically been somewhat neglected and even overlooked in the language as-
sessment literature. This chapter will provide a brief overview of L2 listening
assessment, and the necessity of assessing this component of communicative lan-
guage ability. The chapter will also present some of the unique challenges that the
assessment of listening ability presents for test developers, and will provide theo-
retical justification for how to address these particular challenges.

It is now widely accepted that individual language learners have varying levels
of ability in the different language skills, and that a divisible model of language
ability with a general factor plus distinct traits is the most plausible (Bachman &
Palmer, 1983). As a result, it is recognized by language assessment researchers that
listening ability, being a distinct trait, should be assessed. Nevertheless, because
of the unique and challenging aspects of assessing listening ability, test developers
might be tempted to avoid including a listening section. After all, many of the
components of listening are similar to the other modalities, especially reading.
However, there are also many characteristics that are unique to listening. Listening
ability is obviously a subset of general language ability, and any assessment of
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listening ability will also be an assessment of general language ability (Rost, 2011).
The reverse is not necessarily true, however, in that an assessment of general
language ability might not assess listening ability specifically. Buck (2001) argued
that because the testing of listening is technically more complicated than testing
the other language modalities (i.e., it requires audio or video equipment to
create the texts, and then to play these texts for test takers), it might not actually
be worth the trouble unless the test developer were “particularly interested in the
knowledge, skills and abilities that are unique to listening” (p. 32). Similarly, Rost
(2002) argued that if the goal is to test listening ability, it is necessary to focus on
those characteristics that are unique to listening. Doing so can make test develop-
ers “more comfortable with the ‘construct validity” of the listening test” (p. 171)
than if they are not included.

Each skill or modality presents challenges for test developers, but assessing a
person’s listening ability presents unique challenges. Perhaps the most obvious
difficulty is that listening (like reading), is an internal process. While speaking and
writing involve some sort of output that can be observed and measured, listening
goes on inside a person’s head. Thus, a test developer must create some sort of
task that the listener must respond to in some way, and based on this response
output, the test developer is able to make inferences about the individual’s listen-
ing ability. In addition, reading and listening assessments require selecting or
creating the written or spoken input to present to test takers. For reading tests, it
is relatively simple to present the written input to test takers, either on paper (for
a paper and pencil test) or on a computer monitor (for a computer-based test). But
the presentation of spoken texts to listening test takers proves more problematic.
How should the spoken texts be presented to the listeners? Should the text be
spoken by a test interlocutor, or should it be recorded and played using technol-
ogy? How long should the text be? How fast should the texts be spoken? What
sort of language characteristics should the spoken texts include? One way to
address these sorts of questions is to utilize Bachman and Palmer’s (1996) frame-
work of task characteristics when selecting, creating, and developing spoken texts
for listening assessment, and this notion of the “characteristics of the input” will
be investigated in more depth below.

Identifying the Target Language Use Domain and
Construct Validity

For this section, two separate yet complementary notions fundamental to lan-
guage assessment will be reviewed and applied to the assessment of listening.
The first notion is that of defining the target language use (TLU) domain, as
described by Bachman and Palmer (1996). The second is the two major threats to
construct validity, as described by Messick (1989, 1996).

In order to determine appropriate texts and response formats for a particular
listening assessment, it is vital that the test developer identify the purpose and
the situational context for the assessment (Buck, 2001). In other words, how is the
construct of listening ability defined, and what aspects of listening ability should
be tested? It is very rare for the goal to be to assess an individual’s overall
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listening proficiency. Instead, the test developer usually has some sort of listening
context in which the test takers” ability is to be assessed. Bachman and Palmer
(1996) define TLU domain as the “situation or context in which the test taker will
be using the language outside of the test itself” (p. 18). In other words, what type
of listening ability should be assessed? For example, if the goal of the test is to
assess a learner’s ability to comprehend an academic lecture (an academic TLU
domain), then it is necessary to identify the distinguishing characteristics of aca-
demic lecture texts and include those characteristics in the assessment task. The
test developer needs to first identify those distinguishing language characteristics
of the TLU domain, and then make the test task characteristics similar to and
representative of the TLU domain. The characteristics of the listening test tasks
are always going to affect test scores to some extent, and thus it is necessary to
control them as much as possible so that the tests will be appropriate for their
intended use. Bachman and Palmer (1996) created a framework of language task
characteristics that allows test developers to understand how the test task char-
acteristics can be varied to tailor tests for different purposes. Their framework of
task characteristics has five sections: characteristics of the setting, characteristics
of the test rubrics, characteristics of the input, characteristics of the expected
response, and relationship between input and response (pp. 49-50).

Utilizing this framework should serve to minimize threats to construct validity.
For listening assessment, particularly relevant are the third and fourth compo-
nents of the framework (characteristics of the input, and characteristics of the
expected response). To relate it back to the academic lecture example, the first step
would be to identify the characteristics of academic lecture spoken texts. For
“characteristics of the input,” things to consider would be the “format” of the
input, including its channel (an academic lecture obviously involves oral input,
but also includes visual input because the listeners can see the speaker, her ges-
tures and body language, as well as things like PowerPoint slides and other types
of visuals), the length of the lecture, and the speech rate of academic lecturers.
Important too are characteristics of the language of input, including the way aca-
demic lectures are typically organized textually, their grammar and vocabulary,
and their pragmatic and topical characteristics. The test developer also needs to
consider how the listening test taker is expected to respond to the input. Again,
using an academic lecture TLU domain, what is the listener in an academic lecture
expected to do with the input? How is she expected to respond to the input? For
an academic lecture, the listener might be expected to remember the information
so that she can create some sort of future response, which might include answer-
ing questions for a future test (and these test questions might include selected
response, limited production, or extended production items, or all of these). The
listener might be expected to discuss the information with classmates, and write
a paper in which she can demonstrate that she has understood the information
presented in the lecture.

Identifying the distinguishing language characteristics of the TLU domain, and
then making the test task characteristics similar to and representative of this
domain, should serve to minimize threats to the construct validity of the test, and
should allow the test developer to make more valid inferences about the test
takers’ listening ability beyond the testing context. L2 listening tests that have



4 Assessing Abilities

tasks that are not representative of the TLU domain present threats to construct
validity in two ways: Unrepresentative tasks introduce sources of invalidity, and
also lead to construct under-representation (Messick, 1989, 1996). An example of
an unrepresentative listening task would be the use of a speaking text that involves
two friends discussing their vacations in a listening test meant to assess academic
lecture listening ability. Because this speaking text is not representative of the
textual characteristics of academic lectures, using such a text would introduce
sources of invalidity (construct-irrelevant variance). The test might provide infor-
mation about a listener’s ability to understand conversational language, but not
the TLU domain of interest (i.e., academic lectures). Similarly, a speaking text that
includes characteristics of the TLU domain, but is not an adequate representation
of that domain, would represent a threat to construct validity. For example, using
an oral text taken from a real academic lecture for a listening test but having that
text be only 30 seconds long might be a source of construct under-representation.
A 30-second academic lecture is very different from a 30-minute one. Longer texts
require the speaker to utilize textual organizational characteristics (such as dis-
course markers and other cohesive devices) that would not be appropriate or
necessary for a 30-second utterance. Thus, test developers have not only to be
cognizant of the importance of using speaking texts that are similar to those of
the TLU domain; they must also make sure that the characteristics are representa-
tive of the characteristics of the TLU domain.

With criterion-referenced listening testing, the criteria to be assessed will
dictate the characteristics of the test task. For a classroom teacher, the assessment
context is necessarily closely aligned with the curricular goals of the class, and
not all listening test tasks must necessarily be listening comprehension tasks. For
example, for some learners, the learning goals might include promoting learners’
ability to discriminate different sounds in the target language, or the ability to
segment incoming speech into words. If the curricular goals and the teaching
focus on this type of decoding (Field, 2008), then the test tasks should as
well. There are, of course, many times when it might not be advisable to use
texts spoken at a normal speaking rate, or that contain the characteristics of
unplanned spoken discourse.

Current Research and Challenges for L2
Listening Assessment

Current research in L2 listening suggests a number of issues that are particularly
relevant for L2 listening assessment pertaining to specific language characteristics
of possible TLU domains, and will be discussed here.

Assessing a Learner’s Ability to Listen Using Integrated Test Tasks

Traditionally, language assessment has often involved separating the different
skills in order to assess them. There are many justifications for doing this. First,
there is often a diagnostic component to assessment, where the test developers
want to examine what specific aspects of language a person might be weaker in
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than in other areas, and use this information for placement purposes, and to
design and personalize instruction according to that test taker’s needs. Another
reason for separating the skills in language assessment involves validity and reli-
ability issues. For example, an integrated skills assessment task might include
reading a written text, and then writing some sort of response to that text. The
writing sample that is produced by the test takers is then scored. The difficulty
for test developers here, however, is how to interpret the score from this writing
sample. If a test taker performs poorly in the writing sample, is it because she has
weaker writing skills? Or perhaps it is because she has weaker reading skills, and
was not able to understand the text she was required to read. The test taker’s
inability to respond appropriately in writing to the prompt might not have been
because she lacked the writing ability to do so, but because her weaker reading
ability made it impossible for her to demonstrate her writing ability.

This phenomenon presents difficulties for language test developers. For
example, in most real-life listening domains, listeners must listen to and process
oral information, and then immediately do something with that information. The
obvious example would be a communicative situation where a person is using
language to interact with another person. Here the person is both listener and
speaker. The person must listen to the oral text provided by the speaker, and
simultaneously formulate an appropriate response, and then speak that response
at the correct time. This is cognitively demanding of many language learners,
which is exactly the point. Working memory capacity has emerged as an area of
intense research in L2 learning, the theory being that individuals with more
working memory capacity are better able to learn and use an L2 (Juffs & Har-
rington, 2011; Mackey, Adams, Stafford, & Winke, 2010) because of the intense
cognitive processing demands found in communicative language contexts. Again,
test developers need to identify and incorporate the characteristics of the TLU
domain into the test tasks, and thus creating integrated test tasks that mimic the
intensive cognitive processing demands of real-life communicative language situ-
ations should result in more valid inferences about a test taker’s interactional
communicative ability outside of the testing situation.

Being able to interact in a conversation is obviously a language use domain of
interest for language learners and language teachers. Yet it is a very difficult
domain to assess, due mainly to reliability issues. For a classroom assessment,
where reliability concerns are of less importance, it is certainly feasible to create
an interactive speaking/listening test task that can assess this ability. But for a
larger-scale exam, in which reliability is of great importance, this type of task is
problematic. Standardized tests, by definition, involve the same testing conditions
for every test taker. The same (or equivalent) prompts are given to all test takers,
who are all exposed to the same or equivalent input. With an interactive task,
involving two or more speakers, standardization is not possible, presenting real
reliability challenges for test developers. This is an example where the tension
between validity and reliability is apparent. In an attempt to maximize the validity
of the inferences made from the results of the test, a test developer might identify
some of the distinguishing characteristics of a conversational domain, and then
include some of these in the assessment task. In the process, however, reliability
might suffer.
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Some standardized tests of English proficiency provide examples of how dif-
ferent components of a conversational TLU domain can be assessed. The Test of
English as a Foreign Language Internet-based test (TOEFL iBT) seems to focus
more on the reliability of the scoring of the speaking and listening components of
the test, and less on including many of the characteristics of interactive conversa-
tional language use in the assessment. While some of the listening and speaking
tasks are integrated, in that the listener must first listen to a spoken text, and then
speak a response based on the oral input, there is no interlocutor for the test taker
to interact with. The test taker listens to a recorded response from a computer,
then has time to formulate a response, and then speaks that response into a micro-
phone, where it is later scored by trained raters. For the International English
Language Testing System (IELTS), there is a human interlocutor that administers
the speaking task, and the interlocutor asks (prescribed) questions that the test
taker must respond to. Here there are more of the characteristics of interactive
conversational language, but still the domain coverage is fairly narrow, in that the
interlocutor seeks to provide standardized input to the test taker, rather than an
authentic conversation in which the language is unscripted. For the Cambridge
English: Advanced test, the speaking section is also face to face, with two test
takers and two assessors. The test takers converse with each other in completing
a collaborative task. Then they speak with the interlocutor about the task they
have just completed.

Integrating speaking and listening tasks in order to maximize coverage of an
interactive conversational language use domain remains challenging in assess-
ment, but it is a necessary and advisable goal. Douglas (1997) argues that “because
listening and speaking are theoretically and practically very difficult to separate”
(p. 25), the two skills should be integrated in assessment. Similarly, other skills
can also be integrated with listening tasks in assessments. For example, many tests
(e.g., TOEFL iBT, with an academic listening TLU domain) involve tasks that
require the test taker to listen to a spoken text, and then incorporate this informa-
tion into some sort of written response.

Including Linguistic Features Characteristic of Unplanned Spoken
Discourse in the Spoken Texts Used in L2 Listening Assessment

Again returning to the need to identify and incorporate the characteristics of the
TLU domain into the test tasks, an important consideration for test developers
is the linguistic characteristics of unplanned spoken discourse. Written texts
and spoken texts are often very different because of features found in unplanned
spoken discourse. These can include things like hesitations, filled and unfilled
pauses, false starts, and the phonological characteristics of connected speech (i.e.,
assimilation, vowel reduction, epenthesis, linking, elision) (Celce-Murcia, Brinton,
& Goodwin, 1994). In addition, spoken language can be seen as having a different
set of rules than written language. Spoken language often has run-on sentences,
grammatical “mistakes,” shorter idea units, and ellipsis. Spoken language usually
involves shared knowledge between two speakers, and is often deictic in nature
(the here and now, when a speaker says “I” or “that” or “now,” or points to an
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object) (Brown, 1995). Finally, because of the nature of most speaking events (with
obvious exceptions), planning what is going to be said is usually done in real time.
This results in texts that are less logically and systematically organized. Most
spoken texts are “first draft,” unedited, and messy, as compared to written texts,
in which the writer can plan, organize, and revise.

These linguistic characteristics of unplanned spoken discourse often present
difficulties for L2 listeners. Many or even most L2 listeners are often not even
aware of the differences between written and spoken texts. Tannen (1982) described
how spoken texts can be arranged on a continuum of orality; that is, some texts
will be more oral than others. It is necessary for test developers to identify the
TLU domain and the characteristics of spoken texts in that domain. Texts that
are written, rehearsed, and then read aloud will be at one end of the continuum
(literate), while extemporaneous conversations will be at the other end (oral).
According to the theory that individual differences in working memory capacity
influence learner performance, the processing of unplanned speech might require
more of a listener’s cognitive resources than speech that is planned and rehearsed.
Because more attentional resources have to be devoted to segmenting and decod-
ing the oral input, the listeners have fewer resources to devote to other parts of
the comprehension process. The difficulty L2 listeners face in comprehending
unplanned spoken texts is probably exacerbated in part by the nature of the
spoken input that many language learners (especially foreign language learners)
receive. Audiotexts that are created for language textbooks and classrooms usually
involve a scripted text that is written and revised, and then read aloud, often by
professional actors trained to speak clearly and comprehensibly. Some TLU
domains might involve spoken texts at the literate end of the spoken text con-
tinuum (e.g., the ability to listen to television or radio), but it seems more likely
that the TLU domains most teachers and test developers would be interested in
would include spoken texts at the “oral” end of the continuum. To not include
these types of spoken texts in tests of L2 listening ability would be an example of
construct under-representation (Messick, 1989, 1996).

The most obvious way to include these natural characteristics of unplanned
spoken discourse is to use authentic spoken texts, in which speakers are recorded
in a real-life communicative language situation, rather than to use scripted and
polished written texts that are read aloud. However, in reality, it is difficult to use
unscripted texts. As assessment researchers have described (e.g., Buck, 2001; Carr,
2011), it is often difficult to create comprehension questions using authentic,
unplanned spoken texts. Usually test developers will create a text to be used in a
listening test, and simultaneously write comprehension items based on the text.
Doing so is efficient, in that the test developer can make sure that there is enough
testable information in a text of a given duration. Authentic texts usually do not
have the same amount of testable information in the same length of time. For high
stakes exams, created by high profile companies or organizations, there is also the
issue of “face validity,” in that spoken texts with pauses, false starts, grammar
mistakes, and “poor pronunciation” might appear unprofessional. A review of the
spoken texts used in the listening section of some of the high stakes English pro-
ficiency tests (i.e., the IELTS, TOEFL, and Pearson Test of English [PTE]) suggests
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that virtually all of the texts are indeed scripted, written, and read aloud, and tend
to fall at the “literate” end of the orality continuum. For classroom tests, the goal
is to assess what is taught in the curriculum. If the curriculum includes commu-
nicative language ability, and being able to listen to and comprehend spontaneous
spoken discourse, then it is essential that the assessment includes those linguistic
phenomena found in spoken discourse.

Types and Varieties of the Spoken Language to Use as Input

Another consideration for test developers includes the types and varieties of
spoken texts to include. Spoken language tends to have much more variety than
written language, and phenomena like dialects, accents and regional variations,
and colloquial language and slang are much more likely to be found in spoken
than in written texts. The dilemma for test developers is whether and how this
variation should be integrated into listening tests. For classroom tests tied to a
specific curriculum, this issue is less problematic, because the curriculum and
goals of the class dictate the criteria to be assessed. If the goal of the class is to
teach listeners to be able to comprehend the standard variety of a language, then
the standard variety should be used in the listening assessment. But for other
assessments in which the construct definition is less easily defined, this issue of
language variety can be problematic. For example, the TOEFL iBT purports to
assess a test taker’s ability to use North American academic English in a higher
education context. Thus, North American accented English is used in the listen-
ing test task. However, very few, if any, of the listening texts use speakers that
are non-native speakers of English, even though a substantial proportion of
higher education instructors in North America are non-native speakers of English,
and thus this variety of English is part of the TLU domain. The IELTS (Academic)
also purports to assess a test taker’s ability to use academic English in a higher
education context, but it is used by institutions of higher learning in North
America, Britain, Australia, and other areas. Because of this, the IELTS uses
speakers with American, Canadian, British, Australian, and New Zealand
accented English. Similarly, the Cambridge English for speakers of other lan-
guages (ESOL) exams use regional varieties of British English in their spoken
texts. Finally, another point to consider is that in many language use contexts,
the variety of English that listeners might usually encounter is that in which
none of the speakers are native speakers of the language, and English is being
used as a lingua franca.

While this issue of the particular variety of a language to use in a listening test
has begun to receive research attention (e.g., Taylor, 2008), many of the major
proficiency tests in English have been reluctant to use texts with speakers that
have regional or non-native accents, or who speak nonstandard varieties of
English. This might be due to resistance to the use of nonstandard varieties
of English by the test stakeholders, including the test developers, test users, and
the test takers themselves. Again, the TLU domain should dictate the language
variety and dialect that should be used as the input for listening tests, yet social
and political considerations often override these dictates, which can be a threat to
the validity of the test results.
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Using the Visual Channel to Include the Nonverbal Components of
Spoken Texts

Traditionally, tests of L2 listening ability have focused on the oral information in a
spoken text (Wagner, 2010), and have neglected to include the visual, nonverbal
components of spoken language. Numerous L2 acquisition researchers have
described how the visual components of a spoken text can assist listeners in com-
prehending that text, including the physical appearance of the speaker, the physical
background setting, gestures, body language, lip movements, facial expressions,
and many others (e.g., Baltova, 1994; Gruba, 1997; Wagner, 2008, 2010). L2 listening
teachers have incorporated audiovisual texts into their classrooms in the last few
decades, and with the proliferation of technology in everyday life, it seems likely
that the use of audiovisual input for L2 learners will only continue to expand.

For a few limited domains such as listening to the radio, or participating in a
telephone conversation, the listener is not able to see the speaker, and thus it
would be inappropriate to include the visual channel in assessing a listener’s
ability in these particular domains, because doing so would serve to introduce
construct-irrelevant variance into the measurement. However, for the vast major-
ity of TLU domains, the listener is able to see the speaker, and is able to utilize
the information provided by the physical setting and the speaker’s appearance,
gestures, and body language. Again, the listening test developer must incorporate
the characteristics of the TLU domain into the test tasks, and if the TLU domain
includes these nonverbal components, then the test task should as well. A number
of researchers (Sueyoshi & Hardison, 2005; Ockey, 2007; Wagner, 2008; Cross, 2011)
have found that L2 listeners vary in their ability to interpret and utilize the non-
verbal information provided by the speaker. Because this varying ability can be
seen as part of the construct, to not include the visual channel in L2 listening tests
is an example of construct under-representation (Wagner, 2008). However, large
testing organizations have resisted using the visual channel in delivering input to
L2 listening test takers. Currently, the PTE and IELTS exams have listening sec-
tions that use audio-only input. The TOEFL uses audiovisual input, but the visual
inputis limited to a series of still pictures and graphics, rather than video. Although
the theoretical justification for the use of both the oral and visual channels for the
input for listening tests is strong, practical constraints have often overridden these
theoretical arguments.

Item Types and Response Formats

The previous discussion has focused on the type of input that the test takers listen
to during listening tests. Listening, like reading, presents challenges to test devel-
opers because it is an internal process, and since they cannot see inside the brain
of the test takers, the test developer is forced to make inferences about test takers’
ability based on their response to the input. This section will focus on the types
of response formats that can be used with L2 listening tests, and will explore
related issues including how many times to present the oral text, providing some
sort of context for test takers before the listening text is played, and the issue of
question preview.
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Unfortunately, looking to the TLU domain for the most appropriate type of item
response format to use in a test of listening is less clear cut than it is for the type
of input to provide. For a writing and speaking test, the output of the test takers
can be modeled on the type of output learners are expected to produce in that
TLU domain. Even with reading, the TLU domain provides more clues to the most
appropriate type of item response format to utilize. Readers (especially in aca-
demic settings) are usually expected to read a text and respond to it in some way,
perhaps in writing, or perhaps by answering a series of questions about the
text that they have read. In an academic listening domain, the learner is usually
expected to listen to a text (e.g., a lecture). However, the way the listener is expected
to respond to the input is less clear. The inherent artificiality of a testing situation
becomes apparent in choosing or creating a response format for a listening test,
so the test developer has to try to make the best informed and most theoretically
plausible decisions possible.

Perhaps the most common response format in listening tests is a set of usually
discrete-point comprehension questions. The listener must read (or listen to) the
question, and then choose the most appropriate answer or answers (selected
response such as a multiple choice item), or write (or speak) the answer (con-
structed response). Because these types of items are relatively eas