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## PREFACE.

This book describes what has for many years been the most important part of the regular course in the Calculus for Mechanical and Electrical Engineering students at the Finsbury Techuical College. It was supplemented by easy work involving Fourier, Spherical Harmonic, and Bessel Functions which I have been afraid to describe here because the book is already much larger than I thought it would become.

The students in October knew only the most clementary mathematics, many of them did not know the Binomial Theorem, or the definition of the sine of an angle. In July they had not only done the work of this book, but their knowledge was of a practical kind, ready for use in any such engineering problems as I give here.

One such student, Mr Norman Endacott, has corrected the manuscript and proofs. He has worked out many of the exercises in the third chapter twice over. I thank him here for the care he has taken, and I take leave also to say that a system which has, year by year, produced many men with his kind of knowledge of mathematics has a good deal to recommend it. I say this through no vanity but because I wish to encourage the earnest student. Besides I cannot claim more than a portion of the credit, for I do not think that there ever before was such a complete
harmony in the working of all the departments of an educational institution in lectures and in tutorial, laboratory, drawing office and other practical work as exists in the Finsbury Technical College, all tending to the same cond; to give an engineer such a perfect acquaintance with his mental tools that he actually uses these tools in his business.

Professor Willis has been kind enough to read through the proofs and I thereforc feel doubly sure that no important mistake has been made anywhere.

An experienced friend thinks that I might with advantage have given many more illustrations of the use of squared paper just at the beginning. This is quite possible, but if a student follows my instructions he will furnish all this sort, of illustration very much better for himself. Again I might have inserted many easy illustrations of integration by numerical work such as the exercises on the Bull Engine and on Beams and Arehes which are to be found in my book on Applied Mechanics. I can only say that I encourage students to find illustrations of this kind for themselves; and surely there must be some limit to spoon fecding.
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## CALCULUS FOR ENGINEERS.

## INTRODUCTORY.

1. The Engineer has usually no time for a general mathematical training-more's the pity-and those young engineers who have had such a training do not always find their mathematics helpful in their profession. Such men will, I hope, find this book useful, if they can only get over the notion that because it is elementary, they know already all that it can teach.

But I write more particularly for readers who have had very little mathematical training and who are willing to work very hard to find out how the calculus is applied in Engineering problems. I assume that a good engineer needs to know only fundamental principles, but that he needs to know these very well indeed.
2. My reader is supposed to have an elementary knowledge of Mechanics, and if he means to take up the Electrical problems he is supposed to have an elementary knowledge of Electrical matters. A common-sense knowledge of the few fundamental facts is what is required; this knowledge is seldom acquired by mere reading or listening to lectures; one needs to make simple experiments and to work easy numerical exercises.

In Mechanics, I should like to think that the mechanical engineers who read this book know what is given in the elementary parts of my books on Applied Mechanics and the Steam and Gas Engine. That is, I assume that they know
the elementary facts about Bending Moment in beams, Work done by forces and the Efficiency of heat engines. Possibly the book may cause them to scek for such knowledge. I take almost all my examples from Enginecring, and a man who works these easy examples will find that he knows most of what is called the theory of engineering.
3. I know men who have passerl advanced examinations in Mathematics who are very shy, in practical work, of the common formulac used in Engineers' pocket-books. However good a mathematician a student thinks himself to be, he ought to practise working out numerical values, to find for example the value of $a^{b}$ by means of a table of logarithms, when $a$ and $b$ are any numbers whatsoever. Thus to find $\sqrt[3]{014}$, to find $2 \cdot 365^{-026}$, \&c., to take any formula from a pocket-book and use it. He must not only think he knows; he must really do the numerical work. He must know that if a distance 2454 has been measured and if one is not sure about the last figure, it is rather stupid in multiplying or dividing by this number to get out an answer with many significant figures, or to say that the indicated power of an engine is 324.65 Horse power, when the indicator may be in error $\check{5}$ per cent. or more. He must know the quick way of finding $3216 \times 4571$ to four significant figures without using logarithms. He ought to test the approximate rule

$$
(1+\alpha)^{n}=1+n \alpha,
$$

or $\quad(1+\alpha)^{n}(1+\beta)^{m}=1+n \alpha+m \beta$,
if $\alpha$ and $\beta$ are small, and see for himself when $\alpha=01$ or -01 , or $\beta= \pm \cdot 025$ and $n=2$ or $\frac{1}{2}$ or $-1 \frac{1}{3}$, and $m=4$ or 2 or -2 or $\frac{1}{3}$ or any other numbers, what errors are involved in the assumption.
$\dagger$ As to Trigonometry, the definitions must be known. For example, Draw $B A C$ an angle of, say, $35^{\circ}$. Take any point $B$ and drop the perpendicular. Measure $A B$ and $B C^{\prime}$ and $A C$ as accurately as possible. Is $A C^{2}+B C^{2}=A B^{2}$ ? Work this out numerically. Now $\frac{B C}{A B}=\sin 35^{\circ}, \frac{A C}{A B}=\cos 35^{\circ}$, $\frac{B C}{A C}=\tan 35^{\circ}$. Try if the answers are those given in the iables. Learn how we calculate the other sides of the
triangle $A B C$ when we know one side and one of the acute angles. Learn also that the sine of $130^{\circ}$ is positive, and the cosine of $130^{\circ}$ is negative. Also try with the book of tables if

$$
\sin (A+B)=\sin A \cdot \cos B+\cos A \cdot \sin B
$$

where $A$ and $B$ are any two angles you choose to take. There are three other rules like this. In like manner the four which we obtain by adding these formulae and subtracting them, of which this is one,

$$
\begin{gathered}
2 \sin \alpha \cdot \cos \beta=\sin (\alpha+\beta)+\sin (\alpha-\beta) \\
\cos 2 A=1-2 \sin ^{2} A=2 \cos ^{2} A-1
\end{gathered}
$$

Before readers have gone far in this book I hope they will be induced to take up the useful (that is, the elementary and interesting) part of trigonometry, and prove all rules for themselves, if they haven't done so already.

Calculate an angle of 1.6 degrees in radians ( 1 radian is equal to 57.296 degrees) ; see how much the sine and tangent of this angle differ from the angle itself. Remember that when in mathematics we say $\sin x, x$ is supposed to be in radians.

I do not expect a man to know much about advanced algebra, but he is supposed to be able to give the factors of $x^{2}+7 x+12$ or of $x^{2}-a^{2}$ for example; to be able to simplify expressions. It is not a knowledge of permutations or combinations or of the theory of equations, of Geometrical Conics or tangent planes to quadrics, that the Engineer wants. Happy is the Engineer who is also a mathematician, but it is given to only a fow mon to have the two so very different powers.

A prolonged experience of workshops, engineers and students has convinced me that although a Civil Engineer for the purposes of surveying may need to understand the solution of triangles, this and many other parts of the Engineer's usual mathematical training are really useless to the mechanical or electrical engineer. This sounds unorthodox, but I venture to emphasise it. The young engineer cannot be drilled too much in the mere simplification of algebraic and trigonometrical expressions, including expressions involving $\sqrt{-1}$, and the best service done by
1—2
elementary calculus work is in inducing students to again undergo this drilling.

But the engineer needs 110 artificial mental gymnastics such as is furnished by Geometrical Conics, or the usual examination-paper puzzles, or by evasions of the Calculus through infinite worry with clementary Mathematics. The result of a false system of training is seen in this, that not one good engineer in a hundred believes in what is usually called theory.
4. I assume that every one of my readers is thoroughly well acquainted already with the fundamental notion of the Calculus, only he doesn't know it in the algebraic form. He has a perfect knowledge of a rate, but he has never been accustomed to write $\frac{d y}{d x}$; he has a perfect knowledge of an area, but he has not yet learnt the symbol used by us, $\int f(x) \cdot d x$. He has the idea, but he does not express his idea in this form.

I assume that some of my readers have passed difficult examinations in the Calculus, that they can differentiate any function of $x$ and integrate many; that they know how to work all sorts of difficult exercises about Pedal Curves and Roulettes and Elliptic Integrals, and to them also I hope to be of use. Their difficulty is this, their mathematical knowledge seems to be of no use to them in practical engineering problems. Give to their $x$ 's and $y$ 's a physical meaning, or use $p$ 's and $v$ 's instead, and what was the easiest book exercise becomes a difficult problem. I know such men who hurriedly skip in reading a book when they see a $\frac{d p}{d t}$, or a sign of integration.
5. When I started to write this book I thought to put the subject before my readers as I have been able, I thinkI have been told-very successfully, to bring it before some classes of evening students; but much may be done in lectures which one is unable to do in a cold-blooded fashion sitting at a table. One misses the intelligent eyes of an audience, warning one that a little more explanation is needed
or that an important idea has already been grasped. An idea could be given in the mere drawing of a curve and illustrations chosen from objects around the lecture-room.

Let the reader skip judiciously; let him work up no problem here in which he has no professional interest. The problems are many, and the best training comes from the careful study of only a few of them.

The reader is expected to turn back often to read again the early parts.

The book would be unwioldy if I included any but the more interesting and illustrative of engineering problems. I put off for a future occasion what would perhaps to many students be a more interesting part of my subject, namely, illustrations from Enginecring (sometimes called Applied Physics) of the solution of Partial Differential Equations. Many people think the subject one which camot be taught in an elementary fashion, but Lord Kelvin showed me long ago that there is no useful mathematical weapon which an engineer may not learn to use. A man learns to use the Calculus as he learns to use the chisel or the file on actual concrete bits of work, and it is on this idea that I act in teaching the use of the Calculus to Engincers.

This book is not meant to supersede the more orthodox treatises, it is rather an introduction to them. In the first chapter of 160 pages, I do not attempt to differentiate or integrate any function of $x$, except, $x^{n}$. In the second chapter I deal with $e^{a x}$, and $\sin (1 t x+i)$. The third chapter is more difficult.

For the sake of the training in elmentary Algebraic work, as much as for use in Engineering problems, I have included a set of exercises on general differentiation and integration.

Parts in smaller type, and the notes, may be found too difficult by some students in a first reading of the book. An occasional exercise may need a little more knowledge than the student already possesses. His remedy is to skip.

## CHAPTER I.

## $\mathbf{x}^{\mathbf{n}}$.

6. Everybody has already the notions of Co-ordinate Geometry and uses squared paper. Squared paper may be bought at sevenpence a quire: people who are ignorant of this fact and who pay sevenpence or fourteen pence a sheet for it must have too great an idea of its value to use it properly.

When a merchant has in his office a sheet of squared paper with points lying in a curve which he adds to day by day, each point showing the price of iron, or copper, or cotton yarn or silk, at any date, he is using Co-ordinate Gcometry. Now to what uses does he put such a curve? 1. At any date he sees what the price was. 2. He sees by the slope of his curve the rate of increase or fall of the price. 3. If he plots other things on the same sheet of paper at the same dates he will note what effect their rise and fall have upon the price of his material, and this may enable him to prophesy and so make money. 4. Examination of his curve for the past will enable him to prophesy with more certainty than a man can do who has no records.

Observe that any point represents two things; its horizontal distance from some standard line or axis is called one co-ordinate, we generally call it the $x$ co-ordinate and it is measured horizontally to the right of the axis of $y$; some people call it the abscissa; this represents time in his case. The other co-ordinate (we usually call it the $y$ co-ordinate or the ordinate, simply), the vertical distance of the point above some standard line or axis; this represents his price. In the newspaper you will find curves showing how the thermometer and barometer are rising and falling. I once read a clever article upon the way in which the English population and wealth and taxes were increasing; the reasoning was very
difficult to follow. On taking the author's figures however and plotting them on squared paper, cerery result which he had laboured so much to bring out was plain upon the curves, so that a boy could understand them. Possibly this is the reason why some writers do not publish curves: if they did, there would be little need for writing.
7. A man making experiments is usually finding out how one thing which $\bar{I}$ shall call $y$ depends upon some other thing which I shall call $x$. Thus the pressure $p$ of saturated steam (water and steam present in a ressel but no air or other fluid) is always the same for the same temperature. A curve drawn on squared paper enables us for any given temperature to find the pressure or vice versa, but it shows the rate at which one increases relatively to the increase of the other and much else. I do not say that the curve is always better than the table of values for giving information; some information is better given by the curve, some by the table. Observe that when we represent any quantity by the length of a line we represent it to some scale or other; 1 inch represents 10 lbs . per square inch or 20 degrees centigrade or something else; it is always to scale and according to a convention of some kind, for of course a distance 1 inch is a very different thing from 20 degrees centigrade.

When one has two columns of observed numbers to plot on squared paper one does it, 1. To see if the points lie in any regular curve. If so, the simpler the curve the simpler is the law that we are likely to find. 2. To correct exrors of observation. For if the points lie nearly in a simple regular curve, if we draw the curve that lies most evenly among the points, using thin battens of wood, say, then it may be taken as probable that if there were no errors of observation the points would lie exactly in such a curve. Note that when a point is -5 feet to the right of a line, we mean that it is 5 feet to the left of the linc. I have learnt by long experience that it is worth while to spend a good deal of time subtracting from and multiplying one's quantities to fit the numbers of squares (so that the whole of a sheet of paper is needed for the points) before beginning to plot.

Now let the reader buy some squared paper and without asking help from anyone let him plot the results of some
observations. Let hin take for example a Whitaker's Almanack and plot from it some sets of numbers; the average temperature of every month last year; the National Debt since 1688 ; the present value of a lease at 4 per cent. for any number of years; the capital invested in Railways since 1849 ; anything will do, but he had better take things in which he is interested. If he has made laboratory observations he will have an absorbing interest in seeing what sort of law the squared paper gives him.
8. As the observations may be on pressure $p$ and temperature $t$, or $p$ and volume $v$, or $v$ and $t$, or Indicated Horse Power and Useful Horse Power of a steam or gas engine, or amperes and volts in electricity, and we want to talk generally of any such pair of quantities, I shall use $a$ and $y$ instead of the $p$ 's and $v$ 's and $t$ 's and all sorts of letters. The short way of saying that there is some law connecting two variable quantities $x$ and $y$ is $\mathbf{F}(\mathbf{x}, \mathbf{y})=\mathbf{0} \ldots(1)$, or in words "there is some equation connecting $x$ and $y . "$ Any expression which contains $x$ and $y$ (it may contain many other letters and numbers also) is said to be a function of $x$ and $y$ and we use such symbols as $F(x, y), f(x, y), Q(x, y)$ etc. to represent functions in general when we don't know what the expressions really are, and often when we do know, but want to write things shortly. Again we use $F(x)$ or $f(x)$ or any other convenient symbol to mean "any mathematical expression containing $x$," and we say " let $f(x)$ be any function of $x$." Thus $y=f(x) \ldots(2)$ stands for any equation which would enable us when given $x$ to calculate $y$.

The law $\frac{x^{2}}{25}+\frac{y^{2}}{16}=1$ comes under the form (1) given above, whereas if we calculate $y$ in terms of $x$ and get $y= \pm \frac{4}{5} \sqrt{25-x^{2}}$ we have the form (2). But in either case we have the same law connecting $y$ and $x$. In pure mathematics $x$ and $y$ are actual distances; in applied mathematics $x$ and $y$ stand for the quantities which we are comparing and which are represented to scale.

## 9. 'Graph' Exercises.

I. Draw the curve $y=2+\frac{1}{30} x^{2}$.

Take $x=0$ and we find $y=\mathbf{2}$; take $x=1$, then $y=2.0333$;
take $x=2$, then $y=2+1333=2 \cdot 133$; and so on. Now plot these values of $x$ and $y$ on your sheet of squared paper. The curve is a parabola.
II. Draw the curve $y=2-\frac{1}{5} x+\frac{1}{30} x^{2}$ which is also a parabola, in the same way, on the same sheet of paper.
III. Draw the curve $x y=120$. Now if $x=1, y=120$; if $x=2, y=60$; if $x=3, y=40$; if $x=4, y=30$ and so on: this curve is a rectangular hyperbola.
IV. Draw $y x^{1.44}=100$ or $y=100 x^{-1 \cdot 444}$. If the student cannot calculate $y$ for any value of $x$, he does not know how to use logarithms and the sooner he does know how to use logarithms the better.
V. Draw $y=a x^{\prime \prime}$ where $u$ is any convenient number. I advise the student to spend a lot of time in drawing members of this great fimily of useful curves. Let him try $n=-1$ (he drew this in III. above), $n=-2, n=-1 \frac{1}{2}, n=-\frac{1}{2}, n=-0 \cdot 1$, $n=0, n=\frac{1}{2}, n=\frac{3}{4}, n=1, n=1 \frac{1}{2}, n=2$ (this is No. I. above), $n=3, n=4$ \& c.
VI. Draw $\mathbf{y}=\mathbf{a} \sin (\mathbf{b} \mathbf{x}+\mathrm{c})$ taking any convenient numbers for $a, b$ and $c$.

Advice. As $b x+c$ is in radians (one radian is 57.2958 degrees) and the books of tables usually give angles in degrees, choose numbers for $b$ and $c$ which will make the arithmetical work easy. Thus take $b=1 \div 114 \cdot 6$, take $c$ the number of radians which correspond to say $30^{\circ}$

$$
\left(\text { this is } \frac{\pi}{6} \text { or }: 5236\right) \text {. }
$$

Let $a=5$ say. Now let $x=0,10,20, \& c$. , and calculate $y$.
Thus when $x=6, y=5 \sin \left(\begin{array}{c}6 \\ 1146\end{array}+5236\right)$; but if the angle is converted into degrees we have

$$
y=5 \sin \left(\frac{1}{2} 6+30 \text { degrees }\right)=5 \sin 33^{\circ}=2723 .
$$

Having drawn the above curve, notice what change would occur if $c$ were changed to 0 or $\frac{\pi}{4}$ or $\frac{\pi}{3}$ or $\frac{\pi}{2}$. Again, if a were changed. More than a week may be spent on this curve, very profitably.
VII. Draw $\mathbf{y}=\mathbf{a} \mathbf{e}^{\mathrm{bx}}$. Try $b=1$ and $a=1$; try other values of $a$ and $b$; take at least two cases of negative values for $b$.

In the above work, get as little help from teachers as possible, but help from fellow students will be very useful especially if it leads to wrangling about the subject.

The reason why I have dwelt upon the above seven cases is this:-Students learn usually to differentiate and integrate the most complicated expressions: but when the very simplest of these expressions comes before them in a real engineering problem they fight shy of it. Now it is very seldom that an engineer ever has to face a problem, even in the most intricate part of his theoretical work, which involves a knowledge of more functions than these three

$$
y=a x^{2 n}, \quad y=a \sin (b x+c), \quad y=a e^{b x}
$$

but these three must be thoroughly well understood and the engineering student must look upon the study of them as his most important theoretical work.

Attending to the above three kinds of expression is a student's real business. I see no reason, however, for his not having a little amusement also, so he may draw the curves

$$
\begin{gathered}
x^{2}+y^{2}=25(\text { Circle }), \quad \frac{x^{2}}{25}+\frac{y^{2}}{16}=1 \text { (Ellipse) } \\
\frac{x^{2}}{25}-\frac{y^{2}}{16}=1(\text { Hyperbola })
\end{gathered}
$$

and some others mentioned in Chapter III., but from the engineer's point of view these curves are comparatively uninteresting.
10. Having studied $y=e^{-a x}$ and $y=b \sin (c x+g)$ a student will find that he can now easily understand one of the most important curves in engineering, viz:

$$
y=b e^{-a x} \sin (c x+g)
$$

He ought first to take such a curve as has already been studied by him, $y=b \sin (c x+g)$; plot on the same sheet of paper $y=e^{-a x}$; and multiply together the ordinates of the two curves at many values of $x$ to find the ordinate of the
new curve. The curve is evidently wavy, $y$ reaching maximum and minimum values; $y$ represents the displacement of a pendulum bob or pointer of some measuring instrument whose motion is damped by fluid or other such friction, $x$ being the time, and a student will understand the curve much better if he makes observations of such a motion, for example with a disc of lead immersed in oil vibrating so slowly under the action of torsional forces in a wire that many observations of its angular position (using pointer and scale of degrees) which is called $y, x$ being the time, may be made in one swing. The distance or angle from an extreme position on one side of the zero to the next extreme position on the other side is called the length of one swing. The Napierian logarithm of the ratio of the length of one swing to the next or one tenth of the logarithm of the ratio of the first swing to the eleventh is cvidently a multiplied by half the periodic time, or it is a multiplied by the time occupied in one swing. This logarithmic decrement as it is called, is rather important in some kinds of measurement.
11. When by means of a drawing or a model we are able to find the path of any point and where it is in its path when we know the position of some other point, we are always able to get the same information algebraically.

Example (1). A point $F$ and a straight line $D D$ being given ; what is the path of a point $P$ when it moves so that its distance from the point $F$ is always in the same ratio to its distance from the straight line?

Thus in the figure let $\left.P F=e \times P^{\prime} 1\right) \ldots(1)$, where $e$ is a constant. Draw EFA at right angles to $D D$. If the distance $P^{\prime} D$ is called $x$ and the perpendicular $P G$ is $y$; our problem is this; - What is the equation connecting $x$ and $y$ ? Now all we have to do is to express (1) in terms of $x$ and $y$. Let $E F$ be called $a$.

Thus

$$
P F=\sqrt{\left.P G^{2}+F G^{2}=\sqrt{y^{2}+(x-}-\bar{a}\right)^{2}}
$$

so that, squaring (1) we have

$$
y^{2}+\left(x-(t)^{2}=u^{2} u^{2} \ldots(2)\right.
$$

This is the answer. If $e$ is I the curve is called a parabola. If $e$ is greater than 1 , the curve is called an


Fig. 1. hyperbola. If $e$ is less than 1 , the curve is called an ellipse.

Example (2). The circle $A P Q$ rolls on the straight line $O X$. What is the Path of any point $P$ on the circumference? If when $P$

touched the line it was at $O$, let $O X$ and $O Y$ be the axes, and let $S P$ be $x$ and $P T$ be $\%$. Let the radius of the circle be $a$. Let the angle $P C Q$ be called $\phi$. Draw ( $B$, perpendicular to $P T$. Observe that

$$
\begin{aligned}
& P B=a \cdot \sin P C B=a \sin (\phi-90)=-a \cos \phi \\
& B C=a \cos P C D=a \sin \phi
\end{aligned}
$$

Now the arc $Q P=\alpha . \phi=O Q$. Hence as $x=O Q-B C$, and

$$
y=B T+P B
$$

we have

$$
\begin{align*}
& r=a \phi-a \sin \phi  \tag{3}\\
& y=a-a \cos \phi
\end{align*}
$$

If from (3) we eliminate $\phi$ we get one equation connecting $x$ and $y$. But it is better to retain $\phi$ and to hare two equations because of the greater simplicity of calculation. In fact the two equations (3) may be called the equation to the curve. The curve is called the oycloid as all my readers know already.

Fremple (3). A crank and connecting rod work a slider in a straight path. Where is the slider for any position of the crank?

Let the path be in the direction of the centre of the crank sbaft.


Fig. 3.
If $A$ is the end of the path, evidently $A O$ is equal to $l+r, r$ being length of crank.

It is well to remember in all such problems that if we project all the sides of a closed figure upon chy two straight lines, we get two independent equations. Projecting on the horizontal we see that
Projecting on the vertical $\left.\begin{array}{c}s+l \cos \phi+r \cos \theta=l+r \\ l \sin \phi=r \sin \theta\end{array}\right\}$.
If we eliminate $\phi$ from these equations we can calculate $s$ for any value of $\theta$. The student ought to do this for himself, but I am weak enough to do it here. We see that from the second equation of (1)

$$
\cos \phi=\sqrt{1-\frac{r^{2}}{T^{2}} \sin ^{2} \theta}
$$

so that the first becomes

$$
\begin{equation*}
s=l\left\{1-\sqrt{1-\frac{r^{2}}{l^{2}} \sin ^{2} \theta}\right\}+r^{\prime}(1-\cos \theta) \ldots{ }^{*} \tag{2}
\end{equation*}
$$

Students ought to work a few exercises, such as;-1. The ends $A$ and $B$ of a rod are guided by two straight slots $O . I$ and $O B$ which are at right angles to one another; find the equation to the path of any point $P$ in the rod. 2. In Watt's parallel motion there is a point which moves nearly in a straight path. Find the equation to its complete path.

In fig. 4 the Mean Position is shown as $O A B C$. The best place for $P$ is such that $B P / P A=O A / C B$. Draw the links in any other


Fig. 4.

[^1]position. The complete path of $l^{\nu}$ would be a figure of 8. 3. Find the equation to the path of a point in the middle of an ordinary connecting rod. 4. A, the end of a link, moves in a straight path $C O C^{\prime}$, $O$ being the middle of the path, with a simple harmonic notion $O A=a \sin p t$, where $t$ is time; the other end $B$ moves in a straight path OBD which is in a direction at right angles to $C O C^{\prime \prime}$; what is $D$ 's motion? Show that it is approximately a simple harmonic motion of twice the frequency of $A$. 5. In any slide valve gear, in which there are several links, \&c. driven from a uniformly rotating crank; note this fact, that the motion of any point of any link in any particular direction consists of a fundamental simple hamonic motion of the same frequency as the crank, together with an octave. The proper study of Link Motions and Radial valve gears from this point of view is worth months of one's life, for this contains the secret of why one valve motion gives a better diagram than another. Consider for example the Hackworth gear with a curved and with a straight slot. What is the difference? Sec Art. 122.
12. Plotted points lying in a straight line. Proofs will come later; at first the student ought to get well acquainted with the thing to be proved. I have known boys able to prove mathematical propositions who did not really know what they had proved till years afterwards.

Take any expression like $y=a+b x$, where $a$ and $b$ are numbers. Thus let $y=2+1 \frac{1}{2} x$. Now take $x=0, x=1$, $x=2, x=3, \& \mathrm{c}$. and in cach case calculate the corresponding value of $y$. Plot the corresponding values of $x$ and $y$ as the co-ordinates of points on squared paper. You will find that they lie exactly in a straight line. Now take say $y=2+3 x$ or $2+\frac{1}{2} x$ or $2-\frac{1}{2} x$ or $2-3 x$ and you will find in every case a straight line. Men who think they know a little about this subject already will not care to take the trouble and if you do not find yourselves interested, I advise you not to take the trouble either; yet I know that it is worth your while to take the trouble. Just notice that in every case I have given you the same value of $a$ and consequently all your lines have some one thing in common. What is it? Take this hint, $a$ is the value of $y$ when $x=0$.

$$
\begin{aligned}
\text { Again, try } \begin{aligned}
y & =2+1 \frac{1}{2} x, \\
y & =-1+1 \frac{1}{2} x, \\
y & =1+1 \frac{1}{2} x, y=0+1 \frac{1}{2} x, \\
& =-2+1 \frac{1}{2} x,
\end{aligned},
\end{aligned}
$$

and so see what it means when $b$ is the same in every case. You will find that all the lines with the same $b$ have the
same slope and indeed I am in the habit of calling $b$ the slope of the line.

If $y=a+b x$, when $x=x_{1}$, find $y$ and call it $y_{1}$,
when $x=x_{1}+1$, find $y$ and call it $y_{2}$.
It is easy to show that $y_{2}-y_{1}=b$. So that what I mean by the slope of a straight line is its rise for a horizontal distance 1. (Note that when we say that a road rises $\frac{1}{20}$ or 1 in 20 , we mean 1 foot rise for 20 feet along the sloping road. Thus $\frac{1}{20}$ is the sine of the angle of inclination of the road to the horizontal; whereas our slope is measured in a different way). Our slope is evidently the tangent of the inclination of the line to the horizontal. Looking upon $y$ as a quantity whose value depends upon that of $x$, observe that the rate of increase of $y$ relatively to the increase of $x$ is constant, being indeed $b$, the slope of the line. The symbol used for this rate is $\frac{d y}{d x}$. Observe that it is one symbol; it does not mean $\frac{d \times y}{d \times x}$. Try to recollect the statement that if $y=a+b x$, $\frac{d y}{d x}=b$, and that if $\frac{d y}{d x}=b$, then it follows that $y=A+b x$, where $A$ is some constant or other.

Any equation of the first degree connecting $x$ and $y$ such as $A x+B y=C$ where $A, B$ and $C$ are constants, can be put into the shape $y=\frac{C}{B}-\frac{A}{B} x$, so that it is the equation to a straight line whose slope is $-\frac{A}{B}$ and which passes through the point whose $a=0$, whose $y=\frac{C}{B}$, called point $\left(0, \frac{C}{B}\right)$. Thus $4 x+2 y=5$ passes through the point $x=0$, $y=2 \frac{1}{2}$ and its slope is -2 . That is, $y$ diminishes as $x$ increases. You are expected to draw this line $y=2 \frac{1}{2}-2 x$ and distinguish the difference between it and the line $y=2 \frac{1}{2}+2 x$. Note what is meant by positive and what by negative slope. Draw a few curves and judge approximately by eye of the slope at a number of places.

## 13. Problems on the straight line.

1. Given the slope of a straight line; if you are also
told that it passes through the point whose $x=3$, and whose $y=2$, what is the equation to the line? Let the slope be 035.

The equation is $y=a+035 x$. where $a$ is not known.
But (3,2) is a point on the line, so that $2=a+0.35 \times 3$, or $a=0.95$ and hence the line is $y=0.95+0.35 x$.
2. What is the slope of any line at right angles to $y=a+b x$ ? Let $A B$ be the given line, cutting $O X$ in $C$. Then


Fig. 5.
$b=\tan B C X$. If $D E$ is any line at right angles to the first, its slope is $\tan D E X$ or $-\tan D E C$ or $-\cot B C E$ or $-\frac{1}{6}$.

So that $y=A-\frac{1}{b} x$ is typical of all lines at right angles to $y=a+b x ; A$ being any constant.
3. Where do the two straight lines $A x+B y+C=0$ and $M x+N y+S=0$ meet? Answer, In the point whose $x$ and $y$ satisfy both the equations. We have therefore to do what is done in Elementary Algebra, solve simultaneous equations.
4. When $\tan \alpha$ and $\tan \beta$ are known, it is easy to find $\tan (\alpha-\beta)$, and hence when the straight lines $y=a+b x$ and $y=m+n x$ are given, it is easy to find the angle between them.
5. The line $y=a+b x$ passes through the points $x=1$, $y=2$, and $x=3, y=1$, find $a$ and $b$.
6. A line $y=a+b x$ is at right angles to $y=2+3 x$ and passes through the point $x=1, y=1$. Find $a$ and $b$.

## 14. Obtaining Empirical Formulae.

When in the laboratory we have made measurements of two quantities which depend upon one another, we have a table showing corresponding values of the two, and we wish to see if there is a simple relation between them, we plot the values to convenient scales as the co-ordinates of points on squared paper. If some regular curve (a curve without singular points as I shall afterwards call it) seems as if it might pass through all the points, save for possible errors of measurement, we try to obtain a formula $y=f(x)$, which we may call the law or rule connecting the quantities called $y$ and $x$.

If the points appear as if they might lie on a straight line, a stretched thread may be used to help in finding its most probable position. There is a tedious algebraic method of finding the straight line which represents the positions of the points with least error, but for most engineering purposes the stretched string method is sufficiently accurate.

If the curve seems to follow such a law as $y=a+b x^{2}$, plot $y$ and the square of the observed measurement, which we call $x$, as the co-ordinates of points, and see if they lic on a straight line. If the curve seems to follow such a law as $\mathbf{y}=\frac{\mathbf{a x}}{\boldsymbol{I}+\boldsymbol{b x}} \cdots \ldots$. (1), which is the same as $\frac{y}{x}+b y=a$, divide each of the quantities which you call $y$ by the corresponding quantity $x$; call the ratio $X$. Now plot the values of $X$ and of $y$ on squared paper; if a straight line passes through the plotted points, then we have such a law as $I=A+B y$, or $\frac{y}{y}=A+B y$, or $y=\frac{A x}{1-B x}$, so that (1) is true.

Usually we can apply the stretched thread method to find the probability of truth of any law containing only two constants.

Thus, suppose measurements to be taken from the expansion part of a gas engine indicator diagram. It is important for many purposes to obtain an empirical formula connecting $p$ and $v$, the pressure and volume. I always find that the following rule holds with a fair amount of accuracy $\mathbf{p v}^{\mathbf{s}}=\mathbf{C}$ where $s$ and $C$ are two constants. We do not much care to know $C$, but if there is such a rule, the value of $s$ is very important*. To test if this rule holds, plot $\log p$ and $\log v$ as the co-

[^2]ordinates of points on squared paper (common logarithms will do). If they lie approximately in a straight line, we see that
$$
\log p+s \log v=0
$$
a constant, and therefore the rule holds.
When we wish to test with a formula containing three independent constants we can often reduce it to such a shape as
$$
A v+B u+C z=1 \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots(2)
$$
where $u, w, z$ contain $x$ and $y$ in some shape. Thas to test if $y=\frac{a+b x}{1+c x}$, we have $y+c x y=a+b x$, or $\frac{y}{a}+\frac{c}{a} a y-\frac{b}{a} x=1$. Here $y$ itself is the old $v$, $x y$ is the old $v$, and $x$ itsclf is the old $z$.

If (2) holds, and if $v, w$ and $z$ were plotted as the three co-ordiuates of a point in space, all the points ought to lie in a plane. By means of three sides of a wooden box and a number of beads on the cuds of pointed wires this may be tried directly; immersion in a tank of water to try whether one can get the beads to lie in the plane of the surface of the water, being used to find the planc. I have also used a descriptive goometry method to find the plane, but there is no method yet used by me which compares for simplicity with the stretched thread method in the other case.

But no hard and fast rules can be given for trying all sorts of enpirical formulas upon one's observed numbers. The student is warned that his formula is an empirical one, and that he must not deal with it as if he had discovered a natural law of infinite exactness.

When other formulae fail, we try

$$
y=a+b x+c x^{2}+c z^{3}+s c
$$

because we know that with sufficiont terms this will satisfy any curve. When there are more than two constants, we ofton find them by a patient application of what is called the method of least squares. To test if the pressure and temperature of saturated steam follow the rule $p=a(\theta+\beta)^{n} \ldots(3)$, where $\theta$ is temperature, Centigrade, say, three constants have to be found. The only successful plan tried by me is one in which I guess at $\beta$. I know that $\beta$ is nearly 40 . I ask one student to $\operatorname{try} \beta=40$, another to try $\beta=41$, another $\beta=39$ and so on;
made a mistake in the amount of clearance. Too much clearance and too little clearance give results which depart in opposite ways from the straight line. It is convenient in many calculations, if there is such an empirical formula, to use it. If not, one has to work with rules which instruct us to draw tangents to the curve. Now it is an excellent exercise to let a number of students trace the same curve with two points marked upon it and to let them all independently draw tangents at those points to their curve, and measure the angle between them. It is extraordinary what very different lines they will draw and what different angles they may obtain. Let them all measure by trial the radius of curvature of the curve at a point; in this the discrepancies are greater than before.
they are asked to find the rule (3) which most accurately represents $p$ and $\theta$ between, say $p=7 \mathrm{lb}$. per sq. inch, and $p=150$. He who gets a straight line lying most erenily (judging by the eye) among the points, when $\log p$ and $\log (\theta+\beta)$ are used as co-ordinates, has used the best value of $\beta$. The method may be refined upon by ingenious students.
(See end of Chap. I.)
15. We have now to remember that if $y=a+b x$, then $\frac{d y}{d x}=b$, and if $\frac{d y}{d x}=b$, then $y=A+b u$, where $A$ is some constant.

Let us prove this algobraically.
If $y=a+b x$. Take a particular value of $a$ and calculate $y$. Now take a new value of $x$, call it $x+\delta x$, and calculate the new $y$, call it $y+\delta y$,

$$
y+\delta y=a+b\left(x+\delta_{x} x\right)
$$

Subtract $y=a+b w$ and we get

$$
\delta y=b \delta x, \text { or } \frac{\delta y}{\delta x}=b
$$

and, however small $\delta x$ or $\delta y$ may become their ratio is $b$, we therefore say $\frac{d y}{d x}=b$.


Tig. 6.
16. In the curve of fig. 6 there is positive slope ( $y$ increases as $x$ increases) in the parts $A B, D F$ and $H I$ and
negative slope ( $y$ diminishes as $x$ increases) in the parts $B D$ and $F H$. The, slope is 0 at $B$ and $F$ which are called points of maximum or points where $y$ is a maximum; and it is also 0 at $D$ and $H$ which are points of minimum. The point $E$ is one in which the slope ceases to increase and begins to diminish: it is a point of inflexion.

Notice that if we want to know the slope at the point $P$ we first choose a point $F^{\prime}$ which is near to $P$. (Imagine that in fig. 6 the little portion of the curve at $P$ is magnified a thousand times.) Call $P S=x$, $P Q=y ; N F=x+\delta x, F L=y+\delta y$, so that $P M=\delta x, F M=\delta y$. Now $F M / P M$ or $\delta y / \delta x$ is the average slope between $P$ and $F$. It is $\tan F P M$. Imagine the same sort of figure drawn but for a point $F^{\prime}$ nearer to $P$. Again, another, still nearer $P$. Ob-


Fig. 7. serve that the straight line $F P$ or $F^{\prime \prime} P$ or $F^{\prime \prime} P$ gets gradually more and more nearly what we mean by the tangent to the curve at $P$. In every case $\delta y / \delta x$ is the tangent of the angle which the line $F P$ or $F^{\prime \prime} P$ or $F^{\prime \prime} P$ makes with the horizontal, and so we see that in the limit the slope of the line or $d y / d x$ at $P$ is the tangent of the angle which the tangent at $P$ makes with the axis of $X$. If then, instead of judging roughly by the cye as we did just now in discussing fig. 6, we wish to measure very accurately the slope at the point $P$;Note that the slope is independent of where the axis of $X$ is, so long as it is a horizontal line, and I take care in using my rule here given, to draw $O X$ below the part of the curve where I an studying the slope. Draw a tangent $P R$ to the curve, cutting $O X$ in $R$. Then the slope is $\tan P R X$. If drawn and lettered according to my instructions, observe that $P R X$ is always an acute angle when the slope is positive and is always an obtuse angle when the slope is negative.

Do not forget that the slope of the curve at any point means the rate of increase of $y$ there with regard to $x$, and
that we may call it the slope of the curve or $\tan P R Q$ or by the symbol $\frac{d y}{d x}$ or "the differential coefficient of $\mathbf{y}$ with regard to $\mathbf{x}$," and all these mean the same thing.

Every one knows what is meant when on going up a hill one says that the slope is changing, the slope is diminishing, the slope is increasing; and in this knowledge he already possesses the fundamental idea of the calculus.
17. We all know what is meant when in a railway train we say "we are going at $\mathbf{3 0}$ miles per hour." Do we mean that we have gone 30 miles in the last hour or that we are really going 30 miles in the next hour? Certainly not. We may have only left the terminus 10 minutes ago; there may be an accident in the next second. What we mean is morely this, that the last distance of 3 miles was traversed in the tenth of an hour, or rather, the last distance of 0.0003 miles was traversed in 0.00001 hour. This is not exactly right; it is not till we take still shorter and shorter distances and divide by the times occupied that we approach the true value of the speed. Thus it is known that a body falls freely vertically through the following distances in the following intervals of time after two seconds from rest, at London. That is between 2 seconds from rest and 2.1 or 2.01 or 2.001 , the distances fallen through are given. Each of these divided by the interval of time gives the average velocity during the interval.

| Intervals of time in seconds | $\cdot 1$ | 01 | .001 |
| :--- | :---: | :---: | :---: |
| Distances in feet fallen through | 6.601 | -6456 | $\cdot 064416$ |
| Average velocities | 66.01 | $64 \cdot 56$ | $64 \cdot 416$ |

We see that as the interval of time after 2 seconds is taken less and less, the average velocity during the interval approaches more and more the true value of the velocity at 2 seconds from rest which is exactly 64.4 feet per second.

We may find the true velocity at any time when we know the law connecting $s$ and $t$ as follows.

Let $\mathbf{s}=\mathbf{1 6} \cdot \mathbf{1} \mathbf{t}^{2}$, the well known law for bodies falling freely at London. If $t$ is given of any value we can calculate
$s$. If $t$ has a slightly greater value called $t+\delta t$ (here $\delta t$ is a symbol for a small portion of time, it is not $\delta \times t$, but a very different thing), and if we call the calculated space $s+\delta s$, then $s+\delta s=16 \cdot 1(t+\delta t)^{2}$ or $16 \cdot 1\left\{t^{2}+2 t . \delta t+(\delta t)^{3}\right\}$. Hence, subtracting, $\delta s=161\left\{2 t . i t+(\delta t)^{2}\right\}$, and this formula will enable us to calculate accurately the space $\delta s$ passed through between the time $t$ and the time $t+\delta t$. The average velocity during this interval of time is $\delta s \div \delta t$ or

$$
\frac{\delta s}{\delta t}=32 \cdot 2 t+16 \cdot 1 \delta t .
$$

Please nutice that this is absolutely correct ; there is no vagueness about it.

Now I come to the important idea; as $\delta t$ gets smalles and smaller, $\frac{\delta s}{\delta t}$ approaches more and more nearly $322 t$, the other term $16.1 \delta t$ becoming smaller and smaller, and hence we say that in the limit, $\delta s / \delta t$ is truly $322 t$. The limiting value of $\frac{\delta s}{\delta t}$ as $\delta t$ gets smaller and smaller is called $\frac{d s}{d t}$ or the rate of change of $s$ as $t$ increases, or the differential coefficient of $s$ with regard to $t$, or it is called the velocity at the time $t$.

Now surely there is no such great difficulty in catching the idea of a limiting value. Some people have the notion that twe are stating something that is only approximately true; it is often because their teacher will say such things as "reject $16.1 \delta t$ because it is small," or "let $d t$ be an infinitely small amount of time" and they proceed to divide something by it, showing that although they may reach the age of Methuselah they will never have the common sense of an engineer.

Another trouble is introduced by people saying "let $\delta t=0$ and $\frac{\delta s}{\delta t}$ or $\frac{d s}{d t}$ is so and so." The true statement is, "as $\delta t$ gets smaller and smaller withont limit, $\frac{\delta s}{\delta t}$ approaches more and more nearly the finite value $32 \cdot 2 t$," and as I have already said, everybody uses the important idea of a limit every day of his life.

From the law connecting $s$ and $t$, if we find $\frac{d s}{d t}$ or the velocity, we are said to differentiate $s$ with regard to the time $t$. When we are given $d s / d t$ and we reverse the above process we are said to integrate.

If I were lecturing I might dwell longer upon the correctness of the notion of a rate that one already has, and by making many sketches illustrate my meaning. But one may listen intently to a lecture which seems dull enough in a book. I will, therefore, make a virtue of necessity and say that my readers can illustrate my meaning perfectly well to themselves if they do a little thinking about it. After all my great aim is to make them less afraid than they used to be of such symbols as $d y!d x$ and $\int y . d x$.
18. Given $s$ and $t$ in any kind of montion, as a set of numbers. How do we study the motion? For example, imagine a Bradshaw's Railway Guide which not merely gave a few stations, but some hundred places between Euston and Rugby. The entries might be like this: $s$ would be in miles, $t$ in hours and minutes. $s=0$ would mean Euston.

| $t$ | $t$ |
| :---: | :---: |
| 0 | 10 o'clock |
| 3 | 10.10 |
| 5 | $10 . .15$ |
| 7 | $10 . .20$ |
| 7 | $10 . .23$ |
| 9 | $10 . .28$ |
| 12 | $10 . .33$ |
|  | $\& c$. |

One method is this: plot $t$ (take times after 10 o'clock) horizontally and $s$ vertically on a sheet of squared paper and draw a curve through the points.

The slope of this curve at any place represents the velocity of the train to some scale which depends upon the scales for $s$ and $t$.

Observe places where the velocity is great or small. Between $t=10.20$ and $t=10.23$ observe that the velocity is 0 . Indeed the train has probably stopped altogether. To be absolutely certain, it would be necessary to give $s$ for every value of $t$, and not merely for a few values. A curve alone can show every value. I do not say that the table may not be more valuable than the curve for a great many purposes.

If the train stopped at any place and travelled towards Euston again, we should have negative slope to our curve and negative velocity.

Note that acceleration being rate of change of velocity with time, is indicated by the rate of change of the slope of the curve. Why not on the same sheet of paper draw a curve which shows at every instant the velocity of the train? The slope of this new curve would evidently be the acceleration. I am glad to think that nobody has yet given a name to the rate of change of the acceleration.

The symbols in use are
$s$ and $t$ for space and time;
velocity $v$ or $\frac{d s}{d t}$, or Newton's symbol $\dot{s}$;
acceleration $\frac{d v}{d \bar{t}}$ or $\frac{d^{2} s}{d t^{2}}$, or Newton's $\ddot{s}$.
Rate of change of acceleration would be $\frac{d^{3} s}{d t^{3}}$.
Note that $\frac{d^{2} s}{d t^{1}}$ is one symbol, it has nothing whatever to do with such an algebraic expression as $\frac{d^{2} \times s}{d \times t^{2}}$. The symbol is supposed merely to indicate that we have differentiated $s$ twice with regard to the time,

I have stated that the slope of a curve may be found by drawing a tangent to the curve, and hence it is easy to find the acceleration from the velocity curve.
19. Another way, better than by drawing tangents, is illustrated in this Table:

| $t$ |  |  |  |
| :---: | :---: | :---: | :---: |
| seconds | $s$ <br> feet | $v$ <br> feet per <br> second <br> or $\delta \delta / \delta t$ | aeceleration <br> in feet per <br> second per <br> second or <br> $\delta v / \delta t$ |
| $\cdot 06$ | .0880 |  |  |
| $\cdot 07$ | $\cdot 2354$ | $14 \cdot 74$ | -125 |
| $\cdot 08$ | $\cdot 3703$ | 1349 | -125 |
| $\cdot 09$ | $\cdot 4925$ | $12 \cdot 22$ | -127 |
| $\cdot 10$ | $\cdot 6020$ | 1095 | -127 |
| $\cdot 11$ | $\cdot 6986$ | $9 \cdot 66$ | -129 |
| $\cdot 12$ | $\cdot 7821$ | 8.35 | -131 |
| $\cdot 13$ | $\cdot 8525$ | 7.04 | -131 |

In a new mechanism it was necessary for a certain purpose to know in every position of a point $A$ what its acceleration was, and to do this I usually find its velocity first. A skeleton drawing was made and the positions of $A$ marked at the intervals of time $t$ from a time taken as 0 . In the table I give at each instant the distance of $A$ from a fixed point of measurement, and I call it $s$. If I gave the table for all the positions of $A$ till it gets back again to its first position, it would be more instructive, but any student can make out such a table for himself for some particular mechanism. Thus for example, let $s$ be the distance of a piston from the end of its stroke. Of course the all-accomplished mathematical engineer will scorn to take the trouble. He knows a graphical rule for doing this in the case of the piston of a steam engine. Yes, but does he know such a rule for every
possible mechanism? Would it be worth while to seek for such a graphical rule for every possible mechanism? Here is the straightforward Engineers' common-sense way of finding the acceleration at any point of any mechanism, and although it has not yet been tried except by myself and my pupils, I venture to think that it will commend itself to practical men. For beginners it is invaluable.

Now the mass of the body whose centre moves like the point $A$, being $m$ (the weight of the body in pounds at London, divided by 32.2)*, multiply the acceleration in feet per second per second which you find, by $m$, and you have the force which is acting on the body increasing the velocity. The force will be in pounds.

[^3]20. We considered the case of falling bodies in which space and time are comnected by the law $s=\frac{1}{2} g t^{2}$, where $g$ the acceleration due to gravity is 322 feet per second per second at London. But many other pairs of things are connected by similar laws and I will indicate them generally by
$$
\mathbf{y}=\mathbf{a} \mathbf{x}^{2} .
$$

Let a particular value of a be taken, say $a=\frac{1}{30}$. Now take $x=0, x=1, x=2, x=3, \& c$. and in every case calculate $y$.

Plot the corresponding points on squared paper. They lie on a parabolic curve. At any point on the curve, say where $x=3$, find the slope of the curve (I call it $\frac{d y}{d x}$ ), do the same at $x=4, x=2$, \&c. Draw a now curve, now, with the same values of $x$ but with $\frac{d y}{d x}$ as the ordinate. This curve shows at a glance (by the height of its ordinate) what is the slope of the first curve. If you ink these curves, let the $y$ curve be black and the $\frac{d y}{d x}$ curve be red. Notice that the slope or $\frac{d y}{d x}$ at any point, is $2 a$ multiplicd by the $a$ of the point.

We can investigate this algebraically. As before, for any value of $x$ calculate $y$. Now take a greater value of $x$ which I shall call $x+\delta x$ and calculate the new $y$, calling it $y+\delta y$. We have then

$$
\begin{aligned}
y+\delta y & =u(x+\delta x)^{2} \\
& =u\left\{x^{2}+2 x \cdot \delta \cdot x+(\delta x)^{2}\right\} .
\end{aligned}
$$

Subtracting;

$$
\delta y=u\left\{2 x \cdot \delta x+(\delta x)^{2}\right\} .
$$

Divide by $\delta x$,

$$
\frac{\delta y}{\delta x}=2 a x+a . \delta x .
$$

(relatively to the vessel from which it flows), the jet being 0.1 sq . ft. in cross section; what force acts upon the vessel?

Here we have $20 \times 1 \mathrm{cu}$. ft. or $20 \times 1 \times 62 \cdot 3 \mathrm{lbs}$. of water per sec. or a mass per second in Engineers' units of $20 \times 1 \times 62 \cdot 3 \div 32 \cdot 2$. This mass is $3 \cdot 87$, its momentum is $77 \cdot 4$, and as this momentum is lost by the vessel every second, it is the force acting on the vessel.

A student who thinks for himself will see that this force is the same whether a vessel is or is not in motion itself.

Imagine $\delta x$ to get smaller and smaller without limit and use the symbol $\frac{d y}{d x}$ for the limiting value of $\frac{\delta y}{\delta x}$, and we have $\frac{d y}{d x}=2 a x$, a fact which is known to us already from our squared paper*.
21. Note that when we repeat the process of differentiation we state the result as $\frac{d^{2} y}{d x^{2}}$ and tho answer is $2 a$. You must become familiar with these symbols. If $y$ is a function of $x, \frac{d y}{d x}$ is the rate of change of $y$ with regard to $x ; \frac{d^{2} y}{d x^{2}}$ is the rate of change of $\frac{d y}{d x}$ with regard to $x$.

Or, shortly; $\frac{d^{2} y}{d x^{2}}$ is the differential coefficient of $\frac{d y}{d x}$ with regard to $x ; \frac{d y}{d x}$ is the differential coefficient of $y$ with regard to $x$.

Or, again ; integrate $\frac{d^{2} y}{d x^{2}}$ and our answer is $\frac{d y}{d x}$; integrate $\frac{d y}{d x}$ and our answer is $y$.

You will, I hope, get quite familiar with these symbols and ideas. I am only afraid that when we use other letters than $x$ 's and $y$ 's you may lose your familiarity.

[^4]The differential coefficient of

$$
y=a+b x+c x^{2}
$$

where $a, b$ and $c$ are constants, is

$$
\frac{d y}{d x}=0+b+2 c x .
$$

The integral of $0+b+k x$ with regard to $x$ is $A+b x+\frac{1}{2} k x^{2}$, where $A$ is any constant whatsoever.

Similarly, the integral of $b+k z$ with regard to $z$ is

$$
A+b z+\frac{1}{2} k z^{2} .
$$

The integral of $b+k v$ with regard to $v$, is $A+b v+\frac{1}{2} k v^{2}$.
It is quite casy to work out as an exercise that if $y=a x^{3}$, then $\frac{d y}{d x}=3 \alpha x^{2}$, and again that if $y=a x^{4}$, then $\frac{d y}{d x}=4 a x^{3}$. All these are examples of the fact that if $y=a x^{n}$, then $\frac{d y}{d x}=\operatorname{suc} x^{n-1}$.

In working out aly of these cxamples we take it that $\frac{\partial y}{\partial x}$ becones $\frac{d y}{d x}$ or that $\delta y=\delta x \times \frac{d y}{d x}$ more and more nearly as $\delta x$ gets smaller and smaller without limit.

This is sometimes written $y+\delta y=y+\delta x \cdot \frac{d y}{d x}$, or

$$
\begin{equation*}
f(x+\delta x)=f(x)+\delta x \frac{d f(x)}{d x} \tag{1}
\end{equation*}
$$

## 22. Uniformly accelerated motion.

If acceleration, $\quad \frac{d^{2} s}{d t^{2}}=a$
Integrate and we have $\frac{d s}{d t}=b+a t=$ velocity $v$. Observe that we have added a coustant $b$, because if we differentiate a constant the answer is 0 . There must be some information given us which will enable us to find what the value of the constant $b$ is. Let the information be $v=v_{0}$, when $t=0$. Then $b$ is evidently $v_{0}$.

$$
\begin{equation*}
\text { So that } \quad \text { velocity } v=\frac{d s}{d \bar{t}}=v_{0}+a t \text {. } \tag{2}
\end{equation*}
$$

Again integrate and $s=c+v_{0} t+\frac{1}{2} a t^{2}$. Again you will notice that we add an unknown constant, when we integrate. Some information must be given us to find the value of the constant $c$. Thus if $s=s_{v}$ when $t=0$, this $s_{0}$ is the value of $c$, and so we have the most complete statement of the motion

$$
s=s_{0}+v_{0} t+\frac{1}{2} a t^{2} .
$$

If (3) is differentiated, we obtain (2) and if (2) is differentiated we obtain (1).
23. We see here, then, that as soon as the student is able to differentiate and integrate he can work the following kinds of problem.
I. If $s$ is given as any function of the time, differentiate and the velocity at any instant is found; differentiate again and the acceleration is found.
II. If the acceleration is given as some function of the time, integrate and we find the velocity; integrate again and we find the space passed through.

Observe that $s$ instead of being mere distance may be the angle described, the motion being angular or rotational. Better then call it $\theta$. Then $\dot{\theta}$ or $\frac{d \theta}{d t}$ is the angular volocity and $\ddot{\theta}$ or $\frac{d^{2} \theta}{d t^{2}}$ is the angular acceleration.

## 24. Exercises on Motion with constant Acceleration.

1. The acceleration due to gravity is downwards and is usually called $g, g$ being $32 \cdot 2$ feet per second per second at London. If a body at time 0 is thrown vertically upwards with a velocity of $V_{0}$ feet per second; where is it at the end of $t$ seconds? If $s$ is measured upwards, the acceleration is $-g$ and $s=V_{\text {, }} t-\frac{1}{2} g t^{2}$. (We assume that there is no resistance of the atmosphere and that the true acceleration is $g$ downwards and constant.)

Observe that $v=V_{0}-g t$ and that $v=0$ when $V_{0}-g t=0$ or $t=\frac{V_{0}}{g}$. When this is the case find $s$. This gives the highest point and the time taken to reach it.

When is $s=0$ again? What is the velocity then?
2. The body of Exercise 1 has been given, in addition to its vertical velocity, a horizontal velocity $u_{0}$ which keeps constant. If $x$ is the horizontal distance of it away from the origin at the time $t, \frac{d^{2} x}{d t^{2}}=0$ and $\frac{d x}{d t}=u_{0}, x=u_{0} t$. If we call $s$ by the now name $y$, wo have at any time $t$,

$$
\begin{aligned}
& y=V_{0} t-\frac{1}{2} y t^{2}, \\
& x=u_{0} t,
\end{aligned}
$$

and if we eliminate $t$, we find $y=\frac{V_{0}}{u_{0}} x-\frac{1}{2} g \frac{x^{s}}{u_{0}{ }^{2}}$ which is a Parabola.
3. If the body had been given a velocity $V$ in the direction $\alpha$ above the horizontal, we may use $V \sin \alpha$ for $V_{0}$ and $V \cos \alpha$ for $u_{0}$ in the above expressions, and from them we can make all sorts of useful calculations concerning projectiles.

Plot the curve when $V=1000$ feet per sccond and $\alpha=45^{\circ}$.
Again plot with same $V$ when $\alpha=60^{\circ}$, and again when $\alpha=30^{\circ}$.
25. Kinetic Energy. A small body of mass $\pi^{2}$ is at $s=0$ when $t=0$ and its velocity is $v_{0}$, and a force $F$ acts upon it causing an acceleration $F / m$. As in the last case at any future time

$$
v=v_{0}+\frac{F}{m} t \ldots(1), \text { and } s=0+v_{0} t+\frac{1}{2} \frac{F^{\prime}}{m} t^{\prime \prime} \ldots .(2),
$$

(2) may be written $s=\frac{1}{2} t\left(2 v_{0}+\frac{F}{m} t\right)$ and it is casy to see from (1) that this is $s=\frac{1}{2} t\left(v_{0}+v\right)$, and that the average velocity in any interval is half the sum of the velocities at the beginning and end of the interval. Now the work done by the force $F$ in the distance $s$ is $F s$. Calculating $F$ from (1), $F=\left(v-v_{0}\right) \frac{m}{t}$ and multiplying upon $s$ we find that the work is $\frac{1}{2} m\left(v^{2}-v_{0}^{2}\right)$ which expresses the work stored up in a moving body in terms of its velocity. In fact the work done causes $\frac{1}{2} m \mu_{0}{ }^{2}$ to increase to $\frac{1}{2} m v^{2}$ and this is the reason why $\frac{1}{2} m v^{2}$ is called the kinetic energy of a body.

Otherwise. Let a small body of mass $m$ and velocity $v$ pass through the very small space $\delta s$ in the time $\delta t$ gaining velocity $\delta v$ and let a force $F$ be acting upon it. Now $F=m \times$ acceleration or $F=m \frac{\delta v}{\delta t}$ and $\delta s=v . \delta t$ so that

$$
F . \delta s=m v \delta t \frac{\delta v}{\delta t}=m \cdot v \delta v=\delta E
$$

if $\delta E$ stands for the increase in the kinetic energy of the body $\frac{\delta E}{\delta v}=m \cdot v$. But our equations are only entirely true when $\delta s, \delta t$, \&c., are made smaller and smaller without limit: Hence as $\frac{d E}{d v}=m v$, or in words, "the differential coefficient of $E$ with regard to $v$ is $m v$," if we integrate with regard to $v$, $E=\frac{1}{2} m v^{2}+c$ where $c$ is some constant. Let $E=0$ when $v=0$ so that $c=0$ and we have $E=\frac{1}{2} m v^{2}$.

Practise differentiation and integration using other letters than $x$ and $y$. In this case $\frac{d E}{d v}$ stands for our old $\frac{d y}{d x}$. If we had had $\frac{d y}{d x}=m a$ it might have been seen more easily that $y=\frac{1}{2} m x^{2}+c$, but you must escape from the swaddling bands of $x$ and $y$.
26. Exereise. If $x$ is the elongation of a spring when a force $F^{\prime}$ is applied and if $x=\frac{F}{a}$, a representing the stiffness of the spring; $F \cdot \delta x$ is the work done in elongating the spring through the small distance $\delta x$. If $F$ is gradually increased from 0 to $F$ and the elongation from 0 to $x$, what strain energy is stored in the spring?

The gain of encrgy from $x$ to $x+\delta x$ is $\delta E=F . \delta x$, wr rather $\frac{d \hat{E}}{d x}=F=a x$, hence $E=\frac{1}{2} a x^{2}+c$. Now if $E=0$ when $x=0$, we see that $c=0$, so that the energy $E^{\prime}$ stored is $E=\frac{1}{2} a x^{2}=\frac{1}{2} F x \ldots(1)$.

It is worth noting that when a mass $M$ is vibrating at the end of a spiral spring; when it is at the distance $x$ from its
position of equilibrium, the potential energy is $\frac{1}{2} a a^{2}$ and the kinetic energy is $\frac{1}{2} M v^{2}$ or the total energy is $\frac{1}{2} M v^{2}+\frac{1}{2} u \alpha^{2} \ldots$.

Note that when a force $F$ is required to produce an elongation or compression $x$ in a rod, or a deflexion $x$ in a beam, and if $F=a x$ where $a$ is some constant, the energy stored up as strain energy or potential energy is $\frac{1}{2} a x^{2}$ or $\frac{1}{2} \mathrm{Fx}$.

Also if a Torque $T$ is required to procluce a turning through the angle $\theta$ in a shaft or spring or other structure, and if $T=a \theta$, the encrgy stored up as strain energy or potential energy is $\frac{1}{2} a \theta^{2}$ or $\frac{1}{2} T^{\prime} \theta$. If $I^{\prime}$ is in pound-feet and $\theta$ is in radians, the auswer is in foot-pounds.

## Work done $=$ Force $\times$ distance, or Torque $\times$ angle .

27. If the student knows anything about electricity let him translate into ordinary language the improved Ohm's law

$$
\begin{equation*}
\mathbf{V}=\mathbf{R C}+\mathbf{L} . \mathrm{dC} / \mathrm{d} t . \tag{1}
\end{equation*}
$$

Observe that if $R$ (Ohms) and $L$ (Henries) remain constant, if $C$ and $\frac{d C}{d t}$ are known to us, we know $V$, and if the law of $V$, a changing voltage, is known you may see that there must surely be some means of fiuding $C$ the changing curent. Think of $L$ as the back electromotive force in volts when the current iscreases at the rate of 1 ampere per second.

If the current in the primary of a transformer, and thercfore the induction in the iron, did not alter, there would be no electro-motive foree in the secondary. In fact the e.m.f. in the secondary is, at any instant, the number of turns of the secondary multiplied by the rate at which the induction changes per second. Rate of increase of $I$ per second is what we now call the differential coefficient of $I$ with regard to time. Although $L$ is constant only when there is no iron or else because the induction is small, the correct formula being $V=R C+N \frac{d I}{d t} \ldots \ldots$ (2), it is found that, practically, (I) with $L$ constant is of nearly universal application. Sce Art. 183.
28. If $\mathbf{y}=\mathbf{a x ^ { \mathbf { n } }}$ and you wish to find $\frac{d y}{d x}$, I am afraid that
P.

I must assume that you know the Binomial Theorem which is :-

$$
\begin{aligned}
&(a+b)^{n}=x^{n}+n b x^{n-1}+\frac{n(n-1)}{2} b^{2} x^{n-2} \\
&+\frac{n(n-1)(n-2)}{6} b^{3} x^{n-3}+\& c .
\end{aligned}
$$

It is easy to show by multiplication that the Binomial Theorem is true when $n=2$ or 3 or 4 or 5 , but when $n=\frac{1}{2}$ or $\frac{1}{3}$ or any other fraction, and again, when $n$ is negative, you had better perhaps have faith in $m y$ assertion that the Binomial Theorem can be proved.

It is however well that you should see what it means by working out a few examples. Illustrate it with $n=2$, then $n=3, n=4$, \&e., and verify by multiplication. Again try $n=-1$, and if you want to see whether your series is correct, just recollect that $(x+b)^{-2}$ is $\frac{1}{x+b}$ and divide 1 by $x+b$ in the regular way by long division.

Let us do with our new function of $x$ as we did with $4 x^{2}$.
Here $y=a x^{n}, y+\delta y=a(x+\delta x)^{n}=a\left\{x^{n}+11 . \delta x \cdot x^{n-1}\right.$ $+\frac{n(n-1)}{2}(\delta x)^{2} x^{n-2}+$ terms involving higher powers of $\left.\delta x\right)$.

Now subtract and divide by $\delta x$ and you will find

$$
\frac{\delta y}{\delta x}=a\left\{n \cdot x^{n-1}+\frac{n(n-1)}{2}(\delta u) x^{n-2}+\delta e .\right\}
$$

We see now that as $\delta, x$ is made smaller and smaller, in the limit we have only the first term left, all the others having in them $\delta x$ or $(\delta x)^{2}$ or higher powers of $\delta x$, and they must all disappear in the limit, and hence,

$$
\frac{d y}{d x}=\operatorname{nax}^{\mathbf{n}-1} . \quad \text { Sce Notes p. 1.59.) }
$$

Thus the differential coefficient of $x^{6}$ is $6 x^{5}$, of $x^{\frac{2}{2}}$ it is $2 \frac{1}{2} x^{1 \frac{1}{2}}$, and of $x^{-\frac{1}{2}}$ it is $-\frac{3}{2} x^{-\frac{1}{2}}$.

When we find the value of the differential coefficient of any given function we are said to differentiate it. When given $\frac{d y}{d x}$ to find $y$ we are said to integrate. The origin of
the words differenticl and integral need not be considered. They are now technical terms.

Differentiate $a x^{n}$ and we find $n a x^{n-1}$.
Integrate $n a x^{n-1}$ and we find $a x^{n}+c$. We always add a constant when we integrate.

Sometimes we write these, $\frac{d}{d x}\left(a x^{n}\right)=n a x^{n-1}$ and

$$
\int n a x^{n-1} \cdot d x=a x^{n} .
$$

Observe that we write $\int$ before and $d x$ after a function when we wish to say that it is to be integrated with regard to $x$. Both the symbols are needed. At present you ought not to trouble your head as to why these particuliar sorts of symbol are used*.

You will find presently that it is not difficult to learn how to differentiate any known mathematical function. You will learn the process easily; but integration is a process of guessing, and however much practice we may have, experience on!y guidos us in a process of guessing. To some extent one may say that differentiation is like multiplication or raising a number to the 5th power. Integration is like division, or extracting the 5th root. Happily for the engineer he only needs a very few integrals and these are

[^5]$$
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well known. As for the rest, he can keep a good long list of them ready to refer to, but he had better practise working them out for himself.

Now one is not often asked to integrate na $x^{x^{u-1}}$. It is too nicely arranged for one beforchand. One is usually asked to integrate $b x^{m} \ldots$ (1). I know that the answer is $\frac{b x^{m+1}}{m+1} \ldots(2)$. How do I prove this? By differentiating (2) I obtain (1), therefore I know that (2) is the integral of (1). Only I ought to add a constant in (2), any constant whatever, an arbitrary constant as it is called, because the differential coefficient of a constant is 0 . Students ought to work out several examples, integrating, say, $x^{7}, b x^{4}, b x^{\frac{1}{2}}, a x^{-\frac{1}{2}}, c x^{\frac{3}{3}}, a x^{\frac{2}{3}}$. When one has a list of differential coefficients it is not wise to use them in the reversed way as if it were a list of integrals, for things are seldom given so ricely arranged.

For instance $\int 4 x^{3}, d x=x^{4}$. But one seldom is asked to integrate $4 x^{3}$, more likely it will be $3 x^{3}$ or $5 x^{3}$, that is given.

We now have a number of interesting results, but this last one includes the others. Thus if

$$
y=x^{3} \text { or } y=x^{2} \text { or } y=x^{1} \text { or } y=x^{0 *}
$$

we only have examples of $y=x^{n}$, and it is good for the student to work them out as examples. Thus

$$
\frac{d y}{d x}=n x^{n-1}
$$

If $n=1$ this becomes $1 x^{n}$ or 1 . If $n=0$ it becomes $0 x^{-1}$ or 0 . But we hardly need a new way of seeing that if $y$ is a constant, its differential coefficient is 0 . We know that if

$$
y=a+b x+c r^{2}+e x^{3}+\& c .+g x^{2} .
$$

Then

$$
\frac{d y}{d x}=0+b+2 c x+3 e x^{2}+d c .+n g x^{n-1}
$$

with this knowledge we have the means of working quite

[^6]half the problems supposed to be difficult, that come before the engineer.

The two inportant thing to renember now, are: If $y=a x^{n}$, then $\frac{d y}{d . c}=n\left(t x^{n-1}\right.$; and if $\frac{d y}{d x}=b x^{m}$, then

$$
y=\frac{b}{m+1} x^{m+1}+c,
$$

where $c$ is some constant, or

$$
\int b x^{m} d x=\frac{b}{m+1} x^{m+1}+c .
$$

I must ask students to try to discover for themselves illustrations of the fact that if $y=x^{n}$, then $\frac{d y}{d x}=2 x^{n-1}$. I do not give here such illustrations as happened to suit myself; they suited me beciuse they were my own discovery. I would suggest this, however:

Take $y=x^{5}$. Let $x=1 \cdot 02$, calculate $y$ by logarithms. Now let $x=1.03$ and calculate $y$. Now divide the increment of $y$ by 01 , which is the increment of $x$.

Let the second $x$ be $1 \cdot 021$, and repeat the process.
Let the second $x$ be 1.0201 , and repeat the process.
It will be found that $\frac{\delta y}{\delta x}$ is approaching the true value of $\frac{d y}{d x}$ which is $5(1.02)^{4}$.

Do this again when $y=x^{n 7}$ for example. A student need not think that he is likely to waste time if he works for weeks in manufacturing numerical and graphical illustrations for himself. Get really familiar with the simple idea that if $y=x^{n}$ then $\frac{d y}{d x}=n x^{n-1}$;
that

$$
\int a x^{x} \cdot d x=\frac{a}{s+1} x^{s+1}+\text { constant }
$$

that

$$
\int u v^{s} \cdot d v=\frac{a}{s+1} v^{s+1}+\text { constant }
$$

Practise this with $s=7$ (n 8 or $1 \cdot 1$ or -5 or -8 , and use other letters than $x$ or $v$.
29. Exercises. Find the following Integrals. The constants are not added.
$\int x^{2} \cdot d x$. Answer, $\frac{1}{3} x^{3}$. $\quad \int v^{2} \cdot d v$. Answer, $\frac{1}{3} v^{3}$.
$\int v^{-s} \cdot d v$. The answer is $\frac{1}{1-s} v^{1-s}$.
$\int \sqrt[3]{v^{2}} \cdot d v$ or $\int v^{\frac{2}{3}} \cdot d v . \quad$ Answer, $\frac{3}{5} v^{\frac{5}{3}}$.
$\int t^{-\frac{1}{2}} \cdot d t$. Answer, $2 t^{\frac{1}{2}}$.
$\int \frac{1}{x} d x$ or $\int x^{-1} \cdot d x$. Here the rule fails to help us for we get $\frac{x^{0}}{0}$ which is $\infty$, and as we can always subtract an infinite constant our answer is really indeterminate. In our work for some time to come we need this integral in only one case. Later, we shall prove that

$$
\int \frac{1}{x} d x=\log x, \text { and } \int \frac{1}{x+a} d x=\log (x+a)
$$

and if $y=\log x, \frac{d y}{d x}=\frac{1}{x}$ and $\int \frac{1}{i} d v=\log v$.

$$
\begin{aligned}
& \text { If } p=a v^{3} \text {, then } \frac{d p}{d v}=3 a v^{2} \text {. } \\
& \text { If } v=m t^{-\frac{1}{2}} \text {, then } \frac{d v}{d t}=-\frac{1}{2} m t^{-\frac{3}{2}} .
\end{aligned}
$$

30. If $\mathbf{p v}=\mathbf{R} \mathbf{t}$, where $R$ is a constant. Work the following exercises. Find $\frac{d p}{d t}$, if $v$ is constant. Answer, $\frac{R}{v}$.

Find $\frac{d v}{d t}$, if $p$ is constant. Answer, $\frac{R}{p}$.
The student knows already that the three variables $p, v$ and $t$ are the pressure volume and absolute temperature of a gas. It is too long to write " $\frac{d p}{d t}$ when $v$ is constant." We
shall use for this the symbol $\left(\frac{d p}{d t}\right)$, the brackets indicating that the variable not there mentioned, is constant.
Find $\left(\frac{d p}{d v}\right)$. Answer, As $p=R t . v^{-1}$ we have $\left(\frac{d p}{d v}\right)=-R t v^{-2}$, and this simplifies to $-p v^{-1}$.
Find $\left(\frac{d v}{d p}\right)$. Answer, As $v=R t \cdot p^{-1}$ we have $\left(\frac{d v}{d p}\right)=-R t p^{-2}$, and this simplifies to $-v p^{-1}$.
Find $\left(\frac{d t}{d p}\right)$. Answer, As $t=\frac{v}{R} \cdot p$ we have $\binom{d t}{d p}=\frac{v}{R}$.
Find the continued product of the second, fifth, and third of the above answers and meditate upon the fact that

$$
\left(\frac{d v}{d t}\right)\left(\frac{d t}{d p}\right)\left(\frac{d p}{d v}\right)=-1 .
$$

Generally we may say that if $u$ is a function of two variables $x$ and $y$, or as we say

$$
u=f(x, y)
$$

then we shall use the symbol $\left(\frac{d u}{d x}\right)$ to mean the differential coefficient of $u$ with regard to $x$ when $\mathbf{y}$ is considered to be constant.

These are said to be partial differential coefficients.
31. Here is an excellent exercise for students:-

Write out any function of $x$ and $y$; call it $"$.
Find $\left(\frac{d u}{d x}\right)$. Now difforentiate this with regard to $y$, assuming that $x$ is constant. The symbol for the result is $\frac{d^{2} u}{d y \cdot d x}$.

It will always be found that one gets the same answer if one differentiates in the other order, that is

$$
\begin{equation*}
\frac{d^{2} u}{d y \cdot d x}=\frac{d^{2} u}{d x \cdot d y} \tag{3}
\end{equation*}
$$

Thus try $u=x^{3}+y^{3}+a x^{2} y+b x y^{2}$,

$$
\begin{gathered}
\left(\frac{d u}{d x}\right)=3 x^{2}+0+2 a x y+b y^{2}, \\
\frac{d^{2} u}{d y \cdot d x}=0+0+2 u x+2 b y .
\end{gathered}
$$

Again, $\quad\left(\frac{d u}{d y}\right)=0+3 y^{2}+a x^{2}+2 b x y$,
and

$$
\frac{d^{2}, l}{d x \cdot d y}=0+0+2 a x+2 b y
$$

which is the same as before.
A student ought not to get tired of doing this. Use other letters than $x$ and $y$, and work many examples. The fact stated in (3) is of enormous importance in Thermodynamics and other applications of Mathematics to engineering. A proof of it will be given later. The student ought here to get familiar with the importance of what will then be proved.
32. One other thing may be mentioned. Suppose we have given us that $u$ is a function of $x$ and $y$, and that

$$
\left(\frac{d u}{d x}=a x^{3}+b y^{3}+c x^{2} y+y x y^{2} .\right.
$$

Then the integral of this is

$$
u=\frac{1}{4} a x^{4}+b y^{3} x+\frac{1}{3} c x^{3} y+\frac{1}{2} g x^{2} y^{2}+f(y),
$$

where $f(y)$ is some arbitrary function of $y$. This is added because we always add a constant in integration, and as $y$ is regarded as a constant in finding $\left(\frac{d u}{d x}\right)$ we add $f(y)$, which may contain the constant $y$ in all sorts of forms multiplied by constants.
33. To illustrate the fact, still unproved, that if $y=\log x$, then $\frac{d y}{d x}=\frac{1}{x}$. A student ought to take such values of $x$ as 3 , $3 \cdot 001,3.002,3.003 \&$ c., find $y$ in every case, divide increments of $y$ by the corresponding increments of $x$, and see if our rule holds good.

Note that when a mathematician writes $\log x$ he always means the Napierian logarithm of $x$.
34. Example of $\int \frac{d t}{t}=\log t+$ constant.

It is proved in Thermodynamics that if in a heat engine the working stuff receives heat $H$ at temperature $t$, and if $t_{0}$ is the temperature of the refrigerator, then the work done by a perfect heat eugine would be

$$
H \cdot \frac{t-t_{0}}{t}, \text { or } H\left(1-\frac{t_{0}}{t}\right) .
$$

If one pound of water at $t_{0}$ is heated to $t_{1}$, and we assume that the heat received per degree is constant, being 1400 foot-1bs.; what is the work which a perfect heat engine would give out in equivalence for the total heat? Heat energy is to be expressed in foot-pounds.

To raise the temperature from $t$ to $t+\delta t$ the heat is $1400 \delta t$ in foot- lb . This stands for $H$ in the above expression. Hence, for this heat we have the equivalent work $\delta \mathrm{W}=1400 \delta t\left(1-\frac{t_{0}}{t}\right)$, or, rather,

$$
\frac{d W^{-}}{d t}=1400-1400 \frac{t_{0}}{t}
$$

Hence $W=1400 t-1400 t_{0} \log t+$ constant.
Now $W=0$ when $t=t_{0}$,

$$
0=1400 t_{0}-1400 t_{0} \log t_{0}+\text { constant }
$$

therefore the constant is known. Using this value we find equivalent work for the heat given from $t_{0}$ to $t_{1}=1400\left(t_{1}-t_{0}\right)-1400 t_{0} \log \frac{t_{1}}{t_{0}}$.

If now the pound of water at $t_{1}$ receives the heat $L_{1}$ foot-1b. (usually called Latent Heat) and is all converted into steam at the constant temperature $t_{1}$, the work which is thermodynamically equivalent to this is $L_{1}\left(1-\frac{t_{0}}{t_{1}}\right)$. We see then that the work which a perfect steam engine would give out as equivalent to the heat received, in raising the pound of water from $t_{0}$ to $t_{1}$ and then evaporating it, is

$$
1400\left(t_{1}-t_{0}\right)-1400 t_{0} \log _{\epsilon} \frac{t_{1}}{t_{0}}+L_{1}\left(1-\frac{t_{0}}{t_{1}}\right)
$$

Exercise. What work would a perfect steam engine perform per pound of steam at $t_{1}=439$ (or 102 lb . per sq. inch), or $165^{\circ} \mathrm{C}$, if $t_{0}=374$ or $100^{\circ} \mathrm{C}$. Here $L_{1}=681,456$ foot-pounds.

The work is found to be $107,990 \mathrm{ft} .-1 \mathrm{~b}$, per ib , of steam. Engineers usually wish to know how many pounds of steam are used per hour per Indicated Horse Power. $w \mathrm{lb}$. per hour, means $\frac{107,990}{60} w \mathrm{ft}$. lb . per minute. Putting this equal to 33000 we find $w$ to be 18.35 lb . of steam per hour per Indicated Horse Power, as the requirement of a perfect steam engine working between the temperatures of $165^{\circ} \mathrm{C}$ and $100^{\circ} \mathrm{C}$.
35. Exercises. It is proved in Thermodynamics when ice and water or water and steam are together at the same temperature, if $s_{1}$ is the volume of unit mass of stuff in the higher state and $s_{0}$ is the volume of unit mass of stuff in the lower state. Then

$$
L_{L}=t\left(s_{1}-s_{0}\right) \frac{d p}{d t},
$$

where $t$ is the absolute temperature, being $274+\theta^{\circ} \mathrm{C} ., L$ being the latent heat in unit mass in foot-pounds. If we take $L$ as the latent heat of 1 lb . of stuff, and $s_{1}$ and $s_{0}$ are the volumes in cubic feet of 1 lb . of stuff, the formula is still correct, $p$ being in lb . par su. foot.
I. In Ice-water, $s_{0}=01747, s_{1}=01602$ at $t=274$ (corresponding to $0^{\circ} \mathrm{C}$.), $p$ being 2116 lb . per sq. foot, and $L=79 \times 1400$. Hence $\frac{d p}{d t}=-278100$.

And hence the temperature of melting ice is less as the pressure increases; or pressure lowers the melting point of ice; that is, induces towards melting the ice. Observe the quantitative meaning of $\frac{d p}{d t}$; the melting point lowers at the rate of 001 of a degree for an increased pressure of 278 lb . per sq. foot or nearly 2 lb . per sq. iuch.
II. Water Steam. It seems almost impossible to measure accurately by experiment, $s_{1}$ the volume in cubic feet of one pound of steam at any temperature. $s_{0}$ for water is known. Calculate $s_{1}-s_{0}$ from the above formula, at a few temperatures having from Regnault's experiments the following table. I think that the figures explain themselves.

| $\theta^{\circ} \mathrm{C}$ | $\stackrel{t}{\text { absolute }}$ | pressure in <br> lb. per sq. inch | $\begin{aligned} & p \\ & \text { lo. per } \\ & \text { sid. foot } \end{aligned}$ | $\frac{\delta p}{\delta \dot{i}}$ | $\begin{gathered} \text { assumed } \\ \frac{d p}{d t} \end{gathered}$ | L in footpounds | $s_{1}-s_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 374 | 14.70 | 21164 |  |  |  |  |
| 105 | 379 | 17:53 | 2524 | $81.5$ | 87.8 | T40,710 | $22 \cdot 26$ |
| 110) | 384 | 20.80 | 2994 | 94 |  |  |  |

It is here assumed that the value of $d p / d t$ for 105 C . is half the sum of 81.5 and 94 . The more correct way of proceeding would be to plot a great number of values of $\delta p / \delta t$ on squared paper and get $d p / d t$ for $105^{\circ} \mathrm{C}$. more accurately by means of a curve $\dagger$
$s_{1}-s_{0}$ for $105^{\circ} \mathrm{C} .=740710 \div(379 \times 87.8)=22 \cdot 26$. Now $s_{0}=016$ for cold water and it is not worth while making any correction for its warmth. Hence we may take $s_{1}=222 \mathrm{~S}$ which is sufficiently nearly the correct answer for the present purpose.

Example. Find $s_{1}$ for $275^{\circ} \mathrm{F}$. from the following, $L$ being

| $t^{\circ} \mathrm{F}$. | $248^{\circ}$ | $257^{\circ}$ | $266^{\circ}$ | $275^{\circ}$ | $284^{\circ}$ | $293^{\circ}$ | $302^{\circ}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\boldsymbol{p}$ | 4152 | 4854 | 5652 | 6551 | 7563 | 8698 | 9966 |

Example. If the formula for steam pressure, $p=a \theta^{b}$ where $a$ and $b$ are known numbers, and $\theta$ is the temperature measured from a certain zero which is known, is found to be a useful but incorrect formula for representing Regnaults experimental results; deduce a formula for the volume $s_{1}$ of one pound of steam. We have also the well known formula for latent heat $L=c-e t$, where $t$ is the absolute temperature and $c$ and $e$ are known numbers. Hence, as $\frac{d p}{d \theta}$ which is the same as $\frac{d p}{d t}$ is $b a \theta^{b \cdot 1}, s_{1}-s_{0}=(c-c t) \div t b a \theta^{b-1}$.

After subjecting an empirical formalat to mathematical operations it is wise to test the accuracy of the result on actual experimental numbers, as the formula represents facts only approximately, and the small and apparently insignificant terms in which it differs from fact, may become greatly magnified in the mathematical operations.
36. Study of Curves. When the equation to a new curve is given, the practical man ought to rely first upon his power of plotting it upon squared paper.

Very often, if we find $\frac{d y}{d x}$ or the slope, everywhere, it gives us a good deal of information.

If we are told that $x_{1}, y_{1}$ is a point on a curve, and we are asked to find the equation to the tangent there, we have simply to find the straight line which has the same slope as the curve there and which passes through $x_{1}, y_{1}$. The normal is the straight line which passes through $x_{1}, y_{1}$ and whose slope is minus the reciprocal of the slope of the curve there. See Art. 13 .
$P$ (fig. 8) is a point in a curve $A P B$ at which the tangent $P S$ and the normal $P Q$ are drawn. $O X$ and $O Y$ are


Fig. 8.
the axes. $\quad O R=x, R P=y, \tan P S R=\frac{d y}{d x}$; the distance $S R$ is called the subtangent ; prove that it is equal to $y \div \frac{d y}{d x}$. The distance $R Q$ is called the subnormal ; it is evidently equal to $y \frac{d y}{d x}$. The length of the tangent $P S$ will be found to be $y \sqrt{1+\left(\frac{d x}{d y}\right)^{2}}$, the length of the normal $P Q$ is $y \sqrt{1+\left(\frac{d y}{d x}\right)^{2}}$. The Intercept OS is $x-y \frac{d x}{d y}$.

Example 1. Find the length of the subtangent and subnormal of the Parabola $y=m x^{2}$,

$$
\frac{d y}{d x}=2 m x .
$$

Hence $\quad$ Subtangent $=m x^{2} \div 2 m x$ or $\frac{1}{2} x$.

$$
\text { Subnormal }=y \times 2 m x \text { or } 2 m^{2} x^{2} \text {. }
$$

Example 2. Find the length of the subtangent of $y=m x^{n}$,

$$
\frac{d y}{d x}=m n x^{n-1} .
$$

$$
\text { Subtangent }=m x^{n} \div m n x^{n-1}=x / n
$$

Eicample 3. Fiurl of what curve the subnormal is constant in length,

$$
y \frac{d y}{d x}=a \text { or } \frac{d x}{d y}=\frac{1}{a} y
$$

The integral of $\frac{1}{a} y$ with regard to $y$ is $x=\frac{1}{2 a} y^{2}+\mathrm{a}$ constant $b$, and this is the equation to the curve, where $b$ may have any value. It is evidently one of a family of parabolas. (See Art. 9 where $x$ 's and $y$ 's are merely interchanged.)

Example 4. The point $x=4, y=3$ is a point in the parabola $y=\frac{3}{2} x^{\frac{1}{2}}$. Find the equation to the tangent there. The slope is $\frac{d y}{d x}=\frac{1}{2} \times \frac{3}{8} x^{-\frac{1}{2}}$ or, as $x=4$ there, the slope is $\frac{3}{4} \times \frac{1}{2}$ or $\frac{3}{8}$. The tangent is then, $y=m+\frac{3}{8} x$. To find $m$ we have $y=3$ when $x=4$ as this point is in the tangent, or $3=m+\frac{3}{8} \times 4$, so that $m$ is $1 \frac{1}{2}$ and the tangent is $y=1 \frac{1}{2}+8 x$.

Example 5. The point $x=32, y=3$ is evidently a point in the curve $y=2+\frac{1}{2} x^{\frac{1}{3}}$. Find the equation to the normal there.

The slope of the curve there is $\frac{d y}{d y}=\frac{1}{10} x^{-\frac{4}{3}}=\frac{1}{100}$ and the slope of the normal is minus the reciprocal of this or - $\mathbf{1 6 0}$. Hence the normal is $y=m-160 x$. But it passes through the point $x=32, y=3$ and hence $3=m-160 \times 32$.

Hence $m=5123$ and the normal is $y=5123-160 x$.
Example 6. At what point in the curve $y=a x^{-n}$ is there the slope $b$ ?

$$
\frac{d y}{d x}=-n a x^{-n-1}
$$

The point is such that its $x$ satisfies $-n a x^{-n-1}=b$ or, $x=\left(-\frac{n a}{b}\right)^{\frac{1}{n+1}}$. Knowing its $x$ we know its $y$ from the equation to the curve. It is easy to see and well to remember that if $x_{1}, y_{1}$ is a point in a straight line, and if the slope of the line is $b$, then the equation to the line most quickly written is

$$
\frac{y-y_{1}}{x-x_{1}}=b .
$$

Hence the equation to the tangent to a curve at the point $x_{1}, y_{1}$ on the curve is

$$
\frac{y-y_{1}}{x-x_{1}}=\text { the } \frac{d y}{d x} \text { at the point. }
$$

And the equation to the normal is

$$
\frac{y-y_{1}}{x-x_{1}}=- \text { the } \frac{d x}{d y} \text { at the point. }
$$

Exercise 1. Find the tangent to the curve $x^{m} y^{n}=a$ at the point $x_{1}, y_{1}$ on the curve. Answer, $\frac{m}{x_{1}} x+\frac{n}{y_{1}} y=m+n$.

Exercise 2. Find the normal to the same curve.

$$
\text { Answer, } \frac{n}{y_{1}}\left(x-x_{1}\right)-\frac{m}{x_{1}}\left(y-y_{1}\right)=0 .
$$

Eaercise 3. Find the tangent and normal to the parabola $y^{2}=4 a x$ at the point where $x=a$.

Answer, $y=x+u, y=3 u-x$.
Exercise 4. Find the tangent to the curve

$$
y=a+b x+c x^{2}+e x^{3}
$$

at a point on the curve $x_{1}, y_{1}$.

$$
\text { Answer, } \frac{y-y_{1}}{x-x_{1}}=b+\vartheta c x_{1}+3 e r_{i}^{2} .
$$

37. When $y$ increases to a certain value and then diminishes, this is said to be a maximum value of $y$; when $y$ diminishes to a certain value and then increases, this is said to be a minimum value of $y$. It is evident that for either case $\frac{d y}{d x}=0$. Sec Art. 16 and fig. 6.

Example 1. Divide 12 into two parts such that the product is a maximum. The practical man tries and easily finds the answer. He tries in this sort of way. Let $x$ be one part and $12-x$ the other. He tries $x=0, x=1, x=2$, \&e., in every case finding the product. Thus

| $x$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Product | 0 | $\mathbf{1 1}$ | 20 | 27 | 32 | 35 | 36 | $\mathbf{3 5}$ | 32 | 27 |

It seems as if $x=0$, giving the product 36 , were the correct answer. But if we want to be more exact, it is good to get a sheet of squared paper; call the product $y$ and plot the corresponding values of $x$ and $y$. 'The student ought to do this himself.

Now it is readily seen that where $y$ has a maximum or a minimum value, in all cases the slope of a curve is 0 . Find then the point or points where $d y / d x$ is 0 .

Thus if a number $a$ is divided into two parts, one of them $x$ and the other $a-x$, the product is $y=x(a-x)$ or $a x-x^{2}$, and $\frac{d y}{d x}=a-2 x$. Find where this is 0 . Evidently where $2 x=a$ or $x=\frac{1}{2} a$.

The practical man has no great difficulty in any of his problems in finding whether it is a maximum or a minimum which he has found. In this case, let $a=12$. Then $x=6$ gives a product 36 . Now if $x=5999$, the other part is 6.001 and the product is 35999999 , so that $x=6$ gives a greater product than $x=5.999$ or $x=6.001$, and hence it is a maximum and not a minimum value which we have found. This is the only method that the student will be given of distinguishing a maximum from a minimum at so early a period of his work.

Example 2. Divide a number $a$ into two parts such that the sum of their squares is a minimum. If $x$ is one part, $a-x$ is the other. The question is then, if
$y=x^{2}+(a-x)^{2}$, when is $y$ a minimum?
$y=2 x^{2}+a^{2}-2 a x$,
$\frac{d y}{d x}=4 x-2 a$, and this is 0 when $x=\frac{1}{2} a$.
Example 3. When is the sum of a number and its reciprocal a minimum? Let $x$ be the number and $y=x+\frac{1}{x}$. When is $y$ a minimum?

The differential coefficient of $\frac{1}{x}$ or $x^{-1}$ being $-x^{-2}$, we have $\frac{d y}{d x}=1-\frac{1}{x^{2}}$, and this is 0 when $x=1$.

The student ought to take numbers and a sheet of squared paper and try. Trying $x=100,10,4 \& c$. we have


Now let him plot $x$ and $y$ and he will see that $y$ is a minimum when $x=1$.

Ectample 4. The strength of a rectangular beam of given length, loaded and supported in any particular way, is proportional to the breadth of the section multiplied by the square of the depth. If the diameter $a$ is given of a cylindric tree, what is the strongest beam which may be cut from it? Let $x$ be its breadth. Then if you draw the rectangle inside the circle, you will see that the depth is $\sqrt{a^{2}-r^{2}}$. Hence the strength is a maximum when $y$ is a maximum if
or

$$
\begin{gathered}
y=x\left(a^{2}-x^{2}\right) \\
y=a^{2} x-x^{3} \\
\frac{d y}{d x}=a^{2}-3 x^{2}, \text { and this is } 0 \text { when } x=\frac{a}{\sqrt{3}}
\end{gathered}
$$

In the same way find the stiffest beam which may be cut from the tree by making the breadth $x$ the cube of the depth a maximum.

This, however, may wait till the student has read Chap. III.

Example 5. Experiments on the explosion of mixtures (at atmospheric pressure) load to a roughly correct rule

$$
p=83-3 \cdot 2 x, \dagger
$$

where $p$ is the highest pressure produced in the explosion, and $x$ is the volume of air together with products of previous combustions, added to one cubic foot of coal gas before explosion. Taking $p x$ as roughly proportional to the work done in a gas engine rluring explosion and expansion; what value of $x$ will make this a maximum?

That is, when is $83 x-3 \cdot 2 \cdot x^{2}$ a maximum? Answer, When $83-64 x=0$, or $x$ is about 13 cubic feet.

I am afraid to make Mr Grover responsible for the above result which I have drawn from his experiments. His most interesting result was, that of the above 13 cubic feet it is very much better that only 9 or 10 should be air than that it should all be air.

Example 6. Prove that $a x-a^{2}$ is a maximum when

$$
x=\frac{1}{2} a .
$$

Eample 7. Prove that $x-x^{5}$ is a maximum when

$$
x=\frac{1}{3} \sqrt{3}
$$

Exumple 8. The volume of a circular cylindric cistern being given (no cover) when is its surface a mimimum?

Let $x$ be the radius and $y$ the length: the volume is

$$
\begin{aligned}
& \pi \cdot x^{2} y=u, \text { suly } \\
& \text {............................(1). }
\end{aligned}
$$

The surface is

$$
\begin{equation*}
\pi x^{2}+2 \pi x y \tag{2}
\end{equation*}
$$

When is this a minimum?
From (1), $y$ is $\frac{u}{\pi, \theta^{\prime}}$; using this in (2) we see that we must make

$$
\begin{aligned}
& \pi x^{2}+\frac{2(t}{x} \text { a mininuum, } \\
& 2 \pi x-\frac{2(t}{x^{2}}=0 \text { or } x^{3}=\frac{a}{\pi}, \\
& x^{3}=\frac{\pi x^{2} y}{\pi} \text { or } x=y
\end{aligned}
$$

The radius of the base is equal to the height of the cistern.
Example 9. Let the cistern of Ex. 8 be closed top and bottom, find it of minimum surface and given volume.

The surface is $2 \pi x^{2}+2 \pi x y$, and procecding as before we find that the diameter of the cistern is equal to its height.

Example 10. If $v$ is the velocity of water in a river and $x$ is the velocity against stream of a stcamer relutively to the water, and if the fuel burnt per hour is $a+b x^{3}$; find the
P.
velocity $x$ so as to make the consumption of fuel a minimum for a given distance $u$. The velocity of the ship relatively to the bank of the river is $x-v$, the time of the passage is $\frac{m}{x-v}$, and therefore the fuel burnt during the passage is $\frac{m\left(u+b z^{3}\right)}{x-v}$.

Observe that $a+b x^{3}$ with proper values given to $a$ and $b$ may represent the total cost per hour of the steamer, including interest and depreciation on the cost of the vessel, besides wages and provisions.

You cannot yet differentiate a quotient, so I will assume $a=0$, and the question reduces to this: when is $\frac{x^{3}}{x-v}$ a minimum? Now this is the same question as:-when is $\frac{x-r^{\prime}}{x^{3}}$ a maximum? or when is $x^{-2}-v x^{-3}$ a maximum? The differential coefficient is $-2 x^{-3}+3 v x^{-4}$. Putting this equal to 0 we find $x=\frac{3}{2} u$, or that the speed of the ship relatively to the water is half as great again as that of the current.

Notice here as in all other cases of maximum and mininum that the engineor ought not to be satisfied merely with such an answer. $x=3 v$ is undoubtedly the best velocity, it makes $x^{\ddot{\prime}}(x-v)$ a minimum. But suppose one runs at less or more speed than this, does it make much difference? Let $y=6$, the best $x$ is 9 ,

$$
\begin{aligned}
r(x) & =243 \text { if } x=9 \\
& =250 \text { if } x=10 \\
& =256 \text { if } x=8
\end{aligned}
$$

and these figures tell us the nature of the extra expense in case the theoretically correct velocity is not adihered to *.

[^7]Example 11. The sum of the squares of two factors of a is a minimum, find them. If $x$ is one of them, $\frac{a}{x}$ is the other, and $y=x^{2}+\frac{a^{2}}{x^{2}}$ is to be a minimum, $\frac{d y}{d x}=2 x-\frac{2 t^{2}}{x^{3}}$, aud this is 0 when $x^{4}=a^{2}$ \&r $x=\sqrt{a}$.

Example 12. To arrange $n$ voltaic cells so as to obtain the maximum current through a resistance $R$. Let the E.M.f. of each cell be $e$ and its internal resistance $r$. If the cells are arranged as $x$ in series, $n / x$ in parallel, the E.M.F. of the battery is we, and its internal resistance is $\frac{x^{2} r}{n}$. Hence the current $C=x e \div\left(\frac{x^{2} r}{x}+R\right)$.

As the stndent cannot yut differentiate a quotient, we shall say that $C$ is a maximum when its reciprocal is a minimum, so we ask when is $\left(\frac{x^{n} r}{n}+R\right) \div$ xe or $\frac{a r}{n}+\frac{R}{d}$ a
Given the values of $a, b$ and $v$ the proper value of $x$ can be found by trial. Thus let the cost per day in pounds be $30+\frac{1}{2 \pi}, x^{3}$ so that $a=30, b=\frac{1}{20}$ aud let $v=6$. Find $x$ from ( 1 ) which becomes

$$
\begin{equation*}
x^{3}-9 \cdot x^{2}-300=0 \tag{2}
\end{equation*}
$$

1 find that $x=11 \cdot 3$ is about the best answer.
This is a cubic equation and so has three roots. But the engineer needs only one root, he knows about how much it ought to be aud he only wants it approximately. He solves any equation whatsoever in the following sort of way.

Let $x^{3}-9 . x^{2}-300$ be called $f(x)$. The question is, what value of $x$ makes this 0 ? Try $x=10, f(x)$ turns out to be -200 ,

$$
\begin{array}{c|c|c|c|c|c|}
x & 10 & 8 & 12 & 11 & 11 \cdot 3 \\
\hdashline f(x) & -200 & -360 & +176 & -57 & -6
\end{array}
$$

whereas we want it to be 0 . Now I try $x=8$, this gives - 360 which is further wrong. Now I try 12 and I get 176 so that $x$ evidently lies between 10 and 12. Now I try 11 and find -57. It is now worth while to use squared paper and plot the curve $y=f(x)$ between $x=10$ and $x=12$. One can find the true answer to any number of places of decimals by repeating this process. In the present case no great accuracy is wanted and I take $x=11 \cdot 3$ as the best answer. Note that the old answer obtained by assuming
$a=0$ is only 9 . $a=0$ is only 9 . A practical man will find much food for thought in thinking of these two answers. Note that the captain of a river steamer must always be making this sort of calculation although he may not put it down on paper.
minimum : Its differential coefficient is $\frac{r}{n}-\frac{k}{x^{2}}$ and this is 0 when $R=\frac{x^{2} r}{n}$, which is the internal resistance of the battery.

Hence we have the rule: Arrange the battery so that its internal resistance shall be as nearly as possible equal to the external resistance.

Example 13. Voltaic cell of e.m.f. $=e$ and internal rosistance $r$; extemal resistance $R$. The current is $C=\frac{e}{r+R}$. The power given out is $P=R C^{2}$. What value of $R$ will make $P$ a maximum ? $\quad P=R \frac{e^{2}}{(r+R)}$.
To make this suit such work as we have already done we may say, what value of $R$ will make $\frac{(r+R)^{2}}{R}$ a minimum, or $r^{2}+2 R r+R^{2}$ a $\frac{r^{2}+2 R r+R^{2}}{R}$ or $r^{2} R^{-1}+2 r+R$ a minimum ?

Putting its differential coefficient with regard to $R$ equal to 0 we have $-r^{2} R^{-2}+1=0$ so that $R=r$, or the external resistance ought to be equal to the internal resistance.

Example 14. What is the volume of the greatest box which may be seat by Parcels post? Let $x$ be the length, $y$ and $z$ the breadth and thickness. The P. O. regulation is that the length plus girth must not be greater than 6 feet. That is, we want $v=x y z$ to be a maximum, subject to the condition that $x+2(y+z)=6$. It is evident that $y$ and $z$ enter into our expressions in the same way, and hence $y=z$. So that $x+4 y=6$ and $v=x y^{2}$ is to be a maximum. Here as $x=6-4 y$ we have $v=(6-4 y) y^{2}$ or $6 y^{2}-4 y^{3}$ to be a maximum. Putting $\frac{d v}{d y}=0$ we have $12 y-12 y^{2}=0$. Rejecting $y=0$ for an obvious reason, $y=1$, and hence our box is 2 feet long, 1 foot broad, 1 foot thick, containing 2 cubic feet.

Find the volume of the greatest cylindric parcel which may be sent by Post. Length being $l$ and diameter $d, l+\pi d=6$ and $\frac{\pi}{4} l d^{2}$ is to be a maximum. Answer, $l=2$ feet, $d=\frac{4}{\pi}$ feet, volume $=8 \div \pi$ or 2.5 cubic feet.

Example 15. Ayrton-Perry Spring. Prof. Ayrton and the present writer noticed that in a spiral spring fastened at one end, subjected to axial force $F$, the free end tended to rotate. Now it was easy to get the general formula for the elongation and rotation of a spring of given dimensions, and by nothing more than the above principle we found what these dimensions ought to be for the rotation to be great.

Thus for example, the angle of the spiral being $\alpha$ the rotation was proportional to $\sin \alpha \cos \alpha$. It at once followed that $\alpha$ ought to be $45^{\circ}$.

Again, the wire being of elliptic section, $x$ and $y$ being. the principal radii of the ellipse, we found that the rotation was proportional to

$$
\frac{x^{2}+y^{2}}{x^{3} y^{3}}-\frac{8}{3 x y^{2}} .
$$

To make this a maximum, the section (which is proportional to $x y$ ) being given. Let $x y=s$, a constant, then the above expression becomes

$$
\frac{y^{2}}{s^{3}}-\frac{3}{5} \frac{1}{5 y^{2}} \text {, and this is to be a maximum. }
$$

Here we see that there is no true maximum. The larger we make $y$ or the smaller we make $y$ (for small values of $y$ the rotation is negative but we did not care about the direction of our rotation, that is, whether it was with or against the usual direction of winding up of the coils) the greater is the rotation. This is how we were led to make springs of thin strips of metal wound in spirals of $45^{\circ}$. The amount of rotation obtained for quite small forces and small axial elongations is quite extraordinary. The discovery of these very useful springs was complete as soon as we observed that any spring rotated when an axial force was applied. Students who are interested in the practical application of mathematics ought to refer to the complete calculations in our paper published in the Proceedings of the Royal Society of 1884.

Example 16. From a Hypothetical Indicator Diagram the indicated work done per cubic foot of steam is

$$
\prime \prime=144 p_{1}(1+\log r)-144 r p_{3}-x
$$

where $p_{1}$ and $p_{3}$ are the initial and back pressures of the steam; $r$ is the ratio of cut off (that is, cut off is at $\frac{1}{r}$ th of the stroke) and $x$ is a loss due to condensation in the cylinder. $x$ deperds upon $r$ :

1st. If $x$ were 0 , what value of $r$ would give most indicated work per cubic foot of steam?

We must make $\frac{d w}{d r}=0$, and we find $\frac{144 p_{1}}{r}-144 p_{3}=0$ or $r=\frac{p_{1}}{p_{3}}$. If it is brake energy which is to be a maximum per cubic frot of steam, we must add to $p_{s}$ a term representing engine friction.

2nd. Mr Willans found by experiment in non-condensing engines that $r=\frac{p_{1}}{p_{3}+10}$ gave maximum indicated $w$. Now if we put in the above $\frac{d w}{d r}=0$ we have $\frac{144 p_{2}}{r}-144 p_{3}-\frac{d x}{d r}=0$.

So that $\frac{d x}{d r}=\frac{144 p_{1}}{p_{1}}\left(p_{3}+10\right)-144 p_{3}$ or $\frac{d x}{d r}=1440$. So that $x=1440 r+$ constant. Hence Mr Willans' practical rule leads us to the notion that the work lacking per cubic foot of steam is a linear function of $r$.

This is given here merely as a pretty exercise in maxima and minima. As to the practical engineering value of the result, much might be said for and against. It really is as if there was an extra back pressure of 10 lb . per sq. inch which represented the effect of condensation.

Mr Willans found experimentally in a non-condensing engine that the missing water per Indicated Horse Power hour is a linear function of $r$ using the same steam in the boiler, but this is mot the same as our $a$. We sometimes assume the ratio of condensed steam to indicated steam to be proportional to $\log r$, but a linear function of $r$ will agree just as well with such experimental results as exist.

Example 17. The weight of gas which will flow per second through an orifice from a vessel where it is at
pressure $p_{0}$ into another vessel where it is at the pressure $p$ is proportional to $a^{\frac{1}{\gamma}} \sqrt{1-a^{\frac{\gamma-1}{\gamma}}}$; where $\alpha$ is $p p_{0}$ and $\gamma$ is a known constant, when is this a maximum? That is, when is $\alpha^{\frac{2}{\gamma}}-\alpha^{1+\frac{1}{\gamma}}$ a maximum? See Art. 74, where this example is repeated.

Differentiating with regard to $\alpha$ and equating to 0 we find

$$
p=p_{0}\left(\frac{2}{\gamma+1}\right)^{\frac{\gamma}{\gamma-1}}
$$

In the case of air $\gamma=141$ and we find $p=\check{5} 27 p_{0}$, that is, there is a maximum quantity leaving a vessel per second when the outside pressure is a little greater than half the inside pressure.

Example 18. Taking the waste going on in an electric conductor as consisting of (1) the ohmic loss; the value of $C^{2} r$ watts, where $r$ is the resistance in ohms of a mile of going and coming conductor and $C$ is the current in amperes; (2) the loss due to interest and depreciation on the cost of the conductor. I have taken the price lists of manufacturers of cables, and contractors' prices for laying cables, and I find that in every case of similar cables, similarly laid, or suspended if overhead, the cost of a mile of conductor is practically proportional to the weight of copper in it, that is, inversely proportional to the resistance, plus a constant. The cost of it per year will depend upon the cost of copper per ton, multiplied by the number taken as representing rate per cent. per annum of interest and depreciation. We can state this loss per year or per second, in money per year or per second and the ohmic loss is in watts. We camot add them together until we know the money value per year or per second of 1 watt. There are three things then that decide the value of the quantity which we call $t^{2}$. I prefer to express the total waste going on in watts rather than in pounds sterling per annum and I find it to be $y=C^{2} r+\frac{t^{t}}{r}+b$, where $b$ is some constant. The value of $t$ may be taken as anything from 17 to 40 fir the working of exereises, but
students had better take figures of their own for the cost of power, copper and interest*.

For a given current $C$, when is the $y$, the total waste, a minimum? that is, what is the most economical conductor for a given current? $\quad \frac{d y}{d r}=C^{2}-\frac{t^{2}}{r^{2}}$ and this is 0 when $r=\frac{t}{C}$.

Thus if $\quad t=40, r=\frac{40}{\square}$.
Now if $a$ is the cross section of the conductor in square inches, $r=\frac{.04}{a}$ nearly, so that $C=1000 a$, or it is most economical to provide one square inch of copper for every 1000 amperes of current.

When $u$ is a function of more than one independent

[^8]variable, say $x$ and $y$. Then $\left(\frac{d u}{d x}\right)=0, y$ being considered constant during the differentiation, and $\left(\frac{d u}{d y}\right)=0, x$ being considered constant during the differentiation, give two equations which enable the values of $x$ and $y$ to be found which will make " a maximum or a minimum. Here, however, there is more to be said about whether it is a minimum or a maximum, or a maximum as to $x$ and a minimum as to $y$, which one has found, and we cannot here enter into it.

Sometimes in the above case although $u$ is a function of $x$ and $y$, there may be a law connecting $x$ and $y$, and a little exercise of common sense will enable an engineer to deal with the case. All through our work, that is what is wanted, no mere following of custom; a man's own thought about his own problems will enable him to solve very difficult ones with very little mathematics.

Thas for example, if we do not want to find the best conductor for a given current of Electricity; if it is the Power to be delivered at the distant place that is fixed. If the distance is $n$ miles, and the conductors have a resistance of $r$ ohms per mile (go and return), if $V_{1}$ is the potential, given, at the Generating end, and $C$ is the current. Then the potential at the receiving end being $V ; V_{1}-V=(\ldots m$. $O \mathrm{~V}=P$ is fixed, and the const per mile is $y=\left(\cdots+\frac{t^{2}}{r} \ldots(1)\right.$, where $t^{2}$ is known. When is $y$ a minimum?

Here both $C$ and $r$ may vary, luit not independently. $V_{=}=r_{1}-C_{n}^{\prime} n$ and $P=C V_{1} \cdots\left({ }^{\prime 2} n r \ldots(2)\right.$. One simple plan is to state $y$ in terms of $r$ alone or of $\left(f\right.$ alone. Thus $r$ from (2) is $r=\frac{d r_{1}-P}{r_{2}} \ldots \ldots(3)$.

Sulbstituting for this in (1), we get

$$
\begin{equation*}
y=\frac{C V_{1}-l^{\prime}}{n}+\frac{t^{2}\left(r_{n} n_{2}\right.}{C r_{1}-1}, \cdot \tag{t}
\end{equation*}
$$

Here everything is constant except $C$, so we can find the value of $O$ to make $y$ a minimum, and when we know $C$ we also know $r$ from (3).

At present the student is supposed to be able to differentiato only $x^{n}$, so he need not proceed with the problem until he has worked a few exercises in Chap. TII.*

[^9]In my Cantor lectures on Hydruulic Machinery, I wrote out an expression for the total loss in pounds per annum in Hydraulic transmission of power by a pipe. I gave it in terms of the maximum pressure, the power sent in, and the diameter $d$ of the pipe. It was easy to choose $d$ to make the total cost a minimum. If however I had chosen $p$, the pressure at the receiving end as fixed, and the power delivered as fixed, and therefore $Q$ the cubic feet of water per second, and if I had added the cost of laying as proportional to the square of the diameter, I should have had an expression for the total cost like

$$
y=a \frac{l Q^{3}}{d^{5}}+b \frac{l^{2} Q^{2}}{d^{3}}+c l d^{2}
$$

when the values of $a, b$ and $a$ depend upon the cost of power, the interest on the cost of iron, \&c. This is a minimum when its differential coefficient with regard to $d$ is zero or $2 c d d=5 a l Q^{3} d^{-6}+3 b l^{2} Q^{2} d^{-4}$, and $d$ can be obtainod by trial. The letters $b$ and $c$ also involved the strength of the material, so that it was possible to say whether wrought iron or cast iron was on the whole the cheaper. But even here a terma is neglected, the cost of the Engine and Pumps.

The following example comes in conveniently here, although it is not an example of Maximum or Minimum.

An Electric Conductor gives out continuonsly a amperes of current in every mile of its length. Let $x$ be the distance of any point in miles from the ond of the line remote from the generator, let $C$ be the current there and $V$ the voltage. Let $r$ ohms per mile be the resistance of the conductor (that is, of one mile of going and one mile of coming conductor). The current given out in a distance $\delta x$ is $\delta C$, or rather $\delta x \frac{d C}{d x}$, and the power is $\delta x \cdot V \cdot \frac{d C}{d x}$, so that if $P$ is the power per mile (observe the meaning of por),

$$
\begin{equation*}
P=V \frac{d C}{d x} . \tag{1}
\end{equation*}
$$

Also if $V$ is voltage at $x$ and $\mathrm{V}+\delta V$ at $x+\delta x ;-$
As the resistance is $r . \delta c$ the current is $\delta V \div r$. $\delta, x$, or rather, since these exprossions are not correct until ore is supposed smaller and smaller without limit,

$$
C=\frac{1}{r} \frac{d V^{r}}{d x}, \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots(2)
$$

unless we had numorical values given us. Thus take $V_{1}=300$ volts, $n=10$ miles, $P=20000$ watts, $t^{2}=1600$, find $C$ and then $r$.

Consult a Paper in the Journal of the Institution of the Socicty of T'clegraph Engincers, p. 120, Vol. xv. 1886, if there is any further difficulty.

It has not yet been sufficiently noted that if $V_{1}$ and $P$ and $r$ are given, there is a limiting length of line

$$
n=r_{1}^{2} / \operatorname{tr} P
$$

and when this is the case $P$ is exactly equal to the ohnic loss in the conductor,

As $\frac{d C}{d x}=a, C=a x$ if $C$ is 0 when $t=0$.
Hence if $r$ is constant (2) becomes

$$
r a x=\frac{d V}{d x} \text { so that } V=V_{0}+\frac{1}{2} r a a^{3} \ldots \ldots . \ldots \ldots . .(3)
$$

$V_{0}$ being the voltage at the extremity of the line.
(I) becomes $\quad P=a \Gamma_{0}+\frac{1}{2} r a^{2} x^{2}$. (4).

Taking $V_{0}=200$ volts, $\alpha=2.5$ amperes per mile, $r=1$ ohm per mile, it is easy to see by a numerical example, how the power dispensed por mile, and the voltage, diminish as we go away from the generator.

| $x$ | $V$ | $\Gamma$ |
| :---: | :---: | ---: |
|  | 200 | 5000 |
| 1 | 212.5 | 5312 |
| 2 | 250 | 6250 |
| 3 | $312 \cdot 5$ | 7812 |
| 4 | 400 | 10,000 |

If $V_{1}$ is the voltage at the Dynamo and the line is $n$ miles long $V_{1}=V_{0}+\frac{1}{2} a r n^{2}$ from (4).

The power per mile at the extremity being $P_{0}=a \Gamma_{0}$, if we are given $V_{1}$ and $P_{0}$ to find $V_{0}$, we shall find that $n$ camot be greater than

$$
V_{1} \div \sqrt{3} \cdot P_{0}^{-}
$$

and this gives the limiting length of the line.
If we wish, as in Flectric traction to get a nearer appronch to uniform l', let us try

$$
a=a, v-b, r \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots(s),
$$

where $a, b, c$ are constants,

$$
\begin{align*}
& \frac{1}{r} d V^{r}=a x-b_{u} e^{e} \\
& V^{\prime}=J_{0}+\frac{1}{2} r^{n} \cdot x^{2}-\frac{r b}{d+1} x^{a+1} n \tag{6}
\end{align*}
$$

As $P=V^{\frac{d C}{d x}}$, or $V\left(a-c b x^{x-1}\right)$, we can easily deternine the three constants $a, b, c$ so that $P$ shall le the sime at any three points of the line. Thus let $r=1$ ohm, $\Gamma_{0}=100$ volts, and let $P=10000$ watt.s, where $x=0, x=1$ mile, $x=1 \frac{1}{2}$ miles.

We find by trial that

$$
O=100 x-14 \cdot \pi \cdot x^{2 \cdot 115}
$$

and from this it is easy to calculate $C$ at any point of the line.

Example 19. A machine costs a $a x+b y$, its value to me is proportional to $x y$, find the best values of $x$ and $y$ if the cost is fixed. Here $x y$ is to be a maximum. Let $c=a x+b y$, so that $y=\frac{c}{b}-\frac{a}{b} x$, and $x y$ is $\frac{c}{b} x-\frac{a}{b} x^{2}$. This is a maximum when $\frac{c}{b}=2 \frac{a}{b} x$ or $a x=\frac{c}{2}$. Hence $a x=b y=c / 2$ makes $x y$ a maximum.

Example 20. The electric time constant of a cylindric coil of wire is approximately

$$
u=m x y z /(a x+b y+c z)
$$

where $x$ is the mean radius, $y$ is the difference between the internal and external radii, $z$ is the axial length and $m, a, b, c$ are known constants.

The volume of the coil is $2 \pi x y z$.
Find the values of $x, y, z$ to make $u$ a maximum if the volume of the coil is fixed. Let then $\underline{9}^{9} \pi . x y z=g$; when is $\frac{a}{y z}+\frac{b}{x z}+\frac{c}{x y}$ a mininum? That is, substituting for $z$, when is $a x+b y+\frac{g c}{2 \pi x y}=v$, say, a minimum! As $x$ and $y$ are prfectly independent we put $\binom{d v}{d x}=0$ and $\binom{d y}{d y}=0$,

$$
\begin{aligned}
& \text { Fig. } 9 . \\
& \cdots \quad a+0-\underset{2 \pi y x^{2}}{ }=0, \\
& \text { and } 0+b-\frac{g c}{2 \pi x y^{2}}=0 \text {, } \\
& \text { so that } x^{2} y=\begin{array}{l}
g c \\
a 2 \pi
\end{array}, \\
& a y^{2}=\frac{g c}{b 2 \pi},
\end{aligned}
$$

and

$$
\begin{gathered}
\frac{x}{y}=\frac{b}{a} \text { or } y=\frac{a x}{b}, x^{2} \frac{a x}{b}=\frac{g c}{a 2 \pi} \\
y=\sqrt[3]{a^{3}}=\frac{b g c}{a^{2} 2 \pi} \text { or } x=\sqrt[3]{\frac{a g c}{a^{2} 2 \pi}}, \text { and } z=\frac{g}{2 \pi x y} \text { or } z=\sqrt[3]{\frac{a b g}{c^{2} 2 \pi}}
\end{gathered}
$$

38. The chain of a suspension bridge supports a load by means of detached rods; the loads are about equal and equally spaced. Suppose a chain to be really continuously loaded, the load being $w$ per unit length horizontally. Any very flat uniform chain or telegraph wire is nearly in this condition. What is its shape? Let $\theta$ be the lowest point. $O X$ is tangential to the chain and horizontal at $O . O Y$ is vertical. Let $P$ be any point in the chain, its co-ordinates being $x$ and $y$. Cousider the equilibrium of the portion $O P . \quad O P$ is in equilibrium, under the action of $T_{0}$ the horizontal tensile force at $O$, $T$ the inclined tangential force at $P$ and $w x$ the resultant load upon OI' acting vertically. We employ the laws

lig. 10. of forces acting upon rigid bodies. A rigid borly is a body which is acted on by forces and is no longer altering its shape.

If we dras a triangle whose sides are parallel to these forces they are proportional to the forces, and if $\theta$ is the inclination of $T$ to the horizontal $\frac{T_{0}}{I}=\cos \theta$.
and $\quad \frac{w x}{T_{v}^{\prime}}=\tan \theta$.
but $\tan \theta$ is $\frac{d y}{d x}$, so that $\frac{d y}{d x}=\frac{w}{T_{0}} x \ldots(3)$;
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hence, integrating, $\quad y=\frac{1}{2} \frac{w}{T_{0}^{1}} x^{2}+$ constaut.
Now we see that $y$ is 0 when $x$ is 0 , so that the constant is 0 . Hence the equation to the curve is

$$
\begin{equation*}
y=\frac{1}{2} \frac{w}{T_{0}^{\prime}} x^{2} \tag{4}
\end{equation*}
$$

and it is a parabola. Now $\tan \theta$ is $\frac{w}{T_{0}} x$, so that $\sec ^{2} \theta$ is $1+\frac{w^{2}}{T_{0}^{2}} x^{2} . \quad$ And as $T=T_{0} \sec \theta, T=T_{n}^{\prime} \sqrt{1+\frac{w^{2}}{T_{0}^{2}} x^{2}} \ldots(5)$.

From this, all sorts of calculations may be made. Thus if $l$ is the span and $I$ the dip of a telegraph wire, if the whole curve be drawn it will be seen that we have only to put in (4) the information that when $x=\frac{1}{2} l, y=D$,
or

$$
D=\frac{1}{2} \frac{w}{T_{0}} \frac{1}{4} l^{2} \text { or } T_{0}=\frac{w l^{2}}{8 \bar{D}^{2}}
$$

and the greater tension elsewhere is easy to find.
In the problem of the shape of any uniform chain, loaded only with its own weight, the integration is not so easy. I give it in a note*. When it is so Hat that wo may take the

* The integration in this note requires a knowledge of Chapter III.

If the weight of the portion of chain $O P$, instead of being $w x$ is $w s$, where $s$ is the length of the curve from $O$ to $P$, the curve $y$ is called the Catenary. Equation (3) above becomes

$$
\frac{d y}{d x}=\frac{w s}{T_{0}^{\prime}}, \text { or letting } T_{0}=w c, \frac{d y}{d x}=\frac{s}{c}
$$

$\qquad$
If $\delta s$ is the length of an elementary bit of chain, we see that in the limit
so that

$$
\begin{gathered}
(\delta x)^{2}=(\delta x)^{2}+(\delta y)^{2} \\
\frac{d x}{d y}=\sqrt{\left(\frac{d x}{d y}\right)^{2}+1}
\end{gathered}
$$

and hence $\frac{d y}{d s}=-\frac{s}{\sqrt{c^{2}}+s^{2}}$. This being integrated gives $y+c=\sqrt{c^{2}+s^{2}} \ldots$ (2), the constant added in integration being such that $s=0$ when $y=0$. From (2) we find $s^{2}=y^{2}+2 y c \ldots(3)$, and using this in (1), we have
the integral of which is

$$
\frac{d x}{d y}=\frac{c}{\sqrt{y^{2}+2 y c}}
$$

$$
r=c \log \frac{y+c+\sqrt{y^{2}}+2 y c}{c},
$$

as when $y=0, x=0$, if $O$ is the origin, no constint is to be added. Putting this in the exponential form

$$
c \epsilon^{x / c}=y+c+\sqrt{\prime} \overline{y^{2}+2 y c},
$$

transposing and squaring we find

$$
y+c=\frac{1}{2} c\left(\epsilon^{x / c}+\epsilon^{-x / c}\right) .
$$

load on any piece of it as proportional to the horizontal projection of it, we have the parabolic shape.
39. Efficiency of Heating Surface of Boiler. If 1 lb . of gases in a boiler flue would give ont the heat 0 in cooling to the temporature of the water ( $\theta$ may be taken as proportional to the difference of temperature between gases and water, but this is not quite correct), we find from Peclet's experiments that the heat per hour that flows through a square foot of thue surface is, roughly, $m \theta^{2}$. Let $\theta=\theta_{1}$ at the furnace end of a flue and $\theta=\theta_{2}$ at the chimney end. Let us study what occurs at a place in the flue.

The gases having passed the areas $S$ in coming from the furnuce to a coctain place where the temperature is $\theta$, pro-

Or changiug the origin to a point at the distance $c$ below $O$, as at $O$ in fig. 12 where $S P^{\prime}$ is $y^{\prime}$ and $R P^{\prime}$ is $x$, we have

$$
\begin{equation*}
y^{\prime}=\frac{1}{2} c\left(\epsilon^{x / c}+\epsilon^{-x / c}\right) \tag{4}
\end{equation*}
$$

This is sometimes called

$$
y^{\prime}=c \operatorname{cosin} x y^{\prime} c .
$$

Using (1) we fint $\mathrm{s}=\frac{1}{\underline{2} \cdot c}\left(\epsilon^{x_{i}^{\prime} c}-\epsilon^{-x i c}\right)$,
sometimes called
$s=c \sinh x / c$.


Fig. 12.
Note that tables of the values of sinh $u$ and cosh $u$ have been published.
Returning to the original figure, the tension at $P$ being $T$,

$$
\frac{T}{u_{s}}=\frac{A B}{B C}=\frac{d s}{d y}, \text { and from }(3), s \cdot \frac{d s}{d y}=y+c
$$

so that

$$
\frac{T}{i=s}=\frac{y+c}{s} \text {. Hence } Z^{\prime}=w(y+c) \text { or } T=w y^{\prime} \text {. }
$$

ceed further on to at place where $S$ has becone $N+\delta S$ and $O$ has become $\theta+\delta \theta$ (really $\delta \theta$ is negative as will be seen). A steady state is maintained and during one hour the gases lose the heat $m \sigma^{*} . \delta S$ through the area $\delta S$. If during the hour W lb. of gases lost at the place the amount of heat $-1 \% . \delta \theta$, then

$$
-W \cdot \delta \theta=m \theta^{2} \cdot \delta S,
$$

$$
\begin{equation*}
\frac{d S}{d \theta}=-\frac{H}{m} \cdot \frac{1}{\theta^{*}} \cdots \cdots \tag{1}
\end{equation*}
$$

That is, integrating with regard to $\theta$,

$$
\begin{equation*}
s=\frac{W}{m} \frac{1}{\theta}+c \tag{2}
\end{equation*}
$$

where $c$ is sonce constant.
Putting in $\theta=\theta_{1}$ the temperature at the furnace end when $S=0$, we have

$$
0=\frac{W}{m} \frac{1}{\theta_{1}}+c \text { or } c=-\frac{W}{m} \frac{1}{\theta_{1}}
$$

so that (2) becomes

$$
\begin{equation*}
s=\frac{W}{m}\left(\frac{1}{\theta}-\frac{1}{\theta_{1}}\right) . \tag{i}
\end{equation*}
$$

This shows how $\theta$ diminishes as $S$ increases from the furuace end, and it is worth a student's while to plot the curve connecting $S$ and $\theta$. If now $S$ is the whole area of heating surface and $\theta=\theta_{i n}$ at the smoke-box end,

$$
\begin{equation*}
S=\frac{W}{m}\left(\frac{1}{\theta_{2}}-\frac{1}{\theta_{1}}\right) \tag{4}
\end{equation*}
$$

The heat which one pound of gases has at the furnace end is $\theta_{1}$, it gives up to the water the amount $\theta_{1}-\theta_{2}$. Therefore the efficiency of the heating sufface may be taken as

$$
\begin{equation*}
L^{\prime}=\frac{\theta_{1}-\theta_{2}}{\theta_{1}} . \tag{5}
\end{equation*}
$$

and it follows from ( 4 ) that

$$
E=\frac{1}{1+\frac{W}{\theta_{1} m s}} .
$$

Now if $W^{\prime}$ is the weight of coals burnt per hour ; $W=13 W^{\prime}$ if air is admitted just sufficient for complete combustion; $W=$ about $20 W^{\prime}$ in the case of ordinary forced draught; $W=$ about $26 W^{\prime}$ in the case of chimney draught. In these cases $\theta_{1}$ does not seem to alter inversely as $W$, as might at first sight appear: but we do not know exactly how $\theta_{1}$ depends upon the amount of excess of air admitted. We can only say that if $W^{\prime} \div S^{\prime}$ is the weight of coal per hour per square foot of hcating surface and we call it $w$, there seems to be some such law as $E=\frac{1}{1+a w}$, where $a$ depends upon the amount of air admitted. In practice it is found that $a=0.5$ for chimney draught and 0.3 for forced draught, give fairly correct results. Also the numerator may be taken as greater than 1 when there are special means of heating the feed water.

Instead of the law given above (the loss of heat by gases in a flue $\propto \theta^{*}$ ), if we take what is probably more likely, that the loss is proportional to $\theta$,
Then (1) above becomes
or

$$
\begin{array}{r}
\frac{d S}{d \theta}=-\frac{W}{m} \frac{1}{\theta} \cdots \ldots \ldots \\
S=-\frac{W}{m} \log \theta+\text { constant } \tag{2}
\end{array}
$$

Let $\theta=\theta_{1}$ at furnace end or when $S=0$ so that our constant is $\frac{W}{m} \log \theta_{1}$ and (2) becomes

$$
S=\frac{W}{m} \log \left(\frac{\theta_{1}}{\theta}\right)
$$

If $S$ is the area of the whole flue and $\theta_{2}$ is the temperature at the smoke-box end, then

$$
\begin{gather*}
S=\frac{W}{m} \log \frac{0_{1}}{\theta_{2}}  \tag{4}\\
e^{\frac{S m}{W}}=\frac{\theta_{1}}{\ddot{\theta}_{2}} .
\end{gather*}
$$

The efficiency

$$
\begin{equation*}
E=\frac{\theta_{1}-\theta_{2}}{\theta_{1}} \tag{5}
\end{equation*}
$$

becomes

$$
\begin{equation*}
E=1-\frac{\theta_{z}}{\theta_{1}}=1-e^{-\frac{S i m}{W}} \tag{6}
\end{equation*}
$$

Or if $w$ is the weight of fuel per square foot of heating surface as above (6) becomes

$$
\begin{equation*}
E=1-e^{-\frac{1}{\alpha w}} \tag{7}
\end{equation*}
$$

40. Work done by Expanding Fluid*. If $p$ is the pressure and $v$ the volume at any instant, of a fluid which has already done work $W^{r}$ in expanding, one good definition of pressure is $p=\frac{d W}{d v} \ldots(1)$, or in words, pressure is the rate at which work is done per unit change of volume. Another way of putting this is; if the fluid expands through the volume $\delta v$ there is an increment $\delta W$ of work done so that $p . \delta v=\delta W$, or $p=\frac{\delta W}{\delta v}$, but this is only strictly true when $\delta v$ is made smaller and smaller without limit, and so (1) is absolutely truc. Now if the fluid expands according to the law $p v^{8}=c$, a constant $\ldots$ (2); $p=c v^{-8}$, and this is the differential coefficient of $W$ with regard to $v$ or, as we had better write it down, $\frac{d W}{d v}=c v^{-s}$.

We therefore integrate it according to our rule and we have

$$
\mathrm{H}^{\gamma}=\frac{+c}{-s+1} v^{-8+1}+C \ldots \ldots \ldots \ldots \ldots \ldots .
$$

where $C$ is some constant. To find $C$, let us say that we shall only begin to count $W$ from $v=v_{1}$. That is, $W=0$ when $v=v_{1}$. Then

$$
0=\frac{c}{1-s} v_{1}^{1-s}+C \text {, so that } C=-\frac{c}{1-s} v_{1}^{1-s} \text {. }
$$

Insert this value of $C$ in (3) and we have

$$
\begin{equation*}
W=\frac{c}{1-s}\left(2^{1-s}-v_{1}^{1-s}\right) . \tag{4}
\end{equation*}
$$

which is the work done in expanding from $v_{1}$ to $v$.
Now if wo want to know F when $v=v_{2}$, we have

$$
\begin{equation*}
W_{12}=\frac{c}{1-s}\left(v_{2}^{1-s}-v_{1}^{1-s}\right) . \tag{5}
\end{equation*}
$$

[^10]This answer may be put in other shapes. Thus from (2) we know that
so that

$$
\begin{gathered}
c=p_{1} v_{1}^{s} \text { or } p_{2} v_{2}^{s}, \\
W_{32}=\frac{p_{1} v_{1}^{s}}{1-s}\left(v_{2}^{1-s}-v_{1}^{1-s}\right),
\end{gathered}
$$

or

$$
W_{12}=\frac{p_{1} v_{1}}{1-s}\left\{\left(\frac{v_{2}}{v_{1}}\right)^{1-8}-1\right\},
$$

or

$$
\begin{equation*}
W_{12}=\frac{p_{1} v_{1}}{s-1}\left\{1-\left(\frac{v_{1}}{v_{2}}\right)^{s-1}\right\} \tag{6}
\end{equation*}
$$

a formula much used in gas engine and steam engine calculations.
There is one case in which this answer turns out to be useless; try it when $s=1$. That is, find what work is done from $v_{1}$ to $v_{2}$ by a fluid expanding according to the law (it would be the isothermal law if the fluid were a gas)

$$
p v=c .
$$

If you have noticed how it fails, go back to the statement

$$
\begin{equation*}
\frac{d W}{\bar{d} b}=c v^{-1} \cdots \tag{7}
\end{equation*}
$$

You will find that when you integrate $x^{m}$ with regard to $m$, the general answer has no meaning, cannot be evaluated, if $m=-1$. But I have already said, and I mean to prove presently that the integral of $x^{-1}$ is $\log x$. So the integral of $(7)$ is

$$
W=c \log v+C
$$

Proceeding as before we find that, in this particular case,

$$
\begin{equation*}
W_{12}=c \log \frac{v_{2}}{v_{1}} \cdot \tag{8}
\end{equation*}
$$

## 41. Hypothetical Steam Engine Diagram.

Let steam be admitted to a cylinder at the constant pressure $p_{1}$, the volume increasing from 0 to $v_{1}$ in the cylinder. The work done is $v_{1} p_{1}$. Let the steam expand to the volume $v_{2}$ according to the law $p v^{8}=c$. The work done is given by (6) or (8). Let the back pressure be $p_{3}$, then the work done in driving out the steam in the back stroke is $p_{3} v_{2}$. We neglect cushioning in this hypothetical diagram. Let $c_{2} \div v_{1}$ be called $r$ the ratio of cut-off. Then the nett work done altogether is
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$$
p_{1} v_{1}+\frac{p_{1} v_{1}}{s-1}\left\{1-q^{1-s}\right\}-p_{3} i_{2} .
$$

If $p_{e}$ is the effective pressure so that $p_{e} c_{2}$ is equal to the above nett work ( $p_{e}$ is measured from actual indicator diagrans, as the average pressure); putting it equal and dividing by eq we have on simplifying

$$
\begin{aligned}
p_{e} & =p_{1} \frac{1}{r}+\frac{p_{1}}{s-1} \frac{1}{r}\left(1-r^{1-s}\right)-p_{3} \\
& =p_{1}\left(\frac{s}{r}-r^{-s}\right)-p_{3} .
\end{aligned}
$$

In the special citse of $s=1$ we find $p_{e}=p_{2} \frac{1+\log r}{r}-p_{3}$ in the same way.
42. Definite Integral. Definition. The symbol $\int_{b}^{a} f(x) \cdot d x$ tells us :-" Find the general integral of $f(x)$; insert in it the value $a$ for $x$, insert in it the value $b$ for $x$; subtract the latter from the fommer value*." This is said to be the
*The symbol $\int_{a}^{b} \int_{f(m)}^{F(x)} u . d . x \cdot d y \ldots(1)$, tells us to integrate $u$ (which is a


Fig. 14. function of $x$ and $y$ ), with regard to $y$, as if $x$ were constant; then insert $F(x)$ for $y$ and also $f(x)$ for $y$ and subtract. This result is to be integrated with regard to $x$, and in the answer $a$ and $b$ are inserted for $x$ and the results subtracted.
I. If $u=1, d x . d y$ evidently means an element of area, a little rectangle. The result of the first process leaves

$$
\int_{a}^{b}\left\{F^{\prime}(x)-f(x)\right\} d x \ldots \ldots(2)
$$

still to be donc. Evidently wo have found the area included between the curves $y=F^{\prime}(x)$ and $y=f(x)$ and two ordinates at $x=a$ and $x=b$. Begimers had better always use form (2) in finding areas, see fig. 14.
II. If $u$ is, say, the weight of gold per unit area upon the above mentioned ara, then $u \cdot d x . d y$ is the weight upon the little elementary area $d x . d y$, and our integral means the weight of all the gold upon the area I have mentioned.

When writers of books wish to indicate generally that they desire to integrate some property $u$ (which at any place is a function of $x, y, z$ ), throughout some volume, they will write it with a triple integral,

$$
\iiint u \cdot d x \cdot d y \cdot d z
$$

and summation over a surface by $\iint v \cdot d x \cdot d y$.
integral of $f(x)$ between the limits $a$ and $b$. Observe now that any constant which may be found in the general integral simply disappears in the subtraction.

In integrating between limits we shall find it convenient to work in the following fashion.

Example, to find $\int_{b}^{a} x^{2} \cdot d x$. The general integral is $\frac{1}{3} x^{3}$ and we write $\int_{b}^{a} x^{2} \cdot d x=\left[\begin{array}{c}a \\ \frac{1}{3} x^{3}\end{array}\right]=\frac{1}{3} \epsilon^{3}-\frac{1}{3} b^{3}$.

Symbolically. If $F^{\prime}(x)$ is the gencral iutegral of $f^{\prime}(x)$ then $\int_{b}^{a} f(x) \cdot d x=\left[\begin{array}{l}a \\ b\end{array}{ }^{a}(x)\right]=F(a)-F(b)$.

Note as evidently truc from our definition, that

$$
\int_{b}^{a} f(x) \cdot d x=-\int_{a}^{b} f(x) \cdot d x
$$

and also that

$$
\int_{b}^{a} f(x) \cdot d x=\int_{b}^{c} f(x) \cdot d x+\int_{c}^{a} f(x) \cdot d x
$$

43. Area of a curve. Let $y$ of the curve be known as some function of $x$ and let $P S$ be the curve. It is required to find the area MPQT.

Nowif thearca $M P Q T$ be called $A$ and $O T=x$, $Q T=y, \quad O W=x+\delta x$, $W R=y+\delta y$, and the area $M P R W$ be $A+\delta A$ then $\delta A=\operatorname{arca} T Q R W$.


Fig. 15.

Indeed some writers use $\iint v, d S$ to mean generally the summation of $v$ over an acca, and $\int w$. $d s$ to mean the stmmation of $w$ along a line or what is often called the line integral of $w$. The line integral of the pull exerted on a tram car means the work done. The surface integral of the normal velocity of a fluid over an area is the total volume flowing per second. Engineers are continually finding line, surface and volume integrals in their practical work and there is nothing in these symbols which is not already perfectly well known to them.

If the short distance $Q R$ were straight,

$$
\delta A=\frac{1}{2} \delta x(T Q+R W)=\delta x\left(y+\frac{1}{2} \delta y\right) .
$$

Therefore $\frac{\delta A}{\delta x}=y+\frac{1}{2} \delta y$, as $\delta x$ gets smaller and smaller and in the limit $\frac{d A}{d x}=y$

Hence $A$ is such a function of $x$ that $y$ is its differential coefficient, or $A$ is the integral of $y$.

In fig. $16 C Q D$ is the curve $y=a+b x^{2}$ and $\operatorname{RMGF}$ is the


Fig. 16.
curve showing
$A=C+a x+\frac{1}{3} b x^{3}$, so that $A$ is the integral of $y$. In what sense does $A$ represent the area of the curve $C D$ ? The ordinate of the $A$ curve, $G T$, represents to some scale or other, the area of the $y$ curve $M P Q T$ from some standard ordinate $M P$.

The ordinate TQ represents to scale, the slope of $\mathbf{E F} \mathbf{a t} \mathbf{G}$. Observe, however, that if we diminish or increase all the ordinates of the $A$ curve by the same amount, we do not change its slope anywhere, and $y$, which is given us, only tells us the slope of $A$. Given the $y$ curve we can therefore find any number of $A$ curves; we settle the one wanted when we state that we shall reckon area from a particular ordinate such as MP. Thus, in fig. 16 if the general integral of $y$ is $F(x)+c$. If we use the value $x=O M$ we have, area up to $M P$ from some unknown standard ordinate $=F(O M)+c$.

Taking $x=O N$, we have area up to $N R$ from some unknown standard ordinate $=F(O N)+c$. And the area between $M P$ and $N R$ is simply the difference of these $F(O N)-F(O M)$, the constant disappearing.

Now the symbol $\int_{011}^{O N} y . d x$ tells us to follow these instruc-tions:--integrate $y$; insert $O N$ for $x$ in the integral ; insert $O M$ for $x$ in it; then subtract the latter. We sce therefore
that the result of such an operation is the area of the curve between the ordinate at $O M$ and the ordinate at $O N$.

If $y$ and $x$ represent any quantities whatsoever, and a curve be drawn with $y$ as ordinate and $x$ as abscissa, then the integral $\int y . d x$ is represented by the area of the curve, and we now know how to proceed when we desire to find the sum of all such terms as $y$. $\delta x$ between the limits $x=b$ and $x=a$ when $\delta x$ is supposed to get smaller and smaller without limit.

Example. Find the area enclosed between the parabolic curve $O A$, the ordinate $A B$ and the axis $O B$. Let the equation to the curve be

$$
y=a x^{\ddagger} \ldots \ldots \ldots(\mathrm{l}),
$$

where $P Q=y$ and $O Q=x$. Let $Q R=\delta x$.

The area of the strip $P Q R S$ is more and more nearly

$$
a x^{\frac{1}{2}} . \delta x,
$$

as $\delta x$ is made smaller and smaller; or rather the whole


Fig. 17. area is $\int_{0}^{o B} a x^{\frac{1}{2}} \cdot d x$, which is

$$
"\left[\begin{array}{c}
O B  \tag{2}\\
\frac{2}{3}, c^{17}
\end{array}\right]=\frac{9}{3} a . O B^{14}
$$

Now what iss $a$ in terms of $A B$ and $O B$ ? When $y=A B$, $x=O B$. Hence by (1)

$$
A B=a . O B^{a} \text {, so that } a=\frac{A B}{O B^{i}} .
$$

Therefore the area $=\frac{2}{3} \frac{A B}{O B^{\frac{1}{2}}} O B^{3}=\frac{2}{3} A B . O B$;
that is, $\frac{2}{3}$ rds of the area of the rectangle $O M A B$.
Observe that the area of a very flat segment of a circle is like that of a parabola when $O B$ is very small compared with $B A$.

Exercise 1. Find the area between the curve $\mathbf{y}=\mathbf{m x}^{-\mathbf{n}}$ and the two ordinates at $x=a$ and $x=b$.

The answer is

$$
\int_{a}^{b} m x^{-n} \cdot d x=\frac{m}{1-n}\left[\begin{array}{l}
b \\
x^{1-n}
\end{array}\right]=\frac{m}{1-n}\left(b^{1-n}-a^{1-n}\right) .
$$

Observe (as in Art. 40) that this fails when $n=1$; that is, in the rectangular hyperbola.

In this case the answer is

$$
m \int_{a}^{b} \frac{1}{x} \cdot d x=m\left[\begin{array}{l}
b \\
\log x
\end{array}\right]=m \log \frac{b}{a} .
$$

The cquation to any curve being

$$
y=a+b x+c x^{2}+e x^{3}+f x^{4}
$$

the area is $\quad A=a x+\frac{1}{2} b x^{2}+\frac{1}{3} c x^{3}+\frac{1}{4} e x^{4}+\frac{1}{5} f x^{3}$.
Here the area up to an ordinate at $x$ is really measured from the ordinate where $x=0$, because $A=0$ when $x=0$. Wc can at once find the area between any two given ordinates.

Exercise 2. Find the area of the curve $y=a \sqrt[3]{x}$ between the ordinates at $x=\alpha$ and $x=\beta$.

$$
a \int_{a}^{\beta} x^{\frac{3}{3}} \cdot d x=a\left[\begin{array}{c}
\beta \\
\frac{3}{4} x^{\frac{4}{3}}
\end{array}\right]=\frac{3 a}{4}\left(\beta^{\frac{3}{5}}-\alpha^{\frac{1}{7}}\right) .
$$

Exercise 3. Find the area of the curve $y x^{2}=a$ between the ordinates at $x=\alpha$ and $x=\beta$.

$$
\text { Answer : } a \int_{a}^{\beta} x^{-2} \cdot d x=a\left[\frac{\beta}{-}-x^{-1}\right]=a\left(\alpha^{-1}-\beta^{-1}\right) \text {. }
$$

44. Work dope by Expanding Fluid. When we use definite integrals the work is somewhat shorter than it was in Art. 40. For if $p=c v^{-s}$, the work done from volume $v_{1}$ to volume $v_{2}$ is

$$
\int_{v_{1}}^{v_{2}} c v^{-s} \cdot d v \text { or } c\left[\begin{array}{l}
v_{2} \\
v_{1} \\
v_{1}-s \\
v^{1-s}
\end{array}\right] \text { or } \frac{c}{1-s}\left(v_{2}^{1-s}-v_{1}^{1-s}\right)
$$

The method fails, when $s=1$ and then the integral is

$$
c\left[\begin{array}{l}
v_{2} \\
v_{1}
\end{array} \log _{e} v\right]=c \log _{\mathrm{g}} \frac{v_{2}}{v_{1}} .
$$

45. Centre of Gravity. Only a few bodies have centres of gravity. We usually mean the centre of mass of a body or the centre of an area.

If each little portion of a mass be multiplied by its distance from any plane, and the results added together, they are equal to the whole mass multiplied by the distance of its centre,


Fig. 18. $\bar{x}$, from the same plane. Expressed algelraically this is

$$
\Sigma m x=\bar{x} \Sigma m
$$

If each little portion of a plane area, as in fig. 18, be multiplied by its distance from any linc in its plane and the results added together, they are equal to the whole area multiplied by the distance of its centre $\bar{x}$ from the same line. Expressed algebraically this is $\Sigma a x=\bar{x} \Sigma a$.

Example. Find the centre of mass of a right cone. It is evidently in the axis $O B$ of the cone. Let the line OA rotate about $O X$, it will gencrate a cone. Consider the circular slice $P Q R$ of thickness $\delta x$. Let $O Q=x$, then $P^{P} Q$ or

$$
y=\frac{A B}{O} \bar{B}^{x .}
$$

The mass of $P R$ multiplied by the distance from $O$ to its centre is equal to the sum of the masses of all its parts each mul-


Fig. 19. tiplied by its distance from the plane $Y O Y_{1}$. The volume of the slice $P R$ being its area $\pi y^{2}$ multiplied by its thickness $\delta x$; multiply this by $m$ the mass per unit volume and we have its mass $m \pi y^{2}$. $\delta x$. As the slice gets thinnor and thimer, the distance of its centre from 0 gets more and more nearly $x$. Hence we have to find the sum of all such terms as $m \pi x y^{2}$. $\delta x$, and put it equal to the whole mass ( $\frac{1}{3} \pi m, A B^{2}, O B$ ) multiplied by $\bar{x}$, the distance of
its centre of gravity from 0 . Putting in the value of $y^{2}$ in terms of $x$ we have

$$
\begin{aligned}
& \int_{0}^{O B} m \pi\binom{A B}{O B}^{2} x^{3} \cdot d x \text { equated to } \frac{1}{3} \pi m A B^{2} \cdot O B \cdot \hat{x}, \\
& \text { Now } \quad \int_{0}^{O B} x^{3} \cdot d x=\left[\begin{array}{l}
O B \\
\frac{1}{4} x^{4}
\end{array}\right]=\frac{1}{4} O B^{4},
\end{aligned}
$$

and hence $m \pi\left(\frac{A B}{O B}\right)^{2} \frac{1}{4} O B^{4}=\frac{1}{3} \pi m, A B^{2} . O B \cdot \bar{x}$.
Hence $\bar{x}=\frac{3}{4} O B$. That is, the centre of mass is $\frac{3}{4}$ of the way along the axis from the vertex towards the base.
46. It was assumed that students knew how to find the volume of a cone. We shall now prove the rule.

The volume of the slice $P R$ is $\pi \cdot y^{2}: \delta x$ and the whole volume is

$$
\begin{aligned}
& \int_{0}^{O B} \pi y^{2} \cdot d x=\int_{0}^{O n} \pi\left(\frac{A B}{O B}\right)^{2} x^{2} \cdot d x=\pi\left(\frac{A B}{O B}\right)^{2}\left[\begin{array}{c}
O B \\
\frac{1}{3} x^{3} \\
0
\end{array}\right] \\
&=\pi\left(\frac{A B}{O B}\right)^{2} \frac{1}{3} \cdot O B^{3}=\frac{1}{3} \pi \cdot A B^{3} \cdot O B
\end{aligned}
$$

or $\frac{1}{3}$ of the volume of a cylinder on the same base $A C$ and of the same height $O B$. If we had taken $y=a x$ all the work would have looked simpler.

Example. Find the volume and centre of mass of


Fig. 20. uniform material (of mass $m$ per unit volume) bounded by a paraboloid of revolution.

Let $P Q=y, O Q=x, Q S=\delta x$.
Let the equation to the curve $O P A$ be $y=a x^{\frac{3}{2}} \ldots \ldots \ldots \ldots(1)$.

The volume of the slice PSR is $\pi y^{2} \cdot \delta x$; so that the whole volume is $\int_{0}^{0 B} \pi, a^{3} x \cdot d x$ or

$$
\frac{1}{2} \pi a^{2} . O B^{2} \cdot \ldots . .(2) .
$$

Now what is $a$ ? When

$$
y=A B, x=O B
$$

so that from (1), $A B=a . O B^{\frac{2}{2}}$ and $a$ is $\frac{A B}{O B^{1}}$. Hence tho volume is $\frac{1}{2} \pi \frac{A B^{2}}{O B}$ OB or

$$
\begin{equation*}
\frac{1}{2} \pi \cdot A B^{2} . O B \tag{3}
\end{equation*}
$$

That is, half the area of the circlo $A C$ multiphed by the height $O B$. Hence the volume of the paraboloid is half the volume of a cylinder on the same base and of the same height. (The volumes of Cylinder, Paraboloid of revolution, and Cone of same bases and heights are as $1: \frac{1}{2}: \frac{1}{3}$.)

Now as to the centre of mass of the Paraboloid. It is evidently on the axis. We must find $\int_{0}^{0 B} m \pi \cdot y^{2} x \cdot d x$, or

$$
\int m \pi x \cdot a^{2} x \cdot d x, \text { or } m \pi a^{2} \int x^{2} \cdot d x
$$

or $m \pi a^{2} \cdot\left[\begin{array}{c}0 B \\ \frac{1}{3} x^{3} \\ 0\end{array}\right]$ and this is $\frac{1}{3} m \pi a^{2} . O B^{*}$. Inserting as before the value of $a^{9}$ or $\frac{A B^{3}}{O B}$ we have the integral equal to $\frac{1}{3} m \pi . O B^{2} . A B^{2}$. This is equal to the whole mass multiplied by the $x$ of the centre of mass, $\bar{x}$, or $m \frac{1}{2} \pi . A B^{2} . O B, \bar{x}$, so that $\bar{x}=\frac{2}{3} O B$. The centre of mass of a paraboloid of revolution is $\frac{2}{3}$ rds of the way along the axis towards the base from the vertex.

Excomple. The curve $\mathbf{y}=\mathbf{a x}^{\mathbf{n}}$ revolves about the axis of $x$, find the volume enclosed by the surface of revolution between $x=0$ and $x=b$.

The volume of any surface of revolution is obtained by integrating $\pi y^{2} \cdot d x$. Hence our answer is

$$
\pi \int_{0}^{b} a^{2} x^{2 n} \cdot d x=\frac{\pi a^{2}}{2 n+1}\left[\begin{array}{c}
b \\
x^{0 n+1} \\
a^{0 n+1}
\end{array}\right]=\frac{\pi a^{2}}{2 n+1} b^{n n+1} .
$$

Find its centre of mass if $m$ is its mass per unit volume. For any solid of revolution we integrate $m \cdot x \pi y^{2} . d x$ and
divide by the whole mass which is the integral of $m \pi y^{2} d x$. If $m$ is constant we have

$$
\begin{aligned}
m \pi \int_{0}^{b} x a^{2} x^{2 n} \cdot d x=m \pi a^{2} & \int_{0}^{b} x^{2 n+1} d x \\
& =\frac{m \pi a^{2}}{2 n+2}\left[\begin{array}{l}
b \\
x^{2 n+2}
\end{array}\right]=\frac{m \pi a^{2}}{2 n+2} b^{2 n+2}
\end{aligned}
$$

and the whole mass is $\frac{m \pi a^{2}}{2 n+1} b^{2 n+1}$, so that $\bar{x}=\frac{2 n+1}{2 n+2} b$.
Suppose $m$ is not constant but follows the law

$$
m=m_{0}+c x^{s} .
$$

To find the mass and centre of mass of the above solid. Our first integral is

$$
\begin{equation*}
\pi \int\left(m_{v} x+c x^{s+1}\right) a^{2} x^{2 n h} \cdot d x \text {, or } a^{2} \pi \int\left(m_{v} x^{2 n+1}+c x^{2 n+s+1}\right) d x \tag{1}
\end{equation*}
$$



$$
\text { or } \quad \epsilon^{2} \pi\left[\frac{m_{0}}{2 n+1} x^{x^{2 n+1}}+\frac{c}{2 n+s+1} x^{2 n+s+1}\right] .
$$

Substituting $b$ for $x$ in both of these and dividing (1) by (2), we find $\bar{x}$.

An ingenious student can manufacture for himself many exercises of this kind which only involve the integration of $x^{n}$,

An are of the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ revolves about the axis of $x$, find the volume of the portion of the ellipsoid of revolution between the two planes where $x=0$ and where $x=c$. Here $y^{2}=\frac{b^{2}}{a^{2}}\left(a^{2}-a^{2}\right)$. The integral of $\pi y^{2}$ is

$$
\pi \frac{b^{2}}{a^{2}}\left[\begin{array}{c}
c \\
a^{2} a-1 \\
0
\end{array} x^{3}\right]=\pi{ }^{b^{2}} a^{2}\left(a^{2} c-\frac{1}{3} c^{3}\right)
$$

The volume of the whole ellipsoid is $\frac{4 \pi}{3} b^{2} b l$ and of a sphere it is $\frac{4 \pi}{3} a^{3}$.
47. Lengths of Curves. In fig. 21 the co-ordinates of $P$ are $x$ and $y$ and of $Q$ they are $x+\delta x$ and $y+\delta y$. If we call the length of the curve from some fixed place to $P$ by the name $s$ and the length $P Q$, $\delta s$, then $(\delta s)^{2}=(\delta x)^{2}+(\delta y)^{2}$ more and more nearly as $\delta x$ gets smaller, so that

$$
\frac{\delta s}{\delta x}=\sqrt{1+\left(\frac{\delta y}{\delta x}\right)^{2}}
$$

or rather, in the limit


Fig. 21.

$$
\frac{d s}{d x}=\sqrt{1+\left(\frac{d y}{d x}\right)^{2}} .
$$

To find $s$ then, we have only to integrate $\sqrt{1+\left(\frac{d y}{d x}\right)^{2}}$.
It is unfortunate that we are only supposed to know as yet $\int x^{n} . d x$, because this does not lend itsolf much to exercises on the lengths of curves.

Example. Find the length of the curve $y=a+b x$ ( $a$ straight line) betweon the limits $x=0$ and $x=c$.

$$
\begin{aligned}
& \text { Here } \frac{d y}{d x}=b \text { and } \frac{d s}{d x}=\sqrt{1+\left(\frac{d y}{d x}\right)^{2}}=\sqrt{1+b^{2}}, \\
& \qquad \begin{aligned}
s & =\int_{0}^{c} \frac{d s}{\overline{d x}} \cdot d x=\int_{0}^{c} \sqrt{1+b^{2}} \cdot d x=\left[\begin{array}{l}
c \\
x \\
0 \\
0
\end{array}\right]+b^{2} \\
& =c \sqrt{1+b^{2}}
\end{aligned}
\end{aligned}
$$

Exercise. There is a curve whose slope is $\sqrt{a^{2} x^{n}-1}$, find an expression for its length. Answer: $s=\frac{2 a}{n+2} x^{(n+2 / 2}$.

Other exercises on lengths of curves will be given later.


Fig. 22.
of Revolution. When the curve $A P B$ revolving about the axis $O X$ describes a surface of revolution, we have scen that the volume between the ends $A C A^{\prime}$ and $B D B^{\prime}$ is the integral of $\pi y^{2}$ with regard to $x$ between the limits $O C$ and $O D$.

Again the elementary orea of the surface is what is traced out by the elementary length $P Q$ or $\delta s$ and is in the limit $2 \pi y . d s$. Hence we have to integrate $\int_{O C}^{o D} 2 \pi y \cdot \frac{d s}{d x} \cdot d x$, and as the law of the curve is known, $y \cdot \frac{d s}{d x}$ or $y \sqrt{1+\left(\frac{d y}{d x}\right)^{2}}$ can be expressed in terms of $x$.

Example. The line $y=a+b x$ revolves about the axis of $x$; find the surface of the cone between the limits $x=0$ and $x=c$.

$$
\begin{aligned}
& \frac{d y}{d x}=b, \text { so that the area is } 2 \pi \int_{0}^{c} y \sqrt{1+\left(\frac{d y}{d x}\right)^{2}} \cdot d x \\
& =2 \pi \sqrt{1+b^{2}} \int_{0}^{c}(a+b x) d x=2 \pi \sqrt{1+b^{s}}\left[\begin{array}{l}
c \\
0 \\
0
\end{array} d x+\frac{1}{2} b x^{2}\right] \\
& =2 \pi \sqrt{1+b^{2}}\left(a c+\frac{1}{2} b c^{2}\right) .
\end{aligned}
$$

The problem of finding the area of a spherical surface is here given in small printing because the beginner is supposed to know only how to differentiate $x^{n}$ and this problem requires him to know that the differential coefficient of $y^{2}$
with regard to $x$ is the differential coofficient with regard to $y$ multiplied by $\frac{d y}{d x}$, or $2 y \cdot \frac{d y}{d x}$. As a matter of fact this is not a real difficulty to a thinking student. The student can however find the area in the following way. Let $V$ be the volume of the sphere of radius $r, V=\frac{4 \pi}{3} r^{3}$, Art. 46. Let $V+\delta V$ be the volume of a sphere of radius $r+\delta r$, then

$$
\delta V=\delta r \cdot \frac{d V}{d r}=\delta r\left(4 \pi r^{2}\right)
$$

which is only true when $\delta r$ is supposed to be smaller and smaller without limit. Now if $S$ is the surface of the spherical shell of thickness $\delta r$, its volume is $\delta r . S$. Hence $\delta r . S=\delta r .4 \pi r^{2}$ and hence the area of a sphere is $4 \pi r^{2}$.

Example. Find the arca of the surface of a sphere. That is, imagine the quadrant of a circle $A B$ of radius $a$, fig. 23 , to


Fig. 23.
revolve about $O X$ and take double the area generated. We have as the area, $4 \pi \int_{0}^{a} y \sqrt{1+\left(\frac{d y}{d x}\right)^{2}} d x$.

In the circle

$$
\begin{aligned}
& x^{2}+y^{2}=a^{2} \text {, or } y=\sqrt{a^{2}-x^{2}}, \\
& 2 x+2 y \cdot \frac{d y}{d x}=0 \text {, or } \frac{d y}{d x}=-\frac{x}{y} .
\end{aligned}
$$

Hence as $\quad 1+\left(\frac{d y}{d x}\right)^{2}=1+\frac{x^{2}}{y^{2}}=\frac{a^{2}}{y^{2}}$,

$$
4 \pi \int_{0}^{a} y \sqrt{1+\left(\frac{d y}{d x}\right)^{2}} \cdot d x=4 \pi \int_{0}^{a} e_{0} d x=4 \pi\left[\begin{array}{c}
a \\
0
\end{array} a x\right]=4 \pi u^{2} .
$$

49. If cach elementary portion $\delta s$ of the length of a curve be multiplied by $x$ its distance from a plane (if tho curve is all in one plane, $x$ may be the distance to a line in the plane) and the sum be divided by the whole length of the curve, we get the $\bar{x}$ of the centre of the curve, or as it is sometimes called, the centre of gravity of the curve. Observe that the centre of gravity of an area is not necessarily the same as the centre of gravity of the curved boundary.

## Guldinus's Theorems. I. Volume of a Ring.



Fig. 24. $B C$, fig. 24 , is any plane area; if it revolves about an axis $0 O$ lying in its own plane it will generate a ring. The volume of this ring is equal to the area of $B C$ multiplied by the circumference of the circle passed through by the centre of arca of $B C^{\circ}$.

Imagine an exceedingly small portion of the area $a$ at a place $P$ at the distance $r$ from the axis, the volume of the elementary ring generated by this is $\alpha .2 \pi r$. and the volume of the whole ring is the sum of all such terms or $V=2 \pi \Sigma a r$. But $\Sigma(r=\bar{r} A$, if $A$ is the whole area of $B C$. The student must put this in words for himselt; $\bar{r}$ means the $r$ of the centre of the area. Hence $V=2 \pi \bar{r} \times A$ and this proves the proposition.
II. Area of a Ring. The area of the ring surface is the length of the Perimeter or boundary of $B C$ multiplied by the circumference of the circle passed through by the centre of gravity of the boundary.

Imagine a very short length of the boundary, say $\delta s$, at
the distance $r$ from the axis; this generates a strip of area of the amount $\delta s \times 2 \pi r$. Hence the whole area is $2 \pi \Sigma \delta s . r$. But $\sum \delta s . r=\bar{r} \times s$ if $\bar{r}$ is the distance of the centre of gravity of the boundary from the axis and $s$ is the whole length of the boundary. Hence the whole area of the ring is $2 \pi \bar{r} \times s$.

Example. Find the area of an anchor ring whoso section is a circle of radius $a$, the centre of this circle being at the distance $R$ from the axis. Answer:- the perimeter of the section is $2 \pi a$ and the circumference of the circle described by its centre is $2 \pi R$, hence the area is $4 \pi^{2} a R$.

Exercise. Find the volume and area of the rim of a flywheel, its mean radius being 10 feet, its section boing a square whose side is 13 feet. Answer:

Volume $=(13)^{2} \times 2 \pi \times 10 ;$ Area $=4 \times 13 \times 2 \pi \times 10$.
50. If every iittle portion of a mass be multiplied by the square of its distance from an axis, the sum is called the moment of inertia of the whole mass about the axis.

It is easy to prove that the moment of inertia about any axis is equal to the moment of inertia about a parallel axis through the centre of gravity together with the whole mass multiplied by the square of the distance between the two axes. Thus, let the plane of the paper be at right angles to the axes. Let there be a little mass $m$ at $P$ in the plane of the paper. Let $O$ be the axis through the centre of gravity and $O^{\prime}$ be the other axis. We want the sum of all such terms as $m \cdot\left(O^{\prime} P\right)^{2}$.

Now $\left(O^{\prime} P\right)^{3}=\left(O^{\prime} O\right)^{2}+O P^{y}+2 . O O^{\prime} . O Q$, where $Q$ is the foot of a perpendicular from $P$ upon $O 0^{\prime}$, the plane containing the two axes. Then calling $\Sigma m .\left(O^{\prime} P\right)^{2}$ by the name $I$, calling $\Sigma m . O P^{2}$ by the name $I_{0}$, the moment of inertia about the axis $O$ through the centre of gravity of the whole mass, then, $I=\left(O^{\prime} O\right)^{2} \Sigma m+I_{0}+2 . O O^{\prime} . \Sigma m . O Q$.


Fig. 25.
But $\mathrm{Em} .0 Q$ means that each purtion of mass $m$ is multiplicd by its distance from a plane at right angles to the paper through
the centre of gravity, and this must be 0 by Art. 45. So that the proposition is proved. Or letting $\check{\Sigma} m$ be called $M$ the whole mass

$$
\mathrm{I}=\mathrm{I}_{0}+\mathbf{M} \cdot\left(\mathrm{O}^{\prime} \mathrm{O}^{2}\right)^{2}
$$

Find the moment of inertia of a circular cylinder of


Fig. 26. length $l$ about its axis. Let fig. 26 be a section, the axis being 00 . Consider an elementary ring shown in section at $T Q P R$ of inside radius $r$, its outside radius being $r+\delta r$. Its sectional area is $l . \delta r$ so that the volume of the ring is $2 \pi r . l . \delta r$ and its mass is $m 2 \pi r l . \delta r$. Its moment of inertia about $O O$ is $2 \pi m l . r^{3} . d r$ and this must be integrated between the limits $r=R$ the outside radius and $r=0$ to give the moment of inertia of the whole cylinder. The answer is $I_{0}=\frac{1}{2} \pi m l R^{4}$. The whole mass $M=m l \pi R^{2}$. So that $I_{0}=\frac{M R^{2}}{2}$. If we define the radius of gyration as $k$, which is such that $M k^{2}=I_{0}$, we have here $l^{2}=\frac{1}{2} l^{2}$ or $k=\frac{1}{\sqrt{2}} R$.


Fig. 27.

The moment of inertia about the axis $N S$ is

$$
I=I_{0}+M \cdot R^{2}=\frac{3}{2} M R^{2},
$$

so that the radius of gyration about $N S$ is $R \sqrt{\frac{3}{2}}$.

Moment of incrtia of a circle about its centre. Fig. 27. Consider the ring of area between the circles of radii $r$ and $r+\delta r$, its area is $2 \pi r . \delta r$, more and more nearly as $\delta r$ is smaller and smaller. Its moment of inertia is $2 \pi r^{3}$. $d r$ and the integral of this between 0 and $R$ is $\frac{1}{2} \pi R^{4}$ where $R$ is the radius of the circle. The square of the radius of gyration is $\frac{1}{2} \pi R^{4} \div$ the area $=\frac{R^{2}}{2}$

At any point 0 in an area, fig. 98 , draw two lines $O X$ and $O Y$ at right angles to one another. Let an elementary area $a$ be at a distance $x$ from one of the lines and at a distance $y$ from the other and at a distance $r$ from O. Observe that $a x^{2}+a y^{2}=a r^{2}$, so that if the moments of inertia of the whole area about the two lines be added together the sum is the moment of inertia about the point 0 . Hence the moment of


Fis. 28. inertia of a circle about a diameter is half the above, or $\frac{1}{4} \pi R^{4}$. The square of its radius of gyration is $\frac{1}{4} R^{3}$.

The moment of inertia of an ellipse about a principal diameter $A O A$. Let $O A=a, O B=b$.


Fig. 29.
The moment of inertia of cach strip of length $S^{\prime} T^{\prime}$ is $\frac{a}{b}$ times the monent of inertia of each strip $P Q$ of the circle, because it is at the same distance from $A O A$ and $\frac{M P}{M \bar{Q}}=\frac{a}{b}$. This is a property of ellipse and circle well known to all engineers. But the moment of inertia of the circle of radius $b$ about $A O A$ is $\frac{j}{} \pi b$, so that the moment of inertia of the ellipse about $A O A$ is $\frac{1}{4} \pi b^{3} a$. Similarly its moment of inertia about $B O B$ is $\frac{1}{1} \pi \sigma^{3} b$.

The above is a mathematical device requiring thought, not practical enough perhaps for the engincer's every-day work; it is given bccause we have not yet reached the inte-
gral which is needed in the straightforward working. The integral is evidently this. The arca of the strip of length $S T$ and breadth $\delta y$ is $2 x . \delta y$, the equation to the cllipse being $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$, so that $x=\frac{a}{b} \sqrt{b^{2}-y^{2}}$.

Then $2 \int_{0}^{b} y^{2} .2 x$. $d y$ or $4 \frac{a}{b} \int_{0}^{b} y^{2} \sqrt{b^{2}-y^{2}} . d y=I$.
The student ought to return to this as an example in Chap. III.
51. Moment of Inertia of Rim of Fly-wheel. If the rim of a fly-wheel is like a hollow cylinder of broadth $l$, the inside and outside radii being $R_{1}$ and $R_{2}$, the moment of inertia is $2 \pi m l \int_{R_{1}}^{R_{2}} r^{3} . d r$ or $2 \pi m l\left[\begin{array}{l}R_{2} \\ R_{2} \\ R_{1}\end{array}\right]=\frac{1}{2} \pi m l\left(R_{2^{4}}{ }^{4}-R_{4}{ }^{4}\right)$. The mass is $\pi\left(R_{2}{ }^{2}-R_{1}{ }^{2}\right) l m=M$ say, so that $I=\frac{1}{2}\left(R_{2}{ }^{2}+R_{1}{ }^{2}\right) M$. The radius of gyration is $\sqrt{\frac{1}{2}}\left(R_{2}{ }^{2}+R_{1}{ }^{2}\right)$. It is usual to calculate the moment of inertia of the rim of a fly-wheel as if all its mass resided at the mean radius of the rim or $\frac{R_{2}+R_{1}}{2}$. The moment of inertia calculated in this way is to the true moment of insrtia as $\frac{\left(R_{2}+R_{1}\right)^{2}}{2\left(R_{2}^{2}+R_{1}^{2}\right)}$. Thus if $R_{2}=R+a, R_{1}=R-a$, the pretended $I$ divided by the true $I$ is $1 \div\left(1+\frac{a^{2}}{R^{2}}\right)$ and if $a$ is small, this is $1-\frac{a^{2}}{R^{2}}$ nearly. If the whole mass of a fly-whecl, including arms and central boss, be $M$, there is usually no very great error in assuming that its moment of inertia is $I=R^{2} M$.
52. A rod so thin that its thickness may be neglected is of length $l$, its mass being $m$ per unit length, what is its moment of inertia about an axis at right angles to it, through one end 0 ? Let $x$ be the distance of a point from one end. An elementary portion of length $\delta x$ of mass $m . \delta x$ has a moment of incrtia $x^{2} . m . d x$ and the integral of this from $x=0$ to $x=l$ is $\frac{1}{3} m l^{3}$, which is the answer. As $m l$


Fig. 30. is the whole mass, the square of the radius of gyration is $\frac{1}{3} l^{2}$. $\quad I_{0}$ the
moment of inertia about a parallel axis through the middle of the rod, at right angles to its length, is

$$
\frac{1}{3} m l^{3}-m l \cdot\left(\frac{l}{2}\right)^{2} \text { or } m l^{3}\left(\frac{1}{j}-\frac{1}{4}\right) \text { or } \frac{1}{12} m l^{3} .
$$

So that the square of this radius of gyration is $-_{12}^{1} l^{2}$.
We shall now see what error is involved in noglecting the thickness of a cylindric rod.

If $O O$ is an axis in the plane of the paper at right angles to the axis of a circular cylinder, through one end, and $O P$ is $x$ and $R$ is the radias of the cylinder, its length boing $l$; if $\rho$ is the mass of the cylinder per unit volume; the moment of inertia about $O O$ of the disc of radius $R$ and


Fig. 31. thickness $\delta x$ is $\pi R^{2} \rho \delta x, x^{2}+$ the moment of incrtia of the disc about its own diameter. Now we saw that the radius of gyration of a circle about its diameter was $\frac{R}{2}$, and the radius of gyration of the disc is evidently the same. Hence its moment of incrtia abont its diameter is $\frac{1}{l} n^{2} \pi R^{2}: \delta x$. $\rho$, or $\frac{1}{4} \pi \rho R^{4} . \delta x$. Hence the moment of inertia of the disc about $O$ is

$$
\pi l^{2} p\left(x^{2} \cdot \delta x+\frac{1}{4} R^{2} . d x\right) .
$$

If $O A$, the length of the rod, is $l$, we must integrate between 0 and $l$, and so we fincl

$$
I=\pi R^{2} \rho\left(\frac{l^{3}}{3}+\frac{1}{4} R^{p q}\right)
$$

The mass $m$ per unit length is $\pi R^{2} \rho$, so that

$$
\begin{gathered}
I=m\binom{l^{3}+\frac{1}{4} R^{2} l}{3}, \text { or } \frac{m l^{3}}{3}\left(1+\frac{3}{4} \frac{R^{3}}{l^{2}}\right), \\
I_{0}=m\left(\begin{array}{l}
l^{3}+\frac{1}{4} R^{3} l
\end{array}\right) .
\end{gathered}
$$

This is the moment of inertia abont an axis through the centre of gravity parallel to $O O$.
53. Example. Where is the Centre of Area of the parabolic segment shown in fig. 20? The whole area is

$$
\frac{2}{3} A C \times O B
$$

The centre of area is evidently in the axis.

The area of a strip $P S R$ is $2 y . \delta x$ and we musi integrate $2 x y$. $\delta x$. Now $y=a x^{\frac{1}{2}}$ where $a=A B \div O B^{\frac{1}{2}}$.

Hence $2 \int_{0}^{O B} x \frac{A B}{O B^{2}} x^{\frac{1}{2}} . d x=\frac{2}{3} A C . O B . \bar{x}$. The integral is $2 \overline{O B^{\frac{1}{2}}}\left[\begin{array}{l}O B \\ \frac{2}{5} \\ 0^{2}\end{array}\right]$ or $\frac{4}{\frac{4}{5}} A B \overline{B^{2}} O B^{\frac{5}{2}}$, so that $\frac{4}{5} A B \cdot O B^{2}=\frac{4}{3} A B \cdot O B \cdot \bar{x}$ or $\bar{x}=\frac{3}{5} O B$.

Find the centre of area of the segment of the symmetrical arca bounded by $\pm y=a x^{n}$ between $x=b$ and $x=c$.

We must divide the integral $2 \int_{b}^{c} x \cdot a x^{n} \cdot d x$ by the area $2 \int_{b}^{c} a x^{n} . d x$.

Or

$$
\begin{gathered}
2 u\binom{c^{n+2}-b^{n+2}}{n+2} \div 2 \cdot\left(\frac{c^{n+1}-b^{n+1}}{n+1}\right)=\bar{x}, \\
\bar{x}=\frac{c^{n+2}-b^{n+2}}{c^{n+1}-b^{n+1}} \cdot \frac{n+1}{n+2} .
\end{gathered}
$$

Many interesting cases may be taken. Observe that if the dimensions of the figure be given, as in fig. 20: thus if $A B$ and $P Q$ and $B Q$ are given, we may find the position of the centre of the area in terms of these magnitudes.


Fig. 32.

## 54. Moment of Inertia of a Rectangle.

The moment of inertia of a rectangle about the line 00
through its centre, parallel to one side. Let $A B=b$, $B C=d$.

Consider the strip of area between $O P=y$ and $O Q=y+\delta y$. Its area is $b . \delta y$ and its moment of inertia about $O O$ is $b \cdot y^{2} \cdot \delta y$, so that the moment of inertia of the whole rectangle is

This is the moment of inertia which is so important in calculations on beams.


Fig. 33.
55. Force of Gravity. A uniform spherical shell of attracting matter exercises no force upon a body inside it. On unit mass outside, it acts as if all its mass were gathered at its centre.

The earth then exercises a force upon unit mass at any point $P$ outside it which is inversely proportional to the square of $r$ the distance of $P$ from the centre. But if $P$ is inside the earth, the attraction there upon unit mass is the mass of the sphere iuside $P$ divided by the square of $r$.

1. If the earth were homogeneous. If $m$ is the mass per unit volume and $R$ is the radius of the earth, the attraction on any outside point is $\frac{4 \pi}{3} m R^{3} \div r^{2}$.

The attraction on any inside point is $\frac{\dot{4} \pi}{3} m m^{3} \div r^{2}$ or $\frac{4 \pi}{3} m r$. The attraction then at the surface being called 1 , at any outside point it is $R^{2} \div r^{2}$ and at any inside point it is $r \div R$. Students ought to illustrate this by a diagram.
2. If $m$ is greater towards the centre, say $n=a-b r$, then as the area of a shell of radius $r$ is $4 \pi r^{2}$, its mass is $4 \pi r^{2} . m$. $\delta r$, so that the whole mass of a sphere of radius $r$ is $4 \pi \int_{0}^{r} r^{2}(a-b r) d r$; or $\frac{4 \pi}{3} a r^{3}-\pi b r^{4}$. Hence on any inside point the attraction is $\frac{4 \pi}{3} a r-\pi b r^{2}$ and on any outside point it is $\left(\begin{array}{c}4 \pi \\ 3\end{array} a R^{3}-\pi b R^{4}\right) / r^{*}$.

Dividing the whole mass of the earth by its volume $\frac{4 \pi}{3} R^{3}$, we find its mean density to be $a-\frac{3}{4} b R$, and the ratio of its mean density to the density at the surface is

$$
(4 a-3 b R) /(4 a-4 b R) .
$$

## 56. Strength of thick Cylinders.

The first part of the following is one way of putting the well known theory of what goes on in a thin cylindric shell of a boiler. It prevents trouble with + and - signs afterwards, to imagine the fluid pressure to be greater outside than inside and the material to be in compression.

Consider the elementary thin cylinder of radius $r$ and of thickness $\varepsilon r$. Let the pressure


Fig. 34. inside be $p$ and outside $p+\delta p$ and let the crushing stress at right angles to the radii in the material be $q$. Consider the portion of a ring $P Q S R$ which is of unit length at right angles to the paper.

Radially we have $p+\delta p$ from outside acting on the area $R S$ or $(r+\delta r) \delta \theta$ if $Q O P=\delta \theta$, because the arc $R S$ is equal to radius multiplied by angle; and $p . r . \delta \theta$ from inside or

$$
(p+\delta p)(r+\delta r) \delta \theta-p r \cdot \delta \theta
$$

is on the whole the radial force from the outside more and more nearly as $\delta \theta$ is smaller and smaller. This is balameed by two forces cach $q$. $\delta$ r inclined at the angle $\delta \theta$, and just as in page 163 if we draw a triangle, each of whose sides $C A$ and $A B$ is parallel to $q \cdot \delta r$, the angle $B A C$ being $\delta \theta$, and $B C$ representing the radial force, we see that this radial force is $q . \delta r . \delta \theta$, and this expression is more and more nearly true as $\delta \theta$ is smaller and smaller. Hence

$$
(p+\delta p)(r+\delta r) \delta \theta-p r . \delta \theta=q \cdot \delta r \cdot \delta \theta
$$

or

$$
p . \delta r+r . \delta p+\delta p . \delta r=q . \delta r
$$

or rather

$$
p+r \frac{d p}{d r}=q \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots(1)
$$

since the term $\delta p$ is 0 in the limit.
When material is subjected to cuushing stresses $p$ and $q$ in two directions at right angles to one another in the plane of the paper, the dimensions at right angles to the paper elongate by an amount which is proportional to $p+q$.

We must imagine the elongation to be independent of $r$ if a plane cross section is to remain a plane cross section, and this reasonable assumption we make. Hence (1) has to be combined with

$$
\begin{equation*}
p+q=2 A \tag{2}
\end{equation*}
$$

where $2 A$ is a constant.
Substituting the value of $q$ from (2) in (1) we have
or

$$
\begin{gathered}
p+r \frac{d p}{d r}=2 A-p \\
\frac{d p}{d r}=\frac{2 A}{r}-\frac{2 p}{r}
\end{gathered}
$$

Now it will be found on trial that this is satisfied by

$$
\begin{equation*}
p=A+\frac{B}{r^{2}} \tag{3}
\end{equation*}
$$

and hence from (2),

$$
\begin{equation*}
q=A-\frac{B}{r^{2}} \tag{4}
\end{equation*}
$$

To find these constants $A$ and $B$. In the case of a gun or hydraulic press, subjected to pressure $p_{0}$ inside where $r=r_{0}$ and pressure 0 outside where $r=r_{1}$. Inscrting these values of $p$ in (3) we have

$$
\begin{aligned}
p_{0} & =A+\frac{B}{r_{0}^{2}} \\
0 & =A+\frac{B}{r_{1}^{2}}
\end{aligned}
$$

so that

$$
\begin{gathered}
B=p_{1} \div\left(\frac{1}{r_{0}^{2}}-\frac{1}{r_{1}^{2}}\right)=p_{0} \frac{r_{0}^{2} r_{1}^{2}}{r_{1}^{2}-r_{0}^{2}} \\
A=-p_{0} \frac{r_{0}^{2}}{r_{1}^{2}-r_{0}^{2}}
\end{gathered}
$$

$$
\text { and } \quad-q=\frac{p_{0} r_{0}^{2}}{r_{1}^{2}-r_{0}^{2}}\left(1+\frac{r_{1}^{2}}{r^{2}}\right) \text {. }
$$

The compressive stress $-q$ may be called a tensile stress $f$.

$$
\begin{equation*}
f=p_{0} \frac{r_{0}{ }^{2}}{r_{1}^{2}-r_{0}^{2}} \cdot \frac{r_{1}^{2}+r^{2}}{r^{2}} . \tag{5}
\end{equation*}
$$

$f$ is greatest at $r=r_{0}$ and is then

$$
\begin{equation*}
f_{0}=p_{0} \frac{r_{0}^{2}+r_{0}^{2}}{r_{1}^{2}-r_{0}^{2}} \tag{6}
\end{equation*}
$$

This is the law of strength for a cylinder which is initially unstrained. Note that $p_{0}$ can never be equal to the tensile strength of the material. We see from (5) that as $r$ increases, $f$ diminishes in proportion to the inverse square of the radius, so that it is casy to show its value in a curve. Thus a student ought to take $r_{1}=1 \cdot 2, r_{0}=0 \cdot 8, p_{0}=1500 \mathrm{lb}$. per sq . inch, and graph $f$ from inside to outside. $f$ will be in the same units as $p$. (5) may be taken as giving the tensile stress in a thick cylinder to resist bursting pressure if it is initially unstrained. If when $p_{0}=0$ there are already strains in the material, the strains produced by ( 5 ) are algebraically added to those already existing at any place. Hence in casting a hydraulic press we chill it internally, and in making a gun, we build it of tubes, each of which squeczes those inside it, and we try to produce such initial compressive strain at $r=r_{0}$ and such initial tensile strain at $r=r_{1}$, that when the tensile strains due to $p_{0}$ come on the material and the cylinder is about to burst there shall be much the same strain in the material from $r_{0}$ to $r_{1} .{ }^{*}$

[^11]Thin cylinder. Take $r_{0}=R$ and $r_{1}=R+t$, where $t$ is very small compared with $R$,

$$
f_{0}=p_{0} \frac{2 R^{2}+2 R t+t^{2}}{2 R \bar{t}+t^{2}}=\frac{p_{0} R}{t}\left(1+\frac{t}{\bar{R}}+\frac{t^{2}}{2 \overline{R^{2}}}\right)_{i}^{i}\left(1+\frac{t}{2 \bar{R}}\right) .
$$



Fig. 36.
Now $\frac{t}{h}$ and $\frac{t^{2}}{2 h^{2}}$ and $\frac{t}{2 R}$ become all smaller and smaller as $t$ is thought to be smaller and smaller. We may take (7) as a formula to be used when the shell is exceedingly thin and (8) as a closer approximation, which is the

$$
\begin{aligned}
& f=\frac{p R}{t} \ldots \ldots \ldots \ldots(7), \\
& f=\frac{p R}{t}+\frac{p}{2} \ldots \ldots \ldots(8) .
\end{aligned}
$$

same as if we used the average radius in (7). In actual boiler and pipe work, there is so much uncertainty as to the proper value of $f$ for ultimate strength, that we may neglect the correction of the usual formula (7).
57. Gas Engine Indicator Diagram. It can be proved that when a perfect gas (whose law is $p v=R t$ for a pound of gas, $R$ being a constant and equal to $K-k$ the difference of the important specific heats; $\gamma$ is used to denote $K / k$ ) changes in its volume and pressure in any

[^12]way, the rate of reception of heat by it per unit change of volume, which we call $h$ (in work units) or $\frac{d H}{d v}$, is
or
\[

$$
\begin{align*}
& h=\frac{1}{\gamma-1} \frac{d}{d v}(p v)+p . .  \tag{1}\\
& h=\frac{1}{\gamma-1}\left\{v \frac{d p}{d v}+\gamma p\right\} . \tag{2}
\end{align*}
$$
\]

Students ought to note that this $\frac{d p}{d v}$ is a very different thing from $\left(\frac{d p}{d v}\right)$, because we may give to it any value we please.

We always assume Heat to be expressed in work units so as to avoid the unnecessary introduction of $J$ for Joule's equivalent.

Exercise 1. When gas expands according to the law $p v^{*}=c \ldots$ (3) a constant, find $h$.

$$
\begin{equation*}
\text { Answer: } h=\frac{\gamma-s}{\gamma-1} p . \tag{4}
\end{equation*}
$$

Evidently when $s=\gamma, h=0$, and hence we have $p v^{\gamma}=$ constant as the adiabatic law of expansion of a perfect gas. $\gamma$ is 1.41 for air and 137 for the stuff inside a gas or oil engine cylinder. When $s=1$, so that the law of expansion is $p v$ constant, we have the isothermal expansion of a gas, ani we notice that here $h=p$, or the rate of reception of heat energy is equal to the rate of the doing of mechanical energy. Notice that in any case where the law of change is given by (3), $h$ is exactly proportional to $p$. If $s$ is greater than $\gamma$ the stuff is having heat withdrawn from it.

If the equation (1) be integrated with regard to $v$ we have $H_{01}=\frac{1}{\gamma-1}\left(p_{1} v_{1}-p_{0} v_{0}\right)+W_{01} \ldots(5)$. Here $H_{61}$ is the heat given to a pound of perfect gas between the states $p_{0}, v_{0}, t_{0}$ and $p_{1}, v_{1}, t_{1}$, and $W_{01}$ is the work done by it in expanding from the first to the second state.

This expression may be put in other forms because wo have the connection $p v=R t \ldots$ (6). It is very useful in calculations upon gas engines. Thus, if the volume kecps
constant $W_{01}$ is 0 and the change of pressure due to ignition and the gift of a known amount of heat may be found. If the pressure keeps constant, $W_{\text {or }}$ is $p\left(v_{1}-v_{0}\right)$ and the change of volume due to the reception of heat is easily found.

Another useful expression is $\frac{d H}{d v}=l_{i} \frac{d t}{d v}+p \ldots(7)$ where $l$ is a constant, being the specific heat at constant volume. - Integrating this with regard to $v$ we find

$$
\begin{equation*}
H_{01}=k\left(t_{1}-t_{0}\right)+W_{01} \tag{8}
\end{equation*}
$$

This gives us exactly the same answer as the last method, and may at once be derived from (5) by (6). In this form one sees that if no work is done, the heat given is $k\left(t_{1}-t_{0}\right)$ and also that if there is no change of temperature the heat given is equal to the work douc.
58. Elasticity is defined as increase of stress $\div$ increase of strain. Thus, Young's modulus, of elasticity is tensile or compressive stress (or load per unit of cross section of a tie bar or strut) divided by the strain or fractional change of length. Modulus of rigidity or shearing elasticity is shear stress divided by shear strain. Volumetric clasticity $e$ is fluid stress or increase of pressure divided by the fractional diminution of volume produced. Thus if fluid at $p$ and $v$, changes to $p+\delta p, v+\delta v$ : then the volumetric stress is $\delta p$ and the volumetric compressive strain is $-\delta v / v$, so that by definition $e=-\delta p \div \frac{\delta v}{v}$, or $\epsilon=-v \frac{\delta p}{\delta v}$. The definition really assumes that the stress and strain are smaller and smaller without limit and hence $e=-v \frac{d p}{d v} \ldots$ (1).

Now observe that this may have any value whatsoever. Thus the elasticity at constant pressure is 0 . The elasticity at constant volume is $-\infty$. To find the elasticity at constant temperature, we must find $\left(\frac{d p}{d v}\right)$ : sce Art. 30. As $p v=R t, p=R t v^{-1}$. Here Rt is to be constant, so that.

$$
\left(\frac{d p}{d \bar{v}}\right)=-R t v^{-2} \text { and } \quad e=R t v^{-1}=p .
$$

It is convenient to write this $e_{t}$ and we see that $K_{t}$, the elasticity at constant temperature, is $p$. This was the value of the clasticity taken by Newton; by using it in his calculation of the velocity of sound he obtained an answer which was very different from the experimentally determined velocity of sound, because the temperature does not remain constant during quick changes of pressure.

Exercise. Find the elasticity of a perfect gas when the gas follows the law $p v^{\gamma}=c$, some constant. This is the adiabatic law which we found Art. 57, the law connecting $p$ and $v$ when there is no time for the stuff to lose or gain heat by conduction. $p=c v^{-\gamma}$, so that $\frac{d p}{d v}=-\gamma c v^{-\gamma-1}$, and

$$
e=+v \gamma c v^{-\gamma-1} \text { or } \gamma c v^{-\gamma} \text {, or } \gamma p .
$$

It is convenient to write this $e_{H}$, and we see that in a perfect gas $e_{H}=\gamma e_{t}$. When this value of the elasticity of air is taken in Newton's calculation, the answer agrees with the experimentally found velocity of sound.
59. Friction at a Flat Pivot. If we have a pivot of radius $R$ carrying a load $W$ and the load is uniformly distributed over the surface, the load per unit area is $w=W \div \pi R^{2}$. Let the angular velocity be $\alpha$ radians per second. On a ring of area between the radii $r$ and $r+\delta r$ the load is $w 2 \pi r$. $\delta r$, and the friction is $\mu w 2 \pi r$. $\delta r$, where $\mu$ is the coefficient of friction. The velocity is $v=\alpha r$, so that the work wasted per second in overcoming friction at this elementary area is $\mu 2 \pi w \alpha r^{2} . \delta r$, so that the total energy wasted per second is

$$
2 \pi w \alpha \mu \int_{0}^{R} r^{2} \cdot d r=\frac{2}{3} \pi w \alpha \mu R^{3}=\frac{2}{3} u \iota W R .
$$

On a collar of internal radius $R_{1}$ and external $R_{2}$ we have $2 \pi w \alpha \mu \int_{R_{1}}^{R_{2}} r^{2} . d r={ }_{3}^{2} \pi w \alpha \mu\left(R_{3}{ }^{3}-R_{1}{ }^{3}\right), W=\pi w\left(R_{2}{ }^{2}-R_{1}{ }^{3}\right)$ and hence, the energy wasted per second is $\frac{R_{1}}{3} \alpha \mu W \frac{R_{2}{ }^{3}-R_{1}{ }^{3}}{R_{2}{ }^{2}-R_{1}{ }^{2}}$.
60. Exercises in the Bending of Beams. When the Bending moment $M$ at a section of a beam is known, we can calculate the curvature there, if the beam was
straight when moaded, or the change of curvature if the unloaded beam was originally curved. This is usually written

$$
\frac{1}{r} \text { or } \frac{1}{r}-\frac{1}{r_{0}}=\frac{M}{E I} \text {, }
$$

where $I$ is the moment of inertia of the cross section about a line through its centre of gravity, perpendicular to the plane of bending, and $E$ is Young's modulus for the material. Thus, if the beam has a rectangular section of breadth $b$ and depth $d$, then $I=\frac{1}{12} b d^{3}$ (sce Art. 54); if the beam is circular in section, $I=\frac{\pi}{4} R^{\ddagger}$, if $R$ is the radius of the section (see Art. 50 ). If the beam is elliptic in section, $I=\frac{\pi}{4} a^{3} b$, if $a$ and $b$ are the radii of the section in and at right angles to the plano of bending (see Art. 50 ). $\dagger$

Curvature. The curvature of a circle is the reciprocal of its radius, and of any curve it is the curvature of the circle which best agrees with the curve. The curvature of a curve is also "the angular change (in radians) of the direction of the curve per unit length." Now draw a very flat curve, with -very little slope. Observe that the change in $\frac{d y}{d x}$ in going from a point $P$ to a point $Q$ is almost exactly a change of angle change in $\frac{d y}{d x}$ is really a change in the tangent of an angle, but when an angle is very small, the angle, its sine and its tangent are all equal ]. Hence, the increase in $\frac{d y}{d x}$ from $P$ to $Q$ divided by the length of the curve $P Q$ is the average curvature from $P$ to $Q$, and as $P Q$ is less and less we get more and more nearly the curvature at $P$. But the curve being very flat, the length of the arc $P Q$ is really $\delta x$, and the change in $\frac{d y}{d x}$ divided by $\delta x$, as $\delta x$ gets less and less, is the rate of change of $\frac{d y}{d x}$ with regard to $x$, and the symbol for this is $\frac{d^{2} y}{d x^{2}}$. Hence we may take $\frac{d^{2} y}{d x^{2}}$ as the curvature of a curve at any place, when its slope is everywhero small.

If the beam was not straight originally and if $y^{\prime}$ was its small deflection from straightnoss at any point, then $\frac{d^{2} y^{\prime}}{d x^{2}}$ was its original curvature. We may generalize the following work by using $\frac{d^{2}}{d x^{2}}\left(y-y^{\prime}\right)$ insteid of $\frac{d^{2} y}{d x^{2}}$ everywhere.

It is onsy to show, that a beam of uniform strength, that is a beam in which the maximnm stress $f$ (if compressive; positive, if tensile, negative), in every section is the same, hats the same curvature everywhere if its depth is constant.

If $d$ is the depth, the condition for constant strengtl is that $\frac{M}{I} \cdot \frac{1}{2} d= \pm f$ a constant. But $\frac{M}{l}=E \times$ curvature, hence curvature $= \pm \frac{2 f}{E \cdot d}$.

Exercise. In a beam of constant strength if $d=\frac{1}{a+b x}$.
Then $\frac{d^{2} y}{d x^{2}}=\frac{2 f}{j^{2}}\left(a+b w^{2}\right)$. Integrating we find

$$
\frac{E}{2 f} \cdot \frac{d y}{d x}=c+a x+\frac{1}{2} b x^{2}, \frac{E}{2 f} \cdot y=e+c x+\frac{1}{2} a x^{2}+\frac{1}{6} \cdot b x^{2}
$$

where $e$ and $c$ must be determined by some given condition. Thus if the beam is fixel at the end, where $x=0$, and $\frac{d y}{d x}=0$ there, and also $y=0$ therc, then $c=0$ and $e=0$.

In a beam originally straight we know now that, if $x$ is distance measured from any place along the beam to a section, and if $y$ is the deffection of the beam at the section, and $I$ is the moment of inertia of the section, then

$$
\begin{equation*}
\frac{\mathbf{d}^{2} \mathbf{y}}{\mathbf{d x}^{2}}=\frac{\mathbf{M I}}{\mathbf{E I}} \tag{1}
\end{equation*}
$$

where $M$ is the bending moment at the section, and $E$ is Young's modulus for the material.

We give to $\frac{d^{2} y}{d x^{2}}$ the sign which will make it positive if $M$ is positive. If $M$ would make a beam convex upwards and $y$ is measured downwards then (1) is correct. Again, (1) would be right if $M$ would make a beam concave upwards and $y$ is measured upwards.

Example $I$. Uniform beam of length 1 fixed at one end, loaded with weight $W$ at the other. Let $x$ be the distance of a section from the fixed end of the beam. Then $M=W(l-x)$, so that (1) becomes

$$
\begin{equation*}
\frac{E I}{W} \frac{d^{2} y}{d x^{2}}=l-x \tag{2}
\end{equation*}
$$



Fig. 37.
Integrating, we have, as $E$ and $I$ are constants,

$$
\frac{E I}{\bar{W}} \frac{d y}{d x}=l x-\frac{1}{2} x^{2}+c .
$$

From this we can calculate the slope everywhere.
To find $c$, we must know the slope at some one place. Now we know that there is no slope at the fixed end, and hence $\frac{d y}{d x}=0$ wherc $x=0$, hence $c=0$. Integrating again,

$$
\frac{E I}{W} y=\frac{1}{2} l x^{2}-\frac{1}{6} x^{3}+C
$$

To find $C$, we know that $y=0$ when $x=0$, and hence $C=0$, so that we have for the shape of the beam, that is, the equation giving us $y$ for any point of the beam,

$$
\begin{equation*}
y=\frac{W}{E I}\left(\frac{1}{2} l x^{2}-\frac{1}{6} x^{3}\right) . \tag{3}
\end{equation*}
$$

We usually want to know $y$ when $x=l$, and this value of $y$ is called $D$, the deflection of the beam, so that

$$
\begin{equation*}
D=\frac{W l^{3}}{3 E I} \tag{4}
\end{equation*}
$$

Example II. A beam of length $l$ loaded with $W$ at the middle and supported at the ends. Observe that if half of this beam in its loaded condition has a casting of P.
cement made round it so that it is rigidly held; the other half is simply a beam of length $\frac{1}{2} l$, fixed at one end and
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loaded at the other with $\frac{1}{2} W$, and, according to the last example, its deflection is

$$
\begin{equation*}
D=\frac{\frac{1}{2} W\left(\frac{1}{2} I\right)^{3}}{3 E I} \text { or } \frac{W l^{3}}{48 . E I} \tag{5}
\end{equation*}
$$

'The student ought to make a sketch to illustrate this method of solving the problem.

Example III. Beam fixed at one end with load $w$ per unit length spread over it uniformly.

The load on the part $P Q$ is $w \times P Q$ or $w(l-x)$.
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The resultant of the load acts at midway between $P$ and $Q$, so, multiplying by $\frac{1}{2}(l-x)$, we find $M$ at $P$, or

$$
\begin{equation*}
M=\frac{1}{2} w(l-x)^{2} \tag{6}
\end{equation*}
$$

Using this in (1), we have

$$
2 E I \frac{d^{2} y}{d x^{2}}=l^{2}-2 l x+x^{2}
$$

Integrating, we have

$$
\frac{2 E I}{w} \frac{d y}{d x}=l^{2} x-l x^{2}+\frac{1}{3} x^{2}+c
$$

This gives us the slope everywhere.

Now $\frac{d y}{d x}=0$ where $x=0$, because the beam is fixed there. Hence $c=0$.

Again integrating,

$$
\frac{2 E I}{w} y=\frac{1}{2} l^{2} x^{3}-\frac{1}{3} l x^{3}+\frac{1}{12} x^{4}+C,
$$

and as $y=0$ where $x=0, C=0$, and hence the shape of the beam is

$$
\begin{equation*}
y=\frac{w}{24 E I}\left(6 l^{2} x^{2}-4 l x^{3}+x^{4}\right) . \tag{7}
\end{equation*}
$$

$y$ is greatest at the end where $x=l$, so that the deflection is

$$
D=\frac{w}{24 E I} 3 l^{4} \text { or } D=\frac{1}{8} \frac{W l^{3}}{E I} \ldots \ldots \ldots \ldots(8),
$$

if $W=w l$, the whole load on the beam.
Example IV. Beam of length $l$ loaded uniformly with $w$ per unit longth, supported at the ends.

Each of the supporting forces is half the total load. The moment about $P$ of $\frac{1}{2} w l$, at the distance $P Q$, is against the hands of a watch, and I call this direction positive; the moment of the load


Fig. 40. $w\left(\frac{1}{2} l-x\right)$ at the average distance $\frac{1}{2} P Q$ is therefore negative, and hence the bending moment at $P$ is

$$
\frac{1}{2} w l\left(\frac{1}{2} l-x\right)-\frac{1}{2} w\left(\frac{1}{2} l-x\right)^{2}, \text { or } \frac{1}{8} w l^{2}-\frac{1}{2} w x^{2} \ldots(9),
$$

so that, from (1), EI $\frac{d^{2} y}{d x^{2}}=\frac{1}{8} w l^{2}-\frac{1}{2} w x^{2}$,
$y$ being the vertical height of the point $P$ chove the middle of the beam, see Art. 60. Integrating we have

$$
E I \frac{d y}{d x}=\frac{1}{8} w l^{2} x-\frac{1}{6} w x^{3}+c,
$$

a formula which enables us to find the slope everywhere.

$$
7-2
$$

$c$ is determined by our knowledge that $\frac{d y}{d x}=0$ where $x=0$, and hence $c=0$. Integrating again,

$$
E I y=\frac{1}{16} w l^{2} x^{2}-\frac{1}{24} w x^{4}+C,
$$

and $C=0$, because $y=0$, where $x=0$. Hence the shape of the beam is $y=\frac{w}{48 E I}\left(3 l^{2} x^{2}-2 x^{4}\right) \ldots(10), y$ is greatest where $x=\frac{1}{2} l$, and is what is usually called the deflection $D$ of the beam, or $D=\frac{5 W l^{3}}{384 E I}$ if $W=l w$ the total load.
61. Beams Fixed at the Ends. Torques applicd at the ends of a beam to fix them (that is, to keep the end scetions in vertical planes) are equal and opposite if the loading is symmetrical on the two sides of the centre of the beam. The torques being equal, the supporting forces are the same as before. Now if $m$ is the bending moment (positive if the beam tends to get concave upwards) which the loads and supporting forces would produce if the ends were not fiwed, the bending moment is now $m-c$ because the end torques $c$ are equal and opposite, and the supporting forces are unaltered by fixing.

Thus

$$
\frac{d^{2} y}{d x^{2}}=\frac{m-c}{E I} .
$$

If the beam is uniform and we integrate, we find

$$
\begin{equation*}
E I \cdot \frac{d y}{d x}=\int m \cdot d x-c x+\text { const. } \tag{2}
\end{equation*}
$$

Take $x$ as measured from one end. We have the two conditions : $\frac{d y}{d x}=0$ where $x=0$, and $\frac{d y}{d x}=0$ where $x=l$, if $l$ is the length of the beam. Hence if we subtract the value of (2) when $x=0$ from what it is when $x=l$, we have

$$
0=\int_{0}^{l} m \cdot d x-c l, \text { or } c=\frac{1}{l} \int_{0}^{l} m \cdot d x,
$$

that is, $c$ is the average value of $m$ all over the beam. The rule is then (for symmetric loads):-Draw the diagram of bending moment $m$ as if the beam were merely supported
at the ends. Find the average height of the diagram and lower the curved outline of the diagram by that amount. The resulting diagram, which will be negative at the ends, is the true diagram of bending moment. The beam is concave upwards where the bending moment is positive, and it is convex upwards where the bending moment is negative, and there are points of inflexion, or places of no curvature, where there is no bending moment.

Example. Thus it is well known that if a beam of length $l$ is supported at the ends and loaded in the middle with a load $W$, the bending moment is $\frac{1}{4} W l$ at the middle and is 0 at the ends, the diagram being formed of two straight lines. The student is supposed to draw this diagram (see also Example II.). The average height of it is half the middle height or $\frac{1}{8} W l$, and this is $c$ the torque which must be applied at cach end to fix it if the ends are fixed. The whole diagram being lowered by this amount it is evident that the true bending moment of such a beam if its ends are fixed, is $\frac{1}{8} W l$ at the middle, 0 half-way to each end from the middle so that there are points of inflexion there, and $-\frac{1}{8} W l$ at cach cond. A rectangular beam or a beam of rolled girder section, or any other section symmetrical above and below the neutral line, is equally ready to break at the ends or at the middle.

Example. A uniform beam loaded uniformly with load $w$ per unit length, supported at the ends; the diagram for $m$ is a parabola (see Example $I V$., where $M=\frac{1}{8} w l^{2}-\frac{1}{2} w x^{2}$ ); the greatest value of $n$ is at the middle and it is $\frac{1}{8} w l^{2} ; m$ is 0 at the ends. Now the average value of $m$ is $\frac{2}{3}$ of its middle value (see Art. 43, area of a parabola). Hence $c=\frac{1}{12} w l^{2}$. This average value of $m$ is to be subtracted from every value and we have the valuc of the real bending moment everywhere for a beam fixed at the ends.

Hence in such a beam fixed at the ends the bending moment in the middle is $\frac{1}{34} w l^{2}$, at the ends $-\frac{1}{12} w l^{2}$, and the diagram is parabolic, being in fact the diagram for a beam supported at the ends, lowered by the amount $\frac{1}{12} w l^{2}$ everywhere. The points of inflexion are ncarer the ends than in the last casc. The beam is most likely to break at the ends.

Students ought to make diagrams for various examples of
symmetrical loading. Find $m$ by the ordinary graphical method and lower the diagram by its average height.

When the beam symmetrically loaded and fixed at the ends is not uniform in section, the integral of ( 1 ) is

$$
\begin{equation*}
E^{\frac{d y}{d x}}=\int \frac{m}{I} d x-c \int \frac{d x}{I} . \tag{3}
\end{equation*}
$$

and as before this is 0 between the limits 0 and $l$, and hence to find $c$ it is necessary to draw a diagram showing the value of $\frac{m}{I}$ everywhere and to find its area. Divide this by the area of a diagram which shows the value of $\frac{1}{I}$ everywhere, or the average height of the $M / I$ diagram is to be divided by the average height of the $1 / I$ diagram and we have $c$. Subtract this value of $c$ from every value of $m$, and we have the true diagram of bending moment of the beam. Graphical exercises are much more varied and interesting than algebraic ones, as it is so easy, graphically, to draw diagrams of $m$ when the loading is known.

The solution just given is applicable to a beam of which the $I$ of every cross section is settled beforehand in any arbitrary manner, so long as $I$ and the loading are symmetrical on the two sides of the middle. Let us give to $I$ such a value that the beam shall be of uniform strength everywhere; that is, that $\frac{M}{I} z=f_{c}$ or $f_{t} \ldots(4)$, where $z$ is the greatest distance of any point in the section from the neutral line on the compression or tension side and $f_{c}$ and $f_{t}$ are the constant maximum stresses in compression or tension to which the material is subjected in every section. Taking $f_{c}$ as numerically equal to $f_{t}$ and $z=\frac{1}{2} d$, where $d$ is the depth of the beam, (4) becomes $\frac{M}{I} d= \pm 2 f \ldots(5)$, the + sign being taken over parts of the beam where $M$ is positive, the - sign where $M$ is negative. As $\int_{0}^{l} \frac{M}{I} d x=0$, or, using (5),

$$
\begin{equation*}
\int \pm \frac{2 f}{d} d x=0 . \tag{6}
\end{equation*}
$$

the negative sign being taken from the ends of the beam to the points of inflexion, and the positive sign being taken between the two points of inflexion. We see then that to satisfy (6) we have only to solve the following problom. In the figure, EATUCGE is a diagram whose ordinates represent the values of $\frac{1}{d}$ or the reciprocal of the depth of the beam which may be arbitrarily fixed, care being taken, however, that $d$ is the same at points which are at the same distance from the centre. $E F G E$ is a diagram of the values of $m$ easily drawn when the loading is known. We are required to find a point $P$, such that the area of $E P T A=$ area
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of $P O O^{\prime} T$, where $O$ is in the middle of the bean. When found, this point $P$ is a point of inflexion and $P R$ is what we have called $c$. That is, $m-P R$ is the real bending moment $M$ at every place, or the diagram $E F G$ must be lowered vertically till $R$ is at $P$ to obtain the diagram of $M$. Knowing $M$ and $d$ it is easy to find $I$ through (5).

It is evident that if such a beam of uniform strength is also of uniform depth, the points of inflexion are halfway between the middle and the fixed ends. Beams of uniform strength and depth are of the same curvature everywhere except that it suddenly changes sign at the points of inflexion.
61. In the most general way of loading, the bending moments required at the ends to fix them are different from one another, and if $m_{1}$ is the torque against the hands of a watch applied at the end $A$, and $m_{2}$ is the torque with the hands of a
watch at the end $B$, and if the bending moment in case the beam were merely supported is $m$ :-

Consider a weightless unloaded beam of the same length with the torques $m_{1}$ and $m_{2}$ applied to its ends; to keep it in equilibrium it is necessary to introduce equal and opposite supporting forces $P$ at the
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ends as shown in the figure. Then $P l+m_{2}=m_{1}$, the forces \&c. being as drawn in fig. 42 , so that $P=\frac{m_{1}-m_{2}}{l}$.

If then these torques $m_{2}$ and $m_{1}$ are exerted they must be balanced by the forces $P$ shown; that is, at $B$ a downward force must be exerted; this means that the beam at $B$ tends to rise, and hence the ordinary supporting force at $B$ must be diminished by amount $P$. At any place $C$ the bending moment will be $m$ (what it would be if the beam were merely supported at the ends) $-m_{2}-P, B C \ldots(1)$. If one does not care to think much, it is sufficient to say:-The beam was in equilibrium being loaded and merely supported at the ends; the bending moment at any place was $m$; we have introduced now a now set of forces which balance, the bending moment at $C$ due to these new forces is

$$
-\left(m_{2}+P . B C\right)
$$

So that the true bending moment at $C$ is $m-m_{2}-P$. $B C$.
Suppose $m_{2}=0$, then $P=\frac{m_{1}}{l}$, and the bending moment at $C$ is $m-\frac{m_{1}}{l} \cdot B C$ or $m-P \cdot B C$.
62. Beam fixed at the end $A$, merely supported at $B$ which is exactly on the same level as $A$. As $m_{2}=0$ and letting $B C=x$, we have the very case just mentioned, and

$$
\begin{equation*}
E I_{d \cdot x^{2}}^{d^{2} y}=m-P x \tag{2}
\end{equation*}
$$

We will first consider aniform beam uniformly loaded as in Example IV., Art. 60. It will be found that when $s$ is measured from the end of the beam, the bending moment $m=\frac{1}{2} w l x-\frac{1}{2} w x^{2}$, if the beam is merely supported at its ends and of the load per unit length. Hence (2) is

$$
\begin{align*}
& E \int_{d x^{2} y}^{d x^{2}}=\frac{1}{2} u d x-\frac{1}{2} u x^{2}-I^{2} x \ldots \ldots  \tag{3}\\
& E T \frac{d y}{d y}=\frac{1}{4} u x^{2}-\frac{1}{6} u x^{3}-\frac{1}{2} P x^{2}+c \tag{4}
\end{align*}
$$

We have also the condition that $\frac{d y}{d x}=0$ where $x=l \ldots(5)$, for $1 t$ is to be observed that we measure $x$ from the unfixed end.

Again integrating,

$$
E I y=\frac{1}{1} 2 v l x^{3}-\frac{1}{2} w x^{4}-\frac{1}{6} P x^{3}+c x \ldots \ldots \ldots \ldots \ldots(6) .
$$

We need not add a constant because $y$ is 0 when $x$ is 0 .
We also have $y=0$ when $x=l$. Using this condition and also (5) we find

$$
\begin{align*}
& 0=\frac{1}{12} w l^{3}-\frac{1}{2} P l^{2}+c .  \tag{7}\\
& 0=\frac{1}{24} w l^{4}-\frac{1}{b} P l^{3}+c l \tag{8}
\end{align*}
$$

and these enable us to determine $P$ and $c$.
Divide (8) by $l$ and subtract from ( 7 ) and we have

$$
0=\frac{1}{24} w l^{3}-\frac{1}{3} P l^{2} \text { or } P=\frac{1}{8} w l \text {, }
$$

$$
\text { hence from (7), } \quad 0=\frac{1}{12} v t^{3}-\frac{1}{15} u t^{3}+c, c=-\frac{1}{15} u t^{3} .
$$

We have the true bending moment,

$$
\frac{1}{2} w x_{x}-\frac{1}{2} u w^{2}-\frac{1}{5} m x,
$$

and (6) gives us the shape of the beam.
63. If the loading is of any kind whatsoever and if the section varies in any way a graphic method of integration must be used in working the above example. Now if the value of an ordinate $z$ which is a function of $x$ be shown on a curve, wo have no instrument which can be relied upon for showing in a new curve $\int z \cdot d x$, that is, the ordinate of the new curve representing the area of the $z$ curve up to that value of $x$ from any fixed ordinate. I have sometimes used squared paper and counted the number of the squares. I have sometimes used a planimeter to find the areas up to certain values of $x$, raised ordinates at those places representing the areas to scale, and drawn a curve by hand through the ten or twelve or more points so found. There are integratons to be bought; I have not cared to use any of them, and perhaps it is hardly fair to say that 1 do not believe in the accuracy of such of them as I have seen.

A cheap and accurate form of integrator would not only be very useful in the solution of graphical problems; it would, if it were used, give great aid in enabling men to understand the calculus.

Let us suppose that the student has some method of showing the value of $\int_{0}^{x} z . d x$ in a new curve; the lowing being of any kind whatsoever and $I$ varying, since

$$
M=m-P b=E I^{d^{2} y} d x^{2}
$$

we have on integrating,

$$
\begin{equation*}
E \frac{d y}{d x}=\int \frac{m}{I} d x-P \int \frac{x \cdot d x}{I}-c . \tag{9}
\end{equation*}
$$

We see that it is necessary to make a diagram whose ordinate everywhere is $\frac{m}{I}$ and we must integrate it. Let $\int_{0}^{r_{0}} \frac{m}{I} d x$ be called $\mu$; when $x=l, \mu$ becomes the whole area of the $\frac{m}{l}$ diagram and we will call this $\mu_{1}$.

It is also necessary to make at diagram whose ordinate everywhere is $\frac{x}{I}$ and integrate it. Let $\int_{0}^{x} \frac{x}{I} d x$ be called $X$. When $x=l, I$ hecomes the whole area of the $\frac{x}{I}$ diagram and wo will call this $Y_{1}$.

Then as in (9),

$$
\begin{align*}
\frac{d}{d x} & =0, \text { when } x=l, \\
0 & =\mu_{1}-I^{\prime} \cdot x_{1}+c . \tag{10}
\end{align*}
$$

Integrating (9) again, we have

$$
E_{y}=\int \mu \cdot d x-1 \int X \cdot d x+c x+C
$$

In this if we use $y=0$ when $x=0$, we shall find $\theta=0$, and again if $y=0$ when $x-l$, and if we use $\mathbf{M}_{1}$ and $\mathbf{X}_{1}$ as the total arcas of the $\mu$ and 1 curves we have

$$
\begin{equation*}
0=\mathbf{M}_{1}-P \cdot \mathbf{X}_{1}+c c^{*} \ldots \tag{11}
\end{equation*}
$$

from (10) and (11) $P$ 'and $o$ may be found, and of course $l$ ' enables us to state the bending moment everywhere. $-c$ is the slope when $x$ is 0 .

## 64. Crample. Beam of any changing section fixed

*Without using the letters $\mu, X, \mu_{1}, X_{1}$ \&c. the above investigation is:-

$$
\left[\begin{array}{cc}
x=2 & d y  \tag{10}\\
E=0 & d y \\
\bar{d} x
\end{array}\right]=-c=\int_{0}^{l} \frac{m}{I} d x-P \int_{0}^{l} \frac{x \cdot d x}{I} .
$$

Integrating again between the limits 0 and $l$ and recollecting that $y$ is the same at both limits

$$
\left[\begin{array}{c}
x=l  \tag{11}\\
x=0 \\
E=0
\end{array}\right]=0=\int_{0}^{l} \int_{0}^{l} \frac{m}{I} d x-l \int_{0}^{l} \int_{0}^{l} \frac{x \cdot d x}{I}+c l \ldots
$$

The integrations in (10) and (II) being performed, the unknowns $P$ and $c$ can be calculated; the true bending moment everywhere is what we started with,

$$
n-P x
$$

at the ends, any kind of loading. Measuring $x$ from one end where there is the fixinc couple $m_{2}$,

$$
\begin{align*}
& M=m-m_{2}-P x  \tag{1}\\
& E^{d^{2} y} \frac{m}{d x^{2}}=\frac{m}{I}-\frac{m_{2}}{I}-P^{\frac{\alpha}{I}} .  \tag{2}\\
& E^{c} \frac{d y}{d x}=\int \frac{m}{I} \cdot d x-m_{2} \int \frac{d x}{I}-P \int \frac{x \cdot d x}{I}+\text { const:unt } \tag{3}
\end{align*}
$$

Let $\mu=\int \frac{m}{I} \cdot \frac{d x}{}$ and $\mu_{1}$ the whole area of the $\frac{m}{I}$ curve; Let $Y=\int \frac{d x}{I}$ and $Y_{1}$ the whole area of the $\frac{1}{I}$ curve; Let $X=\int \frac{x \cdot d x}{I}$ and $X_{1}$ the whole arca of the $\frac{x}{I}$ curve; then

$$
\begin{equation*}
0=\mu_{1}-m_{2} Y_{1}-P X_{1} \tag{4}
\end{equation*}
$$

Again integrating

$$
y=\int \mu \cdot d x-m_{2} \int Y \cdot d x-P \int X \cdot d x+\text { const. }
$$

Calling the integrals from 0 to $l$ of the $\mu, Y$ and $X$ curves $\mathbf{M}_{1}, \mathbf{Y}_{1}$, and $\mathbf{X}_{1}$, we have

$$
\begin{equation*}
0=\mathbf{M}_{1}-m_{i} \mathbf{Y}_{1}-P \mathbf{X}_{1}{ }^{*} \tag{5}
\end{equation*}
$$

and as $m_{2}$ and $P$ are easily found from (4) and (5), (1) is known.

* We have used the symbols $\mu, X, Y, \mu_{1}, X_{1}, Y_{1}, \mathbf{M}, \mathbf{Y}, \mathbf{M}_{1}, X_{1}, Y_{1}$ fearing that students are still a litile unfamiliar with the symbols of the calculus; perhaps it would lave been better to put the investigation in its proper form and to ask the student to make himself familiar with the usual symbol instead of dragging in eleven fresh symbols.

After (3) above, write as follows;-

$$
\left[\begin{array}{cc}
\frac{l}{E} & \frac{d y}{d x}  \tag{4}\\
0
\end{array}\right]=0=\int_{0}^{l} \frac{m}{I} d x-m_{2} \int_{0}^{1} \frac{d x}{l}-P \int_{0}^{l} \frac{x}{l} \frac{x}{I}
$$

Again integrating between limits

$$
\left[\begin{array}{c}
x=l  \tag{5}\\
{[y=0} \\
y=0
\end{array}\right]=0=\int_{0}^{l} \int_{0}^{l} \frac{m}{I} d x-m_{2} \int_{0}^{l} \int_{0}^{l} \frac{d x}{I}-P \int_{0}^{l} \int_{0}^{l} \frac{x d x}{I}
$$

The integrations indicated in (4) and (5) being performed, the unknowns $m_{2}$ and $P$ can be calculated and used in (1). The student must settle for himself which is the better course to take; to use the formidable looking but really easily understood symbols of this note or to introduce the eleven letters whose meaning one is always forgetting. Sce also the previous note.
65. In Graphical work. Let $A C B$ (fig. 43) reprosent $m$, the bending moment, if the beam were merely supported at the ends; let $A D$ represent $m_{1}$ and let $B E$ represent $m_{2}$. Join $D E$. Then the difference between the ordinates of
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$A C B$ and of $\mathcal{A} D E B$ represents the actual bending moment; that is the vertical ordinates of tho space between the straight line $D E$ and the eurve $A F C G B$. It is negative from $A$ tu $H$ and from $I$ to $B$, and positive from $H$ to $I, \quad F$ and $G$ are points of inflcxion.
66. Useful Analogies in Beam Problems. If $w$ is the load per unit length


Fig 44. on a beam and $M$ is the bending moment at a section (positive when it tends to make the bean convex upwards*), $x$ being horizontal distance, to prove that

$$
\frac{\mathbf{d}^{2} \mathbf{M}}{\mathbf{d x ^ { 2 }}}=\mathbf{w} \ldots \ldots .(\mathrm{l})
$$

If at the section at $P$ fig. 44, whose distance to the right of some origin is $x$ there is a bending moment $M$ indicated by the two equal and opposite arrow heads and a shearing force $S$ as shown, being positive if the material to the right of the section is

* This convention is necessary only in the following generalization.
acted on by downward force, and if $P Q$ is $\delta x$ so that the load on this piece of beam between the sections at $P$ and $Q$ is $w . \delta x$; if the bending moment on the $Q$ section is $M+\delta M$ and the shearing force $S+\delta S$, then the forres acting on this piece of beam are shown in the figure and from their equilibrium we know that

$$
\begin{equation*}
\delta S=w \cdot \delta x \text { or } \frac{\mathbf{d S}}{\mathbf{d x}}=\mathbf{w} \tag{2}
\end{equation*}
$$

and taking moments about $Q$,

$$
\begin{gathered}
M+S \cdot \delta x+\frac{1}{2} w(\delta x)^{2}=M+\delta M \\
\frac{\delta M}{\delta x}=S+\frac{1}{2} w \cdot \delta x
\end{gathered}
$$

and in the limit as $\delta x$ is made smaller and smaller

$$
\frac{\mathrm{dM}}{\mathrm{dx}}=\mathbf{S} \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots(3),
$$

and hence (1) is true.
Now it is well known that in beams if $y$ is the deflection

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \mathrm{y}}{\mathrm{dx}} \mathrm{x}^{2}=\frac{\mathbf{M}}{\mathrm{mI}} \tag{4}
\end{equation*}
$$

If we have a diagram which shows at every place the value of $w$, called usually a diagram of loading, it is an exercise known to all students that we can draw at once by graphical statics a diagram showing the value of $M$ at every place to scale; that is we can solve (1) very easily graphically*. We can see from (4) that if we get a diagram showing $\frac{M}{E I}$ at every place, we can use exactly the same method (and we have exactly the same rule as to scale) to find the value of $y$; that is, to draw the shape of the beam. Many of these exercises ought to be worked by all engineers.

[^13]Example. In any beam whether supported at the ends or not: if $w$ is constant, integrating (1) we find

$$
\begin{equation*}
\frac{d M}{d x}=b+w x \text { and } M=a+b x+\frac{1}{2} w a^{2} \tag{5}
\end{equation*}
$$

In any problem we have data to determine $a$ and $b$.
Take the case of a uniform beam uniformly loaded and merely supported at the ends.

Measure $y$ upwards from the middle and $a$ from the middle. Then $M=0$ where $x=\frac{1}{2} l$ and $-\frac{1}{2} l$,
and

$$
\begin{aligned}
& 0=a+\frac{1}{2} b l+\frac{1}{8} w l^{2} \\
& 0=a-\frac{1}{2} b l+\frac{1}{8} w l^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \text { Hence } b=0, a=-\frac{1}{8} w l^{2} \text { and (5) becomes } \\
& M=-\frac{1}{8} w l^{2}+\frac{1}{2} w x^{2} \ldots \ldots \ldots \ldots \ldots . .(6),
\end{aligned}
$$

which is exactly what we used in Example IV. (Art. 60) where we afterwards divided $M$ by $E I$ and integrated twice to find $y$.

Let $i$ be $\frac{d y}{d x}$ or the slope of the beam.
Since $\quad \frac{d y}{d x}=i, \frac{d i}{d x}=\frac{M}{E I}, \frac{d M}{d x}=S, \frac{d S}{d x}=w$,
we have a succession of curves which may be obtained from knowing the shape of the beam $y$ by differentiation, or which may be obtained from knowing $w$, the loading of the beam, by integration. Knowing $w$ there is an easy graphical rule for finding $M / E I$, knowing $M / E I$ we have the same graphical rule for finding $y$. Some rules that are obviously true in the $w$ to $M / E I$ construction and need no mathematical proof, may at once bo used without mathematical proof in applying the analogous rule from $M / E I$ to $y$. Thus the area of the $M / E I$ curve between the ordinates $x_{1}$ and $x_{2}$ is the increase of $i$ from $x_{1}$ to $x_{2}$, and tangents to the curve showing the shape of the beam at $x_{1}$ and $x_{2}$ meet at a point which is vertically in a line with the centre of gravity of the portion of area of the $M / E I$ curve in question. Thus the whole area of the $M / E I$ curve in a span $H J$ is equal to the increase in $\frac{d y}{d x}$ from one end of the span to the other, and
the tangents to the beam at its ends $H, J$ meet in a point $P$ which is in the same vertical as the centre of gravity of the whole $M / E I$ curve. These two rules may be taken as the starting point for a complete treatment of the subject of beams by graphical methods.

If the vertical from this centre of gravity is at the horizontal distance $H G$ from $H$ and $G J$ from $J$, then $P$ is higher than $H$ by the amount $H G \times i_{H}$, the symbol $i_{H}$ being used to mean the slope at $H ; J$ is higher than $P$ by the amount $G J \times i$ at $J$. Hence $J$ is higher than $H$ by the amount

$$
I G \cdot i_{H}+G J \cdot i_{J},
$$

a relation which may be useful when conditions as to the relative heights of the supports are given, as in continuous beam problems.
67. Theorem of Three Moments. For some time, Railway Engineers, instead of using scparate girders for the spans of a bridge, fastened together contiguous ends to prevent thoir tilting up and so mado use of what are called continuous girders. It is easy to show that if we can be absolutely certain of the positions of the points of support, continuous girders are much cheaper than separate girders. Unfortunately a comparatively small settlement of one of the supports alters completely the condition of things. In many other parts of Applied Mechanics we have the same difficulty in deciding between cheapness with some uncertainty and a greater expense with certainty. Thus there is much greater uncertainty as to the nature of the forces acting at riveted joints than at hinged joints and therefore a structure with hinged joints is preferred to the other, although, if we could be absolutely certain of our conditions an equally strong riveted structure might be made which would be much cheaper.

Students interested in the theory of continuous girders will do well to read a paper published in the Proceedings of the Royal Society, 199, 1879, where they will find a graphical method of solving the most general problems.t I will take here as a good example of the use of the calculus, a uniform girder resting on supports at the same level, with a uniform
load distribution on each span. Let $A B C$ be the centre line of two spans, the girder originally straight, supported at $A, B$ and $C$. The distance from $A$ to $B$ is $l_{1}$ and from $B$ to $C$
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is $l_{2}$ and there are any kinds of loading in the two spans. Let $A, B$ and $C$ be the bending moments at $A, B$ and $C$ respectively, counted positive if the beam is concave upwards.

At the section at $P$ at the distance $x$ from $A$ let $m$ be what the bending moment would have been if the girder on each span were quite separate from the rest. We have already seen that by introducing couples $m_{2}$ and $m_{1}$ at $A$ and $B$ (tending to make the beam convex upwards at $A$ and $B$ ) we made the bending moment at $P$ really become what is given in Art. 61. Our $m_{2}=-A, m_{1}=-B$, and hence the bending moment at $P$ is

$$
\begin{equation*}
m+A+x \frac{B-A}{l_{1}}=E I_{d x^{2}}^{d^{2} y} \tag{1}
\end{equation*}
$$

where $m$ would be the bending moment if the beam were merely supported at the ends, and the supporting force at $A$ is lessened by the amount

$$
\begin{equation*}
\frac{A-B}{l_{1}} . . \tag{2}
\end{equation*}
$$

Assume $E I$ constant and integrate with regard to $x$ and we have

$$
\begin{equation*}
\int m \cdot d x+A x+\frac{1}{2} x^{x} \frac{B-A}{l_{1}}+c_{1}=E I \cdot \frac{d y}{d x} . \tag{3}
\end{equation*}
$$

Using the sign $\iint m \cdot d x . d x$ to mean the integration of the curve representing $\int m . d x$ we have

$$
\iint m \cdot d x \cdot d x+\frac{1}{2} A x^{2}+\frac{1}{6} x^{3} \frac{B-A}{l_{1}}+c_{1} x+e=E I \cdot y \ldots(4) .
$$

As $y$ is 0 when $x=0$ and it is evident that $\iint m . d x . d x=0$ when $x=0$, e is 0 . Again $y=0$ when $x=l_{1}$. Using tho symbol $\mu_{1}$ to indicate the sum $\iint m . d x . d x$ over the whole span,

$$
\begin{equation*}
\mu_{1}+\frac{1}{2} A l_{1}^{2}+\frac{1}{6} l_{1}{ }^{2}(B-A)+c_{1} l_{1}=0 . \tag{5}
\end{equation*}
$$

From (3) let us calculate the value of $E I \frac{d y}{d x}$ at the point $B$, and let us use the letter $a_{1}$ to mean the area of the $m$ curve over the span, or $\int_{0}^{i_{1}} m$. $d x$, so that $E I \frac{d y}{d x}$ at $B$ is

$$
\begin{equation*}
a_{1}+A l_{1}+\frac{1}{2} l_{1}(B-A)+c_{1} . \tag{6}
\end{equation*}
$$

But at any point $Q$ of the second span, if we had let $B Q=x$ we should have had the same equations as (1), (3) and (4) using the letters $B$ for $A$ and $C$ for $B$ and the constant $c_{a}$. Hence making this change in (3) and finding $E I \frac{d y}{d x}$ at the
point $B$ where $x=0$ we have (6) equal to $c_{2}$ or point $B$ where $a=0$, we have ( 6 ) equal to $c_{2}$ or

$$
\begin{equation*}
c_{2}-c_{1}=a_{1}+A l_{1}+\frac{1}{2} l_{1}(B-A) \tag{7}
\end{equation*}
$$

and instcad of (5) we have

$$
\mu_{2}+\frac{1}{2} B l_{2}^{2}+\frac{1}{6} l_{2}^{2}(C-B)+c_{2} l_{2}=0 \ldots \ldots(8)
$$

Subtracting (5) from (8) after dividing by $l_{1}$ and $l_{2}$ we have
$c_{2}-c_{1}=\frac{\mu_{1}}{l_{1}}-\frac{\mu_{2}}{l_{2}}+\frac{1}{2} A l_{1}-\frac{1}{2} B l_{2}+\frac{1}{6} l_{1}(B-A)-\frac{1}{6} l_{2}(C-B)$.
The equality of (7) and (9) is

$$
A l_{1}+2 B\left(l_{1}+l_{2}\right)+C l_{2}=6\left(\frac{\mu_{1}}{l_{1}}-a_{2}-\frac{\mu_{2}}{l_{2}}\right) \ldots(10)
$$

an equation connecting $A, B$ and $C$, the bending moments at three consecutive supports. If we have any number of supports and at the end ones we have the bending moments 0 because the girder is merely supported there, or if we have two conditions given which will enable us to find them in case the girder is fixed or partly fixed, note that by writing
down (10) for every three consecutive supports we have a sufficient number of equations to determine all the bending moments at the supports.

Example. Let the loads be $w_{1}$ and $w_{2}$ per unit length over two consecutive spans of lengths $l_{1}$ and $l_{3}$. Then

Hence

$$
\begin{array}{cc} 
& m=\frac{1}{2} w l x-\frac{1}{2} u x^{2}, \int m \cdot d x=\frac{1}{4} w l x^{2}-\frac{1}{6} w x^{3}, \\
\text { Hence } & a_{1}=\frac{w_{1}}{12} l_{1}^{3}, \text { and } \iint m \cdot d x \cdot d x=\frac{1}{12} w l_{1}^{3}-\frac{1}{24} w x^{4} . \\
\text { Hence } & \mu_{1}=\frac{1}{24} w_{1} l_{3}^{4}, \mu_{2}=\frac{1}{24} w l_{2}^{4} .
\end{array}
$$

or

$$
\frac{\mu_{2}}{l_{2}}+a_{1}-\frac{\mu_{1}}{l_{1}} \text { becomes } \frac{1}{24} w_{2} l_{2}^{3}+\frac{w_{1}}{12} l_{1}^{3}-\frac{1}{24} w_{1} l_{1}^{3},
$$

$$
\frac{1}{z_{4}}\left(w_{2} l_{2}^{3}+w_{1} l_{1}{ }^{3}\right),
$$

and hence the theorem becomes in this case

$$
A l_{1}+2 B\left(l_{1}+l_{2}\right)+C l_{2}+\frac{1}{4}\left(w_{2} l_{2}^{3}+w_{1} l_{1}{ }^{3}\right)=0 \ldots \ldots .(10) .
$$

If the spans are similar and similarly loaded then

$$
\begin{equation*}
A+4 B+C+\frac{1}{2} w l^{2}=0 \tag{11}
\end{equation*}
$$

Case 1. A uniform and uniformly loaded beam rests on three equidistant supports. Here $A=C=0$ and $B=-\frac{1}{8} w l^{2}$. $m=\frac{1}{2} w\left(l x-x^{2}\right)$, and hence the bending moment at a point $P$ distant $x$ from $A$ is

$$
\frac{1}{2} w\left(l x-x^{2}\right)+0-\frac{x}{l} \frac{1}{8} w l^{2} .
$$

The supporting force at $A$ is lessened from what it would be if the part of the beam $A B$ were distinct by the amount shewn in (2), ${ }^{A}-B$ or $\frac{1}{8} w l$. It would have been $\frac{1}{2}$ ell, so now it is really $\frac{3}{3} u l$ at cach of the end supports, and as the total load is $2 w l$, there remains $\frac{19}{8} w l$ for the middle support.

Case 2. A uniform and uniformly loaded beam rests on four equidistant supports, and the bending moments at these supports are $A, B, C, D$. Now $A=D=0$ and from symmetry $B=C$. Thus (11) gives us

$$
0+5 B+\frac{1}{2} w l^{2}=0 \text { or } B=C=-\frac{1}{10} w l^{2} .
$$

If the span $A B$ had been distinct, the first support would have had the load $\frac{1}{2} w l$, it now has $\frac{1}{2} w l-\frac{1}{\frac{1}{15} w l}$ or $\frac{-1}{1, j} w l$. The supporting force at $D$ is also $\frac{4}{10} w l$. The other two supports divide between them the remainder of the total load which is altogether $3 w l$ and so each reccives $\frac{11}{11} w l$. The supporting forces are the $\frac{4}{10} w l, \frac{11}{10} w l, \frac{11}{10} w l$ and $\frac{4}{10} w l$.
68. Shear Stress in Beams. Let the distance measured from any section of a beam, say at 0 , fig. 46 , to the section at $A$ be $x$, and let $O B=x+\delta x$. Let the bending moment at $C^{\prime} A C$ be $M$ and at $D^{\prime} B D$ be $M+\delta M$,

$O A B$ (fig. 46) and $A A$ (fig. 47) represent the neutral surface. We want to know the tangential or shear stress $f$ at $E$ on the plane OAC'. Now it is known that this is the same as the tangential stress in the direction $E F$ on the plane $E F$ which is at right angles to the paper and parallel to the neutral surface at $A B$. Consider the equilibrium of the piece of beam $E C D F F$, shown in fig. 47 as $E C E$, and shown magnified in fig. 48. We have indicated only the forces which are parallel to the neutral surface or at riglt angles to the sections. The totul pushing forces on $D F$ are greater than the total pushing forces on CE, the tangential forces on EF making up for the difference. We have only to state this mathematically and we have solved our problem.

At a place like $H$ in the plane $C A C^{\prime \prime}$ at a distance $y$ from the neutral surface the compressive stress is known to be $p=\frac{M}{I} y$, and if $b$ is the breadth of the section there, shown as $H H$ (fig. 47), the total pushing force on the area $E C E$ is

$$
P=\int_{A E}^{+A} b^{M} I y \cdot d y \text { or } P=\frac{M I}{I} \int_{A E}^{A t} b y \cdot d y \ldots \ldots(1)
$$

Observe that if $b$ varies, we must know it as a function of $y$ before we can integrate in (1). Suppose wo call this total pushing force on $E C$ by the name $P$, then the total pushing fore on $D F$ will be $P+\delta x \cdot \frac{d P}{d x}$. The tangential force on $E F$ is $f \times$ area of $E F$ or $f . \delta x . E E$, and hence

$$
\begin{equation*}
f \cdot \delta x \cdot E E=\delta x \cdot \frac{d P}{d x} \text { or } f=\frac{1}{E E} \cdot \frac{d P}{d x} \tag{2}
\end{equation*}
$$

Example. Beam of uniform rectangular section, of constant breadth $b$ and constant depth $d$. Then

$$
\begin{gather*}
P=\frac{12 M b}{b d^{3}} \int_{A F}^{3 d} y \cdot d y=\frac{12 M I}{d^{3}}\left[\begin{array}{c}
\frac{b}{2} y^{2} \\
\frac{2}{d E}
\end{array}\right], \\
P=\frac{6 M}{d^{3}}\left(\frac{1}{4} d^{2}-A E^{2}\right), \\
f=\frac{1}{b} \frac{6}{d^{3}}\left(\frac{1}{4} d^{2}-A E^{2}\right) \frac{d M}{d x} \cdots \tag{3}
\end{gather*}
$$

so that $f$ is known as soon as $M$ is known.
As to $M$, let us choose a case, say the case of a beam supported at the ends and loaded uniformly with $w \mathrm{lb}$. per unit length of the beam. We saw that in this casc, $x$ being distance from the middle

$$
M=\frac{1}{8} w l^{2}-\frac{1}{2} w x^{2} .
$$

Hence $\frac{d M}{d x}=-u x$, , so that (3) is

$$
\begin{equation*}
f=\frac{-6}{b d^{3}}\left(\frac{1}{4} d^{2}-A E^{3}\right) u \cdot x \tag{4}
\end{equation*}
$$

If we like we may now use the letter $y$ for the distance $A E$, and we see that at any point of this bean, $x$ inches measured horizontally from the middle, and $y$ inches above the nentral line the shear stress is

$$
\begin{equation*}
f=-\frac{6 w}{b d^{3}}\left(\frac{1}{4} d^{2}-y^{2}\right) x . \tag{5}
\end{equation*}
$$

The - sign means that the material below $E F$ acts on the material above $N F$ in the opposite sense to that of the arrow heads shown at $E F$, fig. 48 .

Observe that where $y=0$ the shear stress is greater than at any other point of the section, that is, at points in the neutral line. The shear stress is 0 at 0 . Again, the end sections of the beam have greatest shear. A student has much food for thought in this result (5). It is interesting to find the directions and amounts of the principal stresses at every point of the beam, that is, the interfaces at right angles to one another at any point, across which there is only compression or only tension without tangential stress.

We have been considering a rectangular section. The student ought to work exercises on other sections as soon as he is able to integrate by with regard to $y$ in (1) where $b$ is any function of $y$. He will notice that $\int_{A E}^{A C} b y . d y$ is equal to the area of $E H C H E$, fig. 47 , multiplied by the distance of its centre of gravity from $A A$.

Taking a flanged section the student will find that $f$ is small in the flanges and gets greater in the web. Even in a rectangular section $f$ became rapidly smaller further out from the nentral line, but now to obtain it we must divide by the breadth of the section and this breadth is comparatively so great in the flanges that there is practically no shearing there, the shear being confined to the web; whereas in the web itself $f$ does not vary very much. The student already knows that it is our usual custom to calculate the areas of the flanges or top and bottom booms of a girder as if they merely resisted compressive and tensile forces, and the web or the diagonal bracing as if it mercly resisted shearing. He will note that the shear in a section is great only where $\frac{d M}{d x}$ or rather $\frac{d}{d x}\left(\frac{M}{I}\right)$ is great. But inasmuch as in Art. 66 we saw that $\frac{d M}{d x}=S$, the total shearing force at the section, there is nothing very extraordinary in finding that the actual shear stress anywhere in the section depends upon $\frac{d M}{d x}$. In a uniformly loaded beam $\frac{d M}{d x}$ is greatest at the ends and gets less and less towards the middle and then changes sign, hence the bracing of a girder loaded mainly with its own weight is much slighter in the middle than at the ends.

Deflection of Beams. If is bening moment $M$ acts at a section of a beam, the part of length $\delta a$ gets the strain-energy $\frac{1}{2} \frac{M^{2} \cdot \delta, e}{E I}$, becuse $M . \delta x / E I$ is the angular change (seo Art. 26), and therefore the whole stran-energy in a beam due to bending moment is

$$
\begin{equation*}
\frac{1}{2 k} \int \frac{M^{2}}{I} \cdot d x \tag{6}
\end{equation*}
$$

If $f$ is a shear stress, the shear strain-encrgy per unit volume is $f^{2} / 2 N \ldots(7)$, and by adding we can therefore find its total amount for the whole beam.

By equating the strain-energy to the loads multiplicd by half the displicements produced by them we obtain interesting relations. Thus in the case of a boam of longth $l$, of rectangular section, fixed at one end and loaded at the other with a load $W$; at the distance $x$ from the end, $M=W_{x} x$ and the energy due to bending is

$$
\begin{equation*}
\frac{1}{2 E^{\prime}} \int_{0}^{2} \frac{W^{2} x^{2}}{I} \cdot d x=W^{2} l^{3} / 6 E I \tag{8}
\end{equation*}
$$

The above expression (5) gives for the shearing stress

$$
\begin{equation*}
f=\frac{1}{b} \frac{6}{d^{3}}\left(\frac{1}{4} d^{3}-y^{2}\right) W \tag{9}
\end{equation*}
$$

The shear strain-cnergy in the elementary volume $b . \delta x . \delta y$ is $b . \delta x \cdot \delta y \cdot f^{2} / 2 N$. Integrating this with regard to $y$ from $-\frac{1}{2} d$ to $+\frac{1}{2} d$ we find the energy in the slice between two sections to be

$$
3 W^{2} l . \delta x / 5 N b d
$$

so that the shear strain-energy in the beam is $3 W^{\prime 2} l / 5 N b d \ldots(10)$.
If now the load $W$ produces the deflection $z$ at the end of the beam the work done is $\frac{1}{2} \| z \ldots$ (11).

Equating (11) to the sum of (8) and (10) we fund

$$
\begin{equation*}
z=\frac{W l^{3}}{3 E I}+\frac{5}{5} \cdot \frac{W l}{N b d} . \tag{12}
\end{equation*}
$$

Note that the first part of this due to bending is the deffection as calculated in Art. 60, Example I. We believe that the other part due to shearing has never before been calculated.

If the deflection due to bending is $z_{1}$ and to shearing is $z_{2}$,

$$
z_{1} / z_{2}=10 \mathrm{Nl}^{2} / 3 E d^{2} .
$$

Taking $N=\frac{2}{3} E$ as being fairly correct, then $z_{1} / z_{2}=4 l^{2} / 3 d d^{2}$. If a beam is 10 inches deep, when its length is 86 inches the deflections due to bending and shear are equal; when its length is 86 inches, the deflection due to bending is 100 times that due to shear; when its length is 0.79 inch, the deflection due to bending is only $1 / 100$ th of that due to shear. Probably however our assumed laws of bending do not apply to so short a beam.
69. 'Springs which Bend. Let fig. 49 show the centre line of a spring fixed at $A$, loaded at $B$ with a small load $W$ in the direction shown. To find the amount of yiclding at $B$. The load and the defection are supposed to be very small. Consider the piece of spring


Hig. 49. bounded by cross sections at $P$ and $Q$. Let $l^{\prime} Q=\delta s$, the length of the spring between $B$ and $P$ being called $s$.

The bending moment at $P^{\prime}$ is $W$. PR or $W^{r} \cdot x$ if $x$ is the length of the perpendicular from $P$ upon the direction of $W$. Let $B R$ be called $y$. Consider first that part of the motion of $B$ which is due to the change of shape of $Q P$ alone; that is, imagine $A Q$ to be perfectly rigid and $P B$ a rigid pointer. The section at $Q$ being tixed, the section at $P$ gets an angular change equal to $\delta s \times$ the change of curvature there, or $\delta s \frac{M}{E I}$ or $\frac{\delta s . W x}{E I} \ldots(1)$, where $E$ is Young's modulus and $I$ is tho moment of inertia of the cross section. The motion of $B$ due to this is just the same as if $P B$ were a straight pointer; in fact the pointer $P B$ gets this angular motion and the motion of $B$ is this angle, multiplied by the straight distance $P P$ or

$$
\begin{equation*}
\underset{E I}{\delta s . W x} \cdot P B \tag{2}
\end{equation*}
$$

Now how much of $B$ 's motion is in the direction of $W$ ?
It is its whole motion $\times \frac{P R}{P B}$ or $\times \frac{A}{P B}$ and hence $B$ 's motion in the direction of $W$ is

$$
\begin{equation*}
\frac{\delta s \cdot W x^{2}}{K I} \tag{3}
\end{equation*}
$$

Similarly $B$ 's motion at right angles to the direction of $W$ is

$$
\begin{equation*}
\frac{\delta s . W \cdot x y}{E I} \tag{4}
\end{equation*}
$$

In the most general cases, it is easy to work out the integrals of (3) and (4) graphically.

We usually divide the whole length of the spring from $B$ to $A$ into a large number of equal parts so as to have all the values of $\delta s$ the same, and then we may say ( $s$ being the whole length of the spring) that we have to multiply $\frac{s . W}{E^{-}}$ upon the average values of $\frac{x^{2}}{\bar{I}}$ and $\frac{x y}{I}$ for each part. In a well made spring if $b$ is the breadth of a strip at right angles to the paper and $t$ its thickness so that $I=\frac{1}{12} b t^{3}$ we usually have the spring equally ready to break cverywhere or $6 W x$ $\frac{60 x}{b t^{-}}=f$, a constant. When this is the case (3) and (4) become

$$
\frac{2 f \cdot \delta s}{E^{\prime}} \cdot \frac{x}{t} \text { and } \frac{2 f \cdot \delta s}{E} \cdot \frac{y}{t} .
$$

And if the strip is constant in thickness, varying in breadth in proportion to $x$, then

$$
\frac{2 f \cdot \delta s}{E t} \cdot x \text { is (3) and } \frac{2 f \cdot \delta s}{E t} \cdot y \text { is (4). }
$$

If $\bar{x}$ and $\bar{y}$ are the $x$ and $y$ of the centre of gravity of the curve (see Art. 48)
$\underset{E t}{2 f s i \bar{x}}$ is the total yielding parallel to $W$,
$\frac{2 f s \cdot \bar{y}}{E t}$ is the total yielding at right angles to $W$.
70. Exercises. The curvature of a curve is

$$
\frac{1}{r}=\frac{d^{2} y}{d x^{2}} /\left\{1+\left(\frac{d y}{d x}\right)^{2}\right)^{\frac{2}{2}} \quad \text { (See Art. 224.) }
$$

When the equation to a curve is given it is casy to find
$\frac{d y}{d x}$ and $\frac{d^{2} y^{*}}{d x^{2}}$ and calculate $\frac{1}{r}$ where $r$ is the radius of curvature. This is mere exercise work and it is not necessary to prove beforehand that the formula for the curvature is correct.

1. Find the curvature of the parabola $y=u x^{2}$ at the point $x=0, y=0$.
2. The equation to the shape of a beam, loaded uniformly and supported at the ends is $y=\frac{w}{48 E I}\left(3 l^{2} x^{2}-2 x^{4}\right)$, see Art. 60, where the origin is at the middle of the beam ; $l$ is the whole length of the beam, $w$ is the load per unit length, $E$ is Young's modulus for the material and $I$ is the moment of inertia of the cross section. Take $l=200, w=5$, $E=29 \times 10^{6}, I=80$, find the curvature where $x=0$. Show that in this case $\left(\frac{d y}{d x}\right)^{2}$ may be neglected, in comparison with 1 , and that really the curvature is represented by $\frac{d^{2} y}{d_{y} y^{2}}$. Show that the bending moment of the above beam is $M=\frac{w}{8 E I}\left(l^{2}-4 x^{2}\right)$. Show that this is greatest at the middle of the beam.
3. Find the curvature of the curve $y=a \log x+b x+c$ at the point where $x=x_{1}$.
4. Force due to Pressure of Fluids. Exercise 1. Prove that if $p$, the pressure of a fluid, is constant, the resultant of all the pressure forces ou the plane area $A$ is $A p$ and acts through the centre of the area.
5. The pressure in a liquid at the depth $h$ being $w h$, where $w$ is the weight of unit volume, what is the total force due to pressure on any immersed plane area? Let $D E$ be the surface from which the depth $h$ is measured and where the


Fig. 50.
pressure is 0 . Let $B C$ be an edge view of the area; imagine its planc produced to cut the level surface of the liquid $D E$ in $D$. Let the angle $E D C$ be called $\alpha$. Let the distance $D P$ be called $x$ and let $D Q$ be called $x+\delta x$, and let the breadth of the area at right angles to the paper at $P$ be called $z$. On the strip of area $z . \delta x$ there is the pressure $w h$ if $h$ is $P H$ the depth of $P$, and $h=x \sin \alpha$, so that the pressure force on the strip is

$$
w x \cdot \sin \alpha \cdot z \cdot \delta x
$$

and the whole force is $F=w \sin \alpha \int_{D B}^{D C} x \cdot z, d x \ldots \ldots \ldots$ (1).
Also if this resultant acts at a point in the area at a distance $X$ from $D$, taking moments about $D$,

$$
\begin{equation*}
F X=w \sin \alpha \int_{D B}^{D C} x^{a} \cdot z \cdot d x . \tag{2}
\end{equation*}
$$

Observe in (1) that $\int_{D B}^{D C} x . z . d x=A \bar{x}$,
if $A$ is the whole area and $\bar{x}$ is the distance of its centre of gravity from $D$. Hence, the average pressure over the area is the pressure at the centre of gravity of the area.

Observe in (2) that $\int_{D B}^{D C} x^{2} z \cdot d x=I$ the moment of inertia of the area about $D$. Letting $I=k^{2} A$, where $k$ is called the radius of gyration of the area about $D$, we see that

$$
F=w \sin \alpha \cdot A \bar{x}, \quad F X=w \sin \alpha . A k^{2} .
$$

Hence $X=\frac{k^{a}}{\bar{x}} \ldots(3)$, the distance from $\mathbf{D}$ at which the resultant force acts.

Example. If $D B=0$ and the area is rectangular, of constant breadth $b$; then

$$
I=b \int_{0}^{D C} x^{2} \cdot d x=\frac{b}{3} D C^{3},
$$

and $A=b . D C$ so that $k^{2}=\frac{1}{3} D C^{2}$. Also $\bar{x}=\frac{1}{2} D C$. Hence $X=\frac{2}{3} D C$, that is, the resultant force acts at $\frac{2}{3}$ of the way
down the rectangle from $D$ to $C$ and the average pressure is the pressure at a point half way down.

It is an casily remembered relation that we find in (3). For if we have a compound pendulum, whose radius of gyration is $k$ and if $\bar{x}$ is the distance from the point of support to its centre of gravity and if $X$ is the distance to its point of percussion, we have the very same equation (3). Again, if $X$ is the length of the simple pendulum which oscillates in exactly the same time as the compound one, we have again this same relation (3). These are merely mathematical helps to the memory, for the three physical phenomena have no other relation to one another than a mathematical one.

## Whirling Fluid.

72. Suppose a mass of fluid to rotate like a rigid body about an axis with the angular velocity of a radians per second. Let $O O$ be the axis. Let $P$ be a particle weighing $w$ lbs. Let $O P=x$.

The centrifugal force in pounds of any mass is the mass multiplied by the square of its angular velocity, multiplied by $x$. Here the mass is $\frac{w}{g}$ and the centrifugal force is $\frac{w}{g} \alpha^{2} x$.
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Make $P R$ represent this to scale and let $P S$ represent $w$ the weight, to the same scale, then the resultant force, represented by $P T$, is easily found and the angle $R P T$ which $P T$ makes with the horizontal. Thus $\tan R P T=w \div \frac{w}{g} a^{2} x$ or $g \div \alpha^{2} x$, being independent of $w$; we can therefore apply our results to heterogeneous fluid. Now if $y$ is the distance of the point $P$ above some datum level, and we imagine a curve drawn through $P$ to which $P T^{\prime}$ is (at $P^{\prime}$ ) tangential, and if at
every point of the curve its direction (or the direction of its tangent) represents the direction of the resultant force; if such a curve were drawn its slope $\frac{d y}{d x}$ is evidently $-\frac{g}{\alpha^{2} x}$ and its equation is $\quad y=-\frac{a}{\alpha^{2}} \log x+$ constant
The constant depends upon the datum level from which $y$ is measured. This curve is called a line of force. Its direction at any place shows the direction of the total force there. We see that it is a logarithmic curve.

Level Surfaces. If there is a curve to which $P^{\prime} T$ is a
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normal at the point $I^{\prime}$, it is evident that its slope is positive and in fact

$$
\frac{d y}{d x}=\frac{\alpha^{2}}{g} x
$$

so that the curve is

$$
y=\frac{a^{2}}{2 g} x^{2}+\text { constant............(2), }
$$

the constant depending upon the datum level from which $y$ is measured. This is a parabola, and if it revolves about the axis we have a paraboloid of revolution. Any surface which is everywhere at right angles to the force at every point is called a level surface and we see that the level surfaces in this case are paraboloids of revolution. These level surfaces are sometimes called equi-potential surfaces. It is easy to prove that the pressure is constant everywhere in such a surface and that it is a surface of equal density, so that if mercury, oil, water and air are in a whirling vessel, their surfaces of separation are paraboloids of revolution.

The student ought to draw one of the lines of force and cut out a template of it in thin zinc, 00 being another edge. By sliding along $O 0$ he can draw many lines of Force. Now cut out a template for one of the parabolas and with it draw many level surfaces. The two sets of curves cut each other everywhere orthogonally. Fig. 52 shows the sort of result oltainable where $a a, b b, c c$ are the logarithmic lines of force and $A A, B B, C C$ are the level paraboloidal surfaces.
73. Motion of Fluid. If $A B$ is a stream tube, in the


Fig. 53.
vertical plane of the paper, consider the mass of fluid between sections at $P$ and $Q$ of length $\delta s$ feet along the stream, and cross-section $a$ square feet, where $a$ and $\delta s$ are in the limit supposed to be infinitely small. Let the pressure at $P$ be $p$ lbs. per square foot, the velocity $v$ feet per second, and let $P$ be at the vertical height $h$ feet above some datum level.

At $Q$ let these quantities be $p+\delta p, v+\delta v$ and $h+\delta h$. Let the fluid weigh $w$ lbs. per cubic foot.

Find the forces urging $P Q$ along the stroam, that is, forces parallel to the stream dircction at $P Q$.
$p a$ acts on one end $P$ in the direction of motion, and $(p+\delta p) a$ acts at $Q$ retarding the motion. The weight of the portion between $P$ and $Q$ is $a . \delta s . w$ and, as if on an inclined plane, its retarding component is

$$
\text { weight } \times \frac{\text { height of plane }}{\text { length of plane }} \text { or } u . \delta s . w \frac{\delta h}{\delta s} \text {. }
$$

Hence we have altogether, accelerating the motion from $l^{\prime}$ towards $Q$,

$$
p a-(p+\delta p) a-a \cdot \delta s \cdot w \cdot \frac{\delta h}{\delta s}
$$

But the mass is $\frac{a \cdot \delta s . w}{g}$, and $\frac{d v}{d t}$ is its acceleration, and we have merely to put the force equal to $\frac{a \cdot \delta s \cdot v}{g} \cdot \frac{d v}{d t}$. We have then, dividing by $a$,

$$
-\delta p-\delta s . w \frac{\delta h}{\delta s}=\frac{\delta s \cdot w}{g} \frac{d v}{d t}
$$

Now if $\delta t$ be the time taken by a particle in going from $P$ to $Q, v=\frac{\delta s}{\delta t}$ with greater and greater accuracy as $\delta s$ is shorter and shorter. Also, the acceleration $\frac{d v}{d t}$ is more and more nearly $\frac{\delta v}{\delta t}$. (It is more important to think this matter out carefully than the student may at first suppose.)

Hence if $\delta s$ is very small, $\delta s \cdot \frac{d v}{d t}=\frac{\delta s}{\delta t} \cdot \delta v=v . \delta v$, so that we have

$$
\begin{equation*}
\delta p+w . \delta h+\frac{w}{g} v . \delta v=0 \tag{1}
\end{equation*}
$$

or as we wish to accentuate the fact that this is more and more nearly true as $\delta s$ is smaller and smaller, we may write it as

$$
\begin{equation*}
\frac{d p}{w}+d h+\frac{v}{g} \cdot d v=0 . \tag{2}
\end{equation*}
$$

or integrating, $\quad h+\frac{v^{2}}{2 g}+\int \frac{d p}{w}=$ constant
We leave the sign of integration on the $\frac{d p}{w}$ because $w$ may vary. In a liquid where $w$ is constant,

$$
\begin{equation*}
h+\frac{v^{2}}{2 g}+\frac{p}{w}=\text { constant } \tag{3}
\end{equation*}
$$

74. In a gas, we have $w \propto p$ if the temperature could be kept constant, or we have the rule for adiabatic flow $w \propto p^{\frac{1}{\gamma}}$, where $\gamma$ is the well-known ratio of the specific heats. In either of these cases it is easy to find $\int \frac{d p}{w}$ and write out the law. This law is of universal use in all cases where viscosity may be neglected and is a great guide to the Hydraulic Engineer.

Thus in the case of adiabatic flow $w=c p^{\frac{1}{\gamma}}$, the integral of $\frac{d p}{w}$ is
$\int \frac{d p}{c p^{1 / \gamma}}$ or $\frac{1}{c} \int p^{-\frac{1}{\gamma}} \cdot d p$ or $\frac{1}{c} \frac{\gamma}{\gamma-1} p^{1-\frac{1}{\gamma}}$, and hence, if $s$ stand for $(\gamma-1) / \gamma$ we have

$$
\begin{equation*}
h+\frac{v^{2}}{2 g}+\frac{1}{c s} p^{s}=\text { constant } . \tag{4}
\end{equation*}
$$

In a great many problems, changes of level are insignificant and we

[^14]often use $v^{2}+\frac{2 g}{c s} p^{s}=$ constant......(4) for gases. Thus, if $p_{0}$ is the pressure and $w_{0}$ the weight of a cubic foot of gas inside a vessel at places where there is no velocity and if, outside an orifice, the pressure is $p$; the constant in $(t)$ is evidently $0+\frac{2 g}{c s} p_{0}{ }^{R}$, and hence, outside the surface, $v^{2}=\frac{2 g}{c s}\left(p_{0}{ }^{s}-p^{s}\right) \ldots . .(5)$, and as $c$ is $w_{0} \div p_{0}{ }^{\frac{1}{y}}$ it is easy to make all sorts of calculations on the quantity of gas flowing per second.

Observe that if $p$ is very little less than $p_{0}$, if we use the approximation $(1+a)^{n}=1+n a$, when $a$ is small, we find

$$
\begin{equation*}
v^{2}=\frac{2 g}{w_{0}}\left(p_{0}-p\right) \tag{6}
\end{equation*}
$$

a simple rule which it is well to remember in fan and windmill problems. In a Thomson Water Turbine the velocity of the rim of the wheel is the velocity due to half the total available pressure; so in an air turbine when there is no great difference of pressure, the velocity of the rim of the wheel is the velocity due to half the pressure difference.

Thus if $p_{0}$ of the supply is 7000 lbs. per square foot and if $p$ of the exhaust is 6800 lbs . per square foot and if we take $w_{0}=0.28 \mathrm{lb}$. per cubic foot, the velocity of the rim $V$ is, since the difference of pressure is 200 lbs . per square foot,

$$
\sqrt{\frac{2 g}{28}(100)}=151 \text { feet per second. }
$$

Returning to (5); neglecting friction, if there is an orifice of area $A$ to which the flow is guided so that the strearns of air are parallel, $\ell$ the volume flowing per second is $Q=v A$ and if the pressure is $p$, the weight of stuff flowing per second is

$$
W=v A w
$$

or since $w=c p^{\frac{1}{\gamma}}$, and $u_{0}=c_{p}{ }^{\frac{1}{\gamma}}$,

$$
W=v \cdot \boldsymbol{A} w_{0}\left(\frac{p}{p_{0}}\right)^{\frac{1}{\gamma}} .
$$

If the student will now substitute the value of $v$ from (5) and put $a$ for $p / p_{0}$ he will obtain

$$
\begin{equation*}
\left.W=A a^{\frac{1}{\gamma}} p_{0} \sqrt{\frac{2 g \gamma}{\gamma-1} \frac{w_{0}}{p_{0}}\left(1-a^{\gamma-1}\right.}\right) . \tag{7}
\end{equation*}
$$

Problem. Find $p$ the outside pressure so that for a given inside pressure there may be a maximum flow.

It is obvious that as $p$ is diminished more and more, $v$ the velocity increases more and more and so does $Q$. But a large $Q$ does not necessarily mean a large quantity of gas. We want IV to be large. When is $W$ a maximum? That is, what value of $a$ in (7) will make

$$
a^{\frac{2}{\gamma}}\left(1-a^{\frac{\gamma-1}{\gamma}}\right) \text { or } a^{\frac{2}{\gamma}}-a^{1+\frac{1}{\gamma}}
$$

a maximum? Differentiating with regard to $a$ and equating to 0

$$
\frac{2}{\gamma} a^{\frac{2}{\gamma}-1}-\left(1+\frac{1}{\gamma}\right) a^{\frac{1}{\gamma}}=0
$$

dividing by $a^{\frac{1}{\gamma}}$ we find $a=\binom{\gamma+1}{2^{-}}^{\frac{\gamma}{1-\gamma}}$.
Or

$$
p=p_{0}\left(\frac{2}{\gamma+1}\right)^{\frac{\gamma}{\gamma-1}} .
$$

In the case of air $\gamma=1.41$ and we find $p=52 \pi p_{0}$.
That is, there is a maximum quantity leaving the vessel per second when the outside pressure is a little greater than half the inside pressure.

Problem. When $p$ is indefinitely diminished what is $v$ ?

$$
\text { Answer : } c=\sqrt{\frac{2 q_{\gamma} p_{0}}{\gamma-1} w_{0}} \text {. }
$$

This is greater than the velocity of sound in the ratio $\sqrt{\frac{2}{\gamma-1}}$, being $2 \cdot 21$ for air. That is, the limiting velocity in the case of air is 2413 feet per second $\times \sqrt{\frac{t}{273}}$, where $t$ is the absolute temperature inside the vessel and there is a vacuum outside.

Students ought to work out as an example, the velocity of flow into the atmosphere.

Returning to equations (2) and (4), we assumed $h$ to be of little importance in many gascous problems of the mechanical engineer. But there are many physical problems in which it is necessary to take account of changes in level. For example if (2) is integrated on the assumption of constant temperature and we assume $v$ to keep constant, we find that $p$ diminishes as $h$ increases according to the compound interest law considered in Chap. ir. Again under the same condition as to $v$, but with the adiabatic law for $v$ we find that $p$ diminishes with $h$ according to a law which may be stated as "the rate of diminution of temperature with $h$, is constant." These two propositions seem to belong more naturally to the subject matter of Chapter II.
75. A great number of interesting examples of the use of (2) might be given. It enables us to understand the flow of fluid from orifices, the action of jet pumps, the attraction of light bodies caused by vibrating tuning-forks, why some valves are actually sucked up more against their seats instead of being forced away by the issuing stream of fluid, and many other phenomena which are thought to be very curious.

Example 1. Particles of water in a basin, flowing very slowly towards a hole in the centre, move in nearly circular paths so that the velocity $v$ is inverscly proportional to the distance from the centre. Take $v=\frac{a}{x}$ where $a$ is some constant and $x$ is the radius or distance from the axis. Then (3) (Art. 73) becomes

$$
h+\frac{a^{2}}{2 g s_{i}^{2}}+\frac{p}{w}=c .
$$

Now at the surface of the water, $p$ is constant, being the pressure of the atmosphere, so that, there

$$
h=c-\frac{a^{2}}{2 g x^{2}},
$$

and this gives us the shape of the curved surface. Assume $c$ and $a$, any valucs, and it is casy to calculate $h$ for any value of $x$ and so plot the curve. This curve rotated about the axis gives the shape of the surface which is a surface of revolution.

Example 2. Water flowing spirally in a horizontal plane follows the law $v=\frac{b}{x}$ if $a$ is distance from a central point. Note that $p=C_{1}-\frac{1}{2} \frac{w}{g} \frac{b^{2}}{x^{2}}$.

The ingenious student ought to study how $p$ and $v$ vary at right angles to stream lines. He has only to consider the equilibrium of an elementary portion of fluid $P Q$, fig. ${ }^{53}$, subjected to pressures, centrifugal force and its own weight in a direction normal to the stream.

He will find that if $\frac{d p}{d r}$ means the rate at which $p$
varies in a direction of the radius of curvature away from the centre of curvature and if $\alpha$ is the angle $Q P R$, fig. 53 , the stream being in the plane of the paper, which is vertical,

$$
\begin{equation*}
\frac{d p}{d r}=\frac{w}{g} \frac{v^{2}}{r}-w \sin \alpha \tag{1}
\end{equation*}
$$

If the stream lines are all in horizontal planes

$$
\begin{equation*}
\frac{d p}{d r}=\frac{v}{g} \frac{v^{2}}{r} \tag{2}
\end{equation*}
$$

Example 3. Stream lines all circular and in horizontal planes in a liquid, so that $h$ is constant.

If $v=\frac{b}{r}$, where $b$ is a constant,

$$
\begin{gather*}
\frac{d p}{d r}=\frac{\partial u}{g} \cdot \frac{b^{2}}{r^{3}} \\
p=-\frac{1}{2} \frac{w}{g} \frac{b^{2}}{r^{2}}+\text { constant } \tag{3}
\end{gather*}
$$

We see therefore that the fall of pressure as we go outward is exactly the same as in the last example. Show that this law, $v=b / r$, must be true if there is no 'rotation' (See Example 5).

Example 4. Liquid rotates about an axis as if it were a rigid body, so that $v=b r$, then

$$
\begin{aligned}
\frac{d p}{d r} & =\frac{w}{g} b^{2} r \\
p & =\frac{1}{2} \frac{w}{g} b^{2} r^{2}+c
\end{aligned}
$$

This shows the law of increase of pressure in the wheel of a centrifugal pump when full, but when delivering no water.

Exercise. The pressure at the inside of the wheel of a centrifugal pump is 2116 lbs . per sq. foot, the inside radius is $0: 5$ foot, the outside radius 1 foot. The angular velocity of the wheel is $b=30$ radians per second; draw a curve showing the law of $p$ and $r$ from inside to outside when very little water is being delivered. If the water leaves the wheel by a spiral path, the velocity everywhere outside being

$$
9-2
$$

inversely proportional to $r$, draw also the curve showing the law of $p$ in the whirlpool chamber outside.

Example 5. The expression

$$
\frac{v^{2}}{2 g}+\frac{1}{w} p+h=E
$$

which remains constant all along a stream line, may be called the total store of energy of 1 lb . of water in the stream if the motion is steady.

$$
\begin{gathered}
\text { Now } \frac{d E}{d r}=\frac{1}{g} v \frac{d v}{d r}+\frac{1}{w} \frac{d p}{d r}+\frac{d h}{d r} \text { becomes from equation (1), } \\
d E \\
d r
\end{gathered} \frac{2 v}{g} \times \frac{1}{2}\left(\frac{v}{r}+\frac{d v}{d r}\right) . ~ \$
$$

This expression $\frac{1}{2}\left(\frac{v}{r}+\frac{d v}{d r}\right)$ is called the "average angular velocity" or "the rotation" or the 'spin' of the liquid. Hence

$$
\frac{d E}{d r}=\frac{2 v}{g} \times \text { rotation. }
$$

When liquid flows by gravity from a small orifice in a large vessel where, at a distance inside the orifice, the liquid may be supposed at rest, it is obvious the $E$ is the same in all stream lines, so that $\frac{d E}{d r}$ is 0 , and there is no 'rotation' anywhere.

If when water is flowing from an orifice in a vessel we can say that across some section of the stream the velocity is everywhere normal to the section and that the pressure is everywhere atmospheric, we can calculate the rate of flow. It is as well to say at once that we know of no natural foundation for these assumptions. However wrong the assumptions may be, there is no harm in using them in mere exercises on Integration. There being atmospheric pressure at the still water level, if $v$ is the velocity at a point at the depth $h$, if $a$ is an element of area of the section, $Q=\Sigma a \sqrt{2 g h}$ the summation being effected over the whole section, $Q$ being the volume flowing. Thus if the section is a vertical plane and if at the depth $h$ it is of horizontal breadth $z$, through
the area $z . \delta \hbar$ water is flowing with the velocity $\sqrt{2 g h}$, so that $\sqrt{2 g h} . z . \delta h$ is the elementary volume flowing per second, and if $h_{1}$ and $h_{2}$ are the depths of the highest and lowest points of the orifice, the total flow is $Q=\sqrt{2 g} \int_{h_{1}}^{h_{2}} z h^{\frac{1}{2}} . d h$.

Example 6. Rectangular section, horizontal breadth $b$,

$$
Q=\sqrt{ } 2 g b \int_{h_{1}}^{h_{2}} h^{\frac{1}{2}} \cdot d h=\frac{2}{3} b \sqrt{ } 2 g\left[\begin{array}{l}
h_{2} \\
h_{1}^{2} \\
h_{1}
\end{array}\right]=\frac{2}{3} b \sqrt{ } \sqrt{g}\left(h_{2}^{3}-h_{1}^{3}\right) .
$$

Example 7. Triangular section, angle at depth $h_{1}$, base horizontal of length $b$ at depth $h_{2}$. Then within the limits of integration it will be found that $z=\frac{b}{h_{2}-h_{1}}\left(-h_{1}+h\right)$.

If the ratio $h_{2} / h_{1}$ be called $r$, it will be found that

$$
Q=\frac{b h_{1}^{3}}{r-1} \frac{\sqrt{2 g}}{15}\left(6 r^{3}-10 r^{3}+25\right)
$$

When the student has practised integration in Chap. III., he may in the same way find the hypothetical flow through circular, elliptic and other sections.

Returning to the rectangular section, there is no case practically possible in which $h_{1}$ is 0 , but as this is a mere mathematical exercise let us assume $h_{1}=0$, and we have $Q=\frac{2}{3} b \sqrt{2 g} h_{2}{ }^{\frac{3}{2}}$. Now forther assume that if there is a rectangular sharp-edged notch through which water flows, its edge or sill being of breadth $b$ and at the depth $h_{2}$, the flow through it is in some occult way represented by the above answer, multiplied by a fraction called a coefficient of contraction, then $Q=c b \sqrt{ } \mathbf{Q g}_{2} h_{2}^{3}$. Such is the so-called theory of the flow through a rectangular gauge notch. A true theory was based by Prof. James Thomson on his law of flow from similar orifices, one of the very few laws which the hydraulic engineer has to depend upon. We are sorry to think that nearly all the mathematics to be found in standard treatises on Hydraulics is of the above character, that is, it has only an occult connection with natural phenomena.
76. Magnetic Field about a straight round wire. There are two great laws in Electrical Science. They concern the two circuits, the magnetic circuit and the electric circuit, which are always linked through one another.
I. The line integral (called the Gaussage whatever the unit may be) of Magnetic Force round any closed curve, is equal to the current [multiplied by $4 \pi$ if the current is in what is called absolute c.G.s. units (curious kind of absolute unit that needs a multiplier in the most important of all laws); multiplied by $4 \pi / 10$ if the current is in commercial units called Amperes].
II. The line integral (called the Voltage whatever the unit may be) of Electromotive Force round any closed curve is equal to the magnetic current (really, rate of change of induction) which is enclosed. [If the induction is in absolute c.g.s. units, we have absolute Voltage in c.g.s.; if the induction is in Webers the Voltage is in Volts.

We are to remember that in a non-conducting medium the voltage in any circuit produces electric displacement, and the rate of change of this is current, and we deal with this exactly as we deal with currents in conducting material. When we deal with the phenomena in very small portions of space we speak of electric and magnetic currents per unit area, in which case the line integrals are called 'curls.' Leaving out the annoying $4 \pi$ or $4 \pi / 10$, we say, with Mr Heaviside, "The electric current is the curl of the magnetic force and the magnetic current is the negative curl of the electric force." When we write out these two statements in mathematical language, we have the two great Differential Equations of Electrical Analysis.

The Electrical Enginecr is continually using these two laws. Many examples will be given, later, of the use of the second law. We find it convenient to give here the following easy example of the first law.

Field about a round wire. A straight round wire of radius $a$ centimetres conveys current $C[$ or $A$ amperes, so that $\left.C=\frac{A}{10}\right]$.

If $H$ is the magnetic force at a distance $r$ from the centre of the wire, the Gaussage round the circle of radius $r$ is $H \times 2 \pi r$, because $H$ is evidently, from symmetry, the same all round. Hence, as Gaussage $=4 \pi C$,

$$
H=4 \pi C \div 2 \pi r=\frac{2 C}{r}\left[\text { or } \frac{2}{r} \frac{A}{10}\right]
$$

Inside the wire, a circle of radius $r$ encloses the total current $\frac{r^{2}}{a^{2}} C$, and hence $I I$ inside the wire at a distance $r$ from the axis is

$$
\frac{2 r \cdot}{a^{2}}\left[\text { or } \frac{2 r}{10} \frac{A}{a^{2}}\right]
$$

If $B C$ is a cross section of the round wire of radius $a$, and if $O D$ is any plane through the axis 0 of the wire, and

$$
O P=r, O Q=r+\delta r:
$$
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then through the strip of area $P Q$, which is $l$ centimetres long at right angles to the paper, and $\delta r$ wide, area $l . \delta r$, there is the induction $H$ per sq. cm. [We take the permeability as 1. If $\mu$ is the magnetic permeability of the medium, the induction is $\beta=\mu I /$ per sq. cm.]. or $H . l . \delta r$ through the strip of area in question. If there are two parallel wires with opposite currents, and if O1) is the plane through the axes of the two wires, the fields due to the two currents add themselves together. If $O^{\prime}$ is the centre of the other wire, the total $H$ at $P$ is $20\left(\begin{array}{c}1 \\ 0 P^{P}\end{array}+\frac{1}{O^{\prime} P}\right)$.
77. Self-Induction of two parallel wires. Let the radius of each wire be $a$, and the distance between their centres $b$, the length of each being $l$ between two planes at right angles to both. The wires are supposed to be parts of two infinite wires, to get rid of difficulties in imagining the cireuit completed at the ends.

The total induction from axis to axis is the sum of the two amounts, $4 l \int_{a}^{b} \frac{C \cdot d r}{r}$ from the outside of cach wire to the
axis of the other and $4 l \int_{0}^{a} \frac{r C}{a^{2}} d r$ from the axis of each wire to its own surface. This is

$$
2 l O\left\{2 \log \frac{b}{a}+1\right\}, \text { or } \frac{2 l A}{10}\left\{2 \log \frac{b}{a}+1\right\} \text { in absolute units. }
$$

Dividing by $10^{8}$ we have it in commercial units.
This total field when the current is 1 , is the self-induction $L$ of the circuit (we imagine current to be uniformly distributed over the section of the wire), and

$$
\begin{aligned}
& \frac{L}{\bar{l}}=2\left\{\log \frac{b^{2}}{a^{2}}+1\right\} \text { in C.G.S. units, } \\
& \frac{L}{l}=\frac{2}{10^{9}}\left\{\log \frac{b^{2}}{a^{2}}+1\right\}^{*}
\end{aligned}
$$

in Heuries per centimetre length of the two circuits.
78. Function of Two Independent Variables. Hitherto we have been studying a function of one variable, which we have generally called $a$. In trying to understand Natural Phenomenia we endeavour to make one thing only vary. Thus in observing the laws of gases, we measure the change of pressure, letting the volume only change, that is, keeping the temperature constant, and we find $p \propto \frac{1}{v}$. Then we keep $v$ constant and let the temperature alter, and we find $p \propto t$ (where $t=\theta^{\circ} \mathrm{C} .+274$ ). After

[^15]much trial we find, for one pound of a particular gas, the law $p v=R t$ to be very nearly true, $R$ being a known constant.

Now observe that any one of the three, $p, v$ or $t$, is a function of the other two; and in fact any values whatsoever may be given to two, and the other can then be found.

Thus

$$
p=R \frac{t}{v} \ldots \ldots \ldots \ldots \ldots \ldots \ldots(1)
$$

we can say that $p$ is a function of the two independent variables $t$ and $v$.

If any particular values whatsoever of $t$ and $v$ be taken in (1) we may calculate $p$. Now take new values, say $t+\delta t$ and $v+\delta v$, where $\delta t$ and $\delta v$ are perfectly independent of one another, then

$$
p+\delta p=R \frac{t+\delta t}{v+\delta v} \text { and } \delta p=R \frac{t+\delta t}{v+\delta v}-R \frac{t}{v} .
$$

We sce therefore that the change $\delta p$ can be calculated if the independent changes $\delta t$ and $\delta v$ are known.

When all the changes are considered to be smaller and smaller without limit, we have an casy way of expressing $\delta p$ in terms of $\delta t$ and $\delta v$. It is

$$
\begin{equation*}
\delta p=\binom{d p}{d t} \delta t+\binom{d p}{d v} \delta v . \tag{2}
\end{equation*}
$$

This will be proved presently, but the student ought first to get acquainted with it. Let him put it in words and compare his own words with these: "The whole change in $p$ is made up of two parts, 1st the change which would occur in $p$ if $v$ did not alter, and 2nd the change in $p$ if $t$ did not alter." The first of these is $\delta t \times$ the rate of increase of $p$ with $t$ when $v$ is constant, or as we write it $\left(\frac{d p}{d t}\right) \delta t$, and the second of these is $\delta v \times$ the rate of increase of $p$ with $v$ if $t$ is constant.

This idea is constantly in use by every practical man. It is only the algebraic way of stating it that is unfamiliar, and a student who is anxious to understand the subject will manufacture many familiar examples of it for himself.

Thus when one pound of stuff which is defined by its $p, v$ and $t$, changes in state, the change is completely defined by any two of the changes $\delta p$ and $\delta v$, or $\delta v$ and $\delta t$, or $\delta p$ and $\delta t$, because we are supposed to know the characteristic of the stuff, that is, the law connecting $p, v$ and $t$.

Now the heat $\delta H$ given to the stuff in any small change of state can be calculated from any two of $\delta v, \delta t$ and $\delta p$, and all the answers ought to agree. As we wish to accentuate the fact that the changes are supposed to be exceedingly small we say

$$
\left.\begin{array}{rl}
d H & =k \cdot d t+l \cdot d v \\
& =K \cdot d t+L \cdot d p  \tag{3}\\
& =P \cdot d p+V \cdot d v
\end{array}\right\} .
$$

where the coefficients $k, l, K, L, P$ and $V$ are all functions of the state of the stuff, that is of any two of $v, t$ and $p$. Notice that $k$. $d t$ is the heat required for a small change of state, defined by its change of temperature, if the volume is kept constant: hence $k$ is called the specific heat at constant volume. In the same way $K$ is called the specific heat at constant pressure. As for $l$ and $L$ perhaps they may be regarded as some kinds of latent heat, as the temperature is supposed to be constant.

These coefficients are not usually constant, they depend upon the state of the body. The mathematical proof that if $\delta H$ can be calculated from $\delta t$ and $\delta v$, then $d H=k . d t+l . d v$, where $k$ and $l$ are some numbers which depend upon the state of the stuff, is this:-If $\delta H$ can be calculated, then $\delta H=h . \delta t+l . \delta v+a(\delta t)^{2}+b(\delta v)^{2}+c(\delta t . \delta v)+e(\delta t)^{3}+$ terms of the third and higher degrees in $\delta t$ and $\delta v$, where $k, l, a, b, c, e$ \&c. are coefficients depending upon the state of the body. Dividing by either $\delta t$ or $\delta v$ all across, and assuming $\delta t$ and $\delta v$ to diminish without limit, the proposition is proved.

Illustration. 'lake it that, for one pound of Air, (1) is true and $R$ is, say, $96, p$ being in lb . per sq. foot and $v$ in cubic feet.

$$
\begin{equation*}
\text { As } p=96 \frac{t}{v}, \quad\left(\frac{d p}{d t}\right)=\frac{96}{v}, \quad\left(\frac{d p}{d v}\right)=-\frac{96 t}{v^{2}}=-\frac{p}{v} . \tag{4}
\end{equation*}
$$

Herce, from (2), $\delta p=\frac{96}{v} . \delta t-\frac{p}{v} . \delta v$
Example. Let $t=300, p=2000, v=14 \cdot 4$.
If $t$ becomes 301 and $v$ becomes 145 it is easy to show that $p$ will become 1992.83. But we want to find the change in pressure, using (2) or rather (4),

$$
\delta p=\frac{96}{14 \cdot 4} \times 1-\frac{2000}{14 \cdot 4 .} \times 1=-7 \cdot 22 \mathrm{lb} . \text { persq. } \mathrm{tt},
$$

whercas the answer ought to be $-7 \cdot 17$.

Now try $\delta t=-1$ and $\delta v=.01$ and test the rule. Again, try $\delta t=01$ and $\delta v=001$, or take any other very small changes. In this way the student will get to know for himself what the rule (1) really means. It is only true when the changes are supposed to be smaller and smaller without limit.

Here is an exceedingly interesting exercise:-Suppose we put $\delta p=0$ in (2). We sce then a connection between $\delta t$ and $\delta v$ when these changes occur at constant pressure. Divide one of them by the other; we have $\frac{\delta v}{\delta t}$ when $p$ is constant,
or rather

$$
\left(\frac{d v}{d t}\right)=-\frac{\left(\frac{d p}{d t}\right)}{\left(\frac{d p}{d v}\right)} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots(5) .
$$

At first sight this minus sign will astonish the student and give him food for thought, and he will do well to manufacture for himself illustrations of (5). Thus to illustrate it with $p v=R t$. Here

$$
\binom{d v}{d t}=\frac{R}{p}, \quad\left(\frac{d p}{d t}\right)=\frac{R}{v}, \quad\left(\frac{d p}{d v}\right)=-\frac{R t}{v^{2}} \text { or }-\frac{p}{v},
$$

and (5) states the truth that

$$
\frac{R}{p}=-\frac{R}{v} \div\left(-\frac{p}{v}\right)
$$

The student cannot have better exercises than those which he will obtain by expressing $\delta v$ in terms of $\delta t$ and $\delta p$, or $\delta t$ in terms of $\delta p$ and $\delta v$ for any substance, and illustrating his deductions by the stuff for which $p v=R t . \dagger$
79. Further Illustrations. In (3) we have the same answer whether we calculate from $d t$ and $d v$, or from $d t$ and $d p$, or from $d p$ and $d v$. Thus for example,

$$
K \cdot d t+l . d v=K . d t+L .(d) \ldots \ldots \ldots \ldots \ldots \ldots \ldots(6) .
$$

We saw that $d p=\left(\frac{d p}{d t}\right) d t+\binom{d p}{d \bar{v}} d$, and hence substituting this for $d p$ in (fi) we have

$$
k \cdot d t+l \cdot d t=R \cdot d t+L\left(\frac{d p}{d t}\right) d t+L\left(\frac{d p}{d \bar{v}}\right) d v .
$$

This is true for any independent changes $d t$ and $d v$; let $d v=0$, and again let $d t=0$, and we have

$$
\begin{align*}
& k=K+L\left(\frac{d p}{d t}\right) .  \tag{r}\\
& l=L\left(\frac{d p}{d v}\right) \ldots \ldots \tag{8}
\end{align*}
$$

Again, in (6) substitute $d v=\binom{d v}{d t} d t+\left(\frac{d v}{d p}\right) d p$, and we have

$$
k \cdot d t+l\left(\frac{d v}{d t}\right) d t+l\left(\frac{d v}{d p}\right) d p=K \cdot d t+L \cdot d p
$$

Equating cocfficients of $d t$ and of $d p$ as before we have

$$
\begin{align*}
k+l\left(\frac{d v}{d t}\right) & =\pi  \tag{9}\\
l\left(\frac{d v}{d p}\right) & =L \tag{10}
\end{align*}
$$

Again, putting $k \cdot d t+l \cdot d v=P \cdot d p+I^{r} \cdot d v$, and substituting

$$
d p=\left(\frac{d p}{d t}\right) d t+\left(\frac{d p}{d v}\right) d t
$$

we have

$$
k \cdot d t+l \cdot d v=P\left(\frac{d p}{d t}\right) d t+P\left(\frac{d p}{d v}\right) d v+\Gamma . d v
$$

and

$$
\begin{equation*}
k=P\left(\frac{d p}{d t}\right) \tag{11}
\end{equation*}
$$

also

$$
\begin{equation*}
l=P\left(\frac{d p}{d v}\right)+r^{r} . \tag{12}
\end{equation*}
$$

Again, putting $K \cdot d t+L . d p=p \cdot d p+V \cdot d c$, and sulstituting

$$
d t=\left(\frac{d t}{d p}\right) d p+\left(\frac{d t}{d v}\right) d v
$$

we have $K\left(\frac{d t}{d_{p}}\right) d_{p^{\prime}}+\pi\left(\frac{d t}{d v}\right) d v+L . d p=l^{\prime} \cdot d_{1}+V^{-} \cdot d l^{\prime}$,
and

$$
\begin{align*}
K\left(\frac{d t}{d p}\right)+L & =l^{\prime} .  \tag{13}\\
K\binom{d t}{d v} & =V . \tag{14}
\end{align*}
$$

The relations (7), (8), (9), (10), (11), (12), (13) and (14) which are not really all independent of one another (and indeed we may get others in the same way) are obtained merely mathematically and without assuming any laws of Thermodynamics. We have called
$H$, heat; $t$ temperature \&c., but we need not, unless we please, attach any physical meaning to the letters.

The relations are true for any substance. Find what they become in the case of the stuff for which $\mathbf{p v}=\boldsymbol{R} \mathbf{t}$ (the mathematical abstraction called a perfect gas). We know that

$$
\begin{aligned}
& \left(\frac{d p}{d t}\right)=\frac{R}{v} \text {, so that ( } 7 \text { ) becomes } k=K+L \frac{R}{v} \ldots \ldots(7)^{*}, \\
& \left(\frac{d p}{d v}\right)=-\frac{p}{v} \text {, so that }(8) \text { becomes } l=-L \frac{p}{v} \ldots \ldots \ldots \ldots(8)^{*} \text {, } \\
& \left(\frac{d v}{d t}\right)=\frac{R}{p} \text {, so that (9) becomes } k+l \frac{R}{p}=K \ldots \ldots \ldots(9)^{*} \text {, } \\
& \left(\frac{d v}{d p}\right)=-\frac{v}{p} \text {, so that }(10) \text { beconces }-l \frac{v}{p}=L \ldots \ldots \ldots(10)^{*} \text {, } \\
& \left(\frac{d p}{d t}\right)=\frac{R}{v} \text {, so that (11) becomes } k=p \frac{R}{v} \ldots \ldots \ldots .(11)^{*} \text {, } \\
& \left(\frac{d p}{d v}\right)=-\frac{p}{v} \text {, so that (12) becomes } l=-P \frac{p}{v}+V \ldots . .(12)^{*} .
\end{aligned}
$$

It is evident that these are not all independent; thus using (10)* in (9)* we obtain (7)*.
80. Another Illustration. The Elasticity of our stuff is defined, see Art. 58, as

$$
e=-v \frac{d p}{d v}
$$

Now if $t$ is constant, we shall write this $e_{t}=-v\left(\frac{d p}{d v}\right)$, or the elasticity when the temperature remains constant.

If it is the adiabatic elasticity $e_{H}$ which we require, we want to know the value of $\frac{d p}{d v}$ when the stulif neither loses nor gains heat. In the last expression of (3) put $d H=0$, and the ratio of our $d p$ and our $d v$ will then be just what is wanted or $\left(\frac{d p}{d v}\right)_{n}=-\frac{V}{P}$, the $H$ being affixed to indicate that $H$ is constant or that the stuff neither loses nor gains heat. Hence $e_{H}=v_{\bullet} \frac{V}{P}$.

Thus

$$
\frac{e_{H}}{e_{t}}=-\frac{V}{l}, \div\binom{ d p}{d v}
$$

Taking $V$ from (14) Art. 79 and $P$ from (11),

$$
\frac{e_{H}}{e_{t}}=-\frac{K\left(\frac{d t}{d v}\right)\left(\frac{d p}{d t}\right)}{k\left(\frac{d p}{d v}\right)},
$$

but we have already seen as in (5) that $\left(\frac{d p}{d v}\right) \div\left(\frac{d p}{d t}\right)=-\left(\frac{d l}{d v}\right)$ and hence for any aubstance $\frac{\mathbf{e}_{\mathbf{H}}}{\mathbf{e}_{\boldsymbol{t}}}=\frac{\mathbf{K}}{\mathbf{k}}$

This ratio of the two specific Heats is usually denoted by the letter $\gamma$. Note that neither of the two laws of Thermodynamics nor a Scale of temperature is referred to in this proof.
81. General Proof. If $u$ is a function of $x$ and $y$, we may write the statement in the form $u=f(x, y)$. Take particular values of $x$ and $y$ and calculate $u$. Now take the values $x+\delta x$ and $y+\delta y$, where $\delta x$ and $\delta y$ are perfectly independent of one another, and calculate the new $u$, call it $u+\delta u$. Now subtract and we can only indicate our result by

$$
\delta u=f(x+\delta x, y+\delta y)-f(x, y)
$$

Adding and subtracting the same thing $f(x, y+\delta y)$ we have

$$
\delta u=f(x+\delta x, y+\delta y)-f(x, y+\delta y)+f(x, y+\delta y)-f(x, y) .
$$

This is the same as

$$
\delta u=\frac{f(x+\delta x, y+\delta y)-f(x, y+\delta y)}{\delta x} \delta x+\frac{f(x, y+\delta y)-f(x, y)}{\delta y} \delta y \ldots(16) .
$$

Now if $\delta x$ and $\delta y$ be supposed to get smaller and smaller without. limit, the coefficient of $\delta y$

$$
\text { or } \frac{f(x, y+\delta y)-f(x, y)}{\delta y} \text { becomes } \frac{d f(x, y)}{d y} \text { or }\left(\frac{d u}{d y}\right) \text {, }
$$

the $x$ being constant. In fact this is our definition of a differential coefficient (see Art. 20, Note). Again, the coefficient of $\delta x$ becomes the limiting value of $\frac{f(x+\delta x, y)-f(x, y)}{\delta x}$, becaluse $\delta y$ is evanescent. Writing then $u$ instead of $f(x, y)$ we have

$$
\begin{equation*}
d u=\left(\frac{d u}{d x}\right) d x+\left(\frac{d u}{d y}\right) d y \tag{17}
\end{equation*}
$$

Thus if $u=\alpha x^{2}+b y^{2}+c x y, \quad d u=(2 a x+c y) d x+(2 b y+c x) d y$.
82. Notice that although we may have

$$
\begin{equation*}
d z=M \cdot d x+N \cdot d y \tag{18}
\end{equation*}
$$

where $M$ and $N$ are functions of $x$ and $y$; it does not follow that $z$ is a function of $x$ and $y$. For example, we had in (3)

$$
d H=k \cdot d t+l \cdot d t
$$

where $k$ and $l$ are functions of $t$ and $v$. Now H the total heat which has been given to a pound of stuff is not a function of $v$ and $t$; it is not a function of the state of the stuff. Stuff may
receive enormous quantities of heat energy, being brought back to its original state again, and yet not giviug out the same amounts of heat as it received. The first law of Thermodynamics states however that if $\mathbf{d W}=\mathbf{d H}-\mathbf{p} . \mathbf{d v}$, where $p . d v$ is the mechanical work done, we can give to $E$ the name Intrinsic Fnergy because it is something which is a function of the state of the stuff. It always comes back to the same value when the stuff returns to the same state.

Our $E$ is then some function of $t$ and $v$, or of $t$ and $p$, or of $p$ and $v$, but $H$ is not!

The second law of Thermodynamics is this:-If $d I I$ be divided by $t$ where $t$ is $\theta^{\circ} \mathrm{C} .+274, \theta^{\circ} \mathrm{C}$. being measured on the perfect gas thermometer, and if $\frac{d H}{t}$ be called $d \phi$, then $\phi$ is called the Entropy of the stuff, and $\phi$ is a function of the state of the stuff.
83. It is very important, if

$$
\begin{equation*}
d z=A I \cdot d x+N \cdot d y \tag{18}
\end{equation*}
$$

where $M$ and $N$ are functions of $x$ and $y$, to know when $z$ is a function of $x$ and $y$. If this is the case, then (18) is really
that is,

$$
\begin{aligned}
& d z=\left(\frac{d z}{d x}\right) d x+\left(\frac{d z}{d y}\right) d y \\
& \text { II is }\left(\frac{d z}{d x}\right) \text { and } N \text { is }\left(\frac{d z}{d y}\right),
\end{aligned}
$$

and hence

$$
\begin{equation*}
\left(\frac{\mathrm{dM}}{\mathrm{~d} \mathbf{y}}\right)=\left(\frac{\mathrm{d} \mathbf{N}}{\mathrm{~d} \mathbf{x}}\right) . \tag{19}
\end{equation*}
$$

because it js known that $\frac{d^{2} z}{a y-d x}=\frac{d^{2} z}{d x \cdot d y}$ *

$$
\text { * Proof that } \quad \frac{d^{2} \mathbf{u}}{d \mathbf{y} \cdot d \mathbf{x}}=\frac{\mathbf{d}^{2} \mathbf{u}}{d \mathbf{x} \cdot d \mathbf{y}}
$$

We gave some illustrations of this in Art. 31, and if the student is not yet familiar with what is to be proved, he had better work more examples, or work the old ones over again.

Let $\quad u=f(x, y)$;
$\left(\frac{d u}{d x}\right)$ is the limiting value of $\frac{f(x+\delta x, y)-f(x, y)}{\delta x}$ as $\delta x$ gets smaller and smaller. Now this is a function of $y$, so $\frac{d}{d y}\left(\frac{d u}{d x}\right)$ or $\frac{d^{2} u}{d y \cdot d x}$ is, by our definition of a differential coefficient, the limiting value of

$$
\frac{1}{\delta y}\left\{\frac{f(x+\delta x, y+\delta y\}-f(x, y+\delta y)}{\delta x}-\frac{f(x+\delta x, y)-f(x, y)}{\delta x}\right\}
$$

as $\delta y$ and $\delta x$ get smaller and smaller.

Here we have an exceedingly important rule:- If

$$
\begin{equation*}
d z=M \cdot d x+N \cdot d y \tag{18}
\end{equation*}
$$

and if $z$ is a function of $x$ and $y$ (another way of saying that $z$ is a function of $x$ and $y$ is to say that $d z=M . d x+N . d y$ is a complete differential), then

$$
\begin{equation*}
\left(\frac{d M}{d y}\right)=\left(\frac{d N}{d x}\right)^{*} \tag{19}
\end{equation*}
$$

Working the reverse way, we find that $\frac{d^{2} u}{d x \cdot d y}$ is the limiting value of

$$
\frac{1}{\delta x}\left\{\frac{f(x+\delta x, y+\delta y)-f(x+\delta x, y)}{\delta y}-\frac{f(x, y+\delta y)-f(x, y)}{\delta y}\right\}
$$

as $\delta y$ and $\delta x$ get smaller and smaller. Now it is obvious that these two are the same for all values of $\delta . x$ and $\delta y$, and we assume that they remain the same in the limit.

$$
\begin{equation*}
11 \cdot d x+N \cdot d y \tag{1}
\end{equation*}
$$

where $M$ and $N$ are functions of $x$ and $y$, can always be multiplied by some function of $x$ and $y$ which will make it a complete differential. This multiplier is usually called an integrating factor. For, whatever functions of $x$ and $y, M$ and $N$ may be, we can write

$$
\begin{equation*}
\frac{d y}{d x}=-\frac{M I}{N} \tag{2}
\end{equation*}
$$

and this means that there is some law connecting $x$ and $y$. Call it

$$
\begin{equation*}
F(x, y)=c, \text { then }\left(\frac{d F}{d x}\right)+\left(\frac{d F}{d y}\right) \frac{d y}{d x}=0 \tag{3}
\end{equation*}
$$

and as $\frac{d y}{d x}$ from (3) is the same as in (2) it follows that $\left(\frac{d F}{d x}\right) \div\left(\frac{d F}{d y}\right)=\frac{M}{N}$, and hence $\left(\frac{d F}{d, r}\right)=\mu M,\left(\frac{d F}{d y}\right)=\mu N$, where $\mu$ is a function of $x$ and $y$ or else a constant.

Multiplying (1) by $\mu$ we evidently get

$$
\begin{equation*}
\left(\frac{d F}{d x}\right) d x+\left(\frac{d F}{d y}\right) d y \tag{4}
\end{equation*}
$$

and this is a complete differential. It is easy to show that not only is there an integrating factor $\mu$ but that there are an infnite number of then. As containing one illustration of the importance of this proposition I will state the steps in the proof which we have of the and law of Thermodynamics.

1. We have shown that for any substance, of which the state is defined by its $t$ and $v$,

$$
\begin{equation*}
l I I=k \cdot d t+l . d y \tag{5}
\end{equation*}
$$

where $k$ and $l$ are functions of $t$ and $v$.
Observe that $t$ may be measured on any curiously varying scale of temperature whatsoever. We have just proved that there is some function $\mu$ of $t$ and
84. The First Law of Thermodynamics is this:

If $\quad d E^{\prime}=d H-p . d v$, or $d E^{\prime}=k . d t+(l-\mu) d v$, then $d E$
is a complete differential that is, $E$ returns to its old value when
$v$ by which if we multiply (5) all across we obtain a complete differential; indeed there are an infinite number of such functions. Then calling the result $d \phi$,

$$
\begin{equation*}
d \phi=\mu \cdot d H=\mu k \cdot d t+\mu l \cdot d v \tag{6}
\end{equation*}
$$

Let us see if it is possible to find such a value of $\mu$ that it is a function of $t$ ouly. If so, as the differential coefficient of $\mu k$ with regard to $v$ ( $t$ being supposed constant) is equal to the differential coefficient of $\mu l$ with regard to $t$ ( $v$ being supposed constant),
or

$$
\begin{align*}
\mu\left(\frac{d l}{d v}\right)_{t} & =l \frac{d \mu}{d t}+\mu\left(\frac{d l}{d t}\right)_{v} \\
\left(\frac{d l}{d v}\right)_{t} & =\left(\frac{d}{d t}\right)_{v}+\frac{l}{\mu} \cdot \frac{d \mu}{d t} \tag{7}
\end{align*}
$$

But the first law of Thermodynamics (see Art. 81) gives us
and hence

$$
\begin{align*}
& \binom{d k}{d \bar{v}}_{t}=\left(\frac{d l}{d t}\right)_{v}-\binom{d p}{d t}  \tag{8}\\
& \frac{\mathbf{1}}{\mathbf{1}}\left(\frac{\mathbf{d p}}{\mathbf{d} \mathbf{t}}\right)=-\frac{\mathbf{1}}{\mu} \cdot \frac{\mathbf{d \mu}}{\mathbf{d t}} \ldots \tag{9}
\end{align*}
$$

解

$$
\text { hat } \mu \cdot d I I \text { is a } c
$$

This then is the condition that $\mu$. dII is a complete differential, $\mu$ being a function of temperature only. Obviously for any given substance (9) will give us a value of $\mu$ which will answer; but what we really want to know is whether there is a value of $\mu$ which will be the same for all substances.
2. Here is the proof that there is such a value. I need not here give to students the usual and wellknown proof that all reversible heat engines working between the temperatures $t$ and $t-\delta t$ have the same efficiency. Now let $A B C D$ be a figure showing with infinite magnification an elementary Carnot cycle. Stuff at $A$ at the temperature $t-\delta t$; $A I$ shows the volume and $A K$ the pressure. Let $A D$ be the isothermal for $t-\delta t$ and $B C$ the isothermal for $t, A B$ and $C D$ being adiabatics.

Notice carefully that the distance $A C$ or $W B$ ( $W$ is in DA produced to meet the ordinate at $B)$ is $(d p / d t) \delta t$.

Now the area of the parallelogram $A B C D$ which


Fig. 55 represents the work done, is $B W \times X Z$ (if parallelograms on the same base and between the same parallels be drawn, this will become clear). Call $X Z$ by the symbol $\delta v$ (the increase of volume in going alous the isothermal from $B$ to $C$ ), and we see that
the nett work done in the Carnot cycle is (dp/dt) $\delta t . \delta u$. Now the Heat $t$ and $v$ return to their old values, (or another way of putting it is that $\int d E$ for a complete cycle is 0 ).

We have seen that the differential coefficient of $k$ with regard to $v$, $t$ being constant, is equal to the differential coefficient of $l-p$ with regard to $t, v$ being constant, or

$$
\begin{equation*}
\left(\frac{d k}{d v}\right)_{t}=\left(\frac{d l}{d t}\right)_{v}-\left(\frac{d p}{d t}\right) \tag{20}
\end{equation*}
$$

This statement, which is true for any kind of stuff', is itself sometimes called the first law of Thermodynamics.

The Second Law of Thermodynamics is this; $\frac{d I I}{t}$ or
taken in at the higher temperature is, from (3), Art. 78, equal to $l . \delta v$ and hence $\frac{\text { nett work }}{\text { Heat }}=$ efficiency $=\frac{1}{l}\left(\frac{d p}{d t}\right) \delta t \ldots(10)$, and this is the same for all substances.

As it is the same for all substances, let us try to find its value for any one substance. A famous experiment of Joule (two vessels, one with gas at high pressure, the other at low pressure with stopcook between, immersed in a bath all at same temperature; after equalization of pressure in the vessels, the temperature of the bath keeps its old value) showed that in gases, the intrinsic energy is very nearly constant at constant temperature, or what is the same thing, that $l$ in gases is very nearly equal to $p$, and it is also well kuown that in gases at constant volume, $p$ is a linear function of the temperature. Whether there really is an actual substance possible for which this is absolutely true, is a question which must now be left to the higher mathematicians, but we assume that there is such a substance and in it

$$
\begin{equation*}
\frac{1}{\eta}\left(\frac{d p}{d t}\right)=\frac{1}{p}\left(\frac{d p}{d t}\right)=\frac{1}{\theta+274} . \tag{11}
\end{equation*}
$$

if $\theta$ is the Centigrade reading on the Air Thermometer. If then we take * $t=0+274$ as our scale of temperature and (11) as the universal value of $\frac{1}{l}\left(\frac{d p}{d t}\right)$, then, from (9), $\frac{1}{t}=-\frac{1}{\mu} \cdot \frac{d \mu}{d t}$, or $\frac{d t}{t}=-\frac{d \mu}{\mu}$ or $\log t+\log \mu=$ a constant, or $\mu=\frac{c}{t}$, where $c$ is any constant. This being an integrating factor for (5), we usually take unity as the value of $c$ or $\mu=\frac{1}{t}$ as Carnot's function.

It is not probable that, even if there is one which is independent of $p$ or $v$, there really is so simple a multiplier as $\frac{1}{\theta+274}$ (where $\theta$ is the Centigrade temperature on the air thermometer) or that there is such a substance as we have postulated above. Calling our divisor $t$ the absolute temperature, we believe that for ordinary values of $\theta, t$ is $\theta+274$, and the greater $\theta$ is, the more correctly is $t$ represented by $\theta+274$; but when $\theta$ is very small, in all probability the absolute temperature is a much more complicated function of $\theta$. The great discoverers of the laws of Thermolynamics never spoke of $-274^{\circ} \mathrm{C}$. as the absolute zero of temperature.
$d \phi=\frac{k}{t} \cdot d t+\frac{l}{t} \cdot d v \ldots(21)$, is a complete differential, and hence the differential coefficient of $\frac{k}{t}$ with regard to $v, t$ being considered constant, is equal to the differential coefficient of $\frac{l}{t}$ with regard to $t$, $v$ being constant $\dagger$.

Hence

$$
\begin{gather*}
\frac{1}{t}\left(\frac{d l}{d \bar{b}}\right)_{t}=\frac{t\left(\frac{d l}{d t}\right)_{v}-l}{t^{2}} \\
\binom{d f}{d \dot{v}}_{t}=\left(\frac{d l}{d t}\right)_{v}-\frac{l}{t} \cdots \tag{22}
\end{gather*}
$$

This statement, which is true for any kind of stuff, is itself sometimes called the second law of Thermodynamics.

Combining (20) and (22), we have for any stuff

$$
\begin{equation*}
\left(\frac{d p}{d t}\right)=\frac{1}{t} \tag{23}
\end{equation*}
$$

a most important law. †
Applying these to the case of a perfect gas we find that (23) becomes $\quad \frac{l}{t}=\frac{R}{v}$, or $l=\frac{R t}{v}$, or $l=p$ (2t).
Hence $(20)$ is $\left(\frac{d k}{d v}\right)_{t}=0$. It is not of much importance perhaps, practically, but a student ought to study this last statement as an exercise. $h$ is, for any substance, a function of $v$ and $t$, and here we are told that for a perfect gas, however $k$ may behave as to temperature, it does not change with change of volume. Combining (24) with (9)* \&c. (p. 141), already foumd, we have $h-k=h$, and as Regnault found that $K$ is constant for air and other gases, $k$ is also constant, so that

$$
l=p, \quad L=-i, I^{\prime}=\frac{v}{\gamma-1}, \quad l^{r}=\frac{p \gamma}{\gamma-1}, \text { where } \gamma=\frac{K}{\hbar} .
$$

We can now make eact calculations on the Thermodynamics of a perfect gas if we know $K$ and $R$.
85. The statements of (3) Art. 78 bocome for a pound of perfect gas

$$
\left.\begin{array}{rl}
d H & =k \cdot d t+p \cdot d v \\
& =k \cdot d t-v \cdot d p  \tag{1}\\
& =\frac{v}{\gamma-1} d p+\frac{p_{y}}{\gamma-1} d v .
\end{array}\right\}
$$

$\dagger$ The rule for finding the differential coefficient of a quotient is given in Art. 197.

I often write this last in the shapee $\frac{1}{\gamma-1} d\left(p^{e}\right)+p \cdot d e \ldots \ldots(2)$,
also

$$
\begin{equation*}
d E=k . d t, \text { or } E=k t+\text { constant. } \tag{3}
\end{equation*}
$$

It is easy to obtain from this other forms of $E$ in terms of $p$ and $v$. To the end of this article, I consider the stuff to be a perfect gas.
EXxample 3. $\quad \quad \quad l \phi=k \cdot \frac{d t}{t}+\frac{p}{t} . d v$, or as $\frac{p}{t}=\frac{R}{v}$

$$
d \phi=k \frac{d t}{t}+\frac{h}{v}, d t
$$

Hence, integrating,

$$
\phi=k \log t+R \log v+\text { constant, or } \phi=\log t^{2} v^{u}+\text { constant......(4). }
$$

Again

$$
d \phi=\frac{K}{t} \cdot d t-\frac{v}{i} \cdot d p, \text { but } \frac{v}{t}=\frac{l i}{p} .
$$

Hence

$$
d \phi=\frac{\pi}{t} d t-\frac{R}{p} d p
$$

Integrating

$$
\phi=K \log t-K \log p+\text { constant, or } \phi=\log t^{\kappa} p^{-\mu}+\text { constant...(5). }
$$

Substitutiug for $t$ its value $\frac{p v}{R}$ we have ( 5 ) becoming

$$
\begin{equation*}
\phi=\log p^{k} v^{\kappa}+\text { constant } \tag{6}
\end{equation*}
$$

$\qquad$
The adiabatic law, or $\phi$ constant, may be written down at once. Reducing from the above forms we find

$$
\begin{aligned}
& t t^{\gamma-1}=\text { constant }, \\
& t^{\frac{\gamma}{1-\gamma}} p=\text { constant },
\end{aligned}
$$

$$
\text { or } \quad p v^{\gamma}=\text { constant. }
$$

Students may manufacture other interesting exercises of this kind for themselves.

Example 2. A pound of gas in the state $p_{0}, v_{0}, t_{0}$ receives the amount of heat $H_{01}$, what change of state occurs? We get our information from (1).
I. Let the volume $v_{0}$ keep constant. Then $d H=k$.dt from (1).

The integral of this between $t_{0}$ and $t_{1}$ is $H_{01}=k\left(t_{1}-t_{0}\right)$, and we may calculate the rise of temperature to $t_{1}$.

Or again, $d I I=\underset{\gamma-1}{v_{0}} d p$.

Hence, the integral, or $H_{01}=\frac{v_{0}}{\gamma-1}\left(p_{1}-p_{0}\right)$, and we may calculate the rise of pressure.
II. Let $p_{v}$ the pressure, keep constant.

$$
d I I=K . d t, \text { hence } H_{\theta 1}=K\left(t_{1}-t_{t}\right)
$$

Again $\quad d I I=\frac{p_{0} \gamma}{\gamma-1} d v$, hence $H_{01}=\frac{p_{0} \gamma}{\gamma-1}\left\langle r_{1}-v_{0}\right)$.

## III. At constant temperature.

$d H=p . d v$ or $H_{01}=\int_{v_{0}}^{v_{1}} p . d v=W$, the work done by the gas in expanding.
IV. Under any conditions of changing pressure and volume.

$$
H_{01}=k\left(t_{1}-t_{0}\right)+\text { work done. }
$$

Also from (2), $H_{01}=\frac{1}{\gamma-1}\left(p_{1} v_{1}-p_{0} \%_{0}\right)+$ work done.
If $H=0$, the work done $=k\left(t_{9}-t_{1}\right)$
We often write the last equation of ( 1 ) in the convenient shape

$$
\begin{equation*}
\frac{d H}{d v}=\frac{1}{\gamma-I}\left\{v \frac{d p}{d v}+\gamma p\right\} \tag{7}
\end{equation*}
$$

If in this we have no reception of heat,
or

$$
\frac{d H}{d v}=0, \text { then } v \frac{d p}{d v}+\gamma \cdot p=0
$$

or $\quad \frac{d p}{p}+\gamma \frac{d v}{v}=0$ or, integrating, $\log \mu^{\prime}+\gamma \log v=$ constant, or $p v^{\gamma}=$ constant.

This is the adiabatic law again.
Example 3. In it well known gas or oil engine cycle of


Fig. 56.
operations, a pound of gas at $p_{2}, v_{2}, t_{2}$, indicated by the point $A$ is compressed adiabatically to $B$, where we have $p_{1}, v_{1}, t_{1}$. The work done upon the gas is evidently (from Iv.) $k\left(t_{1}-t_{2}\right)$, being indeed the gain of intrinsic energy.

Heat given at constant volume from $B$ to $C$ where we have $p_{3}, v_{1}, t_{3}$ is $H=k\left(t_{3}-t_{1}\right)$.

Work done in adiabatic expansion $C D=k\left(t_{3}-t_{4}\right)$.
Nett work done $=$ work in $C D-$ work in $A B=$

$$
\begin{gather*}
W=k\left(t_{3}+t_{2}-t_{1}-t_{4}\right) \\
\frac{W}{H}=\text { efficiency } e=\frac{t_{3}+t_{2}-t_{1}-t_{1}}{t_{3}-t_{1}}=1-\frac{t_{1}-t_{2}}{t_{3}-t_{1}} . \tag{8}
\end{gather*}
$$

But we saw that along an adiabatic $t_{v} \gamma-1$ is constant, and hence

$$
\begin{aligned}
& t_{2} v_{2}^{\gamma-1}=t_{1} v_{1}^{\gamma-1} \\
& t_{4} v_{2}^{\gamma-1}
\end{aligned}=t_{3^{\prime}{ }_{1}^{\prime}}^{\gamma-1} .
$$

From this it follows that $\frac{t_{4}}{t_{3}}=\frac{t_{2}}{t_{1}}=\left(\frac{v_{1}}{v_{2}}\right)^{\gamma-1}$, and cach of these $=\frac{t_{4}-t_{2}}{t_{3}-t_{1}}$. Using this value in $\langle 8)^{t_{3}}$ we have

$$
\begin{equation*}
\text { efficiency }=1-\left(\frac{\nabla_{1}}{\nabla_{2}}\right)^{\gamma-1} \tag{9}
\end{equation*}
$$

a formula which is useful in showing the gain of efficiency produced by diminishing the clearance $r_{1}$.

Students will find other good exercises in other cycles of gas engines.

## Change of State.

86. Instead of using equations (3) Art. 78, let us get out equations specially suited to change of state. Let us consider one pound of substance, $m$ being vapour, $1-m$ being liquid (or, if the change is from solid to liquid, $m$ liquid, $1-m$ solid), and let
$s_{2}=$ cubic feet of one pound of rapour,
$s_{1}=, \quad$, of one pound of liquid,
$p=1$ ressure, $t$ temperature. $p$ is a function of $t$ only.
If $v$ is the volume of stuff in the mixed condition,

$$
\begin{align*}
r & =m s_{2}+(1-m) s_{1} \\
& =\left(s_{2}-s_{1}\right) m+s_{1}, \text { or } v=m u+s_{1} . \tag{1}
\end{align*}
$$

if we write $u$ for $s_{2}-s_{1}$.
When heat $d H$ is givon to the mixture, consider that $t$ and $m$ alter. In fact, take $t$ and $m$ as independent variables, noting that $t$ and $n$ define the state. If $\sigma_{2}$ aud $\sigma_{1}$ be specific heats of vapour and liquid, when in the saturated condition (for example, $\sigma_{2}$ is the heat given to one pound of rapour to raise it one degree, its pressure rising at
the same time according to the proper law, then the $m \mathrm{lb}$. of vapour needs the heat $m \sigma_{2}$. $d t$, and the $1-m$ of liquid needs the heat ( $1-m) \sigma_{1} . d t$ and also if $d m$ of liquid becomes vapour, the heat $L . d m$ is needed, if $L$ is litent heat. Henco

$$
d I I=\left\{\left(\sigma_{2}-\sigma_{1}\right) m+\sigma_{1}\right\} d t+L \cdot d m
$$

If $E$ is the Intrinsic Energy, the first law of Thermodynamics gives

$$
\begin{equation*}
d E^{\prime}=d I I-p \cdot d v \tag{3}
\end{equation*}
$$

Now if $m$ and $t$ define the state, $v$ must be a function of $m$ and $t$, or

$$
d v=\left(\frac{d c}{d t}\right) \cdot d t+\left(\frac{d v}{d m}\right) d m .
$$

Using this in (3) and (2) we find

$$
\begin{equation*}
d E=\left\{\left(\sigma_{2}-\sigma_{1}\right) m+\sigma_{1}-p\left(\frac{d v}{d t}\right)\right\} \alpha t+\left\{L-p\left(\frac{d v}{d m}\right)\right\} d n \tag{4}
\end{equation*}
$$

Stating that this is a complete differential, or

$$
\frac{d}{d m}\left\{\left(\sigma_{2}-\sigma_{1}\right) m+\sigma_{1}-p\left(\frac{d v}{d t}\right)\right\}=\frac{d}{d t}\left\{L-p\left(\frac{d v}{d m}\right)\right\}
$$

we have, noting from ( 1 ; that $\left(\frac{d v}{d m}\right)=u$,

$$
\begin{equation*}
\frac{d L}{d t}+\sigma_{1}-\sigma_{2}=\frac{d p}{d t} \cdot\left(\frac{d v}{d m}\right), \text { or } u \frac{d p}{d t} \tag{5}
\end{equation*}
$$

Now divide (2) by $t$ and state that $d \phi=\frac{d I I}{t}$ is a complete differential,

$$
d m\left\{\begin{array}{c}
d \\
d
\end{array}\right\}=\frac{d}{d t}\left(\frac{L}{t}\right)^{*}
$$

or

$$
\begin{equation*}
\frac{d L}{d t}+\sigma_{1}-\sigma_{2}=\frac{L}{t} \ldots \ldots \ldots \tag{7}
\end{equation*}
$$

Hence, with (5) we have $\frac{\mathbf{L}}{\mathbf{t}}=\mathbf{u} \frac{\mathbf{d p}}{\mathbf{d t}}$

$$
\begin{equation*}
=\left(s_{2}-s_{1}\right) \frac{d p}{d t} \tag{8}
\end{equation*}
$$

87. To arrive at the fundamental Equation (3) more rapidly. In fig. 57 we have an elementary Camot cycle for one pound
$* \frac{d}{d t}\left(\frac{L}{t}\right)=\frac{t \cdot \frac{d L}{d t}-L}{t^{2}}$ as will be seen later on when we have the rule for differentiating a quotient. But indeed we may as well confess that to understand this article on change of state, students must be able to perform differentiation on a product or a quotient.
of stuff. The co-ordinates of the point $B$ are $F B=s_{1}$ the volume, and $D G^{\gamma}$ the pressure $p$ of 1 pound of liquid. At constant temperature $t$, and


Fig. 57.
also constant pressure, the stuff expands until it is all vapour at $F C=s_{2}$; $C D$ is adiabatic expansion to the temperature $t-\delta t$ at $D$. DA is isothermal compression at $t-\delta t$ and $A B$ is the final adiabatic operation. The vertical height of the parallelogram is $\delta t \frac{d p}{d \bar{t}}$, and its area, representing the nett work, is $\delta t \cdot \frac{d p}{d t}\left(s_{2}-s_{1}\right)$. The heat taken in, in the operation $B C$ is $L$, and the efficiency is $\delta t \frac{d p}{d t}\left(s_{2}-s_{1}\right) \div J$. Jut as it is a Carnot eycle this is equal to $\frac{\delta t}{t}$ and so we obtain $(8)$. $\dagger$
88. The Entropy. Fime (6) we find $\sigma_{y}-\sigma_{1}=t \frac{d}{d t}\left(\frac{l}{t}\right)$, imbl we can write (2) as

$$
\begin{equation*}
d I I=\sigma_{1} d t+t \cdot d\left(\frac{m L}{t}\right) \tag{9}
\end{equation*}
$$

Hence, the entropy $d \phi=\frac{d H}{t}={ }_{t}^{\sigma_{1}} d t+d\binom{m L}{t}$,
or

$$
\phi=\frac{m L}{t}+\int_{t 0}^{t} \frac{\sigma_{1}}{t} d t+\text { constant }
$$

$\qquad$
In the case of water, $\sigma_{1}$ is nearly constant, being Joule's equivalent. (We have already stated that all our heat is in work units), and

$$
\begin{equation*}
\phi=\frac{m L}{t}+\sigma_{1} \log \left(\frac{t}{t_{0}}\right)+\text { eonstant } \tag{11}
\end{equation*}
$$

Hence the adiabatic law for water-sten in

$$
\begin{equation*}
\underset{t}{m L}+\sigma_{1} \log \frac{t}{t_{0}}=\text { constant. } \tag{10}
\end{equation*}
$$

It is an excellent exercise for students to take a numerical example.

Let stearn at $165^{\circ} \mathrm{C}$. (or $\left.t=439\right)$ expand adiabatically to $85^{\circ} \mathrm{C} .($ or $t=359)$. Take $\sigma_{1}=1400$ and $L$ in work units, or take $\sigma_{1}=1$ and take $L$ in heat units. In any case, use a table of values of $t$ and $L$.

1. At the higher $t_{2}=439$ let $m_{2}=7$. (This is chosen at random.) Calculate $m_{1}$ at, say $t_{1}=394$, and also $m_{0}$ at $t_{0}=359$.

Perhaps we had better take $L$ in heat units as the formula

$$
L=796-695 t
$$

is easily remenvered.
Then (12) becomes

$$
\begin{gathered}
m_{1}\left(\frac{727}{t_{1}}-695\right)+\log \frac{t_{1}}{t_{0}}=m_{2}\left(\frac{727}{t_{2}}-695\right)+\log \frac{t_{2}}{t_{0}}, \\
m_{\mathrm{I}}
\end{gathered}=\frac{\log \frac{t_{2}}{t_{2}}+m_{2}\left(\frac{727}{t_{2}}-695\right)}{\frac{727}{t_{1}}-695} .
$$

If we want $m_{0}$ we use $t_{0}$ instead of $t_{1}$.
Having done this, find the corresponding values of $\because$. Now try if there is any law like

$$
p v^{2}=\text { constant }
$$

which may be approximately true as the adiabatic of this stuff. Repeat this, starting with $m_{2}=\cdot 8$ say, instead of 7 .

The $\mathrm{t}, \phi$ diagram method is better for bringing these matters most clearly before students, but one or two examples like the above ought to be worked.
89. When a complete differential $d u$ is zero, to solve the equation $d u=0$. We see that in the case,

$$
\left(x^{2}-4 x y-2 y^{2}\right) d x+\left(y^{2}-4 x^{2} y-2 x^{2}\right) d y=0,
$$

we have a complete differential, because

$$
\begin{aligned}
& \frac{d}{d y}\left(x^{2}-4 x y-2 y^{3}\right)=-4 x-4 y, \\
& \frac{d}{d x}\left(y^{2}-4 x y-2 x^{2}\right)=-4 y-4 x,
\end{aligned}
$$

so that they are equal. Hence it is of the form

$$
\left(\frac{d u}{d x}\right) \cdot d x+\left(\frac{d u}{d y}\right) d_{y}
$$

Integrating $a^{2}-4 x y-2 y^{2}$, since it is $\left(\frac{d u}{d x}\right)$, with regard to
$x$ assuming $y$ constant, and adding, instearl of a constant, an arbitrary function of $y$, we get $u$ as

$$
u=\frac{1}{3} x^{3}-2 x^{2} y-2 y^{2} x+\phi(y)
$$

To find $\phi(y)$, we know that $\left(\frac{d u}{d y}\right)=y^{3}-4 x y-2 x^{2}$.
Hence

$$
-2 x^{2}-4 y x+\frac{c}{d y} \phi(y)=y^{3}-4 x y-2 x^{2} .
$$

Hence

$$
\frac{d}{d y} \phi(y)=y^{2} \text { or } \phi(y)=\frac{1}{3} y^{3} .
$$

Hence $\quad u=\frac{1}{3} x^{3}-2 x^{2} y-2 x y^{2}+\frac{1}{3} y^{3}=c$.
We have therefore solved the given differential equation when we put this expression equal to an arbitrary constant.

Solve in the same manner,

$$
\left(1+\frac{y^{2}}{x^{2}}\right) d x-2 \frac{y}{x} d y=0 . \quad \text { Answer } x^{2}-y^{2}=c x .
$$

Solve $\frac{2 x \cdot d x}{y^{3}}+\left(\frac{1}{y^{2}}-\frac{3 x^{2}}{y^{4}}\right) d y=0$. Answer $x^{2}-y^{2}=c y^{3}$.
Solve $\left(3 x^{2}+3 y-\frac{4}{x^{3}}\right) d x+\left(3 x-\frac{8}{y^{3}}+3 y^{2}\right) d y=0$.
Answer $x^{5} y^{3}+x^{2} y^{5}+4 x^{2}+2 y^{2}+3 x^{3} y^{3}=c x^{2} y^{2}$.
90. In the general proof of (17) given in Art. 81, we assumed that $\mathbf{x}$ and $\mathbf{y}$ were perfectly independent. We may now if we please make them depend either upon one another or any third variable $z$. Thus if when any jodependent quantity $z$ becomes $z+\delta z, x$ becomes $x+\delta x$ and $y$ becomes $y+\delta y$, of course $u$ becomes $u+\delta u$. Let (16) Art. 81 be divided all across by $\delta$, and let $\delta z$ be diminished without limit, then (17) becomes

$$
\begin{equation*}
\frac{d u}{d z}=\left(\frac{d u}{d x}\right) \frac{d x}{d z}+\left(\frac{d u}{d y}\right) \frac{d y}{d z} \tag{1}
\end{equation*}
$$

Thus let

$$
\begin{aligned}
& x=\alpha x^{2}+b y^{2}+c x y, \\
& x=c z^{n}, y=g z^{\prime n} .
\end{aligned}
$$

and let
Then $\left(\frac{d u}{d x}\right)=2 a x+c y,\left(\frac{d u}{d y}\right)=2 b y+c x, \frac{d x}{d z}=n e z^{n-1}, \frac{d y}{d z}=m g z^{m-1}$, and consequently

$$
\frac{d u}{d z}=(2 a x+c y) n e z^{n-1}+(2 b y+c x) m g z^{n-1}
$$

In this we may, if we please, substitute for $x$ and $y$ in terms of $z$, and so get our answer all in terms of $z$.

This sort of example is rather interesting because it can be worked out in our earlier way. In the expression for $u$, substitute for $x$ and $y$ in terms of $z$, and we find $t=a e^{2} z^{2 n}+b g^{2} z^{2 m}+c e g z^{n+m}$ and

$$
\frac{d u}{d z}=2 n \alpha e^{2} z^{2 n-1}+2 m b g^{2} z^{2 m-1}+(n+m) \operatorname{ceg} z^{n+m-1}
$$

It will be found that this is exactly the same as what was obtained by the newer method, The student can easily manufacture examples of this kind for himself.

For instance, let $y=u v$ where $u$ and $y$ are functions of $x$, then ( 1 ) tells us that

$$
\frac{d y}{d x}=u \frac{d v}{d x}+v \frac{d u}{d x}
$$

a formula which is usually worked out in a very different fashion. See Art. 196.

In (1) if $y$ is really a constant, the formula becomes

$$
\frac{d u}{d z}=\frac{d u}{d x} \cdot \frac{d x}{d z}
$$

which again is a formula which is usually worked out in a very different fashion. See Art. 198.

In (1) assume that $z=x$ and that $y$ is a function of $x$, then

$$
\frac{d u}{d x^{x}}=\left(\frac{d u}{d x}\right)+\left(\frac{d u}{d^{y} y}\right) \frac{d y}{d x} \ldots \ldots \ldots \ldots \ldots \ldots \ldots(2)
$$

The student need not now be told that $\frac{d u}{d x}$ is a very different thing from $\left(\frac{d u}{d x}\right)$.

Example. Let

$$
\begin{aligned}
u & =\alpha x^{2}+b y^{2}+c x y \\
y & =g x^{\prime \prime 2}
\end{aligned}
$$

and let
Then $\quad\left(\frac{d u}{d x}\right)=2 a x+c y,\left(\frac{d u}{d y}\right)=2 b y+c x, \frac{d y}{d v}=m g \cdot x^{m-1}$.
Hence (2) is, $\quad \frac{d u}{d x}=(2 \alpha x+c y)+(2 d y+c x) m y x^{2 x-1}$.
More directly, substituting for $y$ in $u$, we have

$$
\begin{gathered}
u=a x^{2}+b g^{2} x^{2 m}+\operatorname{cg} x^{m+1} \\
\frac{d u}{d x}=2 a x+2 m b g^{2} x^{2 m-1}+(m+1) \operatorname{cg} x^{m}
\end{gathered}
$$

and this will be found to be the same as the other answer.

If $u$ is a function of three independent variables it is easy to prove, as in Art. 81, that

$$
\begin{equation*}
d u=\left(\frac{d u}{d x}\right) d x+\left(\frac{d u}{d y}\right) d y+\left(\frac{d u}{d z}\right) d z . \tag{3}
\end{equation*}
$$

91. Extmple. When a mass $\mathbf{m}$ is vibrating with one degree of freedom under the control of a spring of stiffess $\alpha$, so that if $x$ is the displacement of the mass from its position of equilibrium, then ax is the force with which the spring acts upon the mass; we know that the potential energy is $\frac{1}{2} a x^{2}$ (see Art. 26), and if $v$ is the velocity of the mass at the same time $t$, the kinetic energy is $\frac{1}{2} m v^{2}$, and we neglect the mass of the spring, then the total store of energy is

$$
E=\frac{1}{2} m v^{2}+\frac{1}{2} \alpha x^{2} .
$$

When $x$ is $0, v$ is at its greatest: when $v$ is $0, x$ is at its greatest.

1. Suppose this store $E$ to be oonstant and differentiate with regard to $t$, then

$$
0=m e \frac{d v}{d t}+a x \frac{d x}{d t} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots(1)
$$

or as $v$ is $\frac{d x}{d t}$, writing $\frac{d^{2} x}{d t^{2}}$ for $\frac{d v}{d t}$ we have

$$
\begin{equation*}
\frac{d^{2} \mathbf{x}}{d t^{2}}+\frac{a}{m} x=0 \tag{2}
\end{equation*}
$$

which is (see Art. 119) the well known law of simple harmonic motion.
2. If the total store of energy is not constant but diminishes at a rate which is proportional to the square of the velocity, as in the case of Fluid o. Electromagnetic friction, that is, if $\frac{d E}{d t}=-F^{2}$ then (1) becomes $\cdots F^{2}=m \cdot \frac{d}{d t}+a \cdot \frac{d x}{d t}$, or $(\mathcal{Z})$ becomes

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}+\frac{F}{m} \frac{d x}{d t}+\frac{a}{m} x=0 \tag{3}
\end{equation*}
$$

Compare (1) of Art. 142.
92. Similarly in a circuit with self induction $L$ and resistance $R$, joining the coatings of a condenser of capacity $K$, if the current is $C$, and if the quantity of electricity in the condenser at time $t$ is $K V$ so that $C=-K \frac{d V}{d t}, \frac{1}{2} L C^{2}$ is called the kinetic energy of the system, and $\frac{1}{2} K \Gamma^{C^{2}}$ is the potential energy, and the loss of energy by the system per second is $R C^{2}$. So that if $E$ is the store of energy at any instant

$$
\begin{gathered}
E^{\prime}=\frac{1}{2} L C^{2}+\frac{1}{2} K T^{2} \\
d E^{\prime} \\
d \overline{d t}=-R C^{2}=L C^{\frac{d C}{d t}}+K \mathrm{~V}^{2} \frac{d V}{d t}
\end{gathered}
$$

or

$$
L C^{C} \frac{d C^{C}}{d t}-V \cdot C+R C^{2}=0
$$

or

$$
L \frac{d C}{d t}-V+R C=0
$$

$$
L K^{\sim} \frac{d^{2} V}{d t^{2}}+R K^{d} \frac{d V}{d t}+V=0
$$

or

$$
\frac{d^{2} \mathbf{V}}{d t^{2}}+\frac{R}{\mathbf{L}} \frac{d \mathbf{V}}{d \mathbf{t}}+\frac{\mathbf{I}}{\mathbf{L} \mathbf{K}} \mathbf{V}=0
$$ (4).

Differentiating this all across and replacing $K^{\frac{d}{d}} \frac{d V}{d t}$ with $C$ we have a similar equation in $C$. Compare (4) of $\S 145$.
93. A mass $m$ moving with velocity $v$ has kinetic cnergy $\frac{1}{2} m v^{2}$. If this is its total store $E$,

$$
E=\frac{1}{2} m x^{2}
$$

If $E$ dimimishes at a rate proportional to the square of its velocity as in fluid friction at slow speeds,
or

$$
\begin{align*}
& \frac{d b^{\prime}}{d t}=-F^{2} v^{2}=m v \frac{d v}{d \bar{t}}, \\
& \frac{d t}{d t}=-\frac{F}{m} v \ldots \ldots \ldots \ldots \tag{5}
\end{align*}
$$

We have a similar equation for the dying out of current in an electric conductor, $\frac{1}{2} L C^{2}$ being its kinetic energy, and $R C^{2}$ being the rate of loss of energy per second.
94. In (2) of Art. 90, assume that $u$ is a constant and we find for example that if $u=f(x, y)=c$

$$
\left(\frac{d f(x, y)}{d x}\right)+\left(\frac{d f(x, y)}{d y}\right) \frac{d y}{d x}=0
$$

so that if $f(x, y)=c$ or $=0$, we easily obtain $\frac{\mathbf{d y}}{\mathbf{d x}}$.

1. Thus if $x^{2}+y^{2}=c, 2 x+2 y \cdot \frac{d y}{d x}=0$, or $\frac{d y}{d x}=-\frac{x}{y}$.
2. Also if $\frac{a^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}-1=0, \frac{2 x}{a^{2}}+\frac{2 y}{b^{2}} \frac{d y}{d x}=0$, or $\frac{d y}{d x}=-\frac{b^{2}}{a^{2}} \frac{x}{y}$.
3. Again if

$$
u=A x^{u}+B y^{n}
$$

$$
\frac{d u}{d x}=m A \cdot x^{m-1}+n B y^{n-1} \frac{d y}{d x} .
$$

Hence if $u=0$, or a constant, we have

$$
\frac{d y}{d x}=-\frac{m A x^{m-1}}{n B y^{n-1}}
$$

4. If

$$
\begin{aligned}
u & =\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}, \\
d u & =\frac{2 x}{a^{2}} d x+\frac{2 y}{b^{2}} d y .
\end{aligned}
$$

3. If $x^{3}+y^{3}-3 x c x y=b$, find $\frac{d y}{d x}$. Answer: $\frac{d y}{d x}=\frac{x^{2}-a y}{c x-y^{2}}$.
4. If

$$
x \log y-y \log x=0
$$

$$
\frac{d y}{d x}=\frac{y}{x}\binom{x \log y-y}{y \log x-x} .
$$

95. Example. Find the equations to the tangent and normal to the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$, at the point $x_{1}, y_{1}$ on the curve.

$$
\frac{x}{a^{2}}+\frac{y}{b^{2}} \frac{d y}{d x}=0 \text {, or at the point, } \frac{d y}{d x}=-\frac{b^{2}}{a^{2}} x_{1} .
$$

Hence the equation to the tangent is

$$
\frac{y-y_{1}}{x-x_{1}}=-\frac{b_{2}^{2}}{a^{2}} \frac{x_{1}}{y_{1}},
$$

or

$$
\frac{\because_{1}}{a^{2}}+\frac{y_{1} y_{1}}{b^{2}}=\frac{x_{1}^{2}}{a^{2}}+\frac{y_{1}^{2}}{b^{2}},
$$

and as $x_{1}$ and $y_{1}$ are the co-ordinates of a point in the curve, this is 1 .
Hence the tangent is $\quad \frac{x x_{1}}{u^{2}}+\frac{y y}{b^{2}}=1$.
The slope of the normal is $\frac{a^{2}}{l^{2}} \frac{y_{1}}{x_{1}}$, and hence the equation to the normal is $\frac{y-y_{1}}{x-x_{1}}=\frac{u^{2}}{b^{2}} y_{1}$.

## APPENDIX TO CHAP. T.

P'ago 19. In an cngincering investigation if one arrives at mathematical expressions which cannot really be thought about because they are too complicated, one can often get a simple empirical formula to replace them with small error within the limits between which they have to be used. Sometines even such a simple expression as $a+b r$, or $x^{t}$ will replace a complicated portion of an expression with small error. Expertness in such substitution is easily attained, especially in calculations where sonue of the terms can be expressed numerically or when one makes numerical experiments.

Exercise 1. The following observed numbers are known to follow a law like $y=a+b x$, but there are errors of olservation. Find by the use of squared paper the most probable values of $a$ and $b$.

| $x$ | 2 | 3 | $4 \frac{2}{2}$ | 0 | 7 | 9 | 12 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y$ | $5 \cdot 6$ | $6 \cdot 8.5$ | 0.27 | 1165 | 12.75 | 16.32 | 20.25 | 22.33 |

Ans. $y=25+15 x$.
Exercise 2. The following numbers are thought to follow a law like $y=a x /(1+s x)$. Find ly plotting the values of $y / x$ and $y$ on squared paper that these follow a law $y / x+s y=a$ and so find the most probable values of $\alpha$ and $s$.

| $x$ | $\because$ | 1 | 2 | 0.3 | 14 | 25 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y$ | 78 | 97 | 1.22 | .55 | $1 \cdot 1$ | $1 \cdot 24$ |

Ans. $\quad y=3 x /(1+2 x)$.
Exercise 3. If $p$ is the pressure in pounds per square inch and if $r$ is the volmue in cubic fect of 1 lb . of saturated steam,

| $p$ | 6.86 | 14.70 | 28.83 | 60.40 | 101.9 | 1633 | 250.3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v$ | 53.92 | 26.36 | 14.00 | 6.992 | 428 | 2.748 | 1.853 |

Plotting the common logarithms of $p$ and $v$ on squared paper test the truth of $p w^{100 t 1}=4.9$.

Exercise 4. The following are results of experiments each lasting for four hours; $I$ the indicated horse-power of an engine, transmittiog $B$ horse-power to Dynano Machines which gave out $E$ horse-power (Electrically), the weight of steam used per hour being $W$ lb., the weight of coal used per hour being $C \mathrm{lb}$. (the regulation of the engine was by changing the pressure of the steam). Show that, aprroximately; $W=800+21 I, I=\cdot 95 I-18, E=93 B-10, C=4 \cdot 2 I-62$.

| $I$ | $B$ | $E$ | W | $C$ |
| :---: | :---: | :---: | :---: | :---: |
| 190 | 163 | 143 | 4800 | 730 |
| 142 | 115 | 96 | 3770 | 544 |
| 108 | 86 | 69 | 3080 | 387 |
| 65 | 43 | 29 | 2155 | 218 |
| 19 | 0 | 0 | 1220 | - |
|  |  |  |  |  |

Page 34. It has been suggested to me by many persons that I ought to hiave given a proof without assuming the Binomial Theorem, and then the Binomial becomes only an example of Taylor's. In spite
of the eminence and experience of my critics, I believe that my method is the better-to tell a student that although I know he has not proved the Binomial, yet it is well to assume that he knows the theorem to be correct. The following seems to me the simplest proof which does not assume the Binomial.

Let

$$
y=x^{\prime \prime}, \quad x+\delta x=x_{1}, \quad y+\delta y=y_{1}
$$

(1) Suppose $n$ a positive integer; then

$$
\frac{y_{1}-y}{x_{1}-x}=\frac{x_{1}^{n}-x^{n}}{x_{1}-x}=x_{1}^{n-1}+x x_{1}^{n-2}+\ldots+x^{n-1} .
$$

In the limit, when $\delta x$ is made smaller and smaller, until ultimately $x_{1}=x$, the left-hand side is $\frac{d y}{d x}$ and the right-hand side is $x^{n-1}+x^{n-1}$ $+\ldots$ tu $n$ terms; so that $\frac{d y}{d x}=\pi u^{n-1}$.
(2) Suppose $n$ a positive fraction, and put $n=\frac{l}{m}$ where $\ell$ and $n$ are positive integers. We have $\frac{y_{1}-y}{x_{1}-x}=\frac{x_{1}^{1 / m}-x^{1 / m}}{x_{1}-x}=\frac{z_{1}^{l}-z^{l}}{z_{1}^{m}-z^{m}}$ where $x^{\frac{1}{m}}=s$, $x_{1}=z_{1}^{m}$, and so on.

$$
\begin{gathered}
\left.\frac{d y}{d x}=\text { limit of } \frac{\left(z_{1}-z\right)\left(z_{1}^{l-1}+z \cdot z_{1}^{l-2}+\ldots \ldots+z^{l-1}\right)}{\left(z_{1}-z\right)\left(z_{1}^{m-1}+z \cdot z_{1}^{m-2}+\ldots \ldots+z^{m-1}\right.}\right) \\
=\frac{l z^{l-1}}{m z^{m-1}}=\frac{l}{n} z^{l-n_{z}}=n x^{\frac{l}{m}}-1 \\
=n x^{n-1}
\end{gathered}
$$

(3) Suppose $n$ any negative number $=-m$ say, where $m$ is $\mathrm{p}^{\text {ositive }}$, then noticing that $x_{1}^{-m}-x^{-m}=\frac{x^{m /}-x_{1}^{n d}}{x_{1}{ }^{m i} x^{m 2}}$,
we have

$$
\frac{x_{1}^{-m}-x^{-m}}{x_{1}-x}=-\frac{1}{x_{1}^{-m} x^{m}} \cdot \frac{x_{1}^{m}-x^{m}}{x_{1}-x} .
$$

Now the limit of $\frac{x_{1}^{m}-x^{m n}}{x_{1}-x^{\prime}}=m x^{m b-1}$ by cases (1) and (2) whether $m$ be integral or fractional.

$$
\therefore \frac{d y}{d x}=-\frac{1}{x^{2+n}} \cdot m x^{m-1}=-m x^{-m-1}=n x^{n-1}
$$

Thus we have shown that $\frac{d}{d x}\left(e^{n}\right)=n \cdot x^{n-1}$, where $n$ is any constant, positive or negative, integral or fractional.

## CHAPTER II.

## $e^{x}$ and $\sin x$.

97. The Compound Interest Law. The solutions of an enormous number of engineering problems depend only upon our being able to differentiate $x^{n}$. I have given a few examples. Surely it is better to remember that the differential coefficient of $x^{n}$ is $n x^{n-1}$, than to write hundreds of pages evading the necessity for this little bit of knowledge.

We come now to a very different kind of function, $\mathbf{e}^{\mathbf{x}}$, where it is a constant quantity $e$ ( $e$ is the base of the Napierian system of logarithms and is 2.7183 ) which is raised to a variable power. We calculate logarithms and exponential functions from series, and it is proved in Algebra that

$$
e^{x}=1+x+\frac{x^{2}}{1.2}+\frac{x^{3}}{1.2 \cdot 3}+\frac{x^{2}}{1.2 \cdot 3 \cdot 4}+\& \mathrm{c}
$$

The continuous product 1.2 .3 .4 or 24 is denoted by 4 or sometimes by $4!$

Now if we differentiate $e^{x}$ term by term, we evidently obtain

$$
0+\mathrm{I}+x+\frac{x^{2}}{1.2}+\frac{x^{3}}{1.2 .3}+d \mathrm{c}
$$

so that the differential coefficient of $e^{x}$ is itself $e^{x}$. Similarly we can prove that the differential coefficient of $e^{a x}$ is ae $e^{a x}$. This is the only function known to us whose rate of increase is proportional to itself; but there are a great many phenomena in nature which have this property. Lord Kelvin's way of putting it is that "they follow the compound interest law."

Notice that if $\quad \frac{\mathbf{d y}}{\mathbf{d x}}=\mathbf{a y} \ldots \ldots \ldots \ldots \ldots \ldots . .(1)$, that is, the rate of increase of $y$ is proportional to $y$ itself, then

$$
\begin{equation*}
y=b e^{a x} \tag{2}
\end{equation*}
$$

where $b$ is any constant whatsoever; $b$ evidently represents the value of $y$ when $x=0$.

Here again, it will be well for a student to illustrate his proved rule by means of graphical and numerical illustrations. Draw the curve $y=e^{x}$ and show that its slope is equal to its ordinate. Or take values of $x$, say 2, 2.001, 2002, 2003, \&c., and calculate the corresponding values of $y$ using a table of Logarithms. (This is not a bad exercise in itself, for practical men are not always quick enough in their use of logarithms.) Now divide the increments of $y$ by the corresponding increments of $x$. An ingenious student will find other and probably more complex ways of getting familiar with the idea. However complex his method may be it will be valuable to him, so long as it is his own discovery, but let him beware of irritating other mon by trying to teach them through his complex discoveries.
98. It will perhaps lighten our study if we work out a few examples of the Compound Interest Law.

Our readers are either Electrical or Mechanical Engineers. If Electrical they must also be Mechanical. The Mechanical Engineers who know nothing about electricity may skip the electrical problems, but they are advised to study them ; at the same time it is well to remember that one problem thoroughly studied is more instructive than thirty carclessly studied.

Example 1. An electric condenser of constant capacity $K$, fig. 58 , discharging through great resistance $R$. If $v$ is the potential difference (at a particular instant) between the condenser coatings, mark one coating as $v$ and the other as 0 on your sketch, fig. 58. Draw an arrow-head representing the current $C$ in the conductor; then $C=v \div R$.

But $q$ the quantity of electricity in the condenser is $K v$
and the rate of diminution of $q$ per second or- $-\frac{d q}{d t}$ or $-K \frac{d v}{d t}$ is the very same current. Hence
or

$$
\begin{aligned}
& -K \frac{d v}{d t}=\frac{v}{\mu}, \\
& \frac{d v}{d t}=-\frac{1}{K \bar{R}} v .
\end{aligned}
$$



Fig. 58.

That is, the rate of diminution of $v$ per second, is proportional to $v$, and whether it is a diminution or an increase we call this the compond interest law. We guess therefore that we are dealing with the exponential function, and after a little experience we see that any such example as this is a case of (1), and hence by (2)

$$
\begin{equation*}
v=b e^{-\frac{1}{K} R^{t}} \tag{3}
\end{equation*}
$$

It is bec:use of this that we have the rule for finding the leakage resistance of a cable or condenser.

For

$$
(\log b-\log v)=\frac{t}{K R} .
$$

So that if $v_{1}$ is the potential at time $t_{1}$ and if $v_{2}$ is the potential at time $t_{2}$

$$
\begin{aligned}
K R\left(\log b-\log v_{1}\right) & =t_{1}, \\
K R\left(\log b-\log v_{2}\right) & =t_{2} .
\end{aligned}
$$

Subtracting, $K R\left(\log v_{1}-\log v_{2}\right)=t_{2}-t_{1}$
So that

$$
R=\left(t_{2}-t_{1}\right) / K \log \frac{v_{1}}{v_{3}}
$$

It is hardly necessary to say that the Napierian logarithm of a number $n, \log n$, is equal to the common logarithm $\log _{10} n$ multiplied by 23026 .

Such an example as this, studied carefully step by step by an engineer, is worth as much as the careless study of twenty such problems.

Example 2. Newton's law of cooling. Imagine a body all at the temperature $v$ (above the temperature of sur-
rounding bodies) to lose heat at a rate which is proportional to $v$.

Thus let

$$
\frac{d v}{d t}=-a v
$$

where $t$ is time. Then by (2)

$$
\begin{equation*}
v=b e^{-a t} . \tag{4}
\end{equation*}
$$

or

$$
\log b-\log v=a t
$$

Thus let the tomperature be $v_{1}$ at the time $t_{1}$ and $v_{2}$ at the time $t_{2}$, then $\log v_{1}-\log v_{2}=a\left(t_{2}-t_{1}\right)$, so that $a$ can be measured experimentally as being equal to

$$
\log \frac{v_{1}}{v_{2}} \div\left(t_{2}-t_{1}\right)
$$

Example 3. A rod (like a tapering winding rope or like a pump rod of iron, but it may be like a tie rod made of stone to carry the weight of a lamp in a church) tapers gradually because of its own weight, so that it may have everywhere in it exactly the same tensile stross $f$ lbs. per square inch. If $y$ is the cross section at the distance $x$ from its lower end, and if $y+\delta y$ is its cross section at the distance $x+\delta x$ from its lower end, then $f . \delta y$ is evidently equal to the weight of the little portion between $x$ and $x+\delta x$. This portion is of volume $\delta x \times y$, and if $w$ is the weight per unit volume

$$
f \cdot \delta y=w \cdot y \cdot \delta x \text { or rather } \frac{d y}{d x}=\frac{w}{f} y
$$

Hence as before,

$$
\begin{equation*}
y=b e^{\frac{w}{f} x} \quad \ldots \ldots \ldots \ldots \ldots \tag{5}
\end{equation*}
$$

If when $x=0, y=y_{0}$, the cross section just sufficient to support a weight $W$ hung on at the bottom (evidently $f y_{0}=W$ ), then $y_{0}=b$ because $e^{0}=1$.

It is however unnecessary to say more than that (5) is the law according to which the rod tapers.

Example 4. Compound Interest. £100 lent at 3 per cent. per annum becomes $£ 103$ at the end of a year. The interest during the second year being charged on the increased capital, the increase is greater the second year, and is greater and greater every year. Here the addition of interest due is made every twelve months; it might be
made every six or three months, or weekly or daily or every second. Nature's processes are, however, usually more continuous even than this.

Let us imagine compound interest to be added on to the principal continually, and not by jerks every year, at the rate of $r$ per cent. per annum. Let $P$ be the principal at the end of $t$ years. Then $\delta P$ for the time $\delta t$ is $\frac{r}{100} P . \delta t$ or $\frac{d P}{d t}=\frac{r}{100} P$, and hence by (2) we have

$$
P=b e^{\frac{r}{100} t},
$$

where $b=P_{0}$ the principal at the time $t=0$.
Example 5. Slipping of a Belt on a Pulley. When students make experiments on this slipping phenomenon, they ought to cause the pulley to be fixed so that they may see the slipping when it occurs.

The pull on a belt at $W$ is $T_{1}$, and this overcomes not only the pull $T_{0}^{\prime}$ but also the friction between the belt and the pulley. Consider the tension $T$ in the belt at $P$, fig. 59, the angle QOP being $\theta$; also the tension $T+\delta T$ at $S$, the angle $Q O S$ being $\theta+\delta \theta$.

Fig. 60 shows part of $O P S$ greatly magnified, $\delta \theta$ being very small. In calculating the forcepressing the small portion of belt $P$ Sagainst the pulley


Fig. 59. rim, as we think of $P S$ as a shorter and shorter length, we see that the resultant pressing force is $T . \delta \theta^{*}$, so that $\mu . T . \delta \theta$ is

[^16]

Fig. 61.


Fig. 60.
the friction, if $\mu$ is the coefficient of friction. It is this that $\delta T$ is required to overcome. When $\mu . T . \delta \theta$ is exactly equalled by $\delta T$ sliding is about to begin. Then $\mu . T . \delta \theta=\delta T$ or $\frac{d T}{d \theta}=\mu T$, the compound interest law. Hence $T=b e^{\mu \theta}$. Insert now $T=T_{0}$ when $\theta=0$, and $T=T_{1}$ when $\theta=Q O W$ or $\theta_{1}$, and we have $T_{0}=b, T_{1}=T_{0} e^{\mu \theta_{1}}$.

In calculating the horsc-power $H$ given by a belt to a pulley, we must remember that $H=\left(T_{1}^{\prime}-T_{v}\right) \bigvee \div 33000$, if $T_{1}$ and $T_{0}$ are in pounds and $V$ is the velocity of the belt in feet per minute. Again, whether a belt will or will not tear depends upon $T_{1}$; from these considerations wo have the well-known rule for belting.

Example 6. Atmospheric Pressure. At a place which is $h$ feet above datum level, let the atmospheric pressure be $p$ lbs. per sq. foot; at $h+\delta h$ let the pressure be $p+\delta p$ ( $\delta p$ is negative, as will be seen). The pressure at $h$ is really greater thim the pressure at $h+\delta h$ by the weight of air filling the volume $\delta h$ cubic feet. If $w$ is the weight in lbs. of a cubic foot of air, $-\delta p=w . \delta h$. But $w=c p$, where $c$ is some constant if the temperature is constant. Hence $-\delta p=c . p . \delta / \ldots(1)$, or, rather $\frac{d p}{d h}=-c p$. Hence, as before, we have the compound interest law; the rate of fall of pressure as we go up or the rate of increase of pressure as we come down being proportional to the pressure itself. Hence $p=u e^{-c h}$, where $a$ is some constant. If $p=p_{0}$, when $h=0$, then $a=p_{0}$, so that the law is

$$
\begin{equation*}
p=p_{v} e^{-c h} . \tag{2}
\end{equation*}
$$

As for $c$ we casily find it to be $\frac{w_{0}}{p_{0}}, w_{0}$ being the weight of a culbic foot of air at the pressure $p_{0}$. If $t$ is the constant (absolute) temperature, and $u_{0}$ is now the weight of a cubic foot of air at $0^{\circ}$ C. or $274^{\circ}$ absolute, then $c$ is $\frac{w_{0}}{p_{0}} \frac{274}{t}$.
$B A C=\delta \theta$ and $B C$ represents the equilibrant. Now it is cyident that as $\delta \theta$ is less and less, $B C \div A B$ is more and more nearly $\delta \theta$, so that the equilibrant is more and more nearly $T$. $\delta \theta$.

If $w$ follows the adiabatic law, so that $p w^{-\gamma}$ is constant or $w=c p^{1 / \gamma}$ where $\gamma=1414$ for air. Then (1) becomes $-\delta \rho=c p^{1 / \gamma} \delta h$ or $-\frac{\delta p}{p^{1 / \gamma}}=c \delta h$ or rather $-\int_{-\gamma} \frac{d p}{p^{1 / \gamma}}=c h$ or $\frac{-\gamma}{\gamma-1} p^{\frac{\gamma-1}{\gamma}}=c h+C$. If $p=p_{0}$ where $h=0$, we can find $C$, and we have

$$
\begin{equation*}
p^{1-\frac{1}{\gamma}}=p_{0}^{1-\frac{1}{\gamma}}-\frac{\gamma-1}{\gamma} c k \tag{3}
\end{equation*}
$$

as the nore uswally correct law for pressure diminishing upwards in the atmosphere.

Observe that wher we have the adiabatic law $p v^{\gamma}=b$, a constand, and $p e=R i t$; it follows that the absolute temperature is proportional to $p^{1-1}{ }^{1}$.
So thati (3) becomes

$$
t=t_{0}-\frac{1}{R} \frac{\gamma-1}{\gamma} h
$$

So that the rate of diminution of temperature is constant per foot upwards in such a mass of gas. Compare Art. 74, (4), if $v$ is 0 .

## Example 7. Fly-wheel stopped by a Fluid Frictional

## Resistance.

Let $\alpha$ be its velocity in radians per second, $I$ its moment of inertia. Let the resistance to motion be a torque proportional to the velocity, say $F^{\prime} a$, then

$$
\begin{equation*}
b^{\prime} \alpha=-I \times \text { angular acceleration } \tag{1}
\end{equation*}
$$

or

$$
\begin{gather*}
I \frac{d \alpha}{d t}+F \alpha=0  \tag{シ}\\
\frac{d \alpha}{d t}=-\frac{F}{I} \alpha .
\end{gather*}
$$

or
Here rate of diminution of angular velocity $\alpha$, is proportional to $\alpha$, so that we have the compound interest law or

$$
\begin{equation*}
\alpha=\alpha_{v} e^{-\frac{F}{I} t} \tag{3}
\end{equation*}
$$

where $\alpha_{0}$ is the angular velocity at time 0 .

Compare this with the case of a fly-wheel stopped by solid friction. Let $a$ be the constant solid-frictional torque.
(1) becomes
or or
or

$$
\begin{gather*}
a=-I d \alpha / d t, \\
d \alpha / d t+a / I=0, \\
c:=-\alpha t / I+a \text { constant, } \\
\alpha=\alpha_{0}-\alpha t / I \ldots \ldots . \tag{4}
\end{gather*}
$$

where $\alpha_{0}$ is the angular velocity when $t=0$.
Returning to the case of fluid frictional resistance, if $M$ is a varying driving torque applied to a fly-wheel, we have

$$
\begin{equation*}
M=F \alpha+I \frac{d \alpha}{d t} \tag{5}
\end{equation*}
$$

Notice the analogy here with the following electric circuit law.

## Example 8. Electric Conductor left to itself.

Ohm's law is for constant currents and is $V=R C$, where $R$ is the resistance of a circuit, $C$ is the current flowing in it; $V$ the voltage. We usually have $R$ in ohms, $C$ in amperes, $V$ in Volts. When the current is not constant, the law becomes

$$
\begin{equation*}
\mathbf{V}=\mathbf{R C}+\mathbf{L} \frac{\mathrm{dC}}{\mathrm{dt}} \tag{1}
\end{equation*}
$$

where $\frac{d C}{d t}$ is the rate of increase of amperes per second, and $L$ is called the self-induction of the circuit in Henries. It is evident that $L$ is the voltage retarding the current when the current increases at the rate of one ampere per second.

1. If $V=0$ in (1)

$$
\frac{d U}{d t}=-\frac{R}{L} O
$$

which is the compound interest law.
Consequently

$$
\begin{equation*}
C=C_{0} e^{-\frac{R}{I} t} \tag{2}
\end{equation*}
$$

2. If $C=a+b e^{-g t}$,

$$
\frac{d U}{\bar{d} \bar{t}}=-g b e^{-y t},
$$

so that from (1) $\quad V=R a+(R b-L g b) e^{-g t}$.
Now let $R=L g$ or $g=\frac{R}{L}$ and we have $V=R a$, so that the voltage may keep constant although the current alters. Putting in the values we have found, and using $V_{0}$ for the constant voltage so that $a=V_{0} \div R$, we find

$$
C=\frac{V_{g}}{R}+b e^{-\frac{R}{L^{2}} \ldots \ldots \ldots \ldots \ldots \ldots \ldots(3) .}
$$

If we let $C=0$ when $t=0$, thon $b=-\frac{V_{0}}{R}$, and hence we may write

$$
\begin{equation*}
C=\frac{V_{0}}{R}\left(1-e^{-\frac{R}{L} t}\right) . \tag{4}
\end{equation*}
$$

The curve showing how $C$ increases when a constant voltage is applied to a circuit, ought to be plotted from $t=0$ for some particular case. Thas plot when $V_{0}=100, R=1, L=01$. What is the current finally reached?
99. Easy Exercises in the Differentiation and Integration of $e^{a x}$.

1. Using the formula of Art. 70, find the radius of curvature of the curve $y=e^{x}$, where $x=0$. Answer: $r=\sqrt{ } 8$.
2. A point $x_{1}, y_{1}$ is in the curve $y=b e^{\frac{x}{x}}$, find the equation to the tangent throngh this point.

$$
\text { Answer: } \frac{y-y_{1}}{x-x_{1}}=\frac{y_{1}}{a} .
$$

Find the equation to the normal through this point.

$$
\text { Answer: } \frac{y-y_{1}}{x-a_{1}}=-\frac{a}{y_{1}} \text {. }
$$

Find the length of the subnormal. Answer : $y \frac{d y}{d x}$ or $y^{2} / a$.
Find the length of the Subtangent. Answer : $y \div \frac{d y}{d x}$ or $a$.
3. Find the radius of curvature of the catenary $y=\frac{c}{2}\left(e^{x / c}+e^{-x / c}\right)$, at any place. Answer: $r=y^{2} / c$.

At the vertex when $x=0, r=c$.
4. If $y=A e^{i a x}$ where $i$ stands for $\sqrt{-1}$. Show that if $i$ behaves as an algebraic quantity so that $i^{2}=-1, i^{3}=-i$, $i^{4}=1, i^{5}=i$, \&c. then $\frac{\mathbf{d}^{2} \mathbf{y}}{\mathbf{d x}^{2}}=-\mathbf{a}^{2} \mathbf{y}$.
5. Find $\alpha$ so that $y=A e^{a x}$ maly be true when

$$
\frac{d^{2} y}{d x^{2}}+7 \frac{d y}{d x}+12 y=0
$$

Show that there are two values of $\alpha$ and that

$$
y=A e^{-4 x}+B e^{-3 x} .
$$

6. Find the subtangent and subnormal to the Catenary $y=\frac{c}{2}\left(e^{x / c}+e^{-x i c}\right)$, ur, as it is sometimes written, $y=c \cosh x / c$.

Answer:
the subtangent is $c$ coth $\frac{x}{c}$ or $c\left(e^{x / c}+e^{-x / e}\right)\left(e^{x / c}-e^{x / c}\right)$,
the subnormal is $\frac{c}{2} \sinh \frac{2 x}{c}$ or $\frac{c}{4}\left(e^{2 x / c}-e^{-2 x / c}\right)$.
7. The distance PS, fig. 8, being called the length of the tangent, the length of the timgent of the above catenary is

$$
\frac{c}{2} \cosh ^{2} \frac{x}{c} / \sinh \frac{x}{c} .
$$

The length of $P Q$ may be called the length of the normal, and for the catonary it is $c \cosh \frac{x}{c}$ or $y^{2} / c$.
8. Find the length of an arc of the catenary $y=\frac{c}{2}\left(e^{\frac{x}{c}}+e^{-\frac{x}{c}}\right)$. The rule is given in Art. 38. Fig. 62 shows the shipe of the curve, $O$ being the origin, the distance AO being $c$. The point $P$ has for its co-ordinates $x$ and $y$.

Now $\frac{d y}{d x}=\frac{1}{2}\left(e^{\frac{e}{e}}-e^{-\frac{x}{c}}\right)$. Syuaring this and arding to 1 and extracting the square root gives us $\frac{1}{2}\left(e^{\frac{x}{x}}+e^{-\frac{x}{e}}\right)$. The integral of this is $\frac{c}{2}\left(e^{\frac{x}{c}}-e^{-\frac{x}{c}}\right)$ which is the length of the $\operatorname{arc} A P$, as it is 0 when $x=0$. We may write it, $s=c \sinh x / c$.


Fig. 62.
9. Find the area of the catenary between $O A$ and $S P$, fig. 62.

$$
\text { Area }=\int_{0}^{o s_{c}} \frac{x}{2}\left(e^{x}+e^{-\frac{x}{c}}\right) d x
$$

or $\quad \frac{c^{2}}{2}\left[\begin{array}{l}0 S \\ n^{\frac{x}{c}}\end{array} e^{-\frac{x}{c}}\right]$ or $\frac{c^{2}}{2}\left(e^{\frac{o S}{c}}-e^{-\frac{\sigma S}{c}}\right)$.
Or the area up to any ordinate at $x$ is $c^{2}$ sinh $x_{p} c$.
The Catenary $y=\frac{c}{2}\left(g^{x / c}+e^{-x, c}\right)$ revolves about the awis of $x$, find the arria of the hour-glass-shapled surfice generated. See Art. 48.

$$
\begin{gathered}
\frac{d y}{d x}=\frac{1}{2}\left(e^{x / c}-e^{x / c}\right) \text { and } \sqrt{1+\left(\frac{d y}{d x}\right)^{2}}=\frac{1}{2}\left(e^{x / c}+e^{-x ; c}\right) . \\
\text { Area }=\frac{\pi c}{2} \int\left(e^{x / c}+e^{-x / c}\right)^{2} \cdot d x \\
=\frac{\pi c^{2}}{4}\left(e^{2 x / c}-e^{-2 x / c}\right)+\pi c \cdot x
\end{gathered}
$$

between the ordinates at $x=x$ and $x=0$.
It is curious that the forms of some volcanoes are as if their own sections obeyed the compomed interest law like an inverted pump rod. The radii of the top and base of such a
volcano being $a$ and $b$ respectively and the vertical height $h$, find the volume. See Art. 46. Taking the axis of the volcano as the axis of $x$, the curve $y=b e^{c x}$ revolving round this axis will produce the outline of the mountain if $c=\frac{1}{h} \log \frac{a}{b}$.

The volume is $\pi \int_{0}^{h} b^{n} \cdot e^{s e x} \cdot d x=\frac{\pi b^{2}}{2 c}\left[\begin{array}{l}h \\ e^{n e x}\end{array}\right]$

$$
={ }_{2 c}^{\pi b^{2}}\left(e^{2 c h}-1\right) .
$$

Now $a=b e^{e h}$, so that our answer is $\frac{\pi}{2 c}\left(a^{2}-b^{2}\right)$.

## 100. Harmonic Functions.

Students ought to have already plotted sine curves like $y=a \sin (b x+e) \ldots(1)$ on squared paper and to have figured out for themselves the signification of $a, b$ and $e$. It ought to be unnecessary here to speak of them. Draw the curve again. Why is it sometimes called a cosine curve? [Suppose $e$ to be $\frac{\pi}{2}$ or $\left.90^{\circ}.\right]$ Note that however great $x$ may be, the sine of ( $b x+e$ ) can never exceed 1 and never be less than -1 . The student knows of course that $\sin 0=0, \sin \frac{\pi}{4}\left(\right.$ or $\left.45^{\circ}\right)=707$, $\sin \frac{\pi}{2}\left(\right.$ or $\left.90^{\circ}\right)=1, \sin \frac{3 \pi}{4}\left(\right.$ or $\left.135^{\circ}\right)=707, \sin \pi\left(\right.$ or $\left.180^{\circ}\right)=0$, $\sin \frac{5 \pi}{4}$ (or $225^{\circ}$ ) $=-707, \sin \frac{3 \pi}{2}$ (or $270^{\circ}$ ) $=-1, \sin \frac{7 \pi}{4}$ (or $315^{\circ}$ ) $=-707$, $\sin 2 \pi\left(\right.$ or $\left.360^{\circ}\right)=0$ again and, thereafter, $\sin \theta=\sin (\theta-2 \pi)$. Even these numbers ought almost to be enough to let the wavy nature of the curve be secn. Now as a sine can never exceed 1 , the greatest and least values of $y$ are $a$ and $-a$. Hence $a$ is called the amplitude of the curve or of the function.

When $x=0, y=a \sin e$. This gives us the signification of $e$. Another way of putting this is to say that when $b x$ was $=-e$ or $x=-\frac{e}{b}, y$ was 0 . When $x$ indicates time or when $b x$ is the angle passed through by a crank or an eccentric, e gets several names; Valve-motion engineers call
it the advance of the valve; Electrical engineers call it the lead or (if it is negative) the lag.

Observe that when $b x=2 \pi$ we have everything exactly the same as when $x$ was 0 , so that we are in the habit of calling $\frac{2 \pi}{b}$ the periodic value of $x$.

Besides the method given in Art. 9, I advise the student to draw the curve by the following method. A little knowledge of elementary trigonometry will show that it must give exactly the same result. It is just what is done in drawing the elevation of a spiral line (as of a sciew thread) in the drawing office. Draw a straight line OM. Describe


Fig. 63.
a circle about $O$ with $a$ as radius. Set off the angle $B O C$ equal to $e$. Divide the circumference of the circle into any number of equal parts numbering the points of division $0,1,2,3, \& c$. We may call the points $16,17,18$, \&c., or $32,33,34, \& c$. , when we have gone once, twice or more times round. Set off any equal distances from $B$ towards $M$ on the straight line, and number the points $0,1,2, \& c$. Now project vertically and horizontally and so get points on the curve. The distance $B M$ represents to some scale or other the periodic value of $x$ or $2 \pi / b$.

If $O C$ is imagined to be a crank rotating uniformly against the hands of a watch in the vertical plane of the paper, $y$ in (1) means the distance of $C$ above $O M, b x$ means the angle that $O C$ makes at any time with the position $O M$, and if $x$ means time, then $b$ is the angular velocity of the crank and $2 \pi / b$ means the time of one revolution of the crank
or the periodic time of the motion. $y$ is the displacement at any instant, from its mid position, of a slider worked vertically from $C$ by an infinitely long connecting rod.

A simple harmonic motion may be defined as one which is represented by $s=a \sin (b t+e)$, where $s$ is the distance from a mid position, $a$ is the amplitude, $e$ the lead or lag or advance, and $b$ is $2 \pi / T$ or $2 \pi f$ where $T$ is the periodic time or $f$ is the frequency. Or it may be defined as the motion of a point rotating uniformly in a circle, projected upon a diameter of the circle (much as we see the orbits of Jupiter's satellites, edge on to us), or the motion of a slider worked from a uniformly rotating crank-pin by means of an infinitely long connecting rod. And it will be seen later, that it is the sort of motion which a body gets when the force acting upon it is proportional to the distance of the body from a position of equilibrium, as in the up and down motion of a mass hanging at the end of a spring, or the bob of a pendulum when its swings are small. It is the simplest kind of vibrational motion of bodies. Many pairs of quantities are connected by such a sine law, as well as space and time, and we discuss simple harmonic motion less, I think, for its own sake, than because it is analogous to so many other phenomena. Now let it be well remembered although not yet proved that if

$$
y=a \sin (b x+c) \text { then } \frac{d y}{d x}=a b \cos (b x+c)
$$

and

$$
\int y \cdot d x=-\frac{a}{b} \cos (b x+c)
$$

101. When $c=0$ and $b=1$ and $a=1$; that is when

$$
\begin{equation*}
y=\sin x \tag{1}
\end{equation*}
$$

let us find the differential coefficient.
As before, let $x$ be increased to $x+\delta x$ and find $y+\delta y$,

$$
\begin{equation*}
y+\delta y=\sin (x+\delta x) \tag{2}
\end{equation*}
$$

Subtract (1) from (2) and we find

$$
\delta y=\sin (x+\delta x)-\sin x
$$

or

$$
2 \cos \left(x+\frac{1}{2} \delta x\right) \sin \frac{1}{2} \delta x . \quad \text { (See Art. 3.) }
$$

Hence

$$
\begin{equation*}
\frac{\delta y}{\delta x}=\cos \left(x+\frac{1}{2} \delta x\right) \frac{\sin \frac{1}{2} \delta x}{\frac{1}{2} \delta x} . \tag{3}
\end{equation*}
$$

$$
a \sin (b x+c)
$$

It is easy to see by drawing a small angle $\alpha$ and recollecting what $\sin \alpha$ and $\alpha$ are, to find the value of $\sin \alpha \div \alpha$ as $\alpha$ gets smaller and smaller. Thus in the figure, let $P O A$ be the angle. The arc $P A$ divided by $O P$ is a, the angle in radians. And the perpendicular $P B$ divided by $O P$ is tho sine of the angle. Hence


Fig. 6.4. $\frac{\sin \alpha}{\alpha}=\frac{P B}{P^{\prime} A}$
and it is evident that this is more and more nearly 1 as a gets smaller and smaller. In fact we may take the ratios of $\alpha, \sin \alpha$ and $\tan \alpha$ to one another to be 1, more and more nearly, as a gets smaller and smaller. If we look upon $\frac{1}{2} \delta x$ as $\alpha$ in the above expression, we see that in the limit, (3) becomes

$$
\frac{d y}{d x}=\cos x \text { if } y=\sin x .^{*}
$$

* The proof of the more general case is of exactly the same kind. Here it is:

$$
\begin{aligned}
y & =\mathbf{a} \sin (\mathbf{b x}+\mathbf{c}\rangle \\
y+\delta y & =a \sin \{b(x+\delta x)+c\}, \\
\delta y & =2 a \cos \left(b x+c+\frac{1}{2} b \cdot \delta x\right) \sin \left(\frac{1}{2} b \cdot \delta x\right) . \quad \text { See Art. } 3 . \\
\delta!\prime & =a b \cdot \cos \left(b x+c+\frac{1}{2} b \cdot \delta x\right) \begin{array}{c}
\sin \left(\frac{1}{2} b \cdot \delta x\right) \\
\frac{1}{2} b \cdot \delta x
\end{array}
\end{aligned}
$$

Now make $\delta x$ smaller and smaller and we have

## $\frac{d y}{d x}=a b \cos (b x+c)$ and hence $\int a \cos (b x+c) \cdot d x=\frac{a}{b} \sin (b x+c)$.

Again, to take another case :-
If $y=a \cos (b x+e)$, this is the same as

$$
y=a \sin \left(b x+e+\frac{\pi}{2}\right)=a \sin (b x+c), s a y .
$$

Hence

$$
\begin{aligned}
\frac{d y}{d x} & =a b \cos (b x+c) \\
& =a b \cos \left(b x+c+\frac{\pi}{2}\right)
\end{aligned}
$$

$$
\frac{d y}{d x}=-a b \sin (b x+e)
$$

Hence

$$
\int a \sin (b x+c) \cdot d x=-\frac{a}{b} \cos (b x+c)
$$

And hence $\quad \int \cos x . d x=\sin x$.
102. Now it is not enough to prove a thing like this, it must be known. Therefore the student ought to take a book of Mathematical Tables and illustrate it. It is unfortunate that such books are arranged either for the use of very ignorant or else for very learned persons and so it is not quite easy to convert radians into degrees or vice versa. Do not forget that in $\sin x$ or $\cos x$ we mean $x$ to be in radians. Make out such a little bit of table as this, which is taken at random.

| Angle in <br> degrees | $x$ <br> or angle in <br> radians | $y=\sin x$ | $\delta y$ | $\delta y \div \delta x$ | Average <br> $\frac{\partial y}{\delta x}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 40 | $\cdot 6981$ | $\cdot 6427876$ | $\cdot 0132714$ | .7583 | .7547 |
| 41 | 7156 | $\cdot 6560590$ | .0130716 | $\cdot 7512$ |  |

If it is remembered that $\delta y \div \delta x$ in each case is really the average value of $\frac{d y}{d x}$ for one degree or 01745 of a radian, it will be seen why it is not exactly equal to the cosine of $x$. Has the student looked for himself, to see if 7547 is really nearly equal to $\cos 41^{\circ}$ ?
103. It is easy to show in cxactly the same way that if $y=\cos x, \frac{d y}{d x}=-\sin x$ and $\int \sin x . d x=-\cos x$. The sign is troublesome to remember. Here is an illustration:

| Angle in degrees | or angle in radians | $y=\cos x$ | $\begin{gathered} \delta y \\ \text { negative } \end{gathered}$ | $\frac{\delta y}{\delta i}$ | $\begin{gathered} \text { Average } \\ \delta y \\ \delta x \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 20 | 3491 | . 9396926 |  |  |  |
| 21 | $\cdot 3665$ | $\cdot 9335804$ | .0061122 |  | -3 |
|  |  |  | $\cdot 0063965$ | -3656 |  |
| 22 | $\cdot 3840$ | .0271839 |  |  |  |

Notice that $y$ diminishes as $a$ increases. Notice that $\sin 21^{\circ}$ or $\sin (3665)=3.384$.
104. Here is another illustration of the fact that the differential coefficient of $\sin x$ is $\cos x$. Let $A O P$, fig. 65, be $\theta$. Let $A O Q$ be $\theta+\delta \theta$. Let $P Q$ be a short arc drawn with $O$ as centre. Let $O P=O Q=1 . \quad P R$ is perpendicular to $Q B$.


Fig. 65.
Then $A P=y=\sin \theta, B Q=\sin (\theta+\delta \theta)=y+\delta y, Q P=\delta \theta$ and $R Q=\delta y$. Now the length of the are $P Q$ becomes more and more nearly the length of a straight line between $P$ and $Q$ as $\delta \theta$ is made smaller and smaller.

Thus $\frac{R Q}{Q P}$ or $\frac{\delta y}{\delta \theta}$ is more and more nearly equal to $\cos P Q R$ or $\cos \theta$.

In the limit $\frac{\mathrm{dy}}{\mathrm{d} \boldsymbol{\theta}}=\boldsymbol{\operatorname { c o s }} \boldsymbol{\theta}$ if $\mathbf{y}=\boldsymbol{\operatorname { s i n }} \boldsymbol{\theta}$.
Similarly if $\mathbf{z}=\boldsymbol{\operatorname { c o s }} \boldsymbol{\theta}=0 A, \delta z=-B A=-R P$ and

$$
\frac{\mathrm{d} \mathbf{z}}{\mathrm{~d} \boldsymbol{\theta}}=-\frac{R P^{\prime}}{Q P^{\prime}}=-\sin \boldsymbol{\theta} .
$$

Illustrations like these are however of most value when a student invents them for himself. Any way of making the fundamental ideas familiar to oneself is valuable. But it is a great mistake for the author of a book to give too many illustrations. Ho is apt to give prominence to those illustrations which he himself discovered and which were therefore invaluable in his own education.
105. Olserve that if $y=A \sin \alpha x+D \cos a x$;

$$
\frac{d^{2} y}{d x^{2}}=-a^{2} y, \text { and } \frac{d^{4} y}{d x^{4}}=a^{4} y .
$$

Compare this with the fact that if $y=e^{a x}, \frac{d^{2} y}{d x^{2}}=a^{2} y, \frac{d^{4} y}{d x^{4}}=x^{4} y$. In P.
the higher applications of Mathematics to Enginecring this resemblance and difference between the two functions $e^{a x}$ and $\sin a x$ become important. Note that if $i$ stands for $\sqrt{-1}$ so that $i^{2}=-1, i^{4}=1$, \&c. Then if $y=e^{i a x}, \frac{d^{2} y}{d x^{2}}=-a^{2} y, \frac{d^{4} y}{d x^{4}}=a^{4} y$ just as with the sine function. Compare Art. 99.
106. Exercise. Men who have proved Demoivre's theorem in Trigonometry (the proof is easy; the proofs of all mathematical rules which are of use to the engineer are easy; difficult proofs are only useful in academic exercise work) say that for all algebraic purposes, $\cos a x=\frac{1}{2}\left(e^{i a x}+e^{-i a x}\right)$ and $\sin a x=\frac{1}{2 i}\left(e^{i a x}-e^{-i a x}\right)$. If this is so, prove our fundamental propositions.
107. Example. A plane electric circuit of area $A \mathrm{sq}$. cm . closed on itself, can rotate with uniform angular velocity about an axis which is at right angles to the field, in a uniform magnetic field $H . \quad H$ is supposed given in c.G.s. units; measuring the angle $\theta$ as the angle passed through from the position when there is maximum induction $H A$ through the circuit; in the position $\theta$, the induction through the circuit is evidently $A \cdot H \cdot \cos \theta$. If the angle $\theta$ has been turned through in the time $t$ with the angular velocity $q$ radians per second, then $\theta=q t$. So that the induction $I=A H \cos q t$. The rate of increase of this per second is $-A q H \sin q t$, and this is the clectromotive force in each turn of wire. If there are $n$ turns, the total voltage is $-n A q H$ sin $q t$ in c.g.s. units; if we want it in commercial units the voltage is

- nAqH $10^{-8} \sin q t$ volts,
being a simple harmonic function of the time. Note that the term voltage is now being employed for the line integral of electromotive force even when the volt is not the unit used.

Example. The coil of an alternator passes through a field such that the induction through the coil is

$$
I=A_{0}+A_{1} \sin \left(\theta+\epsilon_{1}\right)+A_{r} \sin \left(r \theta+\epsilon_{r}\right),
$$

where $\theta$ is the angle passed through by the coil. If $q$ is the
relative angular velocity of the coil and field, $\hat{\theta}=q$. If there are $n$ turns of wire on the coil, then the voltage is $n \frac{d I}{d t}$, or

$$
n q\left\{A_{1} \cos \left(q t+\epsilon_{1}\right)+A_{r} r \cos \left(r q t+\epsilon_{r}\right)\right\} .
$$

So we see that irregularities of $r$ times the frequency in the field are relatively multiplied or magnified in the electromotive force.
108. In Bifilar Suspension, if $W$ is the weight of the suspended mass, $a$ and $b$ the distances between the threads below and above, $h$ the vertical height of the threads; if the difference in vertical component of tension is $n$ times the total weight $W$, and $\theta$ is the angle turned through in azimuth, the momental resistance offered to further turning is

$$
\begin{equation*}
\frac{1}{4}\left(1-n^{2}\right) W \frac{a b}{h} \sin \theta \tag{1}
\end{equation*}
$$

Note that to make the arrangement more 'sensitive' it is only necessary to let more of the weight be carried by one of the threads than the other.

The momental resistance offered to turning by a body which is $\theta$ from its position of equilibrium, is often proportional to $\sin \theta$. Thus if $W$ is the weight of a compound pendulum and $O G$ is the distance from the point of support to its centre of gravity, $W . O G \cdot \sin \theta$ is the moment with which the body tends to return to its position of equilibrium. If $M$ is the magnetic moment of a magnet displaced $\theta$ from equilibrium in a field of strength $H$, then $H M \sin \theta$ is the moment with which it tends to return to its position of equilibrium. A body constrained by the torsion of a wire or a strip has a return moment proportional to $\theta$. When angular changes are small we often treat $\sin \theta$ as if it were equal to $\theta$. Sometimes a body may have various kinds of constraint at the same time. Thus the needle of a quadrant electrometer has bifilar suspension, and there is also an electrical constraint introduced by bad design and construction which may perhaps be like $a \theta+b \theta^{2}$. If the threads are stiff, their own torsional stiffness introduces a term proportional to $\theta$ which we did not include in (1). Sometimes the constraint is introduced by connecting a little magnetic needle rigidly
with the electrometer needle, and this introduces a term proportional to $\sin \theta$. In some instruments where the moving bolly is soft iron the constraint is nearly proportional to $\sin 2 \theta$. Now if the resisting moment is $M$ and a body is turned through the angle $\delta \theta$, the work done is $M . \delta \theta$. Hence the work dono in turning a body from the position $\theta_{1}$ to the position $\theta_{2}$, where $\theta_{2}$, is greater than $\theta_{1}$, is $\int_{\theta_{1}}^{\theta_{2}} M . d \theta$.

Sitanple. The momental resistance offered by a body to turning is, a $\sin \theta$ where $\theta$ is the angle turned through, what work is done in turning the body from $\theta_{1}$ to $\theta_{2}$ ? Answer, $\int_{\theta_{1}}^{\theta_{2}} u \cdot \sin \theta \cdot d \theta=-u\left(\cos \theta_{2}-\cos \theta_{1}\right)=u\left(\cos \theta_{1}-\cos \theta_{2}\right)$.

Example. The resistance of a body to turning is partly a constant torque a due to friction, partly a term $b \theta+c \theta^{*}$, partly a term $e \sin \theta$; what is the work done in turning from $\theta=0$ to any angle?

$$
M \text { the torque }=a+b \theta+c \theta^{2}+e \sin \theta=f(\theta) \text { say },
$$

$V$ the work done

$$
=a \theta+\frac{1}{2} b \theta^{2}+\frac{1}{3} c \theta^{3}+e(1-\cos \theta)=F(\theta) \text { say. }
$$

This is callot the potential energy of the body in the position $\theta$.

The kinetic energy in a rotating body is $\frac{1}{2} I\left(\frac{d \theta}{d t}\right)^{2}$ where $I$ is the boly's moment of incritia about its axis. When a borly is ant $\theta$ its total onergy $E$ is $I\left(\frac{d \theta}{d t}\right)^{2}+H^{\prime}(\theta)$.

If the total energy remains constant and a body in the position $\theta$ is moving in the direction in which $\theta$ increases, and no fince acto upon it except its comstraint, it will continue to move to the position $\theta_{1}$ such that

$$
\frac{1}{v} I\left(\frac{d \theta}{d t}\right)^{2}+h^{\prime}(\theta)=h^{\prime}\left(\theta_{1}\right) .
$$

So that when the form of $F^{\prime}(\theta)$ is known, $\theta_{1}$ can be calculated, if we know the kinctic cnergy at $\theta$.

Thus let $M=e \sin \theta$, wo that $F^{\prime}(\theta)=e(1-\cos \theta)$, then

$$
\because I\binom{d \theta}{d t}^{2}+c(1-\cos \theta)=c\left(1-\cos \theta_{1}\right)
$$

from which $\theta_{1}$ the extreme swing can be calculated.
Exercise. Show that if the righting moment of a ship is proportional to $\sin 4 \theta$ where $\theta$ is the heeling angle, and if a wind whose momental effect would maintain a stealy inclination of 112 degrees suddenly sends the ship from rest at $\theta=0$ and remains acting, and if we may neglect friction, the ship will heel beyond $33 \frac{1}{3}$ degrees and will go right over: Discuss the effect of friction.

A body is in the extreme position $\theta_{1}$, what will be its kinetic energy when passing through the position of equilibrium? Answer, $F\left(\theta_{1}\right)$.

Thus let $M=b \theta+c \theta^{2}+e \sin \theta$.
Calculate $\alpha$, the angular velocity at $\theta=0$, if its extreme swing is $4 \tilde{\sigma}^{7}$. Here

$$
\begin{aligned}
\theta_{1}=\frac{\pi}{4} \text { and } F(\theta) & =\frac{1}{2} b \theta^{2}+\frac{1}{3} c \theta^{3}+e(1-\cos \theta), \\
\frac{1}{2} I \alpha^{2} & =\frac{1}{2} b\binom{\pi}{4}^{0}+\frac{1}{3} c\left(\frac{\pi}{4}\right)^{3}+e\left(1-\frac{1}{\sqrt{2}}\right),
\end{aligned}
$$

from which we may calculate $\alpha$.
Problem. Suppose we desire to have the potential energy following the law

$$
V=F(\theta)=u \theta^{\frac{3}{2}}+b \theta^{3}+c \epsilon^{m \theta}+h \sin 2 \theta,
$$

and we wish to know tho necossary law of constraint, we see at once that as $M=\frac{d V}{d \theta}$,

$$
M=\frac{3}{2} a \theta^{\frac{1}{2}}+3 h \theta^{\prime}+m c \epsilon^{m \theta}+2 h \cos 2 \theta
$$

Problem. A body in the position $b_{0}$ moving with the angular velocity $\alpha$, in the direction of increasing $\theta$, has a momental impulse $m$ in the direction of increasing $\theta$ suddenly given to it; how far will it swing?

The moment of momentum was $I \alpha$, it is now $I \alpha+m$ and if $\alpha^{\prime}$ is its new angular velocity $\alpha^{\prime}=\alpha+\frac{m}{J}$.

The body is then in the position $\theta_{0}$ with the kinetic energy $\frac{1}{2} I\left(\alpha+\frac{n t}{I}\right)^{2}$ and the potential energy $F\left(\theta_{0}\right)$, and the sum of these equated to $F\left(\theta_{1}\right)$ enables $\theta_{1}$ to be calculated.

The student will easily see that the general equation of angular motion of the constrained body is

$$
\frac{d^{2} \theta}{d t^{2}}+\frac{1}{I} f(\theta)=0 ;
$$

$f(\theta)$ may include a term involving friction.
109. Every one of the following exercises must be worked carefully by students; the answers are of great practical use but more particularly to Electrical Engineers. In working them out it is necessary to recollect the trigonometrical relations

$$
\begin{aligned}
& \cos 2 \theta=2 \cos ^{2} \theta-1=1-2 \sin ^{2} \theta, \\
& 2 \sin \theta \cdot \cos \phi=\sin (\theta+\phi)+\sin (\theta-\phi), \\
& 2 \cos \theta \cdot \cos \phi=\cos (\theta+\phi)+\cos (\theta-\phi), \\
& 2 \sin \theta \cdot \sin \phi=\cos (\theta-\phi)-\cos (\theta+\phi) .
\end{aligned}
$$

Such exercises are not merely valuable in illustrating the calculus; they give an acquaintance with trigonometrical expressions which is of great general importance to the engineer.

The average value of $f(x)$ from $x=x_{1}$ to $x=x_{2}$ is evidently the area $\int_{x_{1}}^{x_{2}} f(x) . d x$ divided by $x_{2}-x_{1}$.

Every exercise from 6 to 20 and also 23 ought to be illustrated graphically by students. Good hand sketches of the curves whose ordinates are multiplied together and of the resulting curves will give sufficiently accurate illustrations.

1. $\int \sin ^{2} a x d x=\frac{x}{2}-\frac{\sin 2 a x}{4 a}$.
2. $\int \cos ^{2} a x d x=\frac{x}{2}+\frac{\sin 2 a x}{4 a}$.
3. $\int \sin a x \cdot \cos b x . d x=-\frac{\cos (a+b) x}{2(a+b)}-\frac{\cos (a-b) x}{2(a-b)}$.
4. $\int \sin a x \cdot \sin b x \cdot d x=\frac{\sin (a-b) x}{2(a-b)}-\frac{\sin (a+b) x}{2(a+b)}$
5. $\int \cos a x \cdot \cos b x . d x=\frac{\sin (a+b) x}{2(a+b)}+\frac{\sin (a-b) x}{2(a-b)}$.
6. The area of a sine curve for a whole period is 0 .

$$
\int_{0}^{\underline{1} \pi} \sin x \cdot d x=-\left[\begin{array}{l}
2 \pi \\
\cos x \\
0
\end{array}\right]=-(1-1)=0 .
$$

7. Find the area of the positive part of a sinc curve, that is

$$
\int_{0}^{\pi} \sin x . d x=-\left[\begin{array}{l}
\pi \\
\cos x \\
0
\end{array}\right]=-(-1-1)=2 .
$$

Since the length of base of this part of the curve is $\pi$, the average height of it is $\frac{2}{\pi}$. Its greatest height, or amplitude, is 1 .
8. The area of $y=a+b \sin x$ from 0 to $2 \pi$ is $2 \pi a$ and the average height of the curve is $a$.
9. Find the average value of $\sin ^{2} x$ from $x=0$ to $x=2 \pi$.

As $\cos 2 x=1-2 \sin ^{2} x, \sin ^{2} x=\frac{1}{2}(1-\cos 2 x)$. The integral of this is $\frac{1}{2} x-\frac{1}{t} \sin 2 x$, and putting in the limits, the area is $\left(\frac{1}{2} 2 \pi-\frac{1}{4} \sin 4 \pi-0+\frac{1}{4} \sin 0\right)=\pi$. The average height is the area $\div 2 \pi$, and hence it is $\frac{1}{2}$.
10. The average value of $\cos ^{2} x$ from $x=0$ to $x=2 \pi$ is $\frac{1}{2}$.

In the following exercises $s$ and $r$ are supposed to be whole numbers and unequal:
11. The average value of $a \sin ^{2}(s q t+e)$ from $t=0$ to $t=T$ is $\frac{a}{2}, s$ being a whole number and $q=2 \pi / T . \quad T$ is the periodic time.
12. The average value of $a \cos ^{2}(s q t+e)$ from $t=0$ to $t=T$ is $\frac{a}{2}$.
13. $\int_{0}^{T} \cos s q t \cdot \sin s q t \cdot d t=0$.
14. $\int_{0}^{T} \sin s q t \cdot \sin r q t \cdot d t=0$.
15. $\int_{0}^{T} \cos s q t \cdot \cos r q t \cdot d t=0$.
16. $\int_{0}^{T} \sin s q t \cdot \cos r q t \cdot d t=0$.
17. The average value of $\sin ^{2} s q t$ from 0 to $\frac{1}{2} T$ is $\frac{1}{2}$.
18. The average value of $\cos ^{2}$ sqt from 0 to $\frac{1}{2} T$ is $\frac{1}{2}$.
19. $\int_{0}^{\frac{1}{2} T} \sin s q t . \sin \gamma q t \cdot d t=0$.
20. $\int_{0}^{\frac{1}{2} T} \cos s q t \cdot \cos r q t \cdot d t=0$.
21. Find $\int \sin x \cdot \sin (x+e) \cdot d x$.

Here, $\quad \sin (x+e)=\sin x \cos e+\cos x \cdot \sin e$.
Hence we must integrate $\sin ^{2} x \cdot \cos e+\sin x \cdot \cos x \cdot \sin e$,

$$
\begin{gathered}
\int \sin ^{2} x \cdot d x=\frac{x}{2}-\frac{\sin 2 x}{4} \\
\int \sin x \cdot \cos x \cdot d x=\frac{1}{2} \int \sin 2 x \cdot d x=-\frac{1}{4} \cos 2 x
\end{gathered}
$$

and hence our integral is

$$
\left(\frac{x}{2}-\frac{\sin 2 x}{4}\right) \cos e-\frac{1}{4} \cos 2 x . \sin e .
$$

22. Prove that $\int \sin q t \cdot \sin (q t+e) \cdot d t$

$$
=\left(\frac{t}{2}-\frac{\sin 2 q t}{4 q}\right) \cos e-\frac{1}{4 q} \cos 2 q t \cdot \sin e
$$

23. Prove that the average value of $\sin q t . \sin (q t \pm e)$ or of $\sin (q t+a) \sin (q t+a \pm e)$ for the whole periodic time $T$ (if $\left.q=\frac{2 \pi}{T}\right)$ is $\frac{1}{2} \cos e$.

This becomes cvident, when we notice (calling $q^{t}+a=\phi$ ), $\sin \phi \cdot \sin (\phi \pm e)=\sin \phi(\sin \phi \cos e \pm \cos \phi \cdot \sin e)$

$$
=\sin ^{2} \phi \cdot \cos ^{2} e \pm \sin \phi \cdot \cos \phi \cdot \sin e
$$

Now the average value of $\sin ^{2} \phi$ for a whole periond is $\frac{1}{2}$, and the average value of sin $\phi \cdot \cos \phi$ is 0 .

By making $a={ }_{2}^{\pi}$ in the above we see that the average value of $\cos q t \cdot \cos (q t \pm e)$ is $\frac{1}{3} \cos e$, or the average value for a whole period of the product of two sine functions of the time, of the same period, each of amplitude 1 , is half the cosine of the angular lag of either behind the other.
24. Referring to Art. 106, take

$$
\begin{aligned}
& \cos u \theta=\frac{1}{2}\left(e^{i \alpha \theta}+e^{-i(\mu \theta}\right) \\
& \sin \omega \theta=\frac{1}{2 i}\left(e^{i \alpha \theta}-e^{-i \alpha \theta}\right) .
\end{aligned}
$$

or take

$$
\begin{aligned}
e^{i a \theta} & =\cos \omega \theta+i \sin a \theta, \\
e^{-i a t} & =\cos a \theta-i \sin a \theta,
\end{aligned}
$$

and find

$$
\int e^{h \theta} \cos a \theta \cdot d \theta .
$$

This becomes $\frac{1}{2} \int\left(e^{(b+a i) \theta}+e^{(b-a i) \theta}\right) d \theta$

$$
\begin{aligned}
& =\frac{1}{2}\left\{\frac{1}{b+a i} e^{(b+(i) \theta}+\frac{1}{b-a i} e^{(b-a i) \theta}\right\} \\
& =\frac{1}{2} e^{b \theta}\left\{\begin{array}{c}
1 \\
\left.b+a e^{a i \theta}+\frac{1}{b-a i} e^{-a i \theta}\right\},
\end{array},\right.
\end{aligned}
$$

and on substituting the above values it beomes

$$
\int e^{b \theta} \cos a \theta \cdot d \theta=\frac{1}{a^{2}+b^{2}} e^{b \theta}(b \cos a \theta+a \sin a \theta) \ldots \text { (1) }
$$

Similarly we have

$$
\int e^{b \theta} \sin a \theta d \theta=\frac{1}{a^{2}+b^{2}} e^{l \theta}(b \sin a \theta-a \cos a \theta) \ldots \ldots(2)
$$

110. Notes on Harmonic Functions. In the following collection of notes the student will find a certain amount of repetition of statements already made.
111. A function $x=a \sin q t$ is analogous to the straight line motion of a slider driven from a crank of length $a$ (rotating with the angular velocity $q$ radians per second) by an infinitely long connecting rod. $x$ is the distance of the slider from the middle of its path at the time $t$. At the zero of time, $x=0$ and the crank is at right angles to its position of dead point, $\mathbf{q}=\mathbf{2 \pi f}=\frac{\mathbf{2 \pi}}{\mathbf{T}}$, if $T$ is the periodic time, or if $f$ is the frequency or number of revolutions of the crank per second, taking 1 second as the unit of time.
112. A function $x=a \sin (q t+\epsilon)$ is just the same, except that the crank is the angle $\epsilon$ radians (one radian is 57.2957 degrees) in advance of the former position; that is, at time 0 the slider is the distance $\alpha \sin \epsilon$ past its mid-position*.

[^17]

Fig. 66.

[^18]113. A function $x=a \sin (q t+\epsilon)+a^{\prime} \sin \left(q t+\epsilon^{\prime}\right)$ is the same as $X=A \sin (q t+E)$; that is, the sum of two crank motions can be given by a single crank of proper length and proper advance. Show on a drawing the positions of the first two when $t=0$, that is, set off
\[

$$
\begin{aligned}
& Y O P=\epsilon \text { and } O P=a, \\
& Y O Q=\epsilon^{\prime} \text { and } O Q=a^{\prime} .
\end{aligned}
$$
\]

Complete the parallelogram $O P R Q$ and draw the diagonal $O R$, then the single crank $O R=A$, with angle of advance $Y O R=E$, would give to a slider the sum of the motions which $O P$ and $O Q$ would separately give. The geometric


Fig. 67. proof of this is very easy. Imagine the slider to have a vertical motion. Draw $O Q, O R$ and $O P$ in their relative positions at any time, then project $P, R$ and $Q$ upon OX. The crank $O P$ would cause the slider to be $O P^{\prime}$ above its mid-position at this instant, the crank $O Q$ would cause the slider to be $O Q^{\prime}$ above its mid-position, the crank $O R$ would cause the slider to be $O R^{\prime}$ above its mid-position at the same instant; observe that $O R^{\prime}$ is always equal to the algebraic sum of $O P^{\prime}$ and $O Q^{\prime}$.

We may put it thus:-" The s.h.m. which the crank $O P$ would give, + the S.H.m. which $O Q$ would give, is equal to the S.H.M. which $O R$ would give." Similarly "the S.H.m. which $O R$ would give, - the S.H.m. which $O P$ would give, is equal to the s.h.m. which $O Q$ would give." We sometimes say:- the crank $O R$ is the sum of the two cranks $O P$ and $O Q$. Cranks are added therefore and subtracted just like vectors.

[^19]114. These propositions are of great importance in dealing with valve motions and other mechanisms. They are of so much importance to eloctrical engincers, that many practical men say, "let the crank $O P$ represent the current." They mean, "there is a curcent which alters with time according to the law $C=a \sin (q t+\epsilon)$, its magnitude is analogous to the displacement of a slider worked vertically by the crank OP whose length is $e$ and whose angular velocity is $q$ and $O P$ is its position when $t=0$." $\dagger$
115. Inasmuch as the function $r=a \cos q t$ is just the same as $u \sin \left(q t+\frac{\pi}{2}\right)$, it represents the motion due to a crank of longth $u$ whose angle of advance is $90^{\circ}$. At any time $t$ the velocity of a slidtr whose motion is
is
\[

$$
\begin{gathered}
a=u \sin (q t+\epsilon), \\
v=u q \cos (q t+\epsilon)=\frac{d x}{d t} \text { or } \dot{x} \\
=u q \sin \left(q t+\epsilon+\frac{\pi}{2}\right),
\end{gathered}
$$
\]

that is, it can be represented by the actual position at any instant of a slider worked by a crank of length representing aq, this new crank being $90^{\circ}$ in advance of the old one. The acceleration or $\frac{d^{2} t}{d t^{2}}$ or $\frac{d v}{d t}$ or $\dot{v}$ is shown at any instant, by a crank of length at ${ }^{2}$ placed $90^{\circ}$ in advance of the $v$ cronk, or $180^{\circ}$ in advance of the $x$ crank, for

$$
\begin{aligned}
\text { Accel. } & =-a q^{2} \sin (q t+\epsilon) \\
& =a q^{2} \sin (q t+\epsilon+\pi)
\end{aligned}
$$

The characteristic property of s.H. motion is that, numerically, the acceloration is $q^{2}$ or $4 \pi^{2} f^{2}$ times the displacoment, $f$ being the frequency.

If anything follows the law $a \sin (q t+\epsilon)$, it is analogous to the motion of a slider, and we often say that it is represonted by the crank $O P$; its rate of increase with time is analogous to the velocity of the slider, and we say that it is represented by a crank of length $a q$ placed $90^{\circ}$ in advance of the first. In fact, on a s.h. function, the operator $d / d t$ multiplies by $q$ and gives an advance of a right angle.
116. Sometimes instead of stating that a function is $A \sin (q t+\epsilon)$ we state that it is $a \sin q t+b \cos q t$.

Evidently this is the some statement, if $a^{2}+b^{2}=A^{2}$ and if


Fig. 68.
$\tan \epsilon=\frac{b}{a}$.
It is easy to prove this trigonometrically, and grabphically in fig. 68. Let

$$
O S=a, O Q=b
$$

The crank $O P$ is the stu of $O S$ and $O Q$, and tim $\in$ or

$$
\tan Y O P^{P}=\frac{b}{a} .
$$

117. We have already in Art. 100 indicated all easy graphical method of drawing the curve

$$
x=a \sin (q t+\epsilon)
$$

where $a$ and $t$ are the ordinate and abscissa.
Much information is to be gained by drawing the two of the same periodic time,

$$
x=a \sin (q t+\epsilon) \text { and } a=a^{\prime} \sin \left(q t+\epsilon^{\prime}\right),
$$

and adding their ordinates together. This will illustrate 113.
118. If the voltage in an Electric Circuit is $V$ volts, the current $C$ amperes, the resistance $R$ ohms, the self-induction $L$ Henries, then if $t$ is time in seems,

$$
\begin{equation*}
V=R C+L \frac{d C}{d t} \tag{1}
\end{equation*}
$$

Now if $\mathrm{C}=\mathrm{C}_{\mathrm{n}}^{\mathrm{sin}}$ q ut,

$$
\frac{d t}{d t}=(4 t \cos y t
$$

so that

$$
V=R C_{0} \sin q t+L C_{1} q \cdot \cos q t
$$

and by Art. 116 this is

$$
\begin{equation*}
V=C_{1}, V R^{2}+L-q^{2} \sin (q t+\epsilon) \tag{2}
\end{equation*}
$$

$\sqrt{R^{2}+L^{2} q^{2}}$ is called the impedance;

$$
\begin{aligned}
& \tan \epsilon=\frac{L q}{R}=\frac{2 \pi l f}{R} \text {, if } f \text { is frequency; } \\
& \epsilon \text { is } l a y \text { of current behind voltage. }
\end{aligned}
$$

Hence again if $\quad \mathbf{V}=\mathbf{V}_{0} \boldsymbol{\operatorname { s i n }} \mathbf{q t} \ldots \ldots \ldots \ldots \ldots \ldots \ldots$................
then

$$
\mathbf{C}=\frac{\mathbf{V}_{0}}{\sqrt{\overline{\mathbf{R}}^{2}+\mathbf{L}^{2} \mathbf{q}^{2}}} \sin \left(\mathbf{q t}-\tan ^{-1} \frac{\mathbf{L} q}{\mathbf{R}}\right) \dagger \ldots \ldots \text { (4) } .
$$

Notice that if $V$ is given as in (3) the complete answer for $C$ includes an evanescent term due to the starting conditions see Arts. 98, 147, but (4) assumes that the simple harmonic $V$ has been established for a long time. In practical electrical working, a small fraction of a second is long enough to destroy the evanescent term.
119. We may write the characteristic property of a simple harmonic motion as

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}+q^{2} x=0 \tag{1}
\end{equation*}
$$

(compare Arts. 26 and 108) and if (1) is given us we know that it means

$$
x=a \sin q t+b \cos q t \text { or } x=A \sin (q t+\epsilon) \ldots \ldots(2),
$$

where $A$ and $\epsilon$, or $a$ and $b$ are any arbitrary constants.
Example. A body whose weight is $W \mathrm{lb}$. has a simple harmonic motion of amplitude $a$ feet (that is, the stroke is $2 a$ feet) and has a frequency $f$ per second, what forces give to the mass this motion?

If $x$ feet is the displacement of the body from midposition at any instant, we may take the motion to be

$$
x=a \sin q t \text { or } a \sin 2 \pi f . t,
$$

and the numerical value of the acceleration at any instant is $4 \pi^{2} f^{2} x$ and the force drawing the body to its mid-position is in pounds $4 \pi^{2} f^{2} x W \div 32 \cdot 2$, as mass in engineer's units is weight in pounds in London $\div 322$, and force is acceleration $\times$ mass.
120. If the connecting rod of a steam or gas engine were long enough, and we take $W$ to be the weight of piston and rod, the above is nearly the force which must be exerted by the cross-head when the atmosphere is admitted to both sides of the piston. Observe that it is 0 when $x$ is 0 and is proportional to $x$, being greatest at the ends of the stroke. Make a diagram showing how much this force is at every point of the stroke, and carefully note that it is always acting towards the middle point.

Now if the student has the indicator diagrams of an engine (both sides of piston), he can first draw a diagram showing at every point of the stroke the force of the steam on the piston, and he can combine this with the above diagram to show the actual force on the cross-head. Note that steam pressure is so much per square inch, whereas the other is the total force. If the student carries out this work by himself it is ten times better than having it explained.

Since the acceleration is proportional to the square of the frequency, vibrations of engines are much more serious than they used to be, when speeds were slower.
121. As we have been considering the motion of the piston of a steam engine on the assumption that the connecting rod is infinitely long, we shall now study the effect of shortness of connecting rod.

In Art. 11, we found $s$ the distance of the piston from the end of its stroke when the crank made an angle $\theta$ with its dead point. Now let $x$ be the distance of the piston to the right of the middle of its stroke in fig. 3 , so that our $x$ is the old $s$ minus $r$, where $r$ is the length of the crank.

Let the crank go round uniformly at $q$ radians por second.
Again, let $t$ be the time since the crank was at right angles to its dead point position, so that $\theta-\frac{\pi}{2}=q t$, and we find

$$
\begin{aligned}
& x=-r \cos \theta+l\left\{1-\sqrt{1-\frac{r^{2}}{l^{2}} \sin ^{2} \theta}\right\}, \\
& x=r \sin q t+l\left\{1-\sqrt{1-\frac{r^{2}}{l^{2}} \cos ^{2} q t}\right\} .
\end{aligned}
$$

Using the approximation that $\sqrt{1}-\alpha=1-\frac{1}{2} \alpha$ if $\alpha$ is small cnough we have

$$
x=r \sin q t+\frac{r^{2}}{2 l} \cos ^{2} q t .
$$

But we know that $2 \cos ^{2} q t-1=\cos 24 t$. (Sec Art. 109).)
Hence

$$
x=r \sin q t+\frac{r^{2}}{4 l} \cos (2 q t)-\frac{r^{2}}{4 l} \ldots \ldots \ldots(1)
$$

We see that there is it fundamental simple hammic motion, and its octave of much smaller :umplitude.

Find $\frac{d x}{d t}$ and also $\frac{d t^{2} x}{d t^{2}}$. This latter is

$$
\text { acceleration }=-r q^{2} \sin q t-\frac{r^{\prime \prime} q^{2}}{l} \cos -2 q t .
$$

It will be seen that the relative importance of the octave term is four times as great in the acceleration as it was in the actual motion. We may, if we please, write $\theta$ again for $q t+\frac{\pi}{2}$ and get

$$
\frac{d^{2} x}{d t^{2}}=r q^{2} \cos \theta+\frac{r^{2}-I^{3}}{l^{-}} \cos 2 \theta .
$$

When $\theta=0$, the acceleration is $r q^{3}+\frac{r^{2} q^{2}}{l}$.
When $\theta=90^{\circ}$, the acceleration is $-\frac{r^{2} q^{3}}{l}$.
When $\theta=180^{\circ}$, the acceleration is $-r \varphi^{3}+\frac{r^{2} q^{2}}{l}$,
( $q$ is $2 \pi f$, where $f$ is the frequency or number of nowhtions of the crank per second).

If three points be plotted showing displacement $x$ and acceleration at these places, it is not difticult by drawing a curve through the three points to get a sufficiently accurate idea of the whole diagram. Perhaps, as to a point near the middle, it might be better to notice that when the angle $O P Q$ is $90^{\circ}$, as $P$ is moving uniformly and the rate of change of the angle $Q$ is zero, there is no acceleration of $Q$ just then. This position of $Q$ is easily fonnd by construction.

The most important things to recollect are (1) that accelerations, and therefore the forces necessary to cause motion, are four times as great if the frequency is doubled, and nine times as great if the frequency is trebled ; (2) that the relative importance of an overtone in the motion is greatly exaggerated in the acceleration.
122. Take any particular form of link motion or radial valve gear and show that the motion of the valve is always very nearly ( $t$ being time from beginning of piston stroke or $q t$ being angle passed through by crank from a dead point),

$$
\begin{equation*}
x=a_{1} \sin \left(q t+\epsilon_{1}\right)+a_{2} \sin \left(2 q t+\epsilon_{2}\right) \tag{1}
\end{equation*}
$$

(There is a very simple method of obtaining the terms $a_{1}$ and $a_{2}$ by inspection of the gear.) When the overtone is neglected, $a_{1}$ is the half travel of the valve and $\epsilon_{1}$ is the angle of advance. In a great number of radial valve gears we find that $\epsilon_{2}=90^{\circ}$. The best way of studying the effect produced by the octave or overtone is to draw the curve for each term of (1) on paper by the method of Fig. 63, and then to add the ordinates together. If we subtract the outside lap $L$ from $x$ it is easy to see where the point of cut-off is, and how much earlier and quicker the cut-off is on account of this octave or kick in the motion of the valve.

In an example take $a_{1}=1, \epsilon_{1}=40^{\circ}, a_{2}=2, \epsilon_{2}=90^{\circ}$.
The practical engincer will notice that although the octave is good for one end of the cylinder it is not good for the other, so that it is not advisable to have it too great. We may utilize this fact in obtaining more admission in the up stroke of modern vertical engines; we may cause it to correct the inequality due to shortness of connecting rod.

Links and rods never give an important overtone of frequency 3 to 1 . It is always 2 to 1 .

In Sir F. Bramwell's gear the motion of the valve is, by the agency of spur wheels, caused to be

$$
x=a_{1} \sin \left(q t+\epsilon_{1}\right)+c_{2} \sin \left(3 q t+\epsilon_{2}\right) \ldots \ldots \ldots(2)
$$

Draw a curve showing this motion when

$$
a_{1}=1 \cdot 15 \text { inch, } \epsilon_{1}=47^{\circ}, a_{2}=\cdot 435, \epsilon_{2}=62^{\circ}
$$

If the outside lap is 1 inch and there is no inside lap, find the positions of the main crank when cut-off, release, cushioning and admission occur. Show that this gear and any gear giving an overtone with an odd number of times the fundamental frequency, acts in the same way on both ends of the cylinder.
123. If $x=a_{1} \cos \left(q_{1} t+\epsilon_{1}\right)+a_{2} \cos \left(q_{2} t+\epsilon_{2}\right) \ldots \ldots$. (3),
where

$$
q_{1}=2 \pi f_{1} \text { and } q_{2}=2 \pi f_{3},
$$

there being two frequencies; this is not equivalent to one S. H. motion. Suppose $a_{1}$ to be the greater. The graphical method of study is best. We have two cranks of lengths $a_{1}$ and $a_{2}$ rotating with different angular velocities, so that the effect is as if we had a crank $A$ rotating with the average angular velocity of $a_{1}$, but alternating between the lengths $a_{1}+a_{2}$ and $a_{1}-a_{2}$; always nearer $a_{1}$ 's position than $a_{2}$ 's; in fact, oscillating on the two sides of $a_{2}$ 's position. If $q_{2}$ is nearly the same as $q_{2}$ we have the interesting effect like beats in music*.

Thus tones of pitches 100 and 101 produce 1 beat per second. The analogous beats are very visible on an incandescent lamp when two alternating dynamo-electrical machines are about to be coupled up together. Again, tides of the sea, except in long channels and bays, follow nearly the S. H. law ; $a_{1}$ is produced by the moon and $a_{2}$ by the sun if $a_{1}=2 \cdot 1 a_{2}$, so that the height of a spring tide is to the height of a neap tide as 31 to $1 \cdot 1$. The times of full are times of lunar full. The actual tide phase never differs more than 0.95 lunar hour from lunar tide $; 0.95$ lunar hour $=0.98$ solar.
124. A Periodic Function of the time is one which becomes the same in every particular (its actual value, its rate of increase, \&c.) after a time $I^{\prime}$. This $T^{\prime}$ is called the

[^20]periodic time and its reciprocal is called $f$ the frequency. Algebraically the definition of a periodic function is
$$
f(t)=f(t+n T)
$$
where $n$ is any positive or negative integer.
125. Fourier's Theorem can be proved to be true. It states that any periodic function whose complete period is $T$ (and $q$ is $2 \pi / T$ or $2 \pi f$ ) is really equivalent to the sum of a constant term and certain sine functions of the time
\[

$$
\begin{array}{r}
f(t)=A_{0}+A_{1} \sin \left(q t+E_{1}\right)+A_{2} \sin \left(2 q t+E_{2}\right)+ \\
A_{3} \sin \left(3 q t+E_{3}\right)+\& c . \tag{1}
\end{array}
$$
\]

In the same way, the note of any organ pipe or fiddle string or other musical instrument consists of a fundamental tone and its overtones. (1) is really the same as

$$
f(t)=A_{0}+a_{1} \sin q t+b_{1} \cos q t+a_{2} \sin 2 q t+b_{2} \cos 2 q t+\& c .,
$$

if $a_{1}{ }^{2}+b_{1}{ }^{2}=A_{1}{ }^{2}$ and $\tan E_{1}=\frac{b_{1}}{a_{1}}$, \&c. $\dagger$
126. A varying magnetic field in the direction $x$ follows the law $X=a \sin q t$ where $t$ is time. Another in the direction $y$, which is at right angles to $x$, follows the law

$$
Y=a \cos q t
$$

At any instant the resultant field is

$$
R=\sqrt{X^{2}+Y^{2}}=a=a \text { constant }
$$

making with $y$ the angle $\theta$, where $\tan \theta=Y / X$, or $\theta=q t$.

## Hence the effect produced is that we have a constant field $\mathbf{R}$ rotating with angular velocity $q$.

When the fields are

$$
X=a_{1} \sin \left(q t+\epsilon_{1}\right) \text { and } Y=a_{2} \sin \left(q t+\epsilon_{2}\right),
$$

it is better to follow a graphical method of study. The resultant field is represented in amount and direction by the radius vector of an ellipse, describing equal areas in equal times.

Let $O X$ and $O Y$, fig. 69 , be the two directions mentioned. Let $O A_{1}$ in the direction $O X=a_{1}$. With $O A_{1}$ as radius describe
a circle. Let $Y 00$ be the angle $e_{1}$. Divide the circle into many equal parts starting at 0 and naming the points of division $0,1,2,3, \& c$. Draw lines from these points parallel to $O Y$. Let $O A_{2}$ in the direction $O Y$ be $a_{2}$. Describe a circle with $O A_{2}$ as radius. Set off the angle $X^{\prime} O 0^{\prime}$ as $e_{2}$ and


Fig. 69.
divide this circle at $0^{\prime}, 1,2,3,4$, \&c., into the same number of parts as before. Let lines be drawn from these points parallel to $O X$, and where each meets the corresponding line from the other circle we have a point whose radius vector at any instant represents, in direction and magnitude, the resultant magnetic field.

If $O X$ and $O Y$ are not at right angles to one another, the above instructions have still to be followed.

If we divide the circle $O A_{2}$ into only half the number of parts of $O A_{1}$ we have the combination of $X=a_{1} \sin \left(q t+\epsilon_{1}\right)$ and $Y=a_{2} \sin \left(2 q t+\epsilon_{2}\right)$.

If we wish to see the combination $X=$ any periodic function and $Y$ any other periodic function, let the curve
from $M_{2}$ to $N_{2}$ show $Y, M_{2} N_{2}$ being the whole periodic time; and let the curve from $M_{1}$ to $N_{1}$ show $X$, the vertical distance $M_{1} N_{1}$


Fig. 70.
being the whole periodic time. If $P_{1}$ and $P_{2}$ are points on the two curves at identical times, let the horizontal line from $P_{2}$ meet the vertical line from $P_{1}$ in $P$. Then at that instant OP represents the resultant field in direction and magnitude.

Carry out this construction carefully. It has a bearing on all sorts of problems besides problems on rotating magnetic fields.
127. The area of a sine curve for a whole period or for any number of whole periods is zero. This will be evident if one draws the curve. By actual calculation; let $s$ be an integer and $q=\frac{2 \pi}{T^{\prime}}$,
$\int_{0}^{T} \sin s q t . d t=-\frac{1}{s q}\left[\begin{array}{l}T^{\prime} \\ \cos s q t \\ 0\end{array}\right]=-\frac{1}{s q}\left(\cos s \frac{2 \pi}{T} T-\cos 0\right)=0$, because $\cos s \frac{2 \pi}{T^{i}} T$ or $\cos s 2 \pi=1$ and $\cos 0=1$.

$$
\begin{aligned}
\text { Again, } \int_{0}^{T} \cos s q t . d t & =\frac{1}{s q}\left[\begin{array}{c}
T \\
\sin s q t \\
0
\end{array}\right] \\
& =\frac{1}{s q}\left(\sin s \frac{2 \pi}{T} T-\sin 0\right)=0,
\end{aligned}
$$

because $\sin s \frac{2 \pi}{T} T^{\prime}=\sin s 2 \pi=0$ and $\sin 0=0$.
128. If the ordinates of two sine curves be multiplied together to obtain the ordinate of a new curve : the area of it is 0 for any period which is a multiple of each of their periods. Thus if $s$ and $r$ are any integers

$$
\begin{align*}
& \int_{0}^{T} \sin s q t \cdot \cos r q t \cdot d t=0  \tag{1}\\
& \int_{0}^{T} \sin s q t \cdot \sin r q t \cdot d t=0  \tag{2}\\
& \int_{0}^{T} \cos s q t \cdot \cos r q t \cdot d t=0 \tag{3}
\end{align*}
$$

These ought to be tried carefully. 1st as Exercises in Integration. 2nd Graphically. The student cannot spend too much time on looking at these propositions from many points of view. He ought to sec very clearly why the answers are 0. The functions in (1) and (2) and (3) really split up into single sine functions and the integral of each such function is 0 . Thas

$$
2 \sin s q t \cdot \cos r q t=\sin (s+r) q t+\sin (s-r) q t
$$

and by Art. 127, each of these has an area 0.
The physical importance of the proposition is enormous. Now if $s=r$ the statements (2) and (3) are untrue, but (1) continues true. For

$$
\begin{equation*}
\int_{0}^{T} \sin ^{2} \operatorname{sqt} . d t=\int_{0}^{T} \cos ^{2} s q t . d t=\frac{1}{2} T . \tag{4}
\end{equation*}
$$

whereas (1) becomes the integral of $\frac{1}{2} \sin 2 s q t$ which is 0 . (4) ought to be worked at graphically as well as by mere integration. Recollecting the trigonometrical fact that

$$
\cos 2 \theta=2 \cos ^{2} \theta-1 \text { or } 1-2 \sin ^{2} \theta,
$$

and therefore that

$$
\cos ^{2} q t=\frac{1}{2} \cos 2 q t+\frac{1}{2}, \sin ^{2} q t=\frac{1}{2}-\frac{1}{2} \cos 2 q t,
$$

the integration is easy and the student ought to use this method as well as the graphical method.
129. 'Io illustrate the work graphically. Let $O C$, fig. 71, be T. Taking $s=2$, the curve $O P Q R S C$ represents $\sin$ sqt.

Its maximum and minimum heights are 1. Now note that $\sin ^{2}$ sqt is always + and it is shown in $O P^{\prime} Q_{1} R_{1} S_{1} C$. It fluctuates between 0 and 1 and its average height is $\frac{1}{2}$ or
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the area of the whole curve from $O$ to $C$ is $\frac{1}{2} T$. The fact that the average value of sin sqt. $\times \sin r q t$ is 0 , but that the average value of $\sin \mathrm{sqt} \times \sin s q t$ is $\frac{1}{2}$, is one of the most important in practical engineering work.
130. Illustration in Electricity. An electric dynamometer has two coils; one fixed, through which, let us suppose, a current $C$ flows; the other moveable, with a current $c$. At any instant the resultant force or couple is proportional to $C c$ and enables us to measure $C c$. But if $C$ and $c$ vary rapidly we get the average value of Cc. Prof. Ayrton and the author have carried out the following beautifully illustrative experiment. They sent a current through the fixed coil which was approximately, $C=C_{0} \sin 2 \pi f t$. This was supplied by an alternating dynamo machine. Through the other coil they sent a current, $c=c_{0} \sin 2 \pi f^{\prime} t$ whose frequency could be increased or diminished. It was very interesting to note (to the average practical engineer it was uncanny, unbelievable almost) that although great currents were passing through the two coils, there was no average forcein fact there was no reading as one calls it in the laboratory. Suppose $f$ was 100 per second, $f^{\prime}$ was gradually increased from say 10 to 20 , to 30 to 40 to 49 . Possibly about 49 to

51 a vague and uncertain sort of action of one coil on the other became visible, a thing not to be measured, but as $f^{\prime}$ increased the action ceased. No action whatever as $f^{\prime}$ became $60,70,80,90,97,98,99$, but as $f^{\prime}$ approached 100 there was no doubt whatever of the large average force; a reading could be taken and it represented according to the usual scale of the instrument $\frac{1}{2} C_{0} c_{0}$; when $f^{\prime}$ increased beyond 100 the force suddenly ceased and remained steadily 0 until $f^{\prime}$ became 200 when there was a small force to be measured; again it ceased suddenly until $f^{\prime}$ became 300 , and so on. We know that if $C$ and $c$ had been true sine functions there would have been absolutely no force except when the frequencies were exactly equal. In truth, however, the octaves and higher harmonics were present and so there were slight actions when $f$ and $f^{\prime}$ were as 2 to 1 or $1: 2$ or $1: 3, \& c$. This is an extremely important illustration for all electrical engineers who have to deal with alternating currents of electricity.
131. Exercise in Integration. $C$ and $c$ being alternating currents of electricity. When $C=C_{0} \sin q t$ and $c=c_{0} \sin (q t \pm e)$ and these two currents flow through the two coils of an electro-dynamometer, the instrument records $\frac{1}{2} C_{0} c_{0}, \cos \varepsilon$ as this is the average value of the product $C c$.

When $C$ and $c$ are the same, that is, when the same current $C=C_{0} \sin (q t+e)$ passes through both coils, the instrument records the average value of $C^{2} . d t$, or

$$
\begin{equation*}
\frac{1}{T} \int_{0}^{T} C_{0}^{2} \sin ^{2}(q t+e) . d t . \tag{1}
\end{equation*}
$$

which we know to be $\frac{1}{2} C_{0}^{2}$. The square root of any such reading is usually called the effective current, so that $\frac{1}{\sqrt{ } 2} C_{0}$ is what is known as the effective value of $C_{0} \sin q t$. Effective current is defined as the square root of mean square of the current. Thus when an electrical engineer speaks of an alternating current of 100 amperes he means that the effective current is 100 amperes or that $C=141 \cdot 4 \sin (q t+\alpha)$. Or the voltage 1000 means

$$
v=1414 \sin (q t+\beta) .
$$

Exercise. What is the effective value of

$$
a_{0}+A_{1} \sin \left(q t+\epsilon_{2}\right)+A_{2} \sin \left(2 q t+\epsilon_{2}\right)+\& c . ?
$$

Notice that only the squares of terms have an average value, the integral of any other product being 0 during a complete period. Answer: $\sqrt{a_{0}{ }^{2}+\frac{1}{2}}\left(A_{1}{ }^{2}+A_{2}{ }^{2}+\& \mathrm{c}.\right)$.

Observe the small importance of small overtones.
If $v=\frac{4 v_{0}}{\pi}\left(\sin q t+\frac{1}{3} \sin 3 q t+\frac{1}{b} \sin 5 q t \& c\right.$. ).
we shall see from Art. 1.35 that this is the Fourier expression for what is shown in the curve (fig. 72) the distance OM being called $v_{0}$ and the distance $O Q$ being the periodic time $T$, where $q=\frac{2 \pi}{T}$, and $v$ is measured upwards from the line $O Q$.


Fig. 72.
The effective $v=\frac{4 v_{0}}{\pi \sqrt{2}} \sqrt{1+\frac{1}{9}+\frac{1}{25}+\frac{1}{49}}+\& \mathrm{c}$.
Again in fig. 73, where $P M=v_{0}$ and $O Q=T$,

$$
\begin{equation*}
v=\frac{8 v_{0}}{\pi^{2}}\left(\sin q t-\frac{1}{3} \sin 3 q t+\frac{1}{25} \sin 5 q t-\& \mathrm{c} .\right) \tag{4}
\end{equation*}
$$



Fig. 73.
The effective $y=\frac{8 v_{0}}{\pi^{2} \sqrt{2}} \sqrt{1+\frac{1}{81}+\frac{1}{625}}+8 \mathrm{c} \ldots \ldots \ldots \ldots .(5)$.
Again note the small importance of everything except the fundamental term.

Exercise. If $C=C_{0}+A_{1} \sin q t+B_{1} \cos q t$

$$
+A_{2} \sin 2 q t+B_{2} \cos 2 q t+\& c . \ldots(6)
$$

and if
$c=c_{0}+u_{1} \sin q t+b_{1} \cos q t+a_{2} \sin 2 q t+b_{2} \cos 2 q t+\& c \ldots$. (7).
Average $C c=C_{0} c_{0}+\frac{1}{2}\left(A_{1} a_{1}+B_{1} b_{1}+A_{2} a_{2}+B_{2} b_{2}+\& c\right.$. $) \ldots(8)$.
It will be seen that there are no terms like $A_{2} b_{2}$ or $A_{2} b_{3}$.
132. Let $A B$ and $B C$ be parts of an electric circuit. In


Fig. 74. $A B$ let the resistance be $R$ and let there be no self-induction. In $B C$ let the resistance be $r$ and let there bo self-induction $l$. If $C=C_{0} \sin q t$ is the current passing. Let $V_{A B}$ \&c. represent the voltage between the points $A$ and $B$, \&c. Let $\bar{V}_{A B}$ mean the effective voltage between $A$ and $B$.

$$
\begin{aligned}
& V_{A B}=R C_{0} \sin q t, \\
& V_{B C}=C_{0} \sqrt{r^{2}+l^{2} q^{2}} \sin \left(q t+\tan ^{-1} \frac{l q}{r}\right), \text { see Art. 118, } \\
& V_{A C}=C_{0} \sqrt{ }(R+r)^{2}+l^{2} \overline{q^{2}} \sin \left(q t+\tan ^{-1} \bar{R}+\bar{l}\right), \\
& \bar{V}_{A B}=\frac{1}{\sqrt{2}} R C_{0}, \bar{V}_{L C}=\frac{1}{\sqrt{2}} r C_{0} \sqrt{1+\frac{l^{2} q^{2}}{r^{2}}}, \\
& \bar{V}_{A C}=\frac{1}{\sqrt{2}}(R+r) C_{0} \sqrt{1+\frac{l^{2} q^{2}}{(R+r)^{2}}} .
\end{aligned}
$$

Observe that $\overline{\mathbf{v}}_{\mathbf{A C}}$ is always less than $\overline{\mathbf{v}}_{\mathbf{A B}}+\overline{\mathbf{V}}_{\mathbf{B C}}$, or the effective voltage between $A$ and $C$ is always less than the sum of the effective voltages between $A$ and $B$ and between $B$ and $C$.

Thus take $C_{0}=141 \cdot t, R=1, r=1, l_{q}=1$, and illustrate a fact that sometimes puzzles electrical engineers.
133. Rule for developing any arbitrary function in a Fourier Series.
†The function may be represented as in fig. $75, P E$ represents the value of $y$ at the time $t$ which is represented by
$O E, O C$ represents the whole periodic time $T$. At $O$ the curve is about to repeat itself. (Instead of using the letter


Fig. 75.
$t$ we may use $x$ or any other. We have functions which are periodic with respect to space for example.) Assume that $y$ can be developed as
$y=a_{0}+a_{1} \sin q t+b_{1} \cos q t+a_{2} \sin 2 q t+b_{2} \cos 2 q t$

$$
+a_{3} \sin 3 q t+b_{3} \cos 3 q t+\delta c \ldots(1)
$$

$$
q=\frac{2 \pi}{T}
$$

It is evident from the results given in Art. 127 that $\mathbf{a}_{\mathbf{0}}$ is the average height of the curve, or the average value of $y$. This can be found as one finds the average height of an indicator diagram. Carry a planimeter point from $O$ to $F^{\prime} P H G C O$, and divide the whole area thus found by $0 C$. If we have not drawn the curve; if we have been given say 36 equidistant values of $y$, add up and divide by 36 . The reason is this; the area of the whole curve, or the integral of $y$ between the limits 0 and $T$, is $a_{0} T$, because the integral of any other term such as $a_{1} \sin q t$ or $b_{3} \cos 3 q t$ is 0 . In fact

$$
\int_{0}^{T} \sin s q t \cdot d t \text { or } \int_{0}^{T} \cos s q t \cdot d t \text { is } 0,
$$

if $s$ is an integer.
$a_{1}$ is twice the average height of the curve which results from multiplying the ordinates $y$ by the corresponding
ordinate of $\sin q t$; for, multiply (1) all across by $\sin q t$, and integrate from 0 to $T$, and we have by Art. 128
$\int_{0}^{T} y . \sin q t . d t=0+a_{1} \int_{0}^{T^{\prime}} \sin ^{2} q t . d t+0+0+\& c .=\frac{1}{2} a_{1} T \ldots$ (1);
dividing by $T$ gives the average value, and twice this is evidently $a_{1}$. Similarly

$$
\int_{0}^{T} y \cdot \cos q t \cdot d t=\frac{1}{2} b_{1} T \ldots \ldots \ldots \ldots \ldots \ldots(2)
$$

In fact, by the principles of Art. $128, \mathbf{a}_{\mathrm{s}}$ and $\mathbf{b}_{\mathrm{s}}$ are twice the average values of $y \sin s q t$ and $y \cdot \cos s q t$, or

$$
\left.\begin{array}{l}
a_{s}=\frac{2}{T} \int_{0}^{T} y \cdot \sin s q t \cdot d t \\
b_{s}=\frac{2}{T} \int_{0}^{T} y \cdot \cos s q t \cdot d t \tag{3}
\end{array}\right\}
$$

134. In the Electrician newspaper of Feb. 5 th, 1892, the author gave clear instructions for carrying out this process numerically when 36 numbers are given as equidistant values of $y$.

In the same paper of June 28th, 1895, the author described a graphical method of finding the coefficients. The graphical method is particularly recommended for developing any arbitrary function.

Students who refer to the original paper will notice that the abscissac are very quickly obtained and the curves drawn.

In this particular case we consider the original curve showing $y$ and time, to be wrapped round a circular cylinder whose circumference is the periodic time. The curve is projected upon a diametral plane passing through $t=0$. Twice the area of the projection divided by the circumference of the cylinder is $a_{1}$. Projected upon a plane at right angles to the first, we get $b_{1}$ in the same way. When the curve is wrapped round $s$ times instead of once, and projected on the two diametral planes, twice the areas of each of the
two projections divided by $s$ times the circumference of the cylinder give $a_{s}$ and $b_{s}$.*

Prof. Henrici's Analyzers, described in the Proceedings of the Physical Society, give the coefficients rapidly and accurately. The method of Mr Wedmore, published in the Journal of the Institution of Electrical Engineers, March 1896, seems to me very rapid when a column of numbers is given as equidistant values of $y$.
135. When a periodic function is graphically represented by straight lines like fig. 72 or fig. 73 we may obtain the development by direct integration. Thus in fig. 76, the Electrician's Make and Break Curve;


Fig. 76.

$$
\begin{aligned}
& y=O A, \text { or } 2 v_{0} \text { say, from } t=0 \text { to } t=O P=\frac{1}{2} T \\
& y=0 \text { from } t=\frac{1}{2} T \text { or } O P, \text { to } t=T \text { or } O Q .
\end{aligned}
$$

Evidently

$$
a_{0}=v_{0}, q=\frac{2 \pi}{T}
$$

$$
\begin{aligned}
& a_{s}=\frac{2}{T} \int_{0}^{\frac{1}{2} T} 2 v_{0} . \sin s q t . d t, \quad b_{s}=\frac{2}{T} \int_{0}^{\frac{1}{2} T} 2 v_{0} \cos s q t . d t, \\
& a_{s}=-\frac{4 v_{0}}{T} \cdot \underset{2 s \pi}{2 s \pi}\left[\begin{array}{ll}
\frac{1}{2} T \\
\cos s & \frac{2 \pi}{0} \\
0
\end{array}\right], \quad b_{s}=\frac{4 v_{0}}{T} \cdot \frac{T}{2 s \pi}\left[\begin{array}{l}
\frac{1}{2} \\
\frac{2}{\sin } s . \\
0
\end{array} \frac{2 \pi}{T} t\right] \text {, }
\end{aligned}
$$

* The method is based upon this, that

$$
a_{s}=\frac{2}{T} \int_{0}^{T} y \cdot \sin s q t \cdot d t=-\frac{2}{s q T} \int y \cdot a(\cos s q t)=-\frac{1}{s \pi} \int y \cdot d(\cos s q t) .
$$

Drawing a complete curve of which $y$ (at the time $t$ ) is the ordinate and $\cos s q t$ is the abscissa, we see that its area as taken by a Planimeter divided by $s \pi$ gives $u_{s}$. This graphical method of working is made use of in developing arbitrary functions in series of other normal forms than sines and cosines, such as Spherical Zonal Harmonics and Bessels.

By the above method, $\quad b_{s}=\frac{1}{s \pi} \int y \cdot d(\sin s q t)$.

$$
\begin{aligned}
a_{s}=-\frac{2 v_{0}}{s \pi}(\cos s \pi-\cos 0) & =-\frac{2 v_{0}}{s \pi}\binom{0 \text { if } s \text { is even }}{-2 \text { if } s \text { is odd }} \\
& =\frac{4 v_{0}}{s \pi} \text { if } s \text { is odd }
\end{aligned}
$$

$$
b_{s}=\frac{2 v_{0}}{s \pi}(\sin s \pi-\sin 0)=0
$$

Hence the function shown in fig. 76 becomes

$$
y=v_{0}+\frac{4 v_{0}}{\pi}\left(\sin q t+\frac{1}{3} \sin 3 q t+\frac{1}{5} \sin 5 q t+\& c .\right) \ldots .(1) .
$$



Fig. 77.
If the origin is half-way between $O$ and $A$ (fig. 76), as in fig. 77, so that instead of what the electricians call a make and break we have $v_{0}$ constant for half a period, then $-v_{0}$ for the next half period, that is, reversals of $y$ every half period, we merely subtract $v_{0}$, then

$$
\begin{equation*}
y=\frac{4 v_{0}}{\pi}\left(\sin q t+\frac{1}{3} \sin 3 q t+\frac{1}{5} \sin 5 q t+\& c .\right) \ldots \tag{2}
\end{equation*}
$$

Let the origin be half-way between $O$ and $P$, fig. 76; the $t$ of (1) being put equal to a new $t+\frac{1}{4} T$,

$$
\sin s q t \text { where } s \text { is odd, becomes } \sin s q\left(t+\frac{1}{4} T\right) \text {, }
$$

$$
\sin s \frac{2 \pi}{T}\left(t+\frac{1}{4} T\right) \text { or } \sin \left(s q t+s \frac{\pi}{2}\right)
$$

where $s=1,5,9,13 \& c$. this becomes $\cos s q t$,

$$
" s=3,7,11,15 \& c . \quad „ \quad, \quad-\cos s q t
$$

and consequently with the origin at a point half-way between $O$ and $P$,

$$
y=v_{0}+\frac{4 v_{0}}{\pi}\left(\cos q t-\frac{1}{3} \cos 3 q t+\frac{1}{5} \cos 5 q t-\frac{1}{7} \cos 7 q t+\& \mathrm{c} .\right) .
$$

136. To represent a periodic function of $x$ for all values of $x$ it is necessary to have series of terms each of which is itself a periodic function. The Fourier series is the simplest of these.
137. If the values of $y$, a function of $x$, be given for all values of $x$ between $x=0$ and $x=c ; y$ can be expanded in a series of sines only or a series of cosines only. Here we regard the given part as only half of a complete periodic function and we are not concerned with what the series represents when $x$ is less than 0 or greater than $c$. In the previous case $y$ was completely represented for all values of the variable.
I. Assume $y=a_{1} \sin q x+a_{2} \sin 2 q x+\& c$. where $q=\pi / c$.

Multiply by $\sin s q x$ and integrate between the limits 0 and $c$. It will be found that all the terms disappear except $\int_{0}^{e} a_{s} \sin ^{2} s q x . d x$ which is $\frac{1}{2} \alpha_{s} c$, so that $a_{s}$ is twice the average value of $y . \sin s q x$.

Thus let $y$ be a constant $m$, then

$$
\begin{aligned}
& a_{s}=\frac{2}{c} \int_{0}^{c} m \sin s q x \cdot d x=-\frac{2 m}{c s q}\left[\begin{array}{l}
C \\
\cos s q x \\
0
\end{array}\right] \\
&=-\frac{2 m}{c s q}(\cos s \pi-1)=\frac{4 m}{s \pi} \text { if } s \text { is odd, } \\
&=0 \text { if } s \text { is even. }
\end{aligned}
$$

Hence $\quad m=\frac{4 m}{\pi}\left(\sin q x+\frac{1}{3} \sin 3 q x+\frac{1}{5} \sin 5 q x+\& c .\right)^{*}$.
II. Assume $y=b_{0}+b_{1} \cos q x+b_{2} \cos 2 q x+\& c$. Here $b_{0}$ is evidently the mean value of $y$ from $x=0$ to $x=c$. In the

[^21]For this integral refer to (70) page 365.
Hence

$$
m x=\frac{2 m c}{\pi}\left(\sin \frac{\pi}{c} x-\frac{1}{2} \sin \frac{2 \pi}{c} x+\frac{1}{3} \sin \frac{3 \pi}{c} x-\& \mathrm{c} .\right)
$$

same way as before we can prove that $b_{s}$ is twice the average value of $y \cos s q x^{*}$.
138. In Art. 118 we gave the equation for an electric circuit. The evanescent term comes in as before but we shall neglect it. Obscrve that if $V$ is not a simple sine function of $t$, but a complicated periodic function, each term of it gives rise to a term in the current, of the same period. Thus if

$$
\begin{array}{r}
V=V_{0}+\Sigma V_{s} \sin \left(s q t+e_{s}\right) \ldots \ldots \ldots \ldots(1), \\
C=\frac{V_{0}}{R}+\Sigma \frac{V_{s}}{\sqrt{R^{2}+L^{2} s^{2} q^{2}}} \sin \left(s q t+e_{s}-\tan ^{-1} \frac{s L q}{R}\right) \ldots(2) .
\end{array}
$$

If $I q$ is very large compared with $R$ we may take

$$
\begin{equation*}
C=\frac{V_{0}}{R}-\Sigma{ }_{L s q}^{V_{s}} \cos \left(s q t+e_{s}\right) \tag{3}
\end{equation*}
$$

Thus, taking the make and break curve for $V$, fig. 76,

$$
\begin{equation*}
V=V_{0}+\frac{4 V_{0}}{\pi}\left(\sin q t+\frac{1}{3} \sin 3 q t+\& \mathrm{c} .\right) \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
C=\frac{V_{0}}{h^{2}}-\frac{2 V_{0} T}{\pi^{2} L^{-}\left(\cos q t+\frac{1}{9} \cos 3 q t+\frac{1}{25} \cos 5 q t+\& c .\right)} \tag{5}
\end{equation*}
$$

which is shown by the curve of fig. 73,0 being at $\frac{T}{4}$.
139. When electric power is supplied to a house or contrivance, the power in watts is the average value of $C V$ where $C$ is current in amperes and $V$ the voltage.

[^22]Let $V=V_{0} \sin q t$ and $C=C_{0} \sin (q t-e)$.
Then $P=\frac{1}{2} C_{0} V_{0} \cos e \dagger$, or half the product of the amplitudes multiplied by the cosine of the lag. When the power is measured by passing $C^{\prime}$ through one coil of a dynamometer and allowing $V$ to send a current $c$ through the other coil, if this coil's resistance is $r$ and self-induction $l$

$$
c=\frac{V_{0}}{\sqrt{r^{2}+l^{2} q^{2}}} \sin \left(q t-\tan ^{-1} \frac{l q}{r}\right) \ldots \ldots \ldots(6) .
$$

What is really measured therefore is the average value of $C c$, or

$$
\frac{C_{0} V_{0}}{\frac{1}{r^{2}}+l^{2} q^{2}} \cos \left(e-\tan ^{-1} \frac{l q}{r}\right) .
$$

Usually in these special instruments, large non-inductive resistances are included in the fine wire circuit and we may take it that $l_{q}$ is so small in comparison with $r$ that its square may be neglected. If so, then

$$
\frac{\operatorname{apparent} \text { power }}{\text { true power }}=\frac{\cos \left(e-\tan ^{-1} \frac{l q}{r}\right)}{\cos e} .
$$

Observe that $\tan ^{-1} \frac{l q}{r}$ is a very small angle, call it $\alpha$,

$$
\frac{\text { apparent power }}{\text { true power }}=\frac{\cos e \cos \alpha+\sin e \sin \alpha}{\cos e}=\cos \alpha+\sin \alpha \cdot \tan e \text {. }
$$

Now $\cos \alpha$ is practically 1 , and $\sin \alpha$ is small, and at first sight it might seem that we might take the answer as nearly 1 .

But if $e$ is nearly $90^{\circ}$ its tangent may be exceedingly large and the apparent power may be much greater than the true power.

It is seldom however that $e$ appronches $90^{\circ}$ unless in coils of great diameter with no iron present, and precautions taken to avoid eddy currents. Even when giving power to a choking coil or unloaded transformer, the effect of hysteresis is to cause $e$ not to exceed $74^{\circ}$.
140. True Power Meter. Let $E G$ and $G D$ be coils wound together as the fixed part of a dynamometer, and let
$D B$ be the moveable coil. The current $C+c$ passes from $E$ to $G$. Part of it $c$ goes along the


Fig. 78. non-inductive resistance $G F$ which has a resistance $R$. The part $C$ flows from $G$ to $D$ and $D$ to $B$ and through the house or contrivance. The instantaneous value of $R c . C$ is the instantancous power.

The coils $E G$ and $G D$ are carefully adjusted so that when $c=0$ and the currents are continuous currents, there shall be no deflection of the moveable coil $D B$. Hence the combined action of $C+c$ in $E G$ and of $O$ in $G D$ upon $C$ in $D B$ is force or torque proportional to $c C$, and hence the reading of the instrument is proportional to the power. With varying currents also there will be no deflection if there is no metal near capable of forming induced currents.
141. The student ought to get accustomed to translating into ordinary language such a statement as


Fig. 79. (1) of Art. 119. Having done so, consider a mass of $W$ lb.* hanging from a spring whose stiffness is such that a force of 1 lb . elongates it $h$ feet. If there is vibration; when $W$ is at the level CC, fig. 79, $x$ feet below (we imagine it moving downwards) its position of equilibrium $O O$, the force urging it to the position of equilibrium is $x \div h$ pounds, and as the moving mass is $\frac{W}{g}$ (neglect the mass of the spring itself or consider one-third of it as being added to the moving body),

$$
\frac{W}{g} \times \text { the acceleration }=\frac{w}{h} .
$$

The acceleration $=\frac{x g}{W h}$. The acceleration is then pro-

[^23]portional to $x$, and our ${ }_{W}^{g} h$ stands for $q^{2}$ in (1) of Art. 119, and (2) shows the law connecting $x$ and $t$.

Notice carefully that the + sign in (1) is correct. The body is moving downwards and $x$ is increasing, so that $d x / d t$ is positive. But $\frac{d^{2} x}{d t^{2}}$ is negative, the body getting slower in its motion as $x$ increases.
142. Imagine the body to be retarded by a force which is proportional to its velocity, or $b \frac{d x}{d t}$. Observe that this acts as $\frac{x}{h}$ acts, that is upwards, towards the position of equilibrium.

Hence we may write

$$
\begin{equation*}
\frac{W}{g} \frac{d^{2} x}{d t^{2}}+b \frac{d x}{d \bar{t}}+\frac{x}{\bar{h}}=0 . \tag{1}
\end{equation*}
$$

We shall presently see what law now connects $x$ and $t$ in this damped vibration.
143. Suppose that in the last exercise, when the body is displaced $x$ fect downwards, its point of support $B$ is also $y$ feet below its old position. The spring is really only elongated by the amount $x-y$, and the restoring force is $\frac{x-y}{h}$. Consequently (1) ought to be

$$
\begin{equation*}
\frac{W}{g} d d^{2} x+b \frac{d x}{d t}+\frac{x}{h}=\frac{y}{h} . \tag{2}
\end{equation*}
$$

Now imagine that the motion $y$ is given as a function of the time, and wo are asked to find $x$ as a function of the time. $y$ gives rise to what we call a forced vibration. If $y=0$ we have the natural vibrations only.

We give this, not for the purpose of solving it just now, although it is not difficult, but for the purpose of familiarizing the student with differential equations and inducing him to translate them into ordinary language.
144. Notice that if the angular distance of a rigid body from its position of equilibrium is $\theta$, if $I$ is its moment of inertia about an axis through the centre of gravity, if $H \theta$ is the sum of the moments of the forces of control about the same axis, and if $F^{d \theta}$ is the moment of frictional forces which are proportional to velocity,

$$
\begin{equation*}
I \frac{d^{2} \theta}{d t^{2}}+F^{\prime} \frac{d \theta}{d t}+H \theta=H \theta \tag{3}
\end{equation*}
$$

if $\theta^{\prime}$ is the forced angular displacement of the case to which the springs or other controlling devices are attached.
145. The following is a specially good example. Referring back to Example 1 of Art. 98, we had CR, the voltage in the circuit, connecting the coatings of the condenser. If we take into account self-induction $L$ in this circuit, then the voltage $v$ is

$$
\begin{equation*}
R C+L \frac{d C}{d \bar{t}}=v \tag{4}
\end{equation*}
$$

We may even go further and say that if there is an alternator in the circuit, whose electromotive force is $e$ at any instant ( $e$, if a constant electromotive forco would oppose $d$ as shown in the figure)

$$
\begin{equation*}
R C+L \frac{d C}{d t}=v-e \ldots \ldots \ldots \ldots \ldots \ldots(5) \tag{6}
\end{equation*}
$$

But we saw that the current $C=-K \frac{d v}{d t}$.
Using this value of $C$ in (5) we get
or

$$
\begin{align*}
& -R K \frac{d v}{d t}-L K \frac{d^{2} v}{d t^{2}}=v-e, \\
& L K_{\frac{d v}{2} v}^{d t^{2}}+R K_{\frac{d v}{d t}}^{d t}+v=e .
\end{align*}
$$

Now imagine that $e$ is given as a function of the time and we are asked to find $v$ as a function of the time.
$e$ gives rise to what we call a forced vibratory current in the system. If $e=0$ we have the natural vibrations only of the system. Having $v,(6)$ gives us $C$.
146. If (7) is compared with (2) or (3) we see at once the analogy between a vibrating mechanical system and an electrical one.

They may be put

$$
\begin{align*}
& \frac{W}{g} \frac{d^{2} x}{d t^{2}}+b \frac{d x}{d t}+\frac{a}{h}=\frac{y}{h}, \text { Mechanical }  \tag{8}\\
& L^{d^{2} v} d t^{2}+R \frac{d v}{d t}+\frac{v}{K}=\frac{e}{K}, \text { Electrical } \tag{9}
\end{align*}
$$

The mass $\frac{W}{g}$ corresponds with self-induction $L$.
The friction per foot per second $b$, corresponds with the resistance $R$.

The displacement $x$, corresponds with voltage $v$, or to be seemingly more accurate, $v$ is $Q$ the electric displacement divided by $K$.

The want of stiffness of the spring $h$ corresponds with capacity of condenser $K$.

The forced displacement $y$ corresponds with the forced E.M.F. of an alternator. $\dagger$
147. The complete solution of (8) or (9), that is, the expression of $x$ or $v$ as a function of $t$, will be found to include:-
(1) The solution if $y$ or $e$ were 0 .

This is the natural vibration of the system, which dies away at a rate which depends upon the mechanical friction in the one case and the electrical friction or resistance in the other case. We shall take up, later, the study of this vibration. It ought to be evident without explanation, that if $y$ or $e$ is 0 , we have a statement of what occurs when the system is left to itself.
(2) The solution which gives the forced vibrations only.

The sum of these two is evidently the complete answer. $\dagger$
148. Forced Vibration. As the Mechanical and Electrical cases are analogons, let us study that one about
which it is most easy to make a mental picture, the mechanical case. We shall in the first place assume no friction and neglect the natural vibrations, which are however only negligible when there is some friction. Then (8) becomes

$$
\frac{d^{2} x}{d t^{2}}+\stackrel{g}{W h} x=\frac{g}{W h} y
$$

Let $y=a \sin q t$ be a motion given to the point of support of the spiral spring which carries $W$; $y$ may be any complicated periodic function, we consider one term of it.

We know that if $y$ were 0 , the natural vibration would be $x=b \sin \left(t \sqrt{\frac{g}{W h}}+m\right)$, where $b$ and $m$ might have any values whatsoever. It is simpler to use $n^{2}$ for $g / W h$ as we have to extract its square root. $n$ is $2 \pi$ times the frequency of the natural vibrations of $W$. We had better write the equation as

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}+n^{2} x=n^{2} y=n^{3} a \sin q t \tag{11}
\end{equation*}
$$

Now try if there is a solution, $x=A \sin q t+B \cos q t$. If so, since $\frac{d^{2} x}{d t^{2}}=-A q^{2} \sin q t-B q^{2} \cos q t$; equating the coefficients of $\sin q t$ and also those of $\cos q t,-A q^{2}+n^{2} A=n^{2} \alpha$, so that $A=\frac{n^{2} u}{n^{2}-q^{2}}$, and $-B q^{2}+n^{2} B=0$, so that $B=0$ unless $n=q$. We see that we have the solution

$$
\begin{equation*}
x=\frac{n^{2} l}{n^{2}-q^{2}} \sin q^{l} \tag{12}
\end{equation*}
$$

This shows that there is a forced vibration of $W$ which is synchronous with the motion of the point of support; its amplitude being $\frac{1}{1-\frac{q^{2}}{n^{2}}}$ times that of the point of support. Now take a few numbers to illustrate this answer. Let $a=1$, let $\frac{q}{n}$ be great or small. Thus $\frac{q}{n}=\frac{1}{10}$ means that the forced frequency is one tenth of the natural frequency.

FORCED VIBRATIONS.

| $\frac{q}{n}$ | Amplitude of | ${ }_{n}^{q}$ | Amplitude of IV's motion |
| :---: | :---: | :---: | :---: |
| $\cdot 1$ | 1.01 | 1 | $\infty$ |
| \% | 1333 | 1.01 | $-50$ |
| $\cdot 8$ | 2.778 | 1.03 | $-16.4$ |
| $\cdot 9$ | 5263 | $1 \cdot 1$ | - 4762 |
| $\cdot 95$ | 10.26 | 15 | 0.8 |
| $\cdot 97$ | 16.92 | $2 \cdot$ | 0.333 |
| $\cdot 98$ | 25.25 | 50 | 0.042 |
| $\cdot 99$ | 50.25 | 10.0 | -0.010 |

Note that when the forced frequency is a small fraction of the natural frequency, the forced vibration of $W$ is a faithful copy of the motion of the point of support $B$; the spring and $W$ move like a rigid body. When the forced is increased in frequency the motion of $W$ is a faithful magnification of $B$ 's motion. As the forced gets nearly equal to the natural, the motion of $W$ is an enormous magnification of $B$ 's motion, There is always some friction and hence the amplitude of the vibration cannot become infinite. When the forced frequency is greater than the natural, $W$ is always a half-period behind $B$, being at the top of its path when $B$ is at the bottom. When the forced is many times the natural, the motion of $W$ gets to be very small; it is nearly at rest.

Men who design Earthquake recorders try to find a steady point which does not move when everything else is moving. For up and down motion, observe that in the last case just mentioned, $W$ is like a steady point.

When the forced and natural frequencies are nearly equal, we have the state of things which gives rise to resonance in acoustic instruments; which canses us to fear for suspension bridges or rolling ships. We could easily give twenty interesting examples of important ways in which the above principle enters into engineering problems. The student may now work out the electrical analogue for himself and study Hertz' vibrations.
149. Steam engine Indicator vibration. The motion of the pencil is to faithfully record the force of
the steam on the piston at every instant; this means that the natural vibrations of the instrument shall be very quickly destroyed by friction. Any friction as of solids on solids will cause errors. Indeed it is easy to see that solid friction causes diagrams to be always larger than they ought to be. Practically we find that if the natural frequency of the instrument is about 20 times that of the engine, the diagram shows few ripples due to the natural vibrations of the indicator. If the natural frequency is only 10 times that of the engine, the diagram is so 'upset' as to be useless.

The frequency of a mass $\frac{W}{g}$ at the end of a spring whose yieldingness is $h$, see $\operatorname{Art}$. 141, is $\frac{1}{2 \pi} \sqrt{g} / W h$, neglecting friction. We shall consider friction in Art. 160. What is the frequency of a mechanism like what we have in an indicator, controlled by a spring? Answer: If at any point of the indicator mechanism there is a mass $\frac{w}{g}$, and if the displacement of this point is $s$, when the displacement of the end of the spring (really the piston, in any ordinary indicator) is 1 ; imagine that instead of $\frac{\mathbf{W}}{\mathbf{g}}$ we have a mass $\boldsymbol{s}^{2} \frac{\mathbf{W}}{\mathbf{g}}$ at the end of the spring. Thus the frequency is $\frac{1}{2 \pi} \sqrt{\frac{g}{h \Sigma s^{2} w}}$.

To illustrate this, take the case shown in fig. 50 ; $O A B$ is a massless lever, hinged at $O$, with


Fig. 80. the weight $W$ at $B$. The massless spring is applied at $A$.

When $A$ is displaced downwards from equilibrium through the distance $x$, the extra pull in the spring is $\frac{x}{h}$. The angular displacement of the lever, clockwise, is $\frac{x}{U A}$. Moment of Inertia $\times$ angular acceleration, is numerically equal to moments of force. The Moment of Inertia is $\frac{W}{g} O B^{2}$.

The angular acceleration is $\frac{\ddot{x}}{O A}$, where $\ddot{x}$ stands for $\frac{d^{2} x}{d t^{2}}$, so that $\frac{W}{g} O B^{2} \cdot \frac{\ddot{x}}{O A}+\frac{x}{h} . O A=0$, or

$$
\ddot{x}+\frac{O A^{2}}{O B^{2}} \cdot \stackrel{g}{W h} \cdot x=0 .
$$

And $\frac{O B}{O A}$ is what we called $s$, so that $s^{2} W$ takes the place of our old $W$ when $W$ was hung directly from the spring.
150. Vibration Indicator. Fig. 81 shows an instrument which has been used for indicating quick vertical vibration of the ground.


Fig. 81.
The mass $C P Q$ is supported at $P$ by a knife edge, or by friction wheels. The centre of gravity $G$ is in a horizontal line with $P$ and $Q$. Let $P G=a, G Q=b, P Q=a+b=l$. The vertical spring $A R$ and thread $R Q$ support the body at Q. As a matter of fact $A R$ is an Ayrton-Perry spring, which shows by the rotation of the pointer $R$, the relative motion of $A$ and $Q$; let us neglect its inertia now, and consider that the pointer faithfully records relative motion of $A$ and $Q$. It would shorten the work to only consider the forces at $P$ and $Q$ in excess of what they are when in equilibrium, but for clearness we shall take the total forces.

When a body gets motion in any direction parallel to the plane of the paper, we get one equation by stating that the resultant force is equal (numerically) to the mass multiplied by the linear acceleration of the centre of gravity in the direction of the resultant force. We get another equation by stating
that the resultant moment of force about an axis at right angles to the paper through the centre of gravity is equal to the angular acceleration, multiplied by moment of inertia about this axis through the centre of gravity. I shall use $x, \dot{x}$ and $\ddot{x}$ to mean displacement, velocity and acceleration, or $x, \frac{d x}{d t}$ and $\frac{d^{2} x}{d t^{2}}$.

Let $P$ and $A$ get a displacement $x_{1}$ downward. Let $Q$ be displaced $x$ downward. Let the pull in the spring be $Q=Q_{0}+c\left(x-x_{1}\right)$ where $c$ is a known constant ( 0 is the reciprocal of the $h$ used in Art. 141). Let $W$ be the weight of the body. Then if $P_{0}$ and $Q_{0}$ be the upward forces the points marked $P$ and $Q$ when in the position of equilibrium,

$$
\begin{gather*}
Q_{0}(a+b)=W_{a} \text { and } P_{v}+Q_{0}=W . \\
P_{0}=\frac{b W}{a+b}, Q_{0}=\frac{a W}{a+b} \cdots \cdots  \tag{1}\\
Q=Q_{0}+c\left(x-x_{2}\right) .
\end{gather*}
$$

Hence

Now $G$ is displaced downwards $\frac{b}{a+b} x_{1}+\frac{a}{a+b} x$, so that

$$
\begin{equation*}
W-P-Q=\frac{W}{g}\left\{b \ddot{x}_{1}+a \ddot{x}\right\} \frac{1}{a+b} \tag{2}
\end{equation*}
$$

The body has an angular displacement 0 clockwise about its centre of mass, of the amount $\begin{gathered}x-x_{1} \\ a+b\end{gathered}$. So that if $I$ is its moment of inertia about $G$

$$
\begin{equation*}
-g^{\prime}+P u=\frac{I}{a+b}\left(\ddot{x}-\ddot{x}_{1}\right) . \tag{3}
\end{equation*}
$$

Hence (2) and (3) give us, if $M$ stands for $\frac{W}{g}$, and if $I=M k^{2}$ where $k$ is the radius of gyration about $G$,

$$
\begin{align*}
& \frac{\ddot{x}}{a+b}\left(\frac{I}{a}+a M\right)+ x c \\
&\left(\frac{b}{a}+1\right)  \tag{4}\\
&=\frac{\ddot{a}_{1}}{a+b}\left(\frac{I}{a}-b M\right)+x_{1} c\left(\frac{b}{a}+1\right) .
\end{align*}
$$

If $k_{1}$ is the radius of gyration about $l$, we find that (4) simplifies to

$$
\ddot{x}+n^{3} x=e^{2} \ddot{x}_{1}+n^{2} x_{1}
$$

if $n$ stands for $\frac{l}{k_{1}} \sqrt{\frac{c}{M}}=2 \pi \times$ natural frequency, and $e^{e}$ stands for $1-\frac{a l}{k_{1}^{2}}$. Call $x-x_{1}$ by the letter $y$ because it is really $y$ that an observer will note, if the framework and room and observer have the motion $x_{1}$. Then as $y=x-x_{1}$ or $x=y+x_{1}$

So that

$$
\ddot{y}+\ddot{x}_{1}+n^{2}\left(y+x_{1}\right)=e^{2} \ddot{x}_{1}+n^{2} x_{1} .
$$

or

$$
\ddot{y}+n^{2} y=\left(e^{n}-1\right) \ddot{x}_{1} \ldots \ldots \ldots \ldots \ldots \ldots(5),
$$

$$
\begin{equation*}
\ddot{y}+n^{2} y+\frac{a l}{k_{1}^{2}} \ddot{x}_{1}=0 \tag{6}
\end{equation*}
$$

Let $x_{1}=A \sin q t$.
We are neglecting friction for ease in understanding our results, and yet we are assuming that there is enough friction to destroy the natural vibration of the boly.

We find that if we assume $y=\alpha \sin q t$, then

$$
\alpha=\frac{a l}{h_{1}^{2}} \frac{q^{2}}{u^{2}-q^{2}} A .
$$

That is, the apparent motion $y$ (and this is what the pointer of an Ayrton-Perry spring will show; or a light mirror may be used to throw a spot of light upon a screen), is $\frac{a l}{k_{1}^{2}} \frac{q^{3}}{n^{2}-q^{2}}$ times the actual motion of the framework and room and observer. If $q$ is large compared with $n$, for example if $q$ is always more than five times $n$, we may take it that the apparent motion is $\frac{a l}{k_{1}^{2}}$ times the real motion and is independent of froquency. Hence any periodic motion whatever (whose periodic time is less say than $\frac{1}{6}$ th of the periodic time of the apparatus) will be faithfully indicated.

Note that if $a l=k_{1}{ }^{2}$ so that $Q$ is what is called the point of percussion, $Q$ is a motionless or 'steady' point. But in practice, the instrument is very much like what is shown in
the figure, and $Q$ is by no means a steady point. Apparatus of the same kind may be used for East and West and also for North and South motions.
151. Any equation containing $\frac{d y}{d x}$ or $\frac{d^{2} y}{d x^{2}}$ or any other differential coefficients is said to be a "Differential Equation." It will be found that differential equations contain laws in their most general form.

Thus if $x$ is linear space and $t$ time, the statement $\frac{d^{3} x}{d t^{3}}=0$ means that $\frac{d^{2} x}{d t^{2}}$, (the acceleration), does not alter. It is the most general expression of uniformly accelerated motion. When we integrate and get $\frac{d^{2} x}{d t^{2}}=a$, we have introduced the more definite statement that the constant acceleration is known to be $a$. When we integrate again and get

$$
\frac{d x}{d t}=a t+b
$$

we are more definite still, for we say that $b$ is the velocity when $t=0$.

When we integrate again and get

$$
x=\frac{1}{2} a t^{2}+b t+c,
$$

we state that $x=c$ when $t=0$.
Later on, it will be better seen, that many of our great general laws are wrapped up in a simple looking expression in the shape of a differential equation, and it is of enormous importance that when the student sees such an equation he should translate it into ordinary language.
152. An equation like

$$
\begin{equation*}
\frac{d^{4} y}{d x^{4}}+P \frac{d^{3} y}{d x^{3}}+Q \frac{d^{2} y}{d x^{2}}+R \frac{d y}{d x}+S y=X . \tag{1}
\end{equation*}
$$

if $P, Q, R, S$ and $X$ are functions of $x$ only, or constants, is said to be a linear differential equation.

Most of our work in mechanical and electrical engineering leads to linear equations in which $P, Q, \& c$. , are all constant with the exception of $X$. Thus note (8) and (9) of Art. 146.

Later, we shall see that in certain cases we can find the complete solution of (1) when $X$ is 0 ; that is, that the solution found will include every possible answer. Now suppose this to be $y=f(x)$. We shall see that it will include fou arbitrary constants, because $\frac{d^{4} y}{d x^{4}}$ is the highest differential coefficient in (1), and we shall prove that if, when $X$ is not 0 , we can guess at one solution, and we call it $y=F^{\prime}(x)$, then

$$
y=f(x)+F(x)
$$

is a solution of (1). We shall find in Chap. III. that this is the complete solution of (1).

In the remainder of this chapter we shall only consider $P, Q, \& c .$, as constant ; let us say

$$
\begin{equation*}
\frac{d^{4} y}{d x^{4}}+A \frac{d^{3} y}{d x^{3}}+B \frac{d^{2} y}{d x^{2}}+C^{d} \frac{d y}{d x}+E^{\prime} y=X \tag{2}
\end{equation*}
$$

where $A, B, C, E$ are constants and $X$ is a function of $x$.
We often write (2) in the form

$$
\begin{equation*}
\left(\frac{d^{4}}{d x^{4}}+A \frac{d^{3}}{d x^{3}}+B \frac{d^{2}}{d x^{2}}+C \frac{d}{d x}+E\right) y=X \tag{3}
\end{equation*}
$$

153. Taking the very simplest equation like (3). Let

$$
\begin{equation*}
\frac{d y}{d x}-a y=0 . \tag{4}
\end{equation*}
$$

it is obvious (see Art. 97 ) that

$$
y=M \mathbf{\epsilon}^{a x}
$$

is the solution, where $M$ is any constant whatsoever.
154. Now taking $\frac{d^{2} y}{d x^{2}}-a^{2} y=0$
we sce by actual trial that

$$
\begin{equation*}
y=M \epsilon^{a x}+N \epsilon^{-a x} \tag{7}
\end{equation*}
$$

is the solution, where $M$ and $N$ are any constants whatsoever.

$$
\begin{array}{ll}
\text { But if we take } & d^{2} y \\
d x^{2} \tag{8}
\end{array} n^{2} y=0
$$

we sec that as the $a$ of (6) is like $n i$ in (8) if $i$ means $\sqrt{-1}$, then

$$
\begin{equation*}
y=M \epsilon^{n i x}+N \epsilon^{-n i x} \tag{9}
\end{equation*}
$$

is the solution of (8). If we try whether this is the case, by differentiation, assuming that $i$ behaves like a real quantity and of course $i^{3}=-1, i^{3}=-i, i^{4}=1, i^{5}=i$, \&c., we find that it is so. But what meaning are we to attach to such an answer as (9)? By guessing and probably also through recollection of curious analogies such as we describe in Art. 106, and by trial, we find that this is the complete solution also,

$$
\begin{equation*}
y=M_{1} \sin n x+N_{1} \cos n x . \tag{10}
\end{equation*}
$$

As (10) and (9) are both complete solutions (Art. 152) because they both contain two arbitrary constants which may bo unreal or not, we always consider an answer like (9) to be the same as ( 10 ), and the student will find it an excellent exercise to convert the form (10) into the form (9) by the exponential forms of $\sin \omega x$ and $\cos \alpha x$, Art. 106, recollecting that the arbitrary constants may be real or unreal. Besides, it is important for the engineer to make a practical use of those quantities which the mathematicians have called unreul.
155. Going lack now to the more general form (3) when $\mathbf{X}=\mathbf{O}$, we try if $y=M \epsilon^{m x}$ is a solution, and we see that it is so if

$$
\begin{equation*}
m^{4}+A m^{3}+B m^{2}+C m+E=0 . \tag{1}
\end{equation*}
$$

This is usually called the auxiliary equation. Find the four roots of it, that is, the four values of $m$ which satisfy it, and if these are called $m_{1}, m_{2}, m_{3}, n_{4}$, we have

$$
y=M_{1} \epsilon^{m_{i} x}+M_{-} \epsilon^{m_{2} x}+M_{3} \epsilon^{m_{3} x}+M_{4} \epsilon^{m_{4} x}
$$

as the complete solution of (3) when $X=0 ; M_{1}, \& c$. , being any arbitrary constants whatsoever.
156. Thus to solve

$$
\frac{d^{4} y}{d x^{4}}+5 \frac{d^{3} y}{d x^{3}}+5 \frac{d^{2} y}{d x^{2}}-5 \frac{d y}{d x}-6 y=0
$$

if we assume $y=\epsilon^{m x}$, we find that $m$ must satisfy

$$
m^{4}+5 m^{3}+5 m^{2}-5 m-6=0 .
$$

By guessing we find that $m=1$ is a root; dividing by $n-1$ and again guessing, we find that $m=-1$ is a root; again dividing by $m+1$ we are left with a quadratic expression, and we soon see that $m=-2$ and $m=-3$ are the remaining roots. Hence

$$
y=M_{1} \mathrm{\epsilon}^{x}+M_{2} \epsilon^{-x}+M_{3} \epsilon^{-2 x}+M_{4} \epsilon^{-3 x}
$$

is the complete solution, $M_{1}, M_{2}$, \&c., being any constants whatsoever.
157. Now an equation like (1) may have an umeal root like $m+n i$, where $i$ is written for $\sqrt{-1}$, and if so, we know from algebra, that these unreal roots go in pairs; when there is one like $m+n i$ there is another like $m-n i$. The corresponding answers for $y$ are
or

$$
y=M I_{1} \epsilon^{(m-n i) x}+N_{1} \epsilon^{(n+n i) x}
$$

and we see from (10) that this may be written

$$
y=\epsilon^{m x}\{M \sin n x+N \cos n x\}
$$

where $M$ and $N$ are any constants whatsoever.
158. Suppose that two roots $m$ of the auxiliary equation, happen to be equal, there is no use in writing

$$
y=M_{1} \epsilon^{m x}+M M_{z} \mathrm{e}^{m x},
$$

because this only amounts to $\left(M_{1}+M M_{2}\right) \epsilon^{m x}$ or $\vec{M} \epsilon^{m x}$ where $M$ is an arbitrary constant, whereas the general answer must have two arbitrary constants. In this case we adopt an artifice; we assume that the two roots are $m$ and $m+h$ and we imagine $h$ to get smaller and smaller without limit:

$$
\begin{aligned}
y & =M_{1} \epsilon^{m x}+M_{2} \epsilon^{(m+1)}+ \\
& =\epsilon^{m x}\left(M_{1}+M_{2} \mathrm{e}^{h x}\right),
\end{aligned}
$$

but by Art. $97, \epsilon^{h x}=1+h x+\frac{h^{2} x^{2}}{2}+\frac{h^{3} x^{3}}{1.2 .3}+\& c$.,
therefore $y=\epsilon^{m x x}\left(M_{1}+M M_{1}+M M_{2} h+M_{2} \frac{l^{2} x^{2}}{2}+\& \mathrm{c}.\right)$.
Now let $M_{2} h$ be called $N$ and imagine $h$ to get smaller
and smaller, and $M_{2}$ to get larger and larger, so that $M_{2} / l$ may be of any required value we please, say $N$, and also

$$
M_{1}+M_{2}=M ;
$$

as $h$ gets smaller and smaller without limit we find

$$
y=\mathrm{e}^{m x}(M+N x) .
$$

If this reasoning does not satisfy the reader, he is to remember that we can test our answer and we always find it to be correct.
159. It is in this way that we are led to the following general rule for the solving of a linear differential equation with constant coefficients. Let the equation be

$$
\frac{d^{n} y}{d x^{n}}+A \frac{d^{n-1} y}{d x^{n-1}}+B \frac{d^{n-2}}{d x^{n-2}} y+\& c \cdot+G \frac{d y}{d x}+H y=0 \ldots(1)
$$

Form the auxiliary equation

$$
m^{n}+A m^{n-1}+B m^{n-9}+8 c .+G m+H=0 .
$$

The complete value of $y$ will be expressed by a series of terms:-For each real distinct value of $m$, call it $\alpha_{1}$, there will exist a term $M_{1}{ }^{\alpha^{\alpha} x}$; for each pair of imaginary values $\alpha_{2} \pm \beta_{i} i$, a term

$$
\epsilon^{\alpha_{2} x}\left(M_{2} \sin \beta_{z x} x+N_{2} \cos \beta_{2} x\right)
$$

each of the cocfficients $M_{1}, M_{2}, N_{2}$ being an arbitrary constant if the corresponding root occurs only once, but a polynomial of the $r-1$ th degree with arbitrary constant coefficients if the root oceur $r$ times.

Exercise. $\frac{d^{3} y}{d x^{5}}+12 \frac{d^{4} y}{d x^{4}}+66 \frac{d^{3} y}{d x^{3}}+206 \frac{d^{2} y}{d x^{2}}$

$$
+345 \frac{d y}{d . c}+234 y=0
$$

Forming the auxiliary equation, I find by guessing and trying, that the five roots are

$$
-3,-3,-2,-2+3 i,-2-3 i .
$$

Consequently the answer is

$$
y=\left(M_{1}+N_{1} x\right) \epsilon^{-3 x}+M_{4} \epsilon^{-x x}+\epsilon^{-2 x}\left(M I_{3} \sin 3 x+N_{3} \cos 3 x\right) .
$$

Exercise. 1. Integrate $\frac{d^{2} y}{d x^{2}}-4 \frac{d y}{d x}+3 y=0$.

$$
\text { Answer : } y=A \epsilon^{3 x}+B \epsilon^{x}
$$

2. Integrate $\frac{d^{2} y}{d x^{2}}-10 \frac{d y}{d x}+34 y=0$.

Answer: $y=\epsilon^{5 x}\{A \sin 3 x+B \cos 3 x\}$.
3. Integrate $\quad \frac{d^{2} y}{d x^{2}}+6 \frac{d y}{d x}+9 y=0$.

Answer: $y=(A+B x) \epsilon^{-3 x}$.
4. Integrate $\frac{d^{4} y}{d x^{4}}-12 \frac{d^{3} y}{d x^{3}}+62 \frac{d^{2} y}{d x^{2}}-156 \frac{d y}{d x}+169 y=0$.

Here $m^{4}-12 m^{3}+62 m^{3}-156 m+169=0$, and this will be found to be a perfect square. The roots of the auxiliary equation will be found to be

$$
3+2 i, 3+2 i, 3-2 i, 3-2 i .
$$

Hence the solution is

$$
y=\epsilon^{3 x}\left\{\left(A_{1}+B_{1} x\right) \sin 2 x+\left(A_{2}+B_{2} x\right) \cos 2 x\right\} .
$$

We shall now take an example which has an important physical meaning.

## Natural Vibrations. Example.

160. We had in Art. 146, a mechanical system vibrating with one degree of freedom, and we saw that it was analogous with the surging going on in an Electric system consisting of a condenser, and a coil with resistance and self-induction. We neglected the friction in the mechanical, and the resistance in the electric problem. We shall now study their natural vibrations, and we choose the mechanical problem as before. If a weight of $W \mathrm{lb}$. hung at the end of a spring which elongates $x$ feet for a force of $x \div h \mathrm{lb}$., is resisted in its motion by friction equal to $b \times$ velocity, then we had (8) of Art. 146, or

$$
\begin{gather*}
\frac{W}{g} \frac{d^{2} x}{d t^{2}}+b \frac{d x}{d t}+\frac{x}{h}=0, \\
\frac{d^{2} x}{d t^{2}}+\frac{b g}{W} \cdot \frac{d x}{d t}+\frac{x g}{W h}=0 . \tag{1}
\end{gather*}
$$

P.

Let $\frac{b g}{W}$ be called $2 f$ and let $\frac{g}{W h}=u^{2}$; (1) becomes

$$
\frac{d^{2} x}{d t^{2}}+2 f \cdot \frac{d x}{d t}+n^{2} x=0
$$

Forming the auxiliary equation we find the roots to be

$$
m=-f \pm \sqrt{f^{2}-n^{2}} .
$$

We have different kinds of answers depending upon the values of $f$ and $n$. We must be given sufficient information about the motion to be able to calculate the arbitrary constants. I will assume that when $t$ is 0 the body is at $x=0$ and is moving with the velocity $v_{0}$.
I. Let $f$ be greater than $n$, and let the roots be $-\alpha$ and $-\beta$.
II. Let $f$ be equal to $n$, the roots are $-f$ and $-f$.
III. Let $f$ be less than $n$, and let the roots be $-a \pm b i$.
IV. Let $f=0$, the roots are $\pm n i$.

Then according to our rule of Art. 159,
In Case I, our answer is

$$
x=A \epsilon^{-a t}+B \epsilon^{-\beta t},
$$

and if we are told that $x=0$ when $t=0$ and $\frac{d x}{d t}=v_{0}$ when $t=0$, we can calculate $A$ and $B$ and so find $x$ exactly in terms of $t$;

In Case II, our answer is,

$$
r=(A+B t) \epsilon^{-f t}
$$

In Case III, our answer is

$$
x=\epsilon^{-\alpha t}\{A \sin b t+B \cos b t\}
$$

In Case IV, our answer is

$$
x=A \sin n t+B \cos n t .
$$

161. We had better take a numerical example and we assure the student that he need not grudge any time spent upon it and others like it. Let $n=3$ and take various values of $f$. For the purpose of comparison we shall in all cases let $x=0$ when $t=0$; and $\frac{d x}{d t}=20$ feet per second, when $t=0$.

Case IV. Let $f^{\prime}=0$, then $a=A \sin n t+B \cos n t$,

$$
\begin{aligned}
0 & =A \times 0+B \times 1, \text { so that } B=0, \\
\frac{d a}{d t} & =n A \cos n t-n B \sin n t, \\
20 & =3 A, \text { so that } A=2 n .
\end{aligned}
$$

Plot therefore $x=6.067 \sin 3 t$.
This is shown in curve 4, fig. 82. It is of course the ordinary curve of sines: undamped s.m. motion.


Fig. 82.
Case III. Let $f=3$. The auxiliary equation gives

$$
m=-3 \pm \sqrt{09}-9=-3 \pm 2 \cdot 985
$$

Here $a=-3$ and $b=2.985 \mathrm{it}$

$$
\begin{equation*}
x=\epsilon^{-a t}\{A \sin b t+B \cos b t\} \tag{1}
\end{equation*}
$$

You may not be able to differentiate a product yet, although we gave the rule in Art. 90. We give many exercises in Chap. III. and we shall here assume that

$$
\begin{align*}
\frac{d x}{d t}= & -a \epsilon^{-a t}(A \sin b t+B \cos b t) \\
& +b \epsilon^{-a t}(A \cos b t-B \sin b t) \tag{2}
\end{align*}
$$

Put $x=0$ when $t=0$ and $\frac{d x}{d t}=20$ when $t=0$. Then $B=0$ from (1) and
and hence

$$
20=b A \text { or } A=\frac{20}{b}=\frac{20}{2 \cdot 985}=6 \cdot 7
$$

This is shown in curve 3 of fig. 82. Notice that the period has altered because of friction.

Case II. Let $f=3$. The roots of the auxiliary equation are $m=-3$ and -3 , equal roots. Hence

$$
\begin{equation*}
r=(A+B t) \epsilon^{-3 t} \tag{1}
\end{equation*}
$$

Here again we have to differentiate a product and

$$
\begin{equation*}
\frac{d x}{d t}=\Pi \epsilon^{-3 t}-3(A+B t) \epsilon^{-3 t} \tag{2}
\end{equation*}
$$

Putting in $x=0$ when $t=0$ and $\frac{d x}{d t}=20$ when $t=0$, $A=0$ from (1) and $B=20$ from (2).

Hence

$$
x=20 t \cdot \epsilon^{-: t}
$$

This is shown in curve 2 of fig. $S 2$.
Case I. Let $f=5$. The roots of the auxiliary equation are -9 and -1 ,

$$
\begin{aligned}
x & =A \epsilon^{-9 t}+B \epsilon^{-t} \\
d x & =-9 A \epsilon^{-9 t}-B \epsilon^{-t} \\
d t & =-9
\end{aligned}
$$

Putting in the initial conditions we have

$$
0=A+B, \quad 20=-9 A-B
$$

Hence

$$
\begin{gathered}
A=-2 \frac{1}{2}, \quad B=2 \frac{1}{2} \\
x=2 \frac{1}{2}\left(\epsilon^{-t}-\epsilon^{-9 t}\right)
\end{gathered}
$$

This is shown in curve 1 of fig. 82.
Students ought to take these initial conditions

$$
x=10 \text { when } t=0 \text { and } \frac{d x}{d t}=0 \text { when } t=0
$$

This would represent the case of a body let go at time 0 or, in the electrical case, a charged condenser begins to be discharged at time 0 .

Notice that if we differentiate (1), A.t. 160, all across we have (using $v$ for $\frac{d x}{d t}$ ),

$$
\frac{d^{*} v}{d t^{2}}+\frac{b g}{W} \frac{d v}{d t}+\frac{g}{W h} \cdot v=0 .
$$

We have therefore exactly the same law for velocity or acceleration that we have for $x$ itself.

Again, in the electrical caso as $K \frac{d v}{d t}$ represcnts current, if we differentiate all across we find exactly the same law for current as for voltage. Of conrse differences are produced in the solutions of the equations by the initial conditions.
162. When the right-hand side of such a linear differential equation as (2) Art. 152 is not zero and our solution will give the forced motion of a system as well as the natural vibrations, it is worth while to consider the problem from a point of view which will be illustrated in the following simple example.

To solve (11) Art. 148, which is

$$
\frac{d^{2} x}{d t^{2}}+n^{3} x=n^{2} a \sin q t \ldots \ldots \ldots \ldots \ldots(1)
$$

the equation of motion of a system with one degree of freedom and without friction.

Differentiate twice and we find

$$
\begin{equation*}
\frac{d^{2} x}{d t^{4}}+n^{2} \frac{d^{2} x}{d t^{2}}=-n^{2} q^{3} c \sin q t . \tag{2}
\end{equation*}
$$

Hence from (1), $\frac{d^{4} x}{d t^{4}}+\left(n^{2}+q^{2}\right) \frac{d^{2} x}{d t^{2}}+q^{2} u^{2} x=0$
To solve (2), the auxiliary equation is

$$
m^{4}+\left(n^{3}+q^{3}\right) n^{2}+q^{3} n^{9}=0 \ldots \ldots \ldots \ldots \ldots(3),
$$

and we know that $\pm n i$ are two roots and $\pm q i$ are the other two roots. Hence we have the complete solution

$$
x=A \sin n t+B \cos n t+C \sin q t+D \cos q t \ldots \ldots(t) .
$$

Now it was by differentiating (1) that we introduced the possibility of having the two extra arbitrary constants $C$ and $D$, and evidently by inserting (4) in the original equation, we shall find the proper values of $C$ and $D$, as they are really not arbitrary. It will be noticed that by differentiating (1) and obtaining (2) we made the system more complex, gave it another degree of freedom, or rather we made it part of a larger system, a system whose natural vibrations are given in (4). When we let a mass vibrate at the end of a spring, it is to be remembered that the centre of gravity of the mass and the frame which supports it and the room, remain unaltered. Hence vibrations occur in the supporting frame, and there is friction tending to still the vibrations. If there is another mass also vibrating, this effect may be lessened. For example in fig. 83 , if $M$ vibrates at the end of


Fig. 83. the strip $M A$, clamped in the vice $A$, any motion of $M$ to the right must be accompanied by motion of $A$ and the support, to the left. But if we have two masses $M_{1}$ and $M_{2}$ (as in a tuning fork), moving in opposite directions at each instant there need be no motion of the supports, consequently the system $M_{1} M_{2}$ vibrates as if there were less friction, and this principle is utilized in tuning forks. Should a notion be started, different from this, it will quickly become like this, as any part of the motion which necessitates a motion of the centre of gravity of the supports, is very quickly damped out of existence. The makers of steam engines and the persons who use them in cities where vibration of the ground is objected to, find it important to take matters like this into accoment.
163. If $y$ is a known function of $x$, we are instructed by
(3), Art. 152, to perform a complicated operation upon it. Sometimes we use such a symbol as

$$
\left(\theta^{4}+A \theta^{3}+B \theta^{2}+C \theta+E\right) y=X
$$

to mean exactly the same thing ; $\theta_{y}$ meaning that we differentiate $y$ with regard to $x, \theta^{2} y$ meaning that we differentiate $y$ twice, and so on.
$\theta, \theta^{2}, \& \mathrm{c}$, are symbols of operation easy enough to understand. We need hardly say that $\theta^{2} y$ does not mean that there is a quantity $\theta$ which is squared and multiplied upon $y:$ it is merely a convenient way of saying that $y$ is to be differentiated twice. $\theta \theta y$ would mean the same thing. On this same system, what does $(\theta+a) y$ mean? It means $\frac{d y}{d x}+a y$. What does $\left(\epsilon^{2}+A \theta+B\right) y$ mean? It means $\frac{d^{2} y}{d x^{2}}+A \frac{d y}{d x}+B y . \quad(\theta+a) y$ instructs us to differentiate $y$ and add $a$ times $y$, for $a$ is a mere multiplier although $\theta$ is not so, and yet, note that $(\theta+a) y=\theta y+a y$.

In fact we find that $\theta$ enters into these operational expressions as if it were an algebraic quantity, although it is not one.

If $u$ and $v$ are functions of $x$ we know that

$$
\theta(u+v)=\theta u+\theta u .
$$

This is what is called the distributive law.
Again, if $a$ is a constant, $\theta a u=u \theta u$, or the operatiou $\theta_{a}$ is equivalent to the operation $a \theta$. This is called the commutative law.

Again $\theta^{n} \theta^{n n}=\theta^{m+n}$; this is the index law. When these three laws are satisfied we know that $\theta$ will enter into ordinary algebraic expressions as if it were a quantity. $\theta$ follows all these laws when combined with constants; but note that if $u$ and $v$ are functions of $, r, v \theta u$ meaning $v \frac{d u}{d x}$, is a very different thing from $\theta$. ut. When we are confining our
attention to linear operations we are not likely to make mistakes.

Thus operate with $\theta+b$ upon $(\theta+a) y$. Now

$$
(\theta+a) y=\theta y+a y \text { or } \frac{d y}{d x}+a y
$$

Operating with $\theta+b$ means "differentiate (this gives us $\left.\frac{d^{2} y}{d x^{2}}+a \frac{d y}{d x}\right)$ and add $b$ times $\frac{d y}{d x}+a y . " \quad$ Consequently it gives

$$
\begin{gathered}
\text { us } \frac{d^{2} y}{d x^{2}}+a \frac{d y}{d x}+b \frac{d y}{d x}+a b y \text { or } \frac{d^{2} y}{d x^{2}}+(a+b) \frac{d y}{d x}+a b y \text { or } \\
\left\{\theta^{2}+(a+b) \theta+a b\right\} y .
\end{gathered}
$$

We sce, therefore, that the double operation

$$
(\theta+b)(\theta+a)
$$

gives the same result as

$$
\left\{\theta^{2}+(a+b) \theta+a b\right\} .
$$

In this and other ways it is easy to show that although $\theta$ is a symbol of operation and not a quantity, yet it enters into combinations as if it were an algebraic quantity, so long as all the quantities $a, b, \& c$. are constants. Note also that

$$
\begin{aligned}
& (\theta+a)(\theta+b) \\
& (\theta+b)(\theta+a) .
\end{aligned}
$$

is the same as
The student ought to practise and see that this is so and get familiar with this way of writing. He will find that it saves an enormous amount of unecessary trouble. Thus compare such expressions as

$$
(u \theta+b)(\alpha \theta+\beta) y
$$

with

$$
\left\{\left(a \alpha \theta^{*}+(a \beta+a b) \theta+b \beta\right\} y,\right.
$$

or

$$
u \alpha \frac{d^{2} y}{d y^{2}}+(u \beta+\alpha b) \frac{d y}{d x}+b \beta y .
$$

164. Suppose that $D y$ is used as a symbol for some curious operation to be performed upon $y$, and we say that $D y=X$; does this not mean that if we only knew how to reverse the
operation, and we indicate the reverse operation by $D^{-1}$ or $\frac{1}{D}$, then $y=D^{-1} X$ or $\frac{\Gamma}{D}$ ? We evidently mean that if we operate with $D$ upon $D^{-1} X$, we annul the effect of the $D^{-1}$ operation. Now if $\frac{d y}{d x}+a y=X$, or $\left(\frac{d}{d x}+c\right) y=X$, or $(\theta+a) y=X$, let us indicate the reverse operation by
or

$$
\begin{gather*}
y=\left(\frac{d}{d x}+a\right)^{-1} X \text { or }(\theta+a)^{-1} X  \tag{1}\\
\frac{X}{\frac{d}{d x}+a} \text { or } \theta+a \cdots \cdots \cdots \tag{2}
\end{gather*}
$$

Keeping to the last of these; at present $\frac{1}{\theta+a}$ is a mere
symbol for an inverse operation, but

$$
\begin{equation*}
y=\frac{\mathrm{X}}{\theta+a} . \tag{3}
\end{equation*}
$$

submits to the usual rules of multiplication, because (3) is the same as

$$
\begin{equation*}
(\theta+a) y=X^{1} \tag{4}
\end{equation*}
$$ and yet (4) is derived from (3) as if by the multiplication of both sides of the equation by $(\theta+a)$.

Again, take $\frac{d^{2} y}{d x^{2}}+(a+b) \frac{d y}{d a}+a b y=X$
Or

$$
\begin{equation*}
\left\{\theta^{2}+(a+b) \theta+a b\right\} y=X \tag{5}
\end{equation*}
$$

or

$$
\begin{equation*}
(\theta+a)(\theta+b) y=X \tag{6}
\end{equation*}
$$

Here the direet operation $\theta+a$ performed upou $(\theta+b) y$ gives us $X$; hence by the above definition

$$
\begin{equation*}
(\theta+b) y=\frac{\mathrm{Y}}{\theta+a} \tag{४}
\end{equation*}
$$

and repating, we have

$$
\begin{equation*}
y=\frac{1}{(\theta+b)}\binom{X}{\theta+a} \tag{9}
\end{equation*}
$$

But it is consistent with our way of writing inverse operations to write (6) as

$$
\begin{equation*}
y=\frac{X}{\theta^{2}+(a+b) \theta+a \bar{b}} . \tag{10}
\end{equation*}
$$

and so we see that there is nothing inconsistent in our treating the $\theta+b$ and $\theta+a$ of (9) as if $\theta$ were an algebraic quantity.
165. We know now that the inverse operation

$$
\begin{equation*}
\left\{\theta^{2}+(a+b) \theta+a b\right\}^{-1} \tag{1}
\end{equation*}
$$

may be effected in two steps ; first operato with $(\theta+b)^{-1}$ and then operate with $(\theta+a)^{-1}$.

Here is a most interesting question. We know that if $\theta$ were really an algebraic quantity,

$$
\left(\frac{1}{a+(a+b) \theta+a b}=\frac{1}{b-a}\left(\frac{1}{\theta+a}-\frac{1}{\theta+b}\right)\right.
$$

And it is important to know if the operation

$$
\begin{equation*}
\frac{1}{b-a}\left(\frac{1}{\theta+a}-\frac{1}{\theta+b}\right) . \tag{3}
\end{equation*}
$$

is exactly the inverse of $\boldsymbol{\theta}^{\boldsymbol{2}}+(\mathbf{a}+\mathbf{b}) \boldsymbol{\theta}+\mathbf{a b} \boldsymbol{P} \ldots$ (4). Our only test is this; it is so, if the direct operation (4) completely annuls (3). Apply (3) to $X$ and now apply (4) to the result; if we apply (t) to $\theta+a x$, we evidently obtain $(\theta+b) X$ or $\frac{d X}{d x}+b X$; if we apply (4) to $\frac{1}{\theta+b} X$ we evidently obtain $(\theta+\omega) X$ or $\frac{d X}{d s}+a X$, and

$$
\frac{1}{b-a}\{d x+b X-(d x+a X)\}=X
$$

We see therefore that (3) is the inverse of (4), and that we have the right to phit up an inverse operation like the left-hand side of (2) into pratial operations like the right-hand side of (2). We have already had a number of illustrations of this when the operand was 0 . For it is obvious that if $\alpha_{1}, \alpha_{2}$, \&c. are the roots of the auxiliary equation of Art. 159, it really means that

$$
\theta^{\prime \prime}+A \theta^{\mu-1}+B \theta^{\prime \prime-2}+\& c+\theta \theta+H
$$

splits up into the factors $\left(\theta-\alpha_{1}\right)\left(\theta-\alpha_{2}\right)$, \&c.

Observe that if $\frac{d y}{d x}=X$, or $\theta y=X$, or $y=\frac{X}{\theta}$, or $y=\theta^{-1} X$, the inverse operation $\theta^{-1}$ simply means that $X$ is to be integrated. Again, $\theta^{-2}$ means integrate twice, and so on*.

* Suppose in our operations we ever meet with the symbols $\theta^{\frac{1}{2}}$ or $\theta^{-\frac{1}{2}}$ or $\theta^{\frac{3}{2}}$ \&c., what interpretations are we to put upon them? It is not very necessary to consider them now. Whatever interpretations we may put upon them must be consistent with everything we have already done. For example $\theta^{\frac{3}{2}}$ will be the same as $\theta \theta^{\frac{1}{2}}$ and $\theta^{-\frac{1}{2}}$ will be the same as $\theta^{\frac{1}{2}} \theta^{-1}$ or $\theta^{-1} \theta^{\frac{3}{3}}$. We have to recollect that all this work is integration and we use symbols to help us to find answers; we are employing a scientific method of gressing, and our great test of the legitimacy of a method is to try if our answer is right; this can always be done. Most of the functious on which we shall be operating are either of the shape $A \epsilon^{a x}$ or $B \sin b . c$ or sums of such functions. Observe that

$$
\theta^{a} A \epsilon^{a x}=A a^{n} \epsilon^{a x}
$$

if $n$ is an integer either positive or negative. There is therefore a likelihood that it will help in the solution of problems to assume that
or that

$$
\theta^{\frac{1}{2}} A \epsilon^{a x}=A a^{\frac{1}{2}} \epsilon^{a c c},
$$

$$
\begin{equation*}
\theta^{\frac{1}{3}} A \epsilon^{a X}=A a^{\frac{1}{}{ }^{1} a x} \tag{1}
\end{equation*}
$$

Again
and

$$
\begin{gathered}
\theta B \sin b x=B b \cos b x=B b \sin \left(b x+\frac{\pi}{2}\right), \\
\theta^{2} B \sin b x=-B b^{2} \sin b x=B b^{2} \sin (b x+\pi),
\end{gathered}
$$

$$
\begin{equation*}
\theta^{n} l \sin h x=B b^{n} \sin \left(b x+n \frac{\pi}{2}\right) \tag{2}
\end{equation*}
$$

Evidently this is true when $n$ is a positive or negative integer; assume it true when $n$ is a positive or negative fraction, so that

$$
\theta^{\frac{1}{2}} \mathbf{B} \sin b x=\mathbf{B b}^{\frac{1}{2}} \sin \left(b x+\frac{\pi}{4}\right)
$$

There are certain other uscful functions as well as $\epsilon^{a x}$ and $\sin b x$ such that we are able to give a meaning to the effect of operating with $\theta^{\frac{1}{2}}$ upon them. It will, for example, be found, if we pursue our subject, that we shall make use of a function which is 0 for all negative values of $x$ and which is a constant $a$ for all positive values of $x$. It will be found that if this function is called $f(x)$ then

$$
\begin{equation*}
\theta^{\frac{1}{2} f(x)}=a \frac{1}{\sqrt{\pi}} x^{-\frac{1}{2}} . \tag{4}
\end{equation*}
$$

and the meaning of $\theta^{\frac{3}{2}}$ or $\theta^{\frac{3}{2}}$ or $\theta^{-\frac{1}{2}}$ or $\theta^{-\frac{n}{2}}$ dec. is easily obtained by differentiation or integration. The Mnemonie for this, we need not call it proof or reason, is $\theta^{n} \cdot r^{m}=\frac{m}{m^{m}-n} a^{a^{m b-n}}$. Let $n=\frac{1}{n}, m=0$ and we have
166. Electrical Problems. Circuit with resistance $R$ and self-induction $L$,

$$
V=R C+L \frac{d C}{d \bar{t}}
$$

let $\frac{d}{d t}$ be indicated by $\theta$, then

$$
V=(R+L \theta) C \text { or } C=\frac{V}{R+L \theta}
$$

In fact in all our algebraic work we treat $\mathbf{R}+\mathbf{L} \boldsymbol{\theta}$ as if it were a resistance.

Condenser of capacity $K$ farads. Let $V$ volts, be voltage between coatings. Let $C$ be current in amperes into the condenser, that is, the rate at which $Q$, its charge in coulombs, is increasing. Or $C=\frac{d Q}{d t}=\frac{d}{d l}(K V)$ or as $K$ is usually assumed to be constant, $C=K \frac{d V}{d t}$.

The conductance of a condenser is $K \theta$, therefore

$$
O=K \cdot \theta \cdot V=V \div \frac{1}{K \theta} .
$$

Hence the current into a condenser is as if the condenser had a resistance $\frac{\mathbf{1}}{\mathbf{K} \boldsymbol{\theta}}$.


Fig. 84.
Circuit with resistauce, self-induction and capacity, fig. 84. All problems are worked out as if we had a total resistance

$$
\begin{equation*}
\mathbf{R}+\mathrm{L} \theta+\frac{\mathbf{l}}{\mathbf{K} \theta} \tag{1}
\end{equation*}
$$

 that what is true of integers, is true of all numbers, and use gamma function of $\frac{1}{2}$ or $\sqrt{\frac{1}{3}}$ which is $\sqrt{\pi}$ instead of $\frac{-1}{2}$. It is found that the solutions effectell by means of this are correct.
167. In any network of conductors we can say exactly what is the actual resistance (for steady currents) between any point $A$ and another point $B$ if we know all the resistances $r_{1}, r_{2}$, \&c. of all the branches. Now if each of these branches has self-induction $l_{1}$, \&c. and capacity $K_{1}$, \&c. what we have to do is to substitute $r_{1}+l_{1} \theta+\frac{1}{K_{1} \theta}$ instend of $r_{1}$ in the mathematical expressions, and we have the resistance right for currents that are not steady.

How are we to understand our results? However complicated an operation we may be led to, when cleared of fractions, \&e. it simplifies to this; that an operation like

$$
\frac{a+b \theta+c \theta^{2}+d \theta^{3}+e \theta^{4}+f \theta^{3}+8 c}{a^{\prime}+b^{\prime} \theta+c^{\prime} \theta^{2}+d^{\prime} \theta^{3}+e^{\prime} \theta^{4}+f^{\prime} \theta^{3}+8 c}
$$

has to be performed upon some voltage which is a function of the time. On some functions of the time which we have studied we know the sort of answer which we shall obtain. Thus notice that if we perform $(a+b \theta+B c)$ ) uon $\epsilon^{a t}$ we obtain

$$
\left(a+b \alpha+c \alpha^{2}+d \alpha^{3}+e \alpha^{4}+f \alpha^{5}+\& c .\right) \epsilon^{\alpha t} \quad \ldots \ldots(2)
$$

Consequently the complicated operation (1) comes to be a mere multiplication by $A$ and division by $A^{\prime}$, where $A$ is the number $a+b \alpha+c \alpha^{2}+\& c$. and $A^{\prime}$ is the number

$$
a^{\prime}+b^{\prime} \alpha+c^{\prime} \alpha^{2}+\& c
$$

Again, if we operate upon $m \sin (n t+\epsilon$ ), obscrve that
and $\quad \theta^{4} \quad, \quad, \quad+m n^{4} \sin (n t+\epsilon)$,
and so on ;
whereas $\quad \theta$ would give $m n \cos (n t+\epsilon)$,

$$
\begin{array}{llll}
\theta^{3} & " & \because & -m u^{3} \cos (n t+\epsilon) \\
\theta^{x} & \because & \because \quad+m n^{x} \cos (n t+\epsilon)
\end{array}
$$

And hence the complicated operation (1) produces the same effect as $\frac{p+q \theta}{\alpha+\beta \theta}$, where

$$
\begin{array}{ll}
p=a-c n^{2}+e n^{4}-\& c, & q=b-d n^{2}+f n^{4}-\& c . \\
\alpha=a^{\prime}-c^{\prime} n^{2}+e^{\prime} n^{4}-\& c, & \beta=l^{\prime}-d^{\prime} n^{2}+f^{\prime} u^{3}-\& c .
\end{array}
$$

Observe Art. 118, that $p+q \theta$ operating upon $m \sin (n t+\epsilon)$ multiplies the amplitude by $\sqrt{p^{2}+q^{2} n^{2}}$ and causes an advance of $\tan ^{-1} \frac{q n}{p}$. The student ought to try this again for himself, although he has already done it in another way. Show that

$$
(p+q \theta) \sin n t=\sqrt{p^{2}+q^{2} n^{2}} \sin \left(n t+\tan ^{-1} \frac{q n}{p}\right) .
$$

Similarly, the inverse operation $1 /(\alpha+\beta \theta)$ divides the amplitude by $\sqrt{\alpha^{2}}+\beta^{2} n^{2}$ and produces a lag of $\tan ^{-1} \frac{\beta n}{\alpha}$, and hence

$$
\begin{aligned}
& \frac{p+q \theta}{\alpha+\beta \bar{\theta}} m \sin (n t+\epsilon) \\
& \quad=m \sqrt{p^{2}+q^{2} n^{2}} \operatorname{a}^{2}+\beta^{2} n^{2} \\
& \sin \left(n t+\epsilon+\tan ^{-1} \frac{q^{2}}{p}-\tan ^{-1} \frac{\beta n}{\alpha}\right)
\end{aligned}
$$

## a labour-saving rule of enormous importance.

168. In all this we are thinking only of the forced vibrations of a system. We have already noticed that when we have an cquation like (1) or (2) Art. 152, the solution consists of two parts, say $y=f(x)+F(x)$; where $f(x)$ is the answer if $X$ of (2) is 0 , the natural action of the system left to itself, and $F(x)$ is the forced action. If in ( 2 ) we indicate the operation

$$
\left(\frac{d^{4}}{d x^{4}}+A \frac{d^{3}}{d x^{3}}+B \frac{d^{2}}{d x^{2}}+d^{\frac{d}{d x}}+E^{\prime}\right) y \text { by } D y^{\prime}
$$

then $D(y)=X$ gives us

$$
y=D^{-1}(0)+\nu^{-1}(X) .
$$

Where $D^{-1}(0)$ gives $f(x)$ and $D^{-1}(X)$ gives $F(x)$.
Thus if $\frac{d y}{d x}+a y=0$, or $\left(\frac{d}{d x}+a\right) y=0$, or $(\theta+a) y=0$, we know Art. 97, that $y=A \epsilon^{-a x}$.

Hence we see that $\frac{0}{\theta+a}$ is not nothing, but is $A \epsilon^{-a x}$. so that if $\frac{d y}{d x}+a y=X$, the complete solution is

$$
y=A e^{-a x}+\frac{X}{\theta+a} .
$$

We are now studying this latter part, the forced part, only. In most practical engimeering problems the exponential terms rapidly disappear:
169. Thus in an electric circuit where $Y^{r}=(R+L \theta) C$, if

$$
\mathbf{v}=\mathbf{v}_{0} \sin \mathbf{q} \mathbf{t}
$$

we have already found the forced value of $C$,

$$
O=\frac{V_{0} \sin q t}{R+L \theta},
$$

and according to our new rule, or according to Art. 118, this becomes

$$
\begin{equation*}
\mathrm{C}=\frac{V_{0}}{\sqrt{R^{2}+L^{*} q^{2}}} \sin \left(q t-\tan ^{-1} \frac{L q}{R}\right) . \tag{1}
\end{equation*}
$$

But besides this term we have one

$$
=\frac{0}{R+L \theta} \text { or } \frac{0}{\theta+\frac{R}{L}}
$$

and according to the above rule (Art. 168) this gives a term

$$
\begin{equation*}
A_{1} \epsilon^{-\frac{R}{L} t} \tag{2}
\end{equation*}
$$

Or we may get this term as in Art. 97,

$$
R C+L \frac{d C}{d t}=0, \text { or } \frac{d C}{d t}=-\frac{R}{L} C .
$$

This is the compound interest law and gives us the answer (2), and the sum of (2) and (1) is the complete answer. If we know the value of $C$ when $t=0$, we can find the value of the constant $A_{1} ;(2)$ is obviously an evanescent term.

Thus again, suppose $\mathbf{V}$ to be constant $=\mathbf{V}_{0}$,

$$
C=\frac{V_{0}}{R+L \theta} .
$$

It is evident that $C=\frac{V_{0}}{R}$ is the forced current, for if we operate on $C=\frac{V_{0}}{R}$ with $R+L \theta$ we obtain $V_{y}$, and the evanes-
cent current is always the same with the same $R$ and $L$ whatever $V$ may be, namely $A_{1}-\frac{R}{L} t$.

The complete answer is then

$$
\begin{equation*}
U=A_{1} \epsilon^{-\frac{\pi}{L} t}+\frac{V_{0}}{\vec{R}} \tag{2}
\end{equation*}
$$

Let, for example, $O=0$ when $t=0$, then

$$
\begin{equation*}
0=A_{1}+\frac{V_{0}}{R} \text { or } A_{1}=-\frac{V_{0}}{R}, \tag{3}
\end{equation*}
$$

and (2) becomes $C=\frac{V_{0}}{R}\left(1-\epsilon^{-\frac{R}{L} t}\right)$
The student ought to take $V_{0}=100, R=1, L=\cdot 1$ and show how $C$ increases. We have had this law before.
170. Example. A condenser of capacity $\mathbf{K}$ and a non-inductive resistance $\mathbf{r}$ in parallel; voltage $V$ at their terminals, fig. 85. The two currents are $c=V / r$, $C=K \theta V$, and their sum is $C+c=V\left(\frac{1}{r}+K \theta\right)$ or $V\left(\frac{1+r K \theta}{r}\right)$, so that the two in parallel act like a resistance $\frac{r}{1+r K \theta}$.


Fig. 85.
If $V=V_{9} \sin n t$,

$$
\begin{aligned}
C+c & =\frac{(1+r \cdot K \theta)}{r} V_{0} \sin n t, \text { and by Art. } 167, \\
C+c & =\frac{V_{0}}{r} \sqrt{1+r^{2}} K^{2} n^{2} \cdot \sin \left(n t+\tan ^{-1} r K n\right), \\
c & =\frac{V_{0}}{r} \sin n t, \quad C=V_{0} K n \sin \left(n t+\frac{\pi}{2}\right) .
\end{aligned}
$$

171. A circuit with resistance, self-induction and capacity (fig. 86) has the alternating voltage $V=V_{0} \sin n t$ established at its ends; what is the current!

$$
\begin{aligned}
& \text { Answer, } O=\frac{V}{R+L \theta+\bar{K}} \text {, and by Art. } 167 \\
& C=\frac{K \cdot \theta \cdot V}{1+R \bar{K} \cdot \theta+L K \cdot \theta^{2}}=\frac{K \theta}{\left(1-L K n^{2}\right)+R K \theta} V \\
& C=\frac{K n V_{n}}{\sqrt{\left(1-L K n^{2}\right)^{2}+R^{2} K^{2} n^{2}}} \sin \left(n t+\frac{\pi}{2}-\tan ^{-1} \frac{R K n}{1-L K n^{2}}\right)
\end{aligned}
$$

The earnest student will take numbers and find out by much mumerical trial what this means. If he were only to work this one example, he would discover that he now has a weapon to solve a problem in a few lines which some writers solve in a great many pages, using the most involved mathematical expressions, very troublesome, if not impossible, to follow in their physical meaning. Here the physical meaning of every step will soon become easy to understand.

TNumerical Exercise. Take $V_{0}=1414$ volts, $K=1$ microfarad or $10^{-6}, R=100$ ohms and $n=1000$, and we find the following effects produced by altering $L$. We give the following table and the curves in fig. 87:


Fig. 86.
$A B C D$ shows how the current increases slowly at first from $A$ where $L=0$ as $L$ is increased, and then it increases more rapidly, reaching a maximum when $L=1$ Henry and diminishing again exactly in the way in which it increased. $E F G$ shows the lead which at $L=1$ changes rather rapidly to a lag. The maximum current (when $L K \pi^{2}=1$ ) is the same as if we had no condenser and no self-induction, as if we had a mere non-inductive resistance $R$. It is interesting to note in the electric analogne of Art. 160 that this $L K n^{2}=1$ is the relation which would hold between $L, K$ and $n$ (neglecting the
small resistance term) if the condenser were sending surging currents through the circuit $R, L$, connecting its two coatings.

| $\begin{gathered} I_{,} \text {in } \\ \text { Hemrices } \end{gathered}$ | Effective current, in amperes. | Lead of current, in degrees. | J, in Hemios | Effective current, in zumpères. | Lead of current, in degrees. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $0 \cdot 995$ | 84.28 | 10\% | $8 \cdot 944$ | $-26.57$ |
| $0 \cdot 1$ | $1 \cdot 110$ | 83.67 | $1 \cdot 1$ | 7.071 | -450 |
| $0 \cdot 2$ | 1240 | 82.87 | $1 \cdot 2$ | $4 \cdot 472$ | $-63 \cdot 43$ |
| 03 | $1 \cdot 414$ | 81.87 | 1:3 | $3 \cdot 162$ | -71:57 |
| $0 \cdot 4$ | $164+$ | 80.53 | $1 \cdot 4$ | 2425 | -7.).97 |
| $0 \%$ | 1961 | 78.67 | 1.5 | 1.961 | $-78.67$ |
| 0.6 | 2425 | 7.597 | $1 \cdot 6$ | 1.644 | $-80.53$ |
| $0 \cdot 7$ | $3 \cdot 162$ | 71.57 | 1.7 | 1.414 | $-81.87$ |
| 08 | 4472 | 6343 | 1.8 | 1.240 | -8287 |
| 09 | 7.071 | $45 \cdot 0$ | 1.9 | $1 \cdot 110$ | -83.67 |
| $0 \cdot 95$ | $8 \cdot 944$ | 26.57 | 2.0 | 0.995 | -8428 |
| 0.975 | $9 \cdot 701$ | 14.03 | 25 | $0 \cdot 665$ | - 8618 |
| 100 | 10.00 | 0 | $3 \cdot 0$ | $0 \cdot 499$ | $-87 \cdot 13$ |
| 1025 | 9.701 | $-14.03$ |  |  |  |



Fig. 87.
Experimenting with numbers as we have done in this example is much cheaper and much more conclusive in preliminary work on a new problem, than experimenting with alternators, coils and condensers.
172. Even if a transformer has its secondary open there is power being wasted in hysteresis and eddy currents, and the effect is not very different from what wo should have if there was no such internal loss, but if there was a small load ou. Assume, however, no load. Find the effect of a condenser shunt in supplying the "Ide Current."

The current to an unloaded transformer, consists of the fundamental term of the same frequency as the primary voltage, and other terms of three and five times the frequency, manufactured by the irom in a curious way. With these "other terms" the condenser has nothing to do; it cannot disguise them in any way; the total


Fig. 88. current always contains them. We shall not speak of them, as they may be imagined added on, and this saves trouble, for if the fundamental term only is considered we may imagine the permeability constant; that is, that the primary circuit of an unloaded transformer has simply a constant self-induction.

In fact between the ends of a coil (fig. 88) which has resistance $R$ and self-induction $L$, place a condenser of capacity $K$. Let the voltage between the terminals, be $V=V_{0} \sin n t$. Let $C$ be the instantancous current through the coil and let $c$ be the current through the condenser, then $C+c$ is the current supplied to the system.

$$
\text { Now } \quad C=\frac{V_{o} \sin n t}{R+L \theta},
$$

and

$$
\begin{aligned}
C+c= & \left(\frac{1}{R+L \theta}+K \theta\right) V_{0} \sin / t \\
& =\frac{1+R K \theta+L K \theta^{2}}{R+L \theta} V=\frac{1-L K n^{2}+R K \cdot \theta}{R+L \theta} V .
\end{aligned}
$$

by our rule of Art. 167 .
It is quite casy to write out by Art. 107 the full value of

$$
16-2
$$

$C+c$, but as we are not concerned now with the lag or lad, we shall only state the amplitude. It is evidently

$$
V_{0} \sqrt{\frac{\left(1-L \bar{K} n^{2}\right)^{2}+R^{2} K^{2} n^{2}}{R^{2}+L^{2} n^{2}}}
$$

and the effective value of $C+c$ (what an ammeter would give as the measure of the current), is this divided by $\sqrt{ } \sqrt{2}$.

Observe that $C+c$ is least when

$$
K=L /\left(R^{n}+L^{n} n^{2}\right) .
$$

(Note that if $L$ is in Henries and $n=2 \pi \times$ frequency (so that in practice $n=$ about 600 ), $K$ is in farads. Now even a condenser of $\frac{1}{3}$ microfarad or $\frac{1}{3} \times 10^{-6}$ farad costs a number of pounds sterling. We have known an unpractical man to suggest the practical use of a condenser that would have coste millions of pounds sterling.)

When this is the case, the effective current $C+c$, is $R / \sqrt{R^{2}+L^{2} n^{2}}$ times the effective value of $C$.

The student ought to take a numerical case. Thus in an actual Hedgehog Transformer we have found $R=24$ ohms. $L=623$ Henries $n=509$, corresponding to a frequency of about $81 \cdot 1$ per second. The effective voltage, or $V_{0} \div \sqrt{2}$ is 2400 volts. In fig. 89 we show the effective current calculated for varions values of $K$. The current curve $A B C D$ is a hyperbola which is undistinguishable except just at the


Fig. 89.
vertex, from two straight lines. The total current is a minimum when $K=L /\left(R^{2}+L^{2} n^{2}\right)$, in this case 0.618 micro-
farad; and the effect of the condenser has been to diminish the total current in the ratio of the resistance to the impedance. It is interesting on the curve to note how the great lag changes very suddenly into a great lead.
173. If currents are steady and if points $A$ and $B$ are connected by parallel resistances $r_{1}, r_{2}, r_{3}$, if $V$ is the voltage between $A$ and $B$, and if the three currents are $c_{1}, c_{2}, c_{i}$, and if the whole current is $C$; then

$$
\begin{aligned}
& c_{1}=\frac{V}{r_{1}^{\prime}}, \quad c_{2}=\frac{V}{r_{2}}, \quad c_{3}=\frac{V}{r_{3}}, \\
& \left(=V\left(\frac{1}{r_{1}^{\prime}}+\frac{1}{r_{2}}+\frac{1}{r_{3}}\right) .\right.
\end{aligned}
$$

In fact the three parallel conductors act like a conductance

$$
\left(\frac{1}{r_{1}}+\frac{1}{r_{2}}+\frac{1}{r_{3}}\right) .
$$

Also if $C$ is known, then

$$
c_{1}=\frac{C}{\left(\frac{1}{r_{1}}+\frac{1}{r_{2}}+\frac{1}{r_{3}}\right) r_{1}} .
$$

Now let there be a self-induction $l$ and a condenser of capacity $k$ in each branch, and we have exactly the same instantaneons formulæ if, for any value of $r$, we insert

$$
r+l \theta+\frac{1}{l \theta} .
$$

The algebraic expressions are unwieldy, and hence numerical examples ought to be taken up by students.
174. Two circuits in parallel. They have resistances $r_{1}$ and $r_{2}$ and self-inductions $l_{1}$ and $l_{\mathrm{s}}$, how does a total current $C$ divide itself between them?

If the current were a continuous current, $c_{1}$ (fig. 90) in the branch $r_{1}$ would be


$$
c_{2}=\frac{r_{2}}{r_{1}+r_{2}} l
$$

Hence it is now $c_{1}=\frac{r_{2}+l_{2} \theta}{r_{1}+r_{2}+\left(l_{1}+l_{2}\right) \theta} C$.
If $C=C_{n}$ sin $n t$, then by Art. 167

$$
\begin{aligned}
& c_{1}=\sigma_{1} \sqrt{\frac{r_{2}+l_{2}^{2}}{\left(r_{1}+r_{2}\right)^{2}+\left(l_{1}+l_{2}\right)^{2} n^{2}}} \\
& \quad \sin \left(n t+\tan ^{-1} l_{2 n t}^{r_{2}}-\tan ^{-1} \frac{\left(l_{1}+l_{2}\right) n}{r_{1}+r_{2}}\right) .
\end{aligned}
$$

In the last case suppose that for some instrumental purpose we wish to use a branch part of C, but with a lead. We arrange that $\tan ^{-1} \frac{l_{2} h}{r_{2}}-\tan ^{-1} \frac{\left(l_{1}+l_{y}\right) n}{r_{1}+r_{2}}$ shall be equal to the required lead, and we use the current in the branch $r_{1}$ for our purpose.
175. Condenser annulling effects of self-induction. When the voltage between points $A$ and $B$ follows any law whatever, and we wish the current flowing into $A$ and out at $B$ to be exactly $\frac{V}{R}$, whatever $V$ may be, and when we have already between $A$ and $B$ a coil of resistance $R$ and self-induction $L$, show how to arrange a condenser shunt to effect our object.

Connect $A$ and $B$ by a circuit containing a resistance $r$, self-induction $l$ and condenser of capacity $K$, as in tig. 91.

The total current is evidently


Fig. 91.

$$
\frac{V}{R+L \theta}+\frac{r^{r}}{r+l \theta+\frac{1}{K \theta}}
$$

or, bringing all to a common denominator and aranging terms, it is

$$
\frac{1+\theta(r K+R K)+\theta^{2}(l K+L K)}{R+\theta(R r K+L)+\theta^{2}(R l K+L r K)+L l K \theta^{2}} V .
$$

Observe that as $V$ may be any function whatsoever of the time we cannot simplify this operator as we did those of

Art. 167. Now we wish the effect of the operation to be the same as $\frac{1}{R} V$. Equating and clearing of fractions we sec that

$$
R+\theta\left(R r K+R^{2} K\right)+\theta^{2}(R l K+R L K)
$$

must be identical with

$$
R+\theta(R r K+L)+\theta^{2}(R l K+L r K)+L l K \theta^{3}
$$

As $V$ may be any function whatsoever of the time, the operations are not equivalent unless $L l / K=0$; that is, $l=0$; so there must be no self-induction in the condenser circuit,

$$
\begin{aligned}
& R r K+R^{2} K=R r K+L ; \text { that is, } K=\frac{L}{R} \\
& R l K+R L K=R l K+L r K ; \text { that is, } R=r ;
\end{aligned}
$$

so the resistance in the condenser circuit must be equal to that in the other.

In fact we must shunt the circuit $R+L \boldsymbol{\theta}$ by a condenser circuit $\mathbf{R}+\frac{\mathbf{I}}{\mathbf{K} \boldsymbol{\theta}}$ where $\mathbf{K}=\frac{\mathbf{L}_{\mathbf{L}}}{\mathbf{R}^{2}}$.
176. If in the last case $V=V_{0} \sin n t$, the operator may be simplified into
and if

$$
\begin{gathered}
\frac{1-K(l+L) n^{2}+K(r+R) \theta}{R-K(R l+r L) n^{2}+\theta\left(R r h^{2}+L-K l K n^{2}\right.} ; \\
\frac{R-K(R l+r L) n^{2}}{1-K(l+L) n^{2}}=\frac{R r K+L-L l K n^{2}}{K(r+R)}
\end{gathered}
$$

then although the adjustment alters when frequency alters, we have for a fixed value of $n$ the current flowing in at $A$ and out at $B$ proportional to $V$ and without any lag. If $R=r$ the current is equal to $\frac{V}{R}$.
177. To explain why the effective voltage is sometimes less between the mains at a place $D$, fig. 92, than at a place $B$ further away from the generator. This is usually due to a distributed capacity (about $\frac{1}{3}$ microfarad per mile is usual) in the mains. We may consider a distributed eapacity later ; at present assume one condenser of
capacity $K$ between the mains at $B$. Let the mon-inductive resistance, say of lamps, between


Fig. 92. the mains at $B$ be $r$ : Let the resistance and self-induction of the mains between $D$ and $B$ be $R$ and $L$. Let $v$ be the voltage at $B$, and $C$ the current from $D$ to $B$.
The current into the condenser is $v \div \frac{1}{K \theta}$ or $K \theta$ c.
The curent through $r$ is $\frac{v}{r}$, so that

$$
\begin{equation*}
\theta=\left(K \theta+\frac{1}{r}\right) v . \tag{1}
\end{equation*}
$$

The drop of voltage between $D$ and $B$ is
or

$$
\begin{gathered}
(R+L \theta)\left(\cdots(R+L \theta)\left(K \theta+\frac{1}{r}\right) u,\right. \\
\left.\frac{(R}{(r}+\left(R K+\frac{L}{r}\right) \theta+L K \theta^{2}\right)
\end{gathered}
$$

Now if $\eta=r_{n} \sin n t$, the drop is

$$
\left\{\left(\frac{R}{r}-L K n^{a}\right)+\left(R K+\frac{L}{r}\right) \theta\right\} v .
$$

The voltage at $D$ is the drop plus $v$, or

$$
\left.\left\{\left(1+\frac{R}{r}-L K n^{2}\right)+\left(R K+\frac{L}{r}\right)\right\}_{n}\right\}
$$

also by Art. $167, \frac{\text { square of effective voltage at } D}{\text { square of effective voltage at } B}$

$$
=\left(1+\frac{R}{r}-L K n^{2}\right)^{2}+\left(R K+\frac{L}{r}\right)^{2} n^{2},
$$

and there are values of the constants for which this is less than 1. As a numerical example take

$$
r=10, R=1, K=1 \times 10^{-6}, n=1000,
$$

and let $I$ change from 0 to $05, \cdot 01,02, \cdot 03 \& c$.

The student will find no difficulty in considering this problem when $r+l \theta$ is used instcad of $r$ in (1); that is, when not merely lamps are being fed beyond $B$, but also coils having self-induction.

## Most general case of Two Coils.

178. Let there be a coil, fig. 93 , with electromotive force $E$, resistance $R$, self-induction $L$, capacity $K$; and another with $e, r$, $l$, $k$. Let the mutual induction be $m$.

Using then $R$ for $R+L \theta+\frac{1}{K} \theta$, and $r$ for $r+l \theta+\frac{1}{k \theta}$,


Fig. 93. the equations are

$$
\left.\begin{array}{rl}
E & =R C+m \theta c,  \tag{1}\\
e & =m \theta C+r c
\end{array}\right\}
$$

Notice how important it is for a student not to trouble himself about the signs of $C$ and $c \& c$. until he obtains his answers.

From these we find

$$
\begin{align*}
& c=\frac{R e-m \theta E}{R r-m^{2} \theta^{2}} .  \tag{2}\\
& \quad \therefore=\frac{r E-m \theta e}{R r-m^{2} \theta^{\theta}} . \tag{3}
\end{align*}
$$

We can now substitute for $R, r, E$ and $e$ their values and obtain the currents.

Observe that $E$ may be a voltage established at the terminals of part of a circuit, and then $R$ is only between these terminals.

The following exercises are examples of this general case.
There are a great many other examples in which mutual induction comes in.
179. Let two circuits (fig. 94), with self-inductions,
be in parallel, with mutual induction $m$ between them.


Fig. 94.
(1) At their terminals let $v=v_{0} \sin n t$; (2) of last exercise becomes $c=\frac{R-m \theta}{R r-m^{2} \theta^{2}} v$. Or, changing $R$ into $R+L \theta$ and $r$. into $r+l \theta$,

$$
c=\frac{R+(L-m) \theta}{\left\{R r-\left(L l-m^{2}\right) n^{2}\right\}+(L r+l R) \theta} v .
$$

(2) How does a current $A$ sin $n t$ divide itself between two such circuits? Since $\frac{c}{C}=\frac{R-m \theta}{r-m \theta}$ we can find at once $\frac{c}{C+c}$ and $\frac{C}{C+c}$. Answer : $c=\frac{R+(L-m) \theta}{(R+r)+(L+l-2 m) \theta}$ operating on $A \sin n t$.

Wo think it is hardly necessary to work such examples out more fully for students, as, to complete the answers they have the rule in Art. 167.
180. In the above example, imagine each of the circuits to have also a mutual induction with the compound circuit. We shall use new letters as shown in fig. 95.


Fig. 95.
If $v$ is the potential difference between the ends of the two circuits which are in parallel. Using $r, \mu$ and $m$ to stand for $r+l \theta, \mu \theta$ and $m \theta$.

$$
v=r_{1} c_{1}+\mu c_{2}+m_{1}\left(c_{1}+c_{2}\right)
$$

Hence the equations are

$$
\begin{gather*}
v=\left(r_{1}+m_{1}\right) c_{1}+\left(\mu+m_{1}\right) c_{2} \\
v=\left(\mu+m_{2}\right) c_{1}+\left(r_{2}+m_{2}\right) c_{2} \\
\left(r_{2}+m_{2}\right)-\left(\mu+m_{1}\right)  \tag{l}\\
c_{1}=\frac{1}{\left(r_{1}+m_{1}\right)\left(r_{2}+m_{2}\right)-\left(\mu+m_{1}\right)\left(\mu+m_{2}\right)} v
\end{gather*}
$$

with a similar expression for $c_{2}$.
Also a total current $C$ divides itself in the following way

$$
c_{1}=\frac{\left(r_{1}+m_{2}\right)-\left(\mu+m_{1}\right)}{r_{1}+r_{2}-2 \mu} C .
$$

If we write these out in full, we have exceedingly pretty problems to study, and our study might perhaps be helped by taking numerical values for some of the quantities. If we care to introduce condensers, we need only write $r+l \theta+\frac{1}{h \cdot \theta}$ with proper affixes, instead of each $r ; \mu$ becomes $\mu \theta$ and $m$ becomes $m \theta$.

To what extent may we make some of the m's negative? I have not considered this fully, but some student ought to try various values and afterwards verify his results with actual coils. Taking (2) without condensers

$$
c_{1}=\frac{r_{2}+\theta\left(l_{2}+m_{2}-\mu-m_{1}\right)}{r_{1}+r_{2}+\theta\left(l_{1}+l_{2}-2 \mu\right)} C_{0} .
$$

181. Rotating Field. Current passes through a coil wound on a non-conducting bobbin; the same current passes through a coil wound on a conducting bobbin. The coils are at right angles and have no mutual induction; find the nature of the fields which are at right angles at the centre of the two bobbins. Let the numbers of turns be $n_{1}$ and $n_{2}$. Instead of a conducting bobbin imagine a coil closed on itself of resistance $r_{3}$, and $n_{3}$, turns and current $c$. For simplicity, suppose all three mean radii the same, and the coils $n_{2}$ and $n_{3}$ well intermingled. One field $F_{1}$ is proportional to $\pi_{1} C$ per square centimetre, call it $n_{1} C$. The other $F_{2}$ is proportional, or let us say equal to, $n_{2} C+n_{3} c$ per square cm . Take the total induction $I$ through each of the coils as
proportional to the intensity of field at its centre, say $b$ times. Then for the third coil, we have

$$
0=r_{;} c+n_{i} \theta I \quad \text { or }=r_{3} c+b n_{i} \theta\left(n_{2} C+n_{s} c\right),
$$

so that

$$
-c=\frac{b_{n}, n_{3} \theta C}{r_{3}+b_{n} n_{3}^{*} \theta},
$$

and hence $\quad F_{2}=n_{2} C-\frac{b n_{3}^{2} n_{3} \theta C}{r_{3}+b n_{3}^{2} \theta}=\frac{n_{2} r_{3} C}{r_{3}^{2}+b n_{3}^{2}}$.
If then $O=C_{0} \sin q t$,

$$
\begin{aligned}
& F_{1}=n_{1} C_{0} \sin q t, \\
& F_{\underline{2}}=\frac{n_{2} C_{0} \sin q t}{1+b \frac{n_{2}^{2}}{r_{3}} \theta}=\frac{n_{0}}{\sqrt{1+b_{0}^{2}} \frac{n_{3}^{4}}{r_{3}^{2}} q^{2}} \sin \left(q t-\tan ^{-1} \frac{b n_{3}^{2}}{r_{3}^{2}} q\right):
\end{aligned}
$$

Art. 126, shows the nature of the rotating field. We can assure the student that he may obtain an excellent rotating field in this way.

It is evident that $\delta n_{3}{ }^{2}$ really means the self-induction of the third coil, and $\frac{b n_{3}^{2}}{r_{3}^{2}}$ means its time constant. A coil of one turn,--that is, a conducting bobbin, will have a greater time constant than any coil of more than one turn wound in the same volume. It is evident that if the bobbin is made large enough in dimensions, we can for a given frequency have an almost uniform and uniformly rotating field by making

$$
n_{2} \div b \frac{n_{3}^{2}}{r_{3}} q=n_{1} .
$$

This is one of a great number of examples which we might give to illustrate the nsefuluess of our sign of operation $\theta$.
182. In Art. 178 let $E=V$ the primary voltage of a transformer, the primary circuit having internal resistance $R$ and self-induction $L$; let the secondary have no independent, E.M.F. in it; let its internal resistance be $r_{1}$ and self-induction $l$ and let it have an outside non-inductive resistance $\rho$, of lamps. Let the voltage at the secondary terminals be $v=c \rho$.

Then in (1), (2) and (3) Art. 178, let $E=V, e=0$; instead of $R$ use $R+L \theta$. Instead of $r$ use $r+l \theta$ which is really $r_{1}+\rho+l \theta$,

$$
\begin{gather*}
c=\begin{array}{c}
-m \theta V \\
\left.R r+(R l+r L) \theta+(L l-m)^{2}\right) \theta^{2} \\
(r+l \theta) V
\end{array}  \tag{1}\\
C=\begin{array}{c}
R r+(R l+r L) \theta+\left(L l-m^{2}\right) \theta^{2}
\end{array} \tag{2}
\end{gather*}
$$

Note that the second equation of (1) Art. 178 is

$$
\begin{equation*}
0=m \theta C+(r+l \theta) c \tag{2}
\end{equation*}
$$

I. From (2)*, if $\mathbf{C}=\mathbf{C}_{0} \mathrm{a}^{\mathrm{at}}, c=\frac{-m a \mathrm{C}_{\mathrm{i}} \mathrm{E}^{a t}}{r+l a}$,

$$
-\stackrel{c}{C}=\frac{m a}{r+l a}=\frac{m}{l}\left(\frac{1}{1+\frac{r}{l_{a}^{\prime}}}\right) .
$$

If $r$ is small compared with $l a$

$$
\frac{-c}{-c}=\frac{m}{l} .
$$


II. If $\mathbf{C}=\mathbf{C}_{0} \sin \mathbf{q t}$, again using (2)*

$$
-c=\frac{m q}{\sqrt{r^{2}}+l^{2} q^{2}}\left(c_{1} \sin \left(q t+\frac{\pi}{2}-\tan ^{-1} \frac{l q}{r}\right) .\right.
$$

Hence

$$
\underset{\text { effective } C}{ } \begin{aligned}
& \text { effective } \\
& \text { effer }
\end{aligned}=\frac{m}{l} \frac{1}{\sqrt{1+l^{2} q^{2}}} .
$$

Except when the load on the secondary is less than it ever is usually in practice, $r$ is insignificant compared with $l q$ (a practical example ought to be tried to test this) and we may take
or

$$
\begin{align*}
C= & C_{n} \sin q t, \\
c= & C_{4} \frac{m}{l} \sin (q t-\pi), \\
& \frac{-\mathbf{c}}{\mathbf{C}}=\frac{\mathbf{m}}{1} \ldots \ldots \ldots . \tag{3}
\end{align*}
$$

It may become important in some application to remember that the ratio of the instantincous values of $-c$ and $C$ is that of

$$
r \sin q t+l_{q} \cos q t \text { to } m q \cos q t .
$$

and this sometimes is $\infty . \dagger$
Returning to (1). Let $L l=m b^{2}$ (this is the condition called no magnetic leakage) and let $R r$ be negligible. In any practical case, $R r$ is found to be negligible even when $r$ is so great as to be several times the resistance of only one lamp. $\dagger$

Then

$$
-c=\begin{gather*}
m V  \tag{4}\\
R l+r L
\end{gather*} .
$$

so that - $c$ is a faithful copy of $V$ as a function of the time. $C$ is so also.

If $N$ and $n$ are the numbers of windings of the two coils on the same iron,

$$
\begin{align*}
m: L: l & =V_{n}: N^{2}: u^{4} \ldots \ldots \ldots \ldots \ldots(5), \\
-c & =\frac{n^{n} V}{r+R \frac{n^{2}}{N^{2}}} \ldots \ldots \ldots \ldots \ldots \ldots(6) ; \tag{6}
\end{align*}
$$

that is, the secondary current is the same as if the tramsformed voltage $\left(-\frac{n}{N} V\right)$ acted in the secondary circuit, but as if an extra resistance were introduced which I call the transformed primary resistance $\left(R^{n^{2}} N^{2}\right)$.

If the volumes of the two coils were equal, and if the volumes of their insulations were equal, $R_{N^{2}}^{n^{2}}$ would be equal to $r_{1}$ the internal resistance of the secondary. Assume it so and then

$$
-c=\frac{\frac{n}{N} V}{2 r_{1}+\rho} \ldots \ldots \ldots \ldots \ldots \ldots \ldots .(\zeta) ;
$$

also $\rho c$ or

$$
\begin{equation*}
v=-\frac{\frac{n}{\bar{N}} V}{1+\frac{2 r_{1}}{\rho}} \tag{8}
\end{equation*}
$$

As $r_{1}$ is usually small compared with $\rho$,

$$
-v=\frac{n}{N} V\left(1-\frac{2 r_{1}}{\rho}\right)
$$

## and $\frac{2 r_{1}}{\rho}$ is called the drop in the secondary voltage due to load.

As $\frac{v^{2}}{\rho}=P$, the power given to lamps; $\frac{1}{\rho}=\frac{P}{v^{2}}$ and the fractional drop is $\frac{2 r_{1}}{v^{2}} P$ and is proportional to the Power, or to the number of lamps which are in circuit.
183. The above results may be obtained in another way.

Let $I$ be the induction, and let it be the same in both coils. Here again we assume no magnetic leakage,

$$
\begin{align*}
& V=R C+N \theta I \ldots \ldots \ldots \ldots \ldots \ldots \ldots(1),  \tag{1}\\
& 0=r c+n \theta I \ldots \ldots \ldots \ldots \ldots \ldots .(2) . \tag{2}
\end{align*}
$$

Multiplying each equation by its $N$ or $n$ and dividing by its $\boldsymbol{R}$ or $r$ and adding

$$
\begin{equation*}
\frac{N V}{R}=A+\left(\frac{N^{2}}{R}+\frac{n^{2}}{r}\right) \theta I . \tag{3}
\end{equation*}
$$

where $A=N C+n c$, and is called the current turns.
Now when we know the nature of the magnetic circuit, that is, the nature of the iron and its section, a square centimetres, and the average length $\lambda$ contimetres of the magnetic circuit, we know the relationship between $A$ and $I$. I have gone carefully into this matter and find that whatever be the nature of the periodic law for $A$, so long as the frequency and sizes of iron \&c. are what they usually are in practice, the torm $A$ is utterly insignificant in (3). Rejecting it we find
$I=\frac{\theta^{-1} V}{N\left(1+\frac{n^{2} R}{N^{2}} \frac{r}{r}\right)}=\frac{1}{N}\left(1-\frac{n^{2} R}{N^{2}} \frac{R}{r^{2}}\right) \theta^{-1} V$ very nearly $\ldots(4)$.

Thus, in a certain 1500 -watt transformer, $R=27$ ohms, $N=460$ turns, internal part of $r=067$ ohms, $n=24$ turns, effective $V$ is 2000 volts or $V=2828 \sin q t$ where $q=600$ say, $\alpha=360, \lambda=31$. When there is no load $r=\infty$; on full load $r=$ nearly 7 ohms.

We have called $R_{N^{2}}^{n^{2}}$ the transformed resistance of the primary. It is in this case $27\binom{24}{460}^{2}$ or 073 ohms.

If the primary and secondary volumes of copperthad been equal, no doubt this would have been more nearly identical with $\cdot 067$, the internal resistance of the secondary.
$\frac{n^{2} R}{N^{2} r}$ or $\frac{073}{r}$ is the fractional drop in $I$ from what it is at ni) load. When at full load $r=7$ ohms the fractional drop is greatest, and it is only 1 per cent. in this case. Because of its smallness we took a fractional increase of the denominator as the same fractional diminution of the numerator of (4).

Consider $I$ at its greatest, that is, at no load; $\frac{1}{\theta} V$ is the integral of $V$ or $-\frac{2828}{600} \cos 600 t$. So that the amplitude of $I$ is $\frac{2828}{600 \times 460}$.

Multiply this, the maximum value of $I$ in Webers, by $10^{s}$ to obtain C.G.s. units, and divide by $\alpha=360$, and we find 28.66 c. G. s. units of induction per sq. cm. in the iron, as the maximum in this transformer every cycle.
$\theta I$ being $\frac{1}{N} V /\left(1+\frac{n^{2}}{N^{2}} \frac{R}{r}\right)$, we have from (2) the satne value of $-r c$ that we had before in (6) of Art. 183.
184. Returning to (7) of Art. 182. Let us suppose that there is magnetic leakage and that $r_{1}$ is really $r_{1}+l^{\prime} \theta$. If one really goes into the matter it will be seen that this is what we mean by magnetic leakage. Then we must divide by

$$
\rho+2 r_{1}+2 l^{\prime} \theta
$$

instead of $\rho+2 r_{1}$. In fact our old answer must be divided by

$$
1+\frac{2 l^{\prime}}{\rho+2 r_{1}} \theta
$$

or neglecting $2 r_{1}$ as not very important in this connection; our old answer must be divided by $1+\frac{2 l^{\prime}}{\rho} \theta$. This means that the old amplitude of $v$ must be divided by

$$
\sqrt{1+\frac{4 l^{2} q^{2}}{\rho^{2}}} \text { or } 1+\frac{2 l^{2} q^{2}}{\rho^{2}} \text { nearly, }
$$

if the leakage is small, and there is a lag produced of the amount $\tan ^{-1} \frac{2 l^{\prime} q}{\rho}$. We must remember that $q$ is $2 \pi f$ if $f$ is the frequency. We saw that $P$, the power given to the lamps, is inversely proportional to $\rho$, so we see that the fractional drop due to mere resistances is $\frac{2 r_{1} P}{v^{2}}$, the fractional drop due to magnetic leakage is $\frac{1}{2} a^{2} f^{2} P^{2}$, and the lag due to magnetic leakage is an angle of afP radians where $a$ is a constant which depends upon the amount of leakage, and $f$ is the frequency.
185. Only one thing need now be commented upon in regard to Transformers. If $V$ is known, it has only to be integrated and divided by $N$ to get $I$. Multiply by $10^{8}$ and divide by the cross-section of the iron in square centimetres, and we know how $\beta$, the induction per sq. cm. in the iron, alters with the time. The experimentally obtained $\beta, H$ curve for the iron enables us to find for every value of $\beta$ the corresponding value of $H$, and $H$ multiplied by the length of the magnetic circuit in the iron gives the gaussage, or $\frac{4 \pi}{10} \times$ the ampère turns $A$. Hence the law of variation of $A$ is known, and if there is no secondary current, we have the law of the primary current in an unloaded transformer or choking coil. This last statement is, however, inaccurate, as one never has a truly unloaded transformer, even when what is usually called the secondary, has an infinite resistance.
186. Sir W. Grove's Problem; the effect of a condenser in the primary of an induction coil when using alternating currents.
$A D B$, fig. 97, is the primary with electromotive force $E=E_{0} \sin n t$, resistance $R$ and self-induction $L . B A$ is a
condenser of capacity $K$, and $r$ is a non-inductive resistance


Fig. 97. in parallel with the condenser. $C$ the current in the primary, has an amplitude $C_{0}$, say.

The condenser has the resistance $\frac{1}{K \theta}$.

It is quite easy to write out the value of $C_{0}$ when $r$ and $K$ have any finite values*.

But for our problem we suppose $r=0$ or else $r=\infty$. When $r=0$, the resistance is $R+L \theta$ and the current is $E /(R+L \theta)$,

$$
C_{v^{\prime \prime}}=\frac{E_{0}{ }^{2}}{R^{2}+L^{2} n^{2}} \cdots \ldots \ldots \ldots \ldots \ldots \ldots(1) .
$$

When $r=\infty$, the resistance is

$$
R+L \theta+\frac{1}{K \theta} \text { or } \frac{1+R K \theta+L K \theta^{2}}{K}:
$$

or

$$
\frac{\left(1-L K u^{2}\right)+R K \theta}{K \theta}, \text { by Art. } 167,
$$

and $\quad C_{0}^{2}=\frac{K_{0}^{2} H^{2} n^{2}}{\left(1-L K n^{2}\right)^{2}+R^{2} K^{2} n^{2}}=\frac{E_{0}{ }^{2}}{R^{2}+\left(\frac{1}{K n}-L n\right)^{2}} \ldots(2)$.
Now (2) is greater than (1) if $2 K L n^{2}$ is greater than 1 , so that the primary current is increased by a condenser of capacity greater than $\frac{1}{2 L m^{2}}$. Again, there is a maximum current if $K=\frac{1}{L n^{2}}$; in this case the condenser completely destroys the self-induction of the primary.

* When both $r$ and $K$ have finite values, the parallel resistances between $B$ and $A$, together form a resistance $r /(1+r h \theta)$, and the whole resistance of the circuit for $C$ is $R+L \theta+\frac{r}{1+r \overline{K \theta}}$ so that

$$
\begin{gathered}
C=\frac{(1+r K \theta) E_{0} \sin n t}{\left(R+r-L r K n^{2}\right)+(R r K+I) \theta}, \\
C_{0}^{2}=\left(1+r^{2} K^{2} n^{2}\right) E_{0}^{2} \\
\left(R+r-L r K n^{2}\right)^{2}+(R r K+L)^{2} n^{2}
\end{gathered}
$$

and the lag of $C$ is easily written.
187. Alternators in series. Let their E.M.F. be $e_{1}$ and $e_{2}$ and let $C$ be the current through both. The powers exerted are $e_{1} C$ and $e_{2} C$. Now if $e_{1}=E \sin (n t+\alpha)$ and $e_{2}=E \sin (n t-\alpha), \dagger e_{1}+e_{2}=2 E \cos \alpha . \sin n t$.

If $l$ is the self-induction of each machine, $r$ its internal resistance, and if $2 R$ is the outside resistance and if $P_{1}$ and $P_{2}$ are the average powers developed in the two machines,

$$
\begin{aligned}
C=\frac{2 E \cos \alpha \cdot \sin n t}{2 l \theta+2 r+2 R} & =\frac{E \cos \alpha}{\sqrt{(R+r})^{2}+l^{2} n^{2}} \sin \left(n t-\tan ^{-1} \frac{l n}{R+-}\right) \\
& =M \cos \alpha \sin (n t-\epsilon) \operatorname{say}, \\
P_{1} & =\frac{1}{2} M E \cos \alpha \cdot \cos (\alpha+\epsilon), \\
P_{2} & =\frac{1}{2} M E \cos \alpha \cdot \cos (\alpha-\epsilon) .
\end{aligned}
$$

Hence $P_{2}$ is greater than $P_{1}$, and machinc 2 is retarded whilst machine 1 is accelerated; hence a increases until $\alpha=\frac{\pi}{2}$, and when this is the case, $\cos \alpha=0$, so that $P_{1}=0$, $P_{2}=0$ and the machines neutralize each other, producing no current in the circuit. Alternators cannot therefore be used in series unless their shafts are fastened together.
188. As we very often have to deal with circuits in parallel we give the following general formula; if the electromotive forces $e_{1}, e_{2}$ and $e_{3}$, fig. 98, are constant,
and

$$
\begin{equation*}
\eta=e_{1}-c_{1} r_{1}=e_{2}-c_{2} r_{2}=e_{3}-c_{3} r_{3} \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
c_{1}+c_{2}+c_{3}=0 . \tag{2}
\end{equation*}
$$

Given the values of $e_{1}, e_{2}, e_{3}$ and $r_{1}, r_{2}, r_{3}$ we easily find the currents, because

$$
\begin{equation*}
v=\left(\frac{e_{1}}{r_{1}}+\frac{e_{2}}{r_{2}}+\frac{e_{3}}{r_{2}}\right) \div\left(\frac{1}{r_{1}}+\frac{1}{r_{2}}+\frac{1}{r_{i}}\right) . \tag{3}
\end{equation*}
$$



Fig. 98.

$$
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$$

Now if the $e$ 's are not constant, we must use $r_{1}+l_{1} \theta$, \&c., instead of mere resistances.
189. Alternators in Parallel. Let two alternators, each of resistance $r$ and self-induction $l$, and with electromotive forces, $e_{1}=E \sin (n t+\alpha)$, and $e_{2}=E \sin (n t-\alpha)$, be coupled up in parallel to a non-inductive circuit of resistance $R$. What average electrical power will cach of them create, and will they tend to synchronism? If $e_{1}$ and $e_{2}$ were constant or if $l$ were 0 , then $v=e_{1}-c_{1} r=e_{3}-c_{2} r=\left(c_{1}+c_{2}\right) R$.

And hence

$$
\begin{aligned}
& c_{1}=\frac{R}{2 r R+r^{2}}\left\{e_{1}\left(1+\frac{r}{R}\right)-e_{2}\right\}, \\
& c_{2}=\frac{R}{2 r R+r^{2}}\left\{e_{2}\left(1+\frac{r}{R}\right)-e_{1}\right\} .
\end{aligned}
$$

Now alter $r$ to $r+l \theta$, because the $e$ 's are alternating. The student will see that we may write

$$
\begin{aligned}
& e_{2}=e_{1}(a-b \theta), \\
& e_{1}=e_{2}(a+b \theta),
\end{aligned}
$$

where $a^{2}+b^{2} n^{2}=1, a=\cos 2 \alpha, b n=\sin 2 \alpha$. Then

$$
\begin{equation*}
c_{1}=\frac{\left(1+\frac{r}{R}-a\right)+\theta\left(\frac{l}{R}+b\right)}{\left(2 r+\frac{r^{2}}{R}-\frac{l^{2} n^{2}}{R}\right)+\theta 2 l\left(1+\frac{r}{R}\right)} e_{1} \tag{1}
\end{equation*}
$$

with a similar expression for $c_{2}$ in terms of $e_{2}$ except that $b$ is made negative. If we write out (1) by the rule of Art. 167, there is some such simplification as this:-

$$
\text { Let } \begin{aligned}
\tan \phi=\frac{2 n(R+r)}{2 R r+r^{2}-l^{2} n^{2}}
\end{aligned} \text { and } \tan \psi_{1}=\frac{(l+b R) n}{R+r-a R}, ~=(l-b R) n .
$$

Then

$$
\begin{aligned}
& c_{1}=M \sin \left(n t+\alpha-\phi+\psi_{1}\right), \\
& c_{2}=M \sin \left(n t-\alpha-\phi+\psi_{1}\right),
\end{aligned}
$$

the angles $\phi, \psi_{1}, \psi_{2}$ being all supposed to be between 0 and $\pm 90^{\circ}$.

The average powers are

$$
\begin{aligned}
& P_{1}=M E \cos \left(\phi-\psi_{1}\right), \\
& P_{2}=M E \cos \left(\phi-\psi_{2}\right),
\end{aligned}
$$

where $M^{2}=\frac{\left(1+\frac{r}{R}\right)^{2}-2\left(1+\frac{r}{R}\right) \cos 2 \alpha+1+\frac{l^{2} n^{2}}{h^{2}}}{\left(2 r+\frac{r^{2}}{R}-\frac{l^{2} l^{2} l^{2}}{R}\right)^{2}+4 l^{2} n^{2}\left(1+\frac{r}{R}\right)^{2}} E^{2}$,

$$
\frac{P_{1}}{P_{y}}=\frac{\cos \left(\phi-\psi_{3}\right)}{\cos (\phi-\psi)}
$$

If $R=\infty$ we see that

$$
\tan \phi=\frac{l n}{r}, \tan \psi_{1}=\frac{\sin \alpha}{1-\cos \alpha}=-\tan \psi_{2} .
$$

Hence

$$
\frac{P_{1}^{\prime}}{\ddot{P}_{2}^{\prime}}=\frac{\cos \left(\phi-\psi_{1}\right)}{\cos \left(\phi+\psi_{1}\right)}
$$

In this case it is obviols that $P_{1}$ is greater than $P_{2}$. The author has not cxamined the general expression for $\bar{P}_{1}$ with great care, himself, but men who have studied it say that it shows $P_{1}$ to be always greater than $P_{2}$. Students would do well to take values for $r, l, h$ and $\alpha$ and try for themselves. If $P_{1}$ is always greater, it means that the leading alternator has more work to do, and it will tend to go slower, and the lagging one tends to go more quickly, so that there is a tendency to syuchronisn and hence alternators will work in Parallel.
190. Struts. Consider a strut perfectly prismatic, of homogeneous material, its own weight neglected, the resultant force $F$ at each end passing through the centre of each end. Let $A C B$, fig. 99 , show the centre line of the bent strut. Let $P Q=y$ be the deflection at $P$ where $O Q=x$. Let $O A=O B=l$. $y$ is supposed everywhere small in comparison with the length $2 l$ of the strut.

Fy is the bending moment at $P$, and $\frac{F y}{E I}$ is the curvature there, if $E$ is Young's modulus fur the material and $I$ is
the least moment of inertia of the cross section everywhere, F| about a line through the centre of area of the section. Then as in Art. 60 the curvature being $-\frac{d^{2} y}{d x^{2}}$ we have

$$
\begin{equation*}
\frac{\mathbf{F} \mathbf{y}}{\mathbf{E I}}=-\frac{\mathbf{d}^{2} \mathbf{y}}{\mathrm{dx}^{2}} \tag{1}
\end{equation*}
$$

Now if the student tries he will find that, as in the many cases where we have had and again shall have this equation, (sce Art. 119)

$$
\begin{equation*}
: y=u \cos x \sqrt{\frac{F}{E I}} \tag{2}
\end{equation*}
$$

satisfies (1) whatever value a may have. When $x=0$ we see that $y=a$, so that the meaning of $a$ is known to us; it is the deflection of the strut in the middle. The student is instructed to follow carefully Fif. 99. the next step in our argument.

When $t=l, y=0$. Hence

$$
\begin{equation*}
a \cos l \sqrt{\frac{k}{E I}}=0 \tag{3}
\end{equation*}
$$

* Notice that when we choose to call $\frac{d^{2} y}{d x^{2}}$ the curvature of a curve, if the expression to which we put it equal is essentially positive, we must give such $a \operatorname{sign}$ to $\frac{d^{2} y}{d x x^{2}}$ as will make it also positive. Now if the slope of the curve of fig. 99 be studied as we studied the curre of firg. 6 , we shall find that $\frac{d y y}{d x} x^{2}$ is negative from $x=0$ to $x=0 . t$, and as $y$ is positive so that $\frac{F y}{E I}$ is positive, re must use $-\frac{d^{2} y}{d x^{2}}$ on the right-hand side.

It will be fomit that the complete (ece Arts, 15t and 159) solution of any such cuation as (1) which may be written

$$
\frac{d^{2} \cdot y}{d \cdot x^{2}}+u^{2} y=0
$$

is

$$
y=A \cos n x+I \sin n x
$$

where $A$ and $B$ are arbitrary constants. $A$ and $B$ are chosen to suit the particular problem which is being solved. In the present case it is cvident that, as $y=0$ when $x=l$ and also when $x=-l$,

$$
\begin{aligned}
& 0=A \cos n l+B \sin n l, \\
& 0=A \cos n l-l i \sin n l, \quad \text { so that } B \text { is } 0 .
\end{aligned}
$$

Now how can this be true? Either $a=0$, or the cosine is 0 . Hence, if bending occurs, so that $a$ has some value, the cosine must be 0 . Now if the cosine of an angle is 0 the angle must be $\frac{\pi}{2}$ or $\frac{3 \pi}{2}$ or $\frac{5 \pi}{2}$, \&cc. It is casy to sce why we confine our attention to $\frac{\pi}{2}$ *.

## Hence the condition that bending occurs is

$$
\begin{equation*}
l \sqrt{\frac{F}{E I}}=\frac{\pi}{2}, \text { or } \mathbf{F}=\frac{\mathbf{E} \mathbf{I}^{2} \mathbf{m}^{2}}{41^{2}} \tag{4}
\end{equation*}
$$

is the load which will produce bending. This is called Etaler's law of strength. 'The load given by (4) will produce either very little or very much bending equally well. It is very easy to extend the theory to struts fixed at both ends or fixed at one end and hinged at the other.

For equilibrium under exceedingly great bending, the equation (1) is not correct, as $\frac{d^{2} y}{d x^{2}}$ is not equal to the curvature when the curvature is great, but for all engincering purposes it may be taken as correct.
191. We may take it that $F$ given by ( 4 ), is the load which will break in strut if it breaks by bending. If $f$ is the compressive stress which will produce rupture and $A$ is the area of cross section, the load $f A$ will break the strut by direct crushing, and we must take the smaller of the two answers. In fact we see that $f A$ is to be taken for short struts or for struts which are artificially $\dagger$ protected from bending, and (4) is to be taken for long struts. Now, even when great care is taken, we find that struts are neither quite straight nor homogencous, nor is it easy to load them in the specified mamer. Consequently when loaded, they deflect with even small loads, and they break with loads less than cither $f A$ or that given by (4).

[^24]Curiously enough, however, when struts of the same section but of different lengths are tested, their breaking loads follow, with a rough approximation to accuracy, some rule as to length. Let us assume that as $F=f A$ for short struts, and what is given in (4) for long struts, then the formula

$$
\begin{equation*}
F=\frac{f A}{1+\frac{f A 4 l^{2}}{E I \pi^{2}}} \tag{5}
\end{equation*}
$$

may be taken to be true for struts of all lengths, because it is true both for short and for long ones. For if $l$ is great we may neglect 1 in the denominator, and our (5) is really (4); again, when $l$ is small, we may regard the denominator as only 1 and so we have $W=f A$. We get in this way an empirical formula which is found to be fairly right for all struts. To put it in its usual form, let $I=A k^{2}, k$ being the least radius of gyration of the section about a line through its ceutre of gravity, then

$$
F=\frac{f A}{1+a \frac{l^{2}}{l^{2}}} \ldots \ldots \ldots \ldots \ldots \ldots \ldots(6)
$$

where $a$ is $4 f / E \pi^{2}$, or rather $f$ and $a$ are numbers best determined from actual experiments on struts.

If $F$ does not act truly at the centre of each end, but at the distance $h$ from it, our end condition is that $y=h$ when $x=l$. This will be found to explain why struts not perfectly truly loaded, break with a load less than what is given in (4). Students who wish to pursue the subject are referred to pages 464 and 513 of the Engineer for 1886, where initial want of straightness of struts is also taken account of.
192. Struts with Lateral Loads. We had better confine our attention to a strut with hinged ends. If the lateral loads are such that by themselves and the necessary lateral supporting forces, they produce a bending monent which we shall call $\phi(x)$, then (1) Art. 190 becomes

$$
F y+\phi(\cdot \cdot)=-E I \frac{d^{2} y}{d x^{2}} .
$$

Thus let a strut be miformly loaded laterally, as by centrifugal force or its own weight, and then $\phi(x)=\frac{1}{2} w^{\prime}(l-x)^{2}$ if $w^{\prime}$ is the lateral load per wnit length.

We fund it slightly more convenient to take $\phi(x)=\frac{1}{4} W l \cos \frac{\pi}{2 l} x$ where $W$ is the total lateral load; this is not a very difterent law. Hence

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+\frac{F^{\prime}}{E C^{y+\frac{1}{4}}} \frac{W l}{E T} \cos \frac{\pi}{2 l} x=0 \tag{1}
\end{equation*}
$$

We find here that

$$
\begin{equation*}
y=\frac{\frac{1}{2} W l}{E I \pi^{2}-F} \cos \frac{\pi}{4 l^{2}} 2 l \tag{2}
\end{equation*}
$$

Observe that when $F=0$ this gives the shape of the beam.
The deflexion in the middle is

$$
\begin{equation*}
y_{1}=\frac{\frac{1}{4} \frac{W l}{E T} \frac{\pi^{2}}{4 l^{2}-r}}{} \tag{3}
\end{equation*}
$$

and the greatest bending moment $\mu$ is

$$
\begin{gathered}
\mu=F y_{1}+\frac{1}{4} W l, \text { or } \\
\mu=\frac{1}{4} W l \cdot \frac{E 1 \pi^{2}}{4 l^{2}} /\left(\frac{E 1 \pi^{2}}{4 l^{2}}-F\right) \ldots \ldots \ldots \ldots \ldots \ldots(4) .
\end{gathered}
$$

If $W=0$ and if $\mu$ has any value whatever, the denominator of (4) must be 0 . Putting it equal to 0 , we have Euler's law for the strength of struts which are so long that they hend before breaking. If Euler's value of $F$ be called $U$, or $U=E I \pi^{2} / 4 l^{2},(t)$ becomes

$$
\begin{equation*}
\mu=\frac{1}{4} \text { W } \frac{U}{U-F} . \tag{5}
\end{equation*}
$$

If $z_{6}$ is the greatest distance of a point in the section from the neutral line on the compressive side, or if $I \div z_{e}=Z$, the least strength modulus of the section, and $A$ is the area of cross section, and if $f$ is the maximum compressive stress to which any part of the strut is subjected,

$$
\frac{\mu}{Z}+\frac{F}{A}=f
$$

Using this expression, if $\beta$ stands for $\frac{V}{I}$ (that is Euler's Breaking loal per square inch of section), and if er stands for $\frac{F}{A}$ (the true breaking load per inch of section), then

$$
\begin{equation*}
\left(1-\frac{w}{f}\right)\left(1-\frac{w}{\beta}\right)=\frac{w 1}{4 f^{Z}} \tag{6}
\end{equation*}
$$

This formula is not difficult to remember. From it $w$ may he found.
Eacmple. Every pint in an iron or steel coupling rod, of length $2 b$ inches, moves about in radius of $r$ inches. Its section is rectangular,
$d$ inches in the plane of the motion and $b$ at right angles to this. We may take $W=l / r d r n^{2} \div 62940$, in pounds, where $n=$ number of revolutions per minute. Take it as a strut hinged at both ends, for both directions in which it may lreak.
lst. For bending in the direction in which there is no centrifugal force where $I$ is $\frac{d b^{3}}{12}$,

Euler's rule gives $\quad \frac{E d b^{3} \pi^{2}}{4 \& L^{2}}$.
Now we shall take this as the ondlong load which will cause the strut to break in the other way of bending also, so as to have it equally ready to break both ways.

2nd. Bending in the direction in which bending is helped by centrifugal force. Our $w$ of (6) is the above quantity of (7) divided by bel, or taking

$$
\begin{gathered}
i=3 \times 10^{7} \\
u=6.1 \zeta \times \frac{b^{2}}{l^{2}} \times 10^{t i}
\end{gathered}
$$

Taking the proof stress $f$ for the steel used, as $200001 b$. per sq. inch (remember to keep $f$ low, because of reversals of stress), and recollecting the fact that $I$ in this other direction is $\frac{b d^{3}}{12}$, we have (6) becoming

$$
\begin{equation*}
84 \times 10^{5}\left(1-308 \frac{l^{2}}{l^{2}}\right) \cdot\left(1-\frac{l^{2}}{d^{2}}\right)=n^{2} l^{2} r \div d \tag{8}
\end{equation*}
$$

Thus for example, if $b=1, l=30, r=12$, the following depths $d$ inches, are right for the following speals. It is woll to assume $d$ and calculate $n$ from (8).

$$
\begin{array}{c|c:c|c|c|c|c:c}
a & 1 & 15 & 2 & 25 & 3 & 4 & 6 \\
\hline & 40 & 205 & 27 & 327 & 368 & 437 & 245
\end{array}
$$

Erectise A round bar of steel, 1 inch in diameter, 8 feet long, or $l=48$ inches. Take $F^{\prime}=1500 \mathrm{lh}$. Show that an endlong loud only sufficient of itself to proluce a stress of 1910 lb . per sq. in., and a 1 ending moment which by itself would only produce a stress of 816 lb . per sq. inch; if both act together, produce a stress of 23190 lb . per sq. inch.

For other interesting examples the student is referred to $7 \%$ Philosophical Maguzine for March, 1892. $\dagger$

## CHAPTER III.

## ACADEMLC EXERCISES.

193. In Chapter I. we dealt only with the differentiation and integration of $x^{n}$ and in Chapter II. with $\epsilon^{a x}$ and $\sin a x$, and unless one is really intending to make a rather complete study of the Calculus, nothing further is needed. Our knowledge of those three functions is sufficient for nearly every practical engineering purpose. It will be found, indeed, that many of the examples given in this chapter might have been given in Chapters I. and II. For the differentiation and integration of functions in general, we should have preferred to ask students to read the regular treatises, skipping difficult parts in a first reading and afterwards returning to these parts when there is the knowledge which it is necessary to have before one can understand them. If a student has no tutor to mark these difficult parts for him, he will find them out for himself by trial.

By means of a few rules it is casy to become able to differentiate any algebraic function of $x$, and in spite of our wish that sturlents should read the regular treatises we are weak enough to give these rules here. They are mainly used to enable schoolboys to prepare for examinations and attain facility in differentiation. These boys so seldom learn more of this wonderful subject, and so rapirlly lose the facility in question, because they never have learnt really what $\frac{d y}{d y}$ means, that we are apt with beginners to discourage much practice in differentiation, and so err, possibly, as much as the older teachers, but in mother way. If, however, a man sees elearly the object of his work, he ought to try to gain this facility in differentiation and to retain it. The knack is easily lcarnt, and in working the examples he will, at all
events, become more expert in manipulating algebraic and trigonometric expressions, and such expertness is all-important to the practical man.

In Chapters I. and II. we thought it very important, that students should graph several illustrations of

$$
y=a x^{n}, y=a \epsilon^{b x}, y=u \sin (b x+c) .
$$

So also they ought to graph any new function which comes before them. But we would again warn them that it is better to have graphed a few very thoroughly, than to have a hazy belief that one has graphed a great number.

The engineer discovers himself and his own powers in the first problem of any kind that he is allowed to work out completely by himself. The nature of the problem does not matter; what does matter is the thoroughness with which he works it out.

Graph $y=\tan a x$. We assume that the student has already graphed $y=a \epsilon^{b x} \sin n x$.
194. If $y=f(x)$, so that when a particular value of $x$ is chosen, $y$ may be calculated; let a new value of $x$ be taken, $x+\delta x$, this enables us to calculate the corresponding value of $y$,
or

$$
y+\delta y=f(x+\delta x) .
$$

Now subtract and divide by $\delta x$, and we find

$$
\begin{equation*}
\frac{\delta y}{\delta x}=\frac{f\left(x+\frac{\delta x}{\delta x}\right)}{\delta x}-f(x) . \tag{1}
\end{equation*}
$$

We are here indicating, generally, what wo munt do with any function, and what we have already done with our famous three, and we see that our definition of $\mathbf{d y} / \mathbf{d x}$ is, the limiting value reached by (1) as $\delta a$ is made smaller and smaller without limit.
195. It is evident from this definition that the differential coefficient of of $(x)$, is $a$ multiplied by the differential coefficient of $f(x)$, and it is easy to show that the differential coefficient of a sum of functions is equal to the sum of the differential coefficients of each. Iu some of the examples of Chapter I. we have assumed this without proof.

We may put the proof in this form:-
Let $y=u+v+w$, the sum of three given functions of $x$. Let $x$ become $x+\delta x$, tlet $u$ become $u+\delta u, v$ become $v+\delta v$, and $w$ become $w+\delta w$. It results that if $y$ becomes $y+\delta y$, then
and

$$
\begin{aligned}
& \delta y=\delta u+\delta v+\delta w, \\
& \frac{\delta y}{\delta x}=\frac{\delta u}{\delta x}+\frac{\delta v}{\delta x}+\frac{\delta w}{\delta x},
\end{aligned}
$$

and in the limit

$$
\frac{d y}{d x}=\frac{d u}{d x}+\frac{d v}{d x}+\frac{d w}{d x}
$$

196. Differenticl Coefficient of a Product of two Functions.

Let $y=u v$ where $u$ and $v$ are functions of $a$. When $x$ becomes $x+\delta x$, let

$$
y+\delta y=(u+\delta u)(v+\delta v)=u v+u \cdot \delta v+v . \delta u+\delta u, \delta v .
$$

Subtracting we find
and

$$
\begin{aligned}
& \delta y=u \cdot \delta v+v \cdot \delta u+\delta u \cdot \delta v, \\
& \frac{\delta y}{\delta x}=u \frac{\delta v}{\delta x}+v \frac{\delta u}{\delta x}+\frac{\delta u}{\delta x} \cdot \delta v .
\end{aligned}
$$

We now imagine $\delta x$, and in consequence (for this is always assumed in our work) $\delta u, \delta u$ and $\delta y$ to get smaller and smaller without limit. Consequently, whatever $\frac{d u}{d x}$ may be, $\frac{d u}{d x}$. $\delta v$ must in the limit become 0 , and hence

$$
\frac{d y}{d x}=u \frac{d v}{d x}+v \frac{d u}{d x} .
$$

The student must translate this for himself into ordinury language. It is in the same way easy to show, by writing $u v w$ as $u v \times w$, that if $y=u v w$ then

$$
\frac{d y}{d x}=u v \frac{d w}{d x}+v w \frac{d u}{d x}+w u \frac{d v}{d x} .
$$

Illustrations. If $y=10 x^{7}$ then, directly, $\frac{d y}{d x}=70 x^{6}$. But we may write it $y=5 x^{3} \times 2 x^{4}$.

Our new rule gives

$$
\frac{d y}{d x}=5 x^{3}\left(8 x^{3}\right)+2 x^{4}\left(15 x^{2}\right)=40 x^{6}+30 x^{6}=70 x^{6} .
$$

The student ought to manufacture other examples for himself.
197. Differentidl Coefficient of a Quotient.

Let $y=\frac{u}{v}$ when $u$ and $v$ are functions of $x$.
Then

$$
y+\delta y=\frac{u+\delta u}{v+\delta v}
$$

Subtract and we find

$$
\begin{aligned}
& \delta y=\frac{u+\delta u}{v+\delta v}-\frac{u}{v}=\frac{v \cdot \delta u-u \cdot \delta v}{v^{2}+v \cdot \delta v}, \\
& \frac{\delta y}{\delta u}=\frac{v \overline{\delta x}-u \frac{\delta v}{v^{2}+v \cdot}}{v^{2}+v v} .
\end{aligned}
$$

Letting $\delta x$ get smaller and smaller without limit, $v . \delta v$ becomes 0 , and we have

$$
\frac{d y}{d x}=\frac{v^{\frac{d}{d x}} d x-u \frac{d v}{d x}}{v^{2}}
$$

Here again the student must translate the rule into ordinary language, and he must get very well used indeed to the ifler that it is $v d x$ which comes first:-

Denominator into differential coefficient of numerator, minus numerator into differential coefficient of denominator, divided by denominator squared.

A few illustrations ought to be manufactured. Thas $y=\frac{24 x^{7}}{3 x^{\frac{5}{2}}}$ is rcally $\mathrm{S} x^{5}$, and $\frac{d y}{d x}=40 x^{4}$.

By our rule, $\frac{d y}{d x}=\frac{3 x^{2}\left(168 x^{6}\right)-24 x^{7}(6 x)}{9 a^{4}}=40 x^{4}$.

$$
\begin{equation*}
\frac{d y}{d x}=\frac{d y}{d z} \cdot \frac{d z}{d x} . \tag{271}
\end{equation*}
$$

The student ought to work a few like $y=\frac{15 x^{2}}{3 x^{\frac{3}{2}}}=5 x^{-2}$ or again $y=-\frac{7 x^{\frac{3}{2}}}{-2} x^{4}=-\frac{7}{2} x^{-5}$, and verify for himself.
198. If $y$ is given as a function of $z$, and $z$ is given as a function of $x$, then it is casy to express $y$ as a function of $x$. Thus if $y=b \log \left(a z^{2}+g\right)$ and $z=c+d x+\sin e x$, then

$$
y=b \log \left\{a(c+d x+\sin e x)^{2}+g\right\}
$$

Now under such circumstances, that is, $y=f(z)$ and $z=F(x)$, if for $x$ we take $x+\delta x$, and so calculate $z+\delta z$, and with this same $z+\delta z$ we calculate $y+\delta y$, then we can say that our $\delta y$ is in consequence of our $\delta x$, and

$$
\begin{equation*}
\frac{\delta y}{\delta x}=\frac{\delta y}{\delta z} \times \frac{\delta z}{\delta x} . . \tag{1}
\end{equation*}
$$

This is evirlently true because we have taken care that the two things written as $\delta z$ shall be the same thing. On this supposition, that the two things written as $\delta z$ remain the same however small they become, we sec that the rule (1) is true even when $\delta x$ is made smaller and smaller without limit, and as we suppose that $\delta z$ also gets smaller and smaller without limit,

$$
\begin{equation*}
\frac{d y}{d x}=\frac{d y}{d z} \cdot \frac{d z}{d x} \tag{2}
\end{equation*}
$$

This is such an enormously important proposition that a student ought not to rust satisfied until he sees very clearly that it is the case. For we must observe that the symbol $d z$ cannot stand by itself; we know nothing of $d z$ by itself; we only know of the complete symbols $1 / y / d z$ or $d z / d e$.

We are very unwilling to plague a beginner, but it would be fatal to his progress to pass over this matter too easily. Therefore he ought to illustrate the law by a few examples. Thus let $y=a z^{3}$ and $z=b x^{2} . \Lambda s \frac{d y}{d z}=3 t z^{2}, \frac{d z}{d c}=2 b x$, we have $\frac{d y}{d z} \cdot \frac{d z}{d x}=6 a b z^{2} x$ or $6 a b^{3} x^{5} . \quad$ But by substitution, $y=a b^{3} x^{6}$, and if we differentiate directly wo get the same answer. A student ought to manufacture many examples for himself.

An ingenious student might illustrate (2) by means of three curves, one connecting $z$ and $x$, the other connecting $z$ and $y$ and a third produced by measurements from the other two, and by means of them show that for any value of $x$ the slope of the $y, x$ curve is equal to the product of the slopes of the other two. But in truth the method is too complex to be instructive. By an extension of our reasoning we see that

$$
\begin{equation*}
\frac{d y}{d x}=\frac{d y}{d w} \cdot \frac{d w}{d u} \cdot \frac{d u}{d v} \cdot \frac{d v}{d x} . \tag{3}
\end{equation*}
$$

199. It is a much easier matter to prove that

$$
\begin{equation*}
\frac{d y}{d x} \times \frac{d x}{d y}=1 \tag{4}
\end{equation*}
$$

by drawing a curve, because it is easy to see that $\frac{d x}{d y}$ is the cotangent of the angle of which $\frac{d y}{d x}$ is the tangent.

Otherwise:-if by increasing $x$ by $\delta x$ we obtain the increment $\delta y$ of $y$, and if we take this same $\delta y$, so found, we ought to be able to find by calculation the very same $\delta x$ with which we started. Hence

$$
\begin{equation*}
\frac{\delta y}{\delta x} \times \frac{\delta x}{\delta y}=1 \tag{5}
\end{equation*}
$$

On this proviso, however small $\delta x$ may become, (5) is true and therefore (4) is true.
200. To illustrate (2). If a gas engine indicator diagram is taken, it is easy to find from it by applying Art. 57 , a diagram for $h$, the rate at which the stuff shows that it is receiving heat in foot-pounds per unit change of volume, on the assumption that it is a perfect gas receiving heat from some furnace. (In truth it is its own furnace; the heat comes from its own chemical energy.) Just as pressure is $\frac{d W}{d v}$, the rate at which work is done per unit change of volume; so $h$ is $\frac{d H}{d v}$. Observe that $h$ is in the same units as $p$, and to draw the curve for $h$ it is not necessary to pay any attention to the scales for either $p$ or $v$. They
may be measured as inches on the diagram. We know of no better cxcreise to bring home to a student the meaning of a differential coefficient, than to take the indicator diagram, enlarge it greatly, make out a table of many values of $p$ and $v$, and find approximately $\frac{d p}{d v}$ for each value of $v$. This is better than by drawing tangents to the curve. Using these values, and having found the values of $h$ or $\frac{d H}{d v}$ at every place, suppose we want to find the rate per second at which the stuff is recciving heat. If $t$ represents time, $\frac{d H}{d t}=\frac{d H}{d v} \cdot \frac{d v}{d t}$, and hence it is only necessary to multiply $h$ by $\frac{d v}{d t}$.
$A s \frac{d v}{d t}$ is represented by the velocity of the piston, and as the motion of the piston is, as a first approximation, simple harmonic, we describe a semicircle upon the distance on the diagram which represents the stroke, and the ordinates of the semicircle represent $\frac{d v}{d t}$. We have therefore to multiply every value of $h$ by the corresponding ordinate of the semicircle, and we obtain, to a scale easily determined, the diagram which shows at every instant $\frac{d H}{d t}$.

Having seen that $\frac{d y}{d x}=\frac{d y}{d v} \cdot \frac{d v}{d x}$ and that $\frac{d y}{d x}=1 \div \frac{d x}{d y}$, wo shall often treat $d x$ or $d y$ as if it were a real algebraic quantity, recollecting however that although $d y$ or $d x$ may appear by itself in an expression, it is usually only for facility in writing that it so appears; thus the expression

$$
M \cdot d x+N \cdot d y=0 \ldots \ldots \ldots \ldots \ldots(1),
$$

may appear, where $M$ and $N$ are functions of $x$ and $y$; but this really stands for $\quad M+N \frac{d y}{d x}=0 \ldots \ldots \ldots \ldots \ldots \ldots(2)$. Again, if $y=a x^{2}$, we may write

$$
d y=2 a x \cdot d x \ldots \ldots \ldots \ldots \ldots \ldots \ldots(3),
$$

but this only stands for $\frac{d y y}{d x}=2 a x \ldots \ldots \ldots \ldots \ldots \ldots$. (4).
Our main reason for doing it is this, that if we wish to integrate (3) we have only to write in the symbol $\int$, whereas, if we wish to integrate (4) we must describe the process in words, and yet the two processes are really the same. We have already used $d x$ and $d y$ in this way in Chap. I.

Mere mathematical illustrations of Art. 198 may be manu factured in plenty. But satisfying food for thought on the subject, is not so easy to find. The law is true ; it is not difficult to prove it: but the student needs to make the law part of his mental machinery, and this necds more than academic 'proof.'

Let us now use these principles.
201. Let $y=\log \mathbf{x}$; this statement is exactly the same as $x=\epsilon^{y}$. Hence $\frac{d x}{d y}=\epsilon^{y}=x$ and $\frac{d y}{d x}=\frac{1}{x}$. We used the idea that the integral of $x^{-1}$ is $\log x$, in Chap. I., without proof. It is the exceptional case of the integration of $x^{n}$.
202. If the differential coefficient of $\sin x$ is known to be $\cos x$, find the differential coefficient of $\sin \alpha x$.

$$
\begin{gathered}
y=\sin \mathrm{ax}=\sin u \text { if } u=u x, \\
\frac{d y}{d u}=\cos u \text { and } \frac{d u}{d x}=u,
\end{gathered}
$$

so that $\quad \frac{d y}{d x}=\frac{d y}{d u} \cdot \frac{d u}{d x}=\cos u \times a=u \cos \alpha x$.
Find the differential coefficient of $y=\boldsymbol{c o s} \mathbf{a x}$, knowing that the differential coefficient of $\sin x$ is $\cos x$,

$$
\begin{gathered}
y=\cos a x=\sin \left(a x+\frac{\pi}{2}\right)=\sin u \text { say, where } \frac{d u}{d x}=a \\
\frac{d y}{d x}=\frac{d y}{d u} \cdot \frac{d u}{d x}=\cos u \times a=a \cos \left(a x+\frac{\pi}{2}\right)=-a \sin a x .
\end{gathered}
$$

203. Let $y=\log (\mathbf{x}+\mathbf{a})$.

Assume $a+a=u$, or $y=\log u$, then $\frac{d u}{d u}=1$ and $\frac{d y}{d u}=\frac{1}{u}$,

$$
\frac{d y}{d x}=\frac{d y}{d u} \cdot \frac{d u}{d x}=\frac{1}{u}=\frac{1}{a+a}
$$

204. $y=\boldsymbol{\operatorname { t a n }} \mathbf{x}$. Treat this as a quotiont, $y=\frac{\sin x}{\cos x}$,

$$
\frac{d y}{d x}=\frac{\cos x \cdot \cos x-\sin x(-\sin x)}{\cos ^{2} x}=\frac{1}{\cos ^{2} x}
$$

The student ought to work this example in a direct manner also.
205. $y=\boldsymbol{\operatorname { c o t }} \mathbf{x}$. We now have choice of many methods. Treat this as a quotient, $y=\frac{\cos x}{\sin x}$,

$$
\frac{d y}{d x}=\frac{\sin x(-\sin x)-\cos x(\cos x)}{\sin ^{2} x}=-\frac{1}{\sin ^{2} x},
$$

or we might have treated it in this way,

$$
\begin{aligned}
y & =u^{-2} \text { if } u=\tan x \\
\frac{d y}{d x}=-u^{-2} \times \frac{d u}{d x} & =-u^{-2} \times \frac{1}{\cos ^{2} x} \\
& =-\frac{1}{\tan ^{2} x} \cdot \frac{1}{\cos ^{2} x}=-\frac{1}{\sin ^{2} x}=-\operatorname{cosec}^{2} x
\end{aligned}
$$

206. Let $y=\sin u x^{*}, \quad$ say $y=\sin u$, and $u=u x^{2}$.

Then

$$
\frac{d u}{d x}=2 d x
$$

and

$$
\frac{d y}{d u}=\cos u,
$$

so that

$$
\frac{d y}{d x}=\cos u \times 2 u x=2 a x \cos u x^{2} .
$$

Let $y=\epsilon^{a \sin x}$, say $y=\epsilon^{\prime \prime}$, and $u=u \sin x$, so that
so that

$$
\frac{d y}{d u}=\epsilon^{n}, \frac{d u}{d x}=a \cos x
$$

$$
\frac{d y}{d x}=\epsilon^{n} a \cos x, \text { or } a \cos x \cdot \epsilon^{a \sin x} \text {. }
$$

207. $y=\boldsymbol{\operatorname { s e c }} \mathbf{x}$. We may either treat this as a quotient, or as follows; $y=(\cos x)^{-1}=u^{-1}$ if $u=\cos x$.

$$
\begin{aligned}
& \frac{d u}{d x}=-\sin x, \frac{d y}{d x}=\frac{d y}{d u} \cdot \frac{d u}{d x}=-u^{-2}(-\sin x) \\
&=\frac{\sin x}{\cos ^{2} x}=\sec x \cdot \operatorname{tin} x .
\end{aligned}
$$

208. In Art. 11 the cefuation to the cyeloid was given in terms of an auxiliary angle $\phi ; x=a \phi-a \sin \phi, y=a-a \cos \phi$. Find $\frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$ at any point.

Here $\frac{d y}{d x}=\frac{d y}{d \phi} \cdot \frac{d \phi}{d x}=\frac{\mathbf{d y}}{\mathbf{d} \phi} \div \frac{\mathbf{d x}}{\mathbf{d} \phi}$

$$
=u \sin \phi /(\iota-u \cos \phi)=\frac{\sin \phi}{1-\cos \phi} .
$$

Alsu $\quad \frac{d^{2} y}{d x^{2}}=\frac{d}{d x}\left(\frac{d y}{d x}\right)=\frac{d}{d \phi}\left(\frac{d y}{d x}\right) \times \frac{d \phi}{d x}$

$$
\begin{aligned}
& =\frac{(1-\cos \phi) \cos \phi-\sin \phi(\sin \phi)}{(1-\cos \phi)^{2}} \div(u-u \cos \phi) \\
& =\frac{-1}{a(1-\cos \phi)^{2}}=-\frac{a}{y^{2}} .
\end{aligned}
$$

209. If

$$
\begin{equation*}
x^{2}+y^{2}=u^{2} \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
2 x+2 y \frac{d y}{d x}=0 \text { or } \frac{d y}{d x}=-\frac{x}{y} \tag{2}
\end{equation*}
$$

If we want $\frac{d y}{d x}$ in terms of $x$ only we must find $y$ from (1) and use it in (2). But for a great many purposes (2) is useful as it stands.

In the same way, if $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$,

$$
\frac{2 x}{a^{2}}+\frac{2 y}{b^{2}} \frac{d y}{d x}=0 \text { or } \frac{d y}{d \cdot r}=-\frac{b^{2}}{a^{2}} \frac{x}{y}
$$

Again, if $\quad \frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=1, \frac{d y}{d x}=\frac{b^{2}}{a^{2}} \frac{x}{y}$.

Also if

$$
x^{\frac{3}{1}}+y^{\frac{2}{3}}=x^{\frac{2}{1}}
$$

$$
\frac{2}{3} x^{-\frac{1}{3}}+\frac{2}{3} y-\frac{1}{2} \frac{d y}{d y}=0 \quad \text { or } \frac{d y}{d x}=-\sqrt[3]{\frac{y}{x}}
$$

If $\quad y=\frac{3}{8} x+\frac{1}{4} \sin 2 x+\frac{1}{3} 2 \sin 4 x, \frac{d y}{d x}=\cos ^{4} x$.
If

$$
y=\frac{1}{3} \tan ^{3} x+\tan x, \frac{d y}{d x}=\sec ^{4} x
$$

Let $y=\sqrt{x^{2}+u^{2}}=u^{\frac{1}{2}}$ if $u=x^{2}+u^{2}, \frac{d u}{d x}=2 x$, so that

$$
d y=\frac{1}{2} u^{-\frac{1}{2}} \times 2 x \text { or } \frac{x}{\sqrt{x^{2}+a^{2}}}=
$$

210. Let $y=\sin ^{\mathbf{- 1}} \mathbf{x}$. In words, $y$ is the angle whose sine is $x$. Hence $x=\sin y$,

$$
\frac{d x}{d y}=\cos y=\sqrt{1-\sin ^{2} y}=\sqrt{1}-\overline{a^{2}}
$$

Hence

$$
\frac{d y}{d x}=\frac{1}{\sqrt{1-x^{2}}}
$$

We have extracted a square root, and our answer may be $+\mathrm{or}^{-}$. We musti give to $\frac{d y}{d x}$ the sign of cos $y$.
211. Similauly if $y=\cos ^{-1} \mathbf{x}$,

$$
\frac{d y}{d x}=-\frac{1}{\sqrt{1}-x^{2}}
$$

212. Let $y=\boldsymbol{\operatorname { t a n }}^{-1} \mathbf{x}$, so that $x=\tan y$,

$$
\begin{aligned}
& \frac{d x}{d y}=\frac{1}{\cos ^{2} y}=1+\tan ^{2} y=1+a^{2} \\
& \frac{d y}{d x}=\frac{1}{1+a^{2}}
\end{aligned}
$$

213. Similarly if $y=\cot ^{-1} x$, then $\frac{d y}{d x}=-\frac{1}{1+x^{2}}$.
214. It will be scen that (2) and (4) of Arts. 198 and 199 give us power to differentiate any ordinary expression, and students ought to work many examples. They ought to verify the list of integrals given at the end of the book. A student ought to keep by him a very complete list of integrals. He cannot hope to remember them all. Sometimes it is advisable to take logarithms of both sides before differentiating, as in the following case:

$$
\begin{aligned}
& y=x^{x} . \text { Here } \log y=x \log x \\
& \begin{aligned}
& \frac{1}{y} \cdot \frac{d y}{d x}=x \times \frac{1}{x}+\log a \\
& \frac{d y}{d x}=x^{x}(1+\log x) \\
& \dagger
\end{aligned}
\end{aligned}
$$

215. In the following examples, letters like $a, y, z, v, w$, $\theta, \& c$ are used for the variables; letters like $a, b, c, m, n, \& c$. are supposed constant. A student gets too familiar with $x$ and $y$. Let him occasionally change $x$ into $t$ or $\theta$ or $v$, and change $y$ also, before beginning to differentiate. He ought to test the answer of every integral by differentiation.

List of Fundamental Cases.

$$
\begin{array}{ll}
\frac{d}{d x} a^{n}=n x^{n-1}, & \int \frac{x^{m} \cdot d x=-\frac{1}{m+1} a^{m+1}}{\frac{d}{d x}(\log x)=\frac{1}{x},} \\
\frac{d}{x}(\sin m x)=m \cos m x, & \int \cos m x \cdot d x=\frac{1}{m} \sin m a \\
\frac{d}{d x}(\cos m x)=-m \sin m x, & \int \sin m x \cdot d x=-\frac{1}{m} \cos m x \\
\frac{d}{d x}(\tan a x)=\frac{a}{\cos ^{2} a x}, & \int \frac{d x}{\cos ^{2} a x}=\frac{1}{a} \tan a x \\
\frac{d}{d x}\left(\cot (a x)=-\frac{a}{\sin ^{2} a x},\right. & \int \frac{d x}{\sin ^{2} a x}=-\frac{1}{a} \cot a x
\end{array}
$$

$$
\begin{array}{ll}
\frac{d}{d x}\left(\sin ^{-1} x\right)=\frac{1}{\sqrt{1-x^{2}}}, & \int \frac{d x}{\sqrt{a^{2}-x^{2}}}=\sin ^{-1} \frac{x}{a} ; \\
\frac{d}{d x}\left(\tan ^{-1} x\right)=\frac{1}{1+a^{2}}, & \int \frac{d x}{a^{2}+x^{2}}=\frac{1}{a} \tan ^{-1} \frac{x}{a} ; \\
\frac{d}{d x}\left(a^{x}\right)=a^{x} \log a, & \int a^{x} \cdot d x=\frac{a^{x}}{\log a} .
\end{array}
$$

Many integrals that at first sight look different are really those given above. Even the use of $\sqrt{ }$ or $\sqrt[3]{ }$ instead of the numerical symbol of power or root, disguises a function to a beginner. Thus

$$
\frac{1}{a \sqrt[3]{x}} \text { is } \frac{1}{a} x^{\frac{1}{3}},
$$

and its integral is

$$
\frac{1}{a}\left(\frac{x^{-\frac{1}{3}+1}}{-\frac{1}{3}+1}\right) \text { or } \frac{3}{2 a} x^{\frac{2}{2}}
$$

216. In some of the following integrals certain substitutions are suggested. The student must not be discouraged if he cannot see why these are suggested; these suggestions are the outcome of, perhaps, weoks of mental effort by some dead and gone mathematician. Indeed, some of them are no better than this, that we are told the answer and are merely asked to test if it is right by differentiation.

Just here, in learning the knack of differentiation and integration, the student who has a tutor for a few lessons has a great advantage over a student who works by himself from a book. Nevertheless the hardworking student who has no tutorial help has some advantages; what he learns he learns well and dues not forget. The man who walks through England has some advantages over the man who only takes railway journeys. In learning to bicycle, I think that on the whole, it is better to be held on for the first few days; learning the knack of differentiation and integration is not unlike learning to bicycle.

## Exercises and Examples.

1. $y=x \log x, \frac{d y}{d x}=1+\log x$.
2. $y=a \sqrt{x}, \frac{d y}{d x}=\frac{a}{2 \sqrt{x}}$.
3. $y=\log (\tan x), \frac{d y}{d x}=\frac{2}{\sin 2 x}$.
4. $y=\frac{1-\tan x}{\sec x}, \frac{d y}{d x}=-\left(\sin x+\cos x^{\prime}\right)$.
5. $y=\log (\log x), \frac{d y}{d x}=\frac{1}{x \log x}$.
6. $x=\epsilon^{a t} \sin b t, \frac{d x}{d t}=\sqrt{a^{2}+b^{2}} \cdot \epsilon^{a t} \sin (b t+c)$,
where

$$
\tan c=\frac{b}{a}
$$

We here use the simplification of Art. 116. The student will note that by page $235, \theta$ (standing for $d / d t$ ), operating $n$ times upon sin $b t$, multiplies its amplitude by $b^{n}$ and gives a lead of $n$ right angles. He now sees that if $\theta$ operates $n$ times upon $\epsilon^{a t} \sin b t$, it multiplios by $\left(c^{2}+b^{2}\right)^{n / 2}$ and produces a lead nc.

Thus $\quad \begin{aligned} & d^{2} x \\ & d t^{2}\end{aligned}=\left(t^{2}+b^{2}\right) \epsilon^{a t} \sin (b t+2 c) ;$
and $\quad \frac{d^{3} x}{d t^{3}}=\left(a^{2}+b^{2}\right)^{3} \epsilon^{(t t} \sin (b t+3 c)$.
7. $p=2 \tan ^{-1} \sqrt{1-\theta}, \frac{d p}{1+\theta}=-\frac{1}{\sqrt{1-\theta^{2}}}$.
$\therefore . \quad y=\log \left(\epsilon^{z}+\epsilon^{-z}\right), \frac{d y}{d z}=\frac{\epsilon^{z}-\epsilon^{-z}}{\epsilon^{z}+\epsilon^{-z}}$.
9. $y=\sqrt{a^{3}}, \frac{d y}{d x}=\frac{3}{2} \sqrt{ } \sqrt{x}$.
10. $y=a x^{2}+b x+c, \quad \frac{d y}{d x}=2(1 x+b$.
11. $v=2 t^{3}, \quad \frac{d v}{d t}=6 t^{2}$.
12. $p=c v^{-1 \cdot 37}, \frac{d p}{d v}=-1 \cdot 37 c v^{-2.37}$.
13. $\int \epsilon^{a v} \cdot d v=\frac{1}{a} \epsilon^{a v}$.
14. $\int \omega v^{-1,37} d v=-\frac{6}{37} v^{-\omega+37}$.
15. $\int\left(c t^{2}+b t+c\right) d t=\frac{1}{3} d t^{3}+\frac{1}{2} b t^{2}+c t+t$.
16. $\int \sqrt{ } x^{3} \cdot d x=\int x^{\frac{3}{3}} \cdot d x=\frac{2}{5} x^{2}$.
17. $\int \frac{d t}{t^{3}}$ is $\int t^{-3} \cdot d t=\frac{t^{-3+1}}{-3+1}=-\frac{1}{3} t^{-2}$ or $\frac{-1}{2 t^{2}}$.
18. $\int \frac{d t}{\sqrt{1 t}}$ is $\int t^{-\frac{1}{3}} \cdot d t=\frac{t^{-\frac{1}{3}+1}}{-\frac{1}{3}+1}=\frac{3}{3} t^{2}$.
19. $\int \frac{d x}{m+n, r^{2}}=\frac{1}{n} \int_{n}^{m}+x^{2}=\frac{1}{n} \frac{1}{\sqrt{\frac{m}{n}}} \tan ^{-1} \frac{x}{\sqrt{\frac{m}{n}}} t$
or

$$
\frac{1}{\sqrt{m n}} \tan ^{-1} x \sqrt{\frac{n}{n}}
$$

20. $\int \sqrt{1+v} \cdot d v$. Herelet $a+v=y$ so that $d v=d y$, and we have $\int y^{\frac{1}{3}} \cdot d y=\frac{3}{4} y^{\frac{4}{4}}=\frac{3}{4}(u+v)^{\frac{4}{4}}$.
21. $\int \frac{t^{3} \cdot d t}{(t+a)^{m}}$. Let $t+a=y, d t=d y$,

$$
\begin{array}{rl} 
& \int \frac{(y-a)^{3}}{y^{m}} d y=\int y^{3}-3 a y^{2}+3 a^{2} y-t^{3} \\
y^{m} & d y \\
= & \int\left(y^{3-m}-3 a y^{2-m}+3 a^{2} y^{1-m}-t^{3} y^{-m}\right) d y \\
= & y^{4-m}-3 a y^{3-m}+3 a^{2} \frac{y^{2-m}}{2-m}-a^{3} y^{1-m} \\
3-m
\end{array}
$$

and in this it is easy to substitute $t+a$ for $y$.
22. $\int \frac{x \cdot d x}{(a+b x)^{\frac{1}{3}}}$. Let $a+b x=y$ so that $b . d x=d y$,

$$
\begin{aligned}
\frac{1}{b^{2}} \int \frac{y-a}{y^{\frac{1}{3}}} \cdot d y & =\frac{1}{b^{2}}\left\{\int y^{\frac{2}{3}} d y-\int a y^{-\frac{1}{3}} d y\right\}=\frac{1}{b^{2}}\left(\frac{3}{b} y^{\frac{5}{3}}-\frac{3}{2} y^{\frac{3}{3}}\right) \\
& =\frac{3}{b^{2}}\left\{\frac{1}{5}(a+b x)^{\frac{5}{3}}-\frac{1}{2}(a+b x)^{\frac{3}{3}}\right\}
\end{aligned}
$$

23. $\int \frac{t}{\sqrt{a^{2}-t^{2}}} . d t=-\sqrt{u^{2}-t^{2}}$, evidently.
24. $\int \frac{d x}{x-a}$. Let $x-a=y, d x=d_{y}$

$$
\int \frac{d y}{y}=\log y=\log (x-a)
$$

25. Since $\frac{1}{x^{2}-a^{2}}=\frac{1}{2 a}\left(\frac{1}{x-a}-\frac{1}{x+a}\right)$
$\int \frac{d x}{x^{2}-u^{2}}=\frac{1}{2 a}\{\log (x-a)-\log (x+a)\}=\frac{1}{2 a} \log \frac{x-a}{x+a}$.
Similarly $\int \frac{d x}{(x-a)(a-b)}=\frac{1}{a-b} \log \frac{x-a}{x-b}$.
26. If $x^{2}+2 A x+B$ has real factors, then $\int \frac{d x}{a^{2}+2 A x+B}$ is of the form just given.

But if there are no real factors, then the integral may be written $\int x^{2}+\frac{d x}{2 A x+} \overline{A^{2}}+\bar{B}-\overline{A^{2}}$ and if $y=x+A$ and $u^{2}=B-A^{2}$ we have $\int \frac{d y}{y^{2}+t^{2}}$ which is $\frac{1}{a} \tan ^{-1} \frac{y}{a}$.
27. $\int \tan x . d x=-\int \frac{-\sin x}{\cos x} d x$. This is our first example of a great class of integrals, where the numerator of a fraction is seen to be the differential coefficient of the denominator. Let $y=\cos x$, then $d y=-\sin x . d x$, so that the above integral is $-\int \frac{d y}{y}$, or $-\log y$, or $-\log (\cos x)$.
28. Let $f^{\prime}(x)$ stand for the differential coefficient of $f(x)$, and we are asked to find $\int \frac{\mathbf{f}^{\prime}(\mathbf{x}) \cdot \mathbf{d x}}{\mathbf{f}(\mathbf{x})}$. Let $f(x)=y$, then $f^{\prime}(x) \cdot d x=d y$, so that the integral becomes

$$
\int \frac{d y}{y}=\log y=\log f(x)
$$

Hence, if the numerator of a fraction is seen to be the differential coefficient of the denominator, the answer is

$$
\log (\text { denominator }) .
$$

29. 

$$
\int \frac{2 b x \cdot d x}{a+b x^{2}}=\log \left(a+b x^{2}\right)
$$

30. $\quad \int \frac{x \cdot d x}{a+b \cdot x^{2}}=\frac{1}{2 b} \int \frac{2 b x \cdot d x}{a+b x^{2}}=\frac{1}{2 b} \log \left(1+b x^{2}\right)$.
31. Reduce $\int \frac{(m+n x) d x}{a+b x+c x^{2}}$ to a simpler form. If the mumerator were $2 c x+b$, the integral would come under our rule in Ex. 28. Now the numerator can be put in the shape

$$
\frac{n}{2 c}(2 c x+b)+m-\frac{n b}{2 c}
$$

so we may write the integral ass

$$
\begin{aligned}
& n \int \frac{2 c x+b}{a+b x+c x^{2}} d x+\left(m-\frac{n b}{2 c}\right) \int \frac{d x}{a+b x+c x^{2}} \\
& \quad=\frac{n}{2 c} \log \left(a+b x+c x^{2}\right)+\left(m-\frac{n b}{9}\right) \int a+b x+c x^{2}
\end{aligned}
$$

The latter integral is given in Example 26.

$$
\text { 32. } \begin{aligned}
\int \frac{x+b}{a^{2}+a^{2}} \cdot d x=\frac{1}{2} \int \frac{2 x \cdot d x}{a^{2}+x^{2}} & +\int \frac{b \cdot d x}{a^{2}+x^{2}} \\
& =\frac{1}{2} \log \left(a^{2}+a^{2}\right)+\frac{b}{a} \tan ^{-1} \frac{x}{a}
\end{aligned}
$$

33. $\quad \int \frac{\sin x \cdot d x}{a+b \cos a}=-\frac{1}{b} \int \frac{-b \sin x \cdot d a}{a+b \cos x}=-\frac{1}{b} \log (a+b \cos x)$.
34. $\int \frac{d x}{x \cdot \log x}=\int \frac{1+\log x-\log x}{r \log x} d x$

$$
=\int \frac{(1+\log x) d x}{x \log x}-\int \frac{d x}{x}
$$

$=\log (x \log x)-\log x$
$=\log x+\log (\log x)-\log x$
$=\log (\log x)$.
When expressions involve $a^{3 n}$ and $(a+b a)^{\prime \prime}$, try substituting $y=a+b x$ or $y=\frac{a}{x}+b$.
35. Thus $\int \begin{gathered}d x \\ (a+b x)^{2}\end{gathered}=-\frac{1}{b(a+b x)}$.
36. $\int\left(a \cdot d x x^{2}=\frac{1}{b^{2}}\left\{\log (a+b x)+\frac{a}{a+b x}\right\}\right.$.
37. $\int \frac{d x}{x^{2}(a+b x)}=-\frac{1}{a x}+\frac{b}{a^{2}} \log -\frac{a+b x}{x}$.
38. Again $\int \frac{d x}{\left(a+b x^{2}\right)^{m+1}}=\frac{1}{2 m a t} \frac{x}{\left(a+b x^{2}\right)^{m}}$

$$
+\frac{2 m-1}{2 m u} \int \frac{d x}{\left(1+b x^{2}\right)^{m}}
$$

and so we have a formula of reduction.
When expressions involve $\sqrt{a+b}$ try $y^{2}=a+b x$.
39. Thus $\int \frac{x \cdot d x}{\sqrt{a+b x}}=-\frac{2(2 a-b x)}{3 b} \sqrt{a+b x}$.
40. $\int \frac{1}{x} \sqrt{1+\log x} \cdot$ dix. Try $y=1+\log x$.

Answer: $\frac{2}{3}(1+\log x)^{\frac{3}{3}}$.
41. $\int \frac{d x}{\epsilon^{x}+\epsilon^{-x}}$. Try $\epsilon^{x}=y$. Answer: $\tan ^{-1} \epsilon^{x}$.
217. Integration by Parts. Since, if $u$ and $v$ are functions of $x$,

$$
\begin{aligned}
& \frac{d}{d x}(u v)=u \frac{d v}{d x}+v \frac{d u}{d x} \\
& u v=\int u \cdot d v+\int v \cdot d u
\end{aligned}
$$

or

$$
\begin{equation*}
\int u \cdot d v=u v-\int v \cdot d u \tag{1}
\end{equation*}
$$

We may write (1) as $\int u \cdot \frac{d u}{d u}, d x=u v-\int v \cdot \frac{d u}{d x} \cdot d x$.
By means of this formula, the integral $\int u . d v$ may be made to depend upon $\int v . d u$.
42. Thus to find $\int x^{n} \cdot \log x \cdot d x$. Let $u=\log x$ and $\frac{d v}{d x}=x^{n}$, so that $v=\frac{x^{n+1}}{n+1}$. Formula (1) gives us $\frac{x^{n+1}}{n+1} \log x-\int \frac{x^{n}}{n+1} d x$, or $\frac{x^{n+1}}{n+1}\left(\log x-\frac{1}{n+1}\right)$.
43. $\int \mathrm{x} \cdot \epsilon^{\mathrm{ax}} \cdot d x$.

Let $u=x ; \frac{d v}{d x} \approx \epsilon^{a x}$, su that $v=\frac{1}{a} \epsilon^{a x}$; then formula (1) gives us $\int x \cdot \mathrm{\epsilon}^{a x} \cdot d x=\frac{1}{a} u \epsilon^{a x}-\frac{1}{a} \int \mathrm{\epsilon}^{a x} \cdot d x=\frac{1}{a} x \epsilon^{a x}-\frac{1}{a^{2}} e^{a x}$ $=\frac{1}{a} \epsilon^{a x}\left(u-\frac{1}{a}\right)$.
44. $\int \epsilon^{\mathrm{ax}} \cdot \sin \mathrm{bx} \cdot d x$. Call the answer $A$.

Let $u=\sin b x, v=\frac{1}{a} \epsilon^{a x}$, then formula (1) gives us

$$
A=\frac{1}{a} \epsilon^{a x} \sin b x-\frac{b}{a} \int \epsilon^{a x x} \cdot \cos b x \cdot d x=\frac{1}{a} \epsilon^{a x} \sin b x-\frac{b}{a} B .
$$

But similarly $\int \epsilon^{a x} \cdot \cos b x \cdot d x$, which we havo called $B$, may be converted, if we take $u=\cos b x$ and $v=\frac{1}{a} \epsilon^{a x}$;

$$
B=\frac{1}{a} \epsilon^{a x} \cos b x+\frac{b}{a} \int \epsilon^{a x} \sin b x \cdot d x=\frac{1}{a} \epsilon^{a x} \cdot \cos b x+\frac{b}{a} A .
$$

Hence $A=\frac{1}{a} \epsilon^{a x} \sin b x-\frac{b}{a}\left(\frac{1}{a} \epsilon^{a x} \cos b x+\frac{b}{a} A\right)$, so that

$$
A=\int \epsilon^{a x} \sin b x \cdot d x=\frac{\epsilon^{a x}(a \sin b x-b \cos b x)}{a^{2}+b^{2}} .
$$

Similarly $B=\int \epsilon^{\boldsymbol{a x}} \cos \mathbf{b x} . \mathbf{d} \mathbf{x}=\frac{\epsilon^{a x}(a \cos b x+b \sin b x)}{a^{2}+b^{2}}$.
218. By means of Formulae of Reduction we reduce integrals by successive steps to forms which are known to us. They are always deduced by the mothod of integration by parts. Thus

$$
\int x^{n} \epsilon^{n x} \cdot d x=\frac{1}{a} x^{n} \epsilon^{a x}-\frac{n}{a} \int x^{n-1} \cdot \epsilon^{a x} \cdot d x .
$$

If then we have to integrate $x^{4} \epsilon^{a x}$, we make it depend upon $x^{3} \epsilon^{a x}$; again using this formula of reduction wo make $x^{5} \epsilon^{a x}$ depend upon $x^{2} \varepsilon^{a x}$, and so on, till we reduce to $x^{0} \epsilon^{a x}$ or $\epsilon^{a x}$, whose integral we know.

$$
\text { Thus } \begin{aligned}
\int x^{3} \epsilon^{x} \cdot d x & =x^{3} \epsilon^{x}-3 \int x^{2} \epsilon^{x} d x \\
& =x^{3} \epsilon^{x}-3\left\{x^{2} \epsilon^{x}-2 \int x \epsilon^{x} \cdot d x\right\} \\
& =x^{3} \epsilon^{x}-3 x^{2} \epsilon^{x}+6\left(x \epsilon^{x}-\int \epsilon^{x} \cdot d x\right) \\
& =\left(x^{3}-3 x^{2}+6 x-6\right) \epsilon^{x} .
\end{aligned}
$$

Some General Exercises.
45. $y=u \sin ^{2} b x, \frac{d y}{d x}=a b \sin 2 b x$.
46. $y=b \sin \left(x x^{n}, \frac{d y}{d x}=\ln \cos x^{n-1} \cos u x^{n}\right.$.
47. $y=\left(a+b x^{n}\right)^{m}, \frac{d y}{d x}=n b x^{n-1} m\left(a+b x^{n}\right)^{m-1}$.
48. $y=(a+b x) \epsilon^{c x}, \frac{d y}{d x}=\epsilon^{c x}(b+a c+b c x)$.
49. $y=a^{x}, \frac{d y}{d x}=a^{x} . \log a$.
50. $y=\log _{a} x, \frac{d y}{d x}=\frac{1}{x \log a}$.
51. $v=\frac{a-t}{t}, \frac{d v}{d t}=-\frac{a}{t^{2}}$.
52. $\quad v=\sqrt{a^{2}-t^{2}}, \frac{d v}{d t}=-\frac{t}{\sqrt{a^{2}-t^{2}}}$.
53. $u=\frac{v^{3}}{\left(1-v^{2}\right)^{\frac{3}{2}}}, \frac{d u}{d v}=\frac{3 v^{2}}{\left(1-v^{2}\right)^{\frac{1}{2}}}$.
54. $\quad v=\frac{\sqrt{a+} t}{\sqrt{a}+\sqrt{t}}, \quad \frac{d v}{d t}=\frac{\sqrt{\bar{u}}(\sqrt{t}-\sqrt{\bar{a}})}{2 \sqrt{t} \sqrt{(a+t)}(\sqrt{a}+\sqrt{t})^{2}}$.
55. $w=\sqrt{1+y}, \frac{d w}{1-y}, \frac{d y}{d y}=1 \div\left[\sqrt{1-y^{2}} \cdot(1-y)\right]$.
56. $y=\tan ^{-1} \frac{2 x}{1-x^{2}}, \frac{d y}{d x}=\frac{2}{1+x^{2}}$.
57. $y=\log (\sin x), \frac{d y}{d x}=\cot x$.
58. $u=\log \sqrt{a^{2}-t^{2}}, \frac{d u}{d t}=-\frac{t}{a^{2}-t^{2}}$.
59. $y=\log \sqrt{\frac{1-\cos t}{1+\cos t}}, \frac{d y}{d t}=\frac{1}{\sin t}$.
60. $y=\sin ^{-1} \frac{v}{\sqrt{1+v^{2}}}, \frac{d y}{d v}=\frac{1}{1+v^{2}}$.
61. $x=\tan ^{-1} \frac{\sqrt{1+t^{2}}+\sqrt{1-t^{2}}}{\sqrt{1+t^{2}}-\sqrt{1-t^{2}}}, \frac{d x}{d t}=\frac{t}{\sqrt{1-t^{3}}}$.
62. $x=\sec ^{-1} t, \frac{d x}{d t}=\frac{1}{t \sqrt{t^{2}-1}}$.
63. $y=\sin (\log v), \frac{d y}{d v}=\frac{1}{v} \cos (\log v)$.
64. $p=\sin ^{-1} \frac{1-p^{2}}{1+p^{2}}, \quad d y=\frac{-\underline{2}}{1+p^{2}}$.
63. $y=\frac{1+x}{1+x^{2}}, \quad \frac{d y}{d x}=\frac{1-2 x-x^{2}}{\left(1+x^{2}\right)^{2}}$.
66. $p=\log (\cot v), \frac{d p}{d v}=-\frac{2}{\sin 2 v}$.
67. $s=\epsilon^{t}\left(1-t^{3}\right), \frac{d s}{d t}=\epsilon^{t}\left(1-3 t^{2}-t^{3}\right)$.
68. $\quad p=\frac{v^{n}}{(1+v)^{n}}, \quad \frac{d p}{d v}=\frac{n v^{n-1}}{(1+v)^{n+1}}$.
69. $x=\frac{\epsilon^{t}-\epsilon^{-t}}{\epsilon^{t}+\epsilon^{-t}}, \quad \frac{d x}{d t}=\frac{4}{\left(\epsilon^{t}+\epsilon^{-t}\right)^{2}}$.
70. $p=\frac{\theta}{\epsilon^{\theta}-\frac{d}{-1}}, \quad \frac{d p}{d \theta}=\frac{\epsilon^{\theta}(1-\theta)-1}{\left(\epsilon^{\theta}-1\right)^{2}}$.
71. If $x=\tan \theta+\sec \theta$, prove that $\frac{d^{3} x}{d \theta^{2}}=\frac{\cos \theta}{(1-\sin \theta)^{2}}$.
72. If $x=\theta^{2} \log \theta$, prove that $\frac{d^{3} x}{d \theta^{3}}=\frac{2}{\theta}$.
73. If $y=\epsilon^{-x}$ cos $x$ prove that $\frac{d^{4} y}{d x^{4}}+4 y=0$.
74. If $y=\frac{x^{3}}{1-w}$, prove that $\frac{d^{4} y}{d x^{4}}=\frac{24}{(1-x)^{3}}$.
75. $\int x^{m-1}\left(a+b x^{\prime \prime}\right)^{p / a} d x$.
(1) If $p / q$ be a positive integer, expand, multiply, and integrate cach term.
(2) Assume $a+b \cdot i^{n}=y^{4}$; and if this fails,
(3) Assume $a \cdot x^{-n}+b=y^{2}$ : this also may fail.
76. $\int a^{2}(a+x)^{\frac{1}{2}} \cdot d x$. Let $a+x=y^{2}$, then $d x=2 y$. $d y$, and $a=y^{2}-a$, so that we have $2 \int\left(y^{4}-2 a y^{2}+a^{2}\right) y^{2} \cdot d y$, on $2 \int\left(y^{3}-2\left(y^{4}+u^{2} y^{2}\right) d y\right.$, which is easy.
77. $\int \frac{d x}{x^{2}\left(1+x^{2}\right)^{2}}$. $\operatorname{Try} x^{-2}+1=y^{2}, \frac{1}{y^{2}-1}=x^{2}$,
$-2 x^{-3} . d x=2 y . d y$ so that we have

$$
=-\int d y=-y=-\sqrt{1+\frac{1}{x^{2}}} .
$$

78. $\int \frac{d x}{\left(a^{2}+x^{2}\right)^{\frac{3}{3}}}$. Try $a^{2} x^{-2}+1=t^{2}$ and we find

$$
-\frac{1}{a^{2}} \int \frac{d t}{t^{2}}=\frac{1}{a^{2} t}=\frac{x}{a^{2} \sqrt{a^{2}+x^{2}}} .
$$

79. If $x=A \sin n t+B \cos n t$, prove that $\frac{d^{2} x}{d t^{2}}+n^{2} x=0$.
80. If $u=x y$, prove that $\frac{d^{n} u}{d x^{n}}=x \frac{d^{n} y}{d x^{n}}+n \frac{d^{n-1} y}{d x^{n-1}}$.
81. Illustrate the fact that $\frac{d^{2} u}{d y \cdot d x}=\frac{d^{2} u}{d x \cdot d y}$ (see Art. 83) in the following cases:

$$
\begin{aligned}
& u=\tan ^{-1} \frac{x}{y}, u=\sin \left(a x^{n}+b y^{n}\right) \\
& u=\sin \left(x^{2} y\right), u=x \sin y+y \sin x \\
& u=b x^{2} \log a y, u=\log \left(\tan \frac{y}{x}\right) \\
& u=\frac{a y^{2}-b x}{b y-a x^{2}}, u=x y \log \left(1+x^{2} y^{2}\right) \\
& u=\frac{x^{2} y}{a^{2}-y^{2}}
\end{aligned}
$$

82. $y=\epsilon^{a x} \sin ^{m} b x, \frac{d y}{d x}=\epsilon^{a x} \sin ^{m-1} b x(a \sin b x+m b \cos b x)$.
83. $x=\epsilon^{-a t} \cos b t, \frac{d^{n} x}{d t^{n}}=\left(a^{2}+b^{2}\right)^{\frac{n}{2}} \epsilon^{-a t} \cos (b t-n \theta)$ where

$$
\tan \theta=\frac{b}{a} .
$$

84. $y=x^{4} \log x, \frac{d^{6} y}{d x^{6}}=-\frac{1 \cdot 2 \cdot 3 \cdot 4}{x^{2}}$.
P.
85. $y=\log (\sin x), \frac{d^{3} y}{d x^{3}}=\frac{2 \cos x}{\sin ^{3} x}$.
86. If $v=A_{\mathrm{r}} x^{a_{1}} y^{b_{1}}+A_{2} x^{a_{2}} y^{b_{2}}+\& c$., where

$$
a_{1}+b_{1}=a_{2}+b_{2}=\& c .=n,
$$

$v$ is called a homogeneous function of $x$ and $y$ of $n$ dimensions. Show that $x\left(\frac{d v}{d x}\right)+y\left(\frac{d v}{d y}\right)=n v$. Illustrate this when $v=\frac{x y}{x+y}$ and $v=\sqrt[3]{x^{2}+y^{2}}$.
87. In general if $u=f(y+a x)+F(y-a x)$, where $f$ and $F$ are any functions whatsoever, prove that

$$
\frac{d^{2} u}{d x^{2}}=\iota^{2} \frac{d^{2} u}{d y^{2}},
$$

the differentiation of course being partial.
88. If $u=\left(x^{2}+y^{2}+z^{2}\right)^{-\frac{1}{2}}$, prove that $\frac{d^{2} u}{d x^{2}}+\frac{d^{2} u}{d y^{2}}+\frac{d^{2} u}{d z^{2}}=0$.
89. If $s=u \epsilon^{-\alpha t} \sin \beta t$ satisfies $\frac{d^{2} s}{d t^{2}}+2 f \frac{d s}{d t}+n^{2} s=0$, find $f$ and $n^{2}$ in terms of $\alpha$ and $\beta$, or find $\alpha$ and $\beta$ in terms of $f$ and $n^{2}$.
90. If $y=\epsilon^{\alpha x}$ is a solution of

$$
\frac{d^{4} y}{\bar{d} x^{4}}+A \frac{d^{3} y}{d x^{3}}+B \frac{d^{2} y}{d x^{2}}+C \frac{d y}{d x}+D y=0,
$$

find $\alpha$. As an example take

$$
\frac{d^{4} y}{d x^{4}}-2 \frac{d^{3} y}{d x^{3}}-\frac{d^{2} y}{d x^{3}}+2 \frac{d y}{d x}=0,
$$

and find its solution.
Answer: $y=a \epsilon^{x}+b \epsilon^{-x}+c \epsilon^{2 x}+e$, where $a, b, c, e$ are any constants whatsoever.
219. To integrate any fraction of the form

$$
\begin{equation*}
\frac{A x^{m}+B x^{m-1}+C x^{m-2}+\& c .}{a x^{n}+b x^{n-1}+c x^{n-2}+\& c .} \tag{1}
\end{equation*}
$$

where $m$ and $n$ are positive integers.

If $m$ is greater than or equal to $n$, divide, and we have a quotient together with a remainder. The quotient is at once integrable and we have left a fraction of the form (1) in which $m$ is less than $n$. Now the factors of the denominator can always be found and the fraction split up into partial fractions.

For every factor of the denominator of the shape $a-\alpha$ assume that we have a partial fraction $\frac{A}{x-\alpha}$; for every factor of the shape $x^{2}+\alpha x+\beta$ assume that we have a partial of the shape $\frac{A x+B}{a^{2}+\alpha x+\beta}$; if there are $n$ equal factors each of them being $x-\alpha$ assume that we have the corresponding partial fractions

$$
\frac{A_{1}}{(x-\alpha)^{n}}+\frac{A_{2}}{(x-\alpha)^{n-1}}+\& c .
$$

Thus for example, suppose we have to deal with a fraction which we shall call $\frac{f(x)}{\vec{F}(x)}$ and that $F(x)$ splits up into factors $x-\alpha, x-\beta, x^{2}+a x+b,(x-\gamma)^{n}$; we write

$$
\begin{align*}
& \frac{f(x)}{F(x)}=\frac{A}{x-\alpha}+\frac{B}{r-\beta}+\frac{C x+D}{a^{2}+a x+b}+\frac{k}{(x-\gamma)^{n}} \\
& \quad+\frac{G}{(x-\gamma)^{n-1}}+\& c . \tag{2}
\end{align*}
$$

Now multiply by $F(x)$ all across and we can either follow certain rules or we can exercise a certain amount of mother wit in finding $A, B, C, D, E, F, G, \& c$.

Notice that as we have an identity, that is, an equation which is true for any value of $x$, it is true if we put $x=\alpha$ or $x=\beta$ or $x=\gamma$ or $x^{2}+a x+b=0$. Do all these things and we find that we have obtained $A, B, E, C$ and $D$. To find $G$ we may have first to differentiate our identity and then put $x=\gamma$ and so on. You will have found it more difficult to understand this description than to actually carry out the process.

Having split our given friction into partials the integration is easy.
91. $\frac{x^{2}}{(x-1)^{2}\left(x^{2}+1\right)}=\frac{A}{(x-1)^{2}}+\frac{B}{x-1}+\frac{C x+D}{x^{2}+1}$.

Hence $x^{2}=A\left(x^{2}+1\right)+B(x-1)\left(x^{2}+1\right)+(C x+D)(x-1)^{2}$.
Let $x^{2}+1=0$, and we have with not much difficulty $C=-\frac{1}{2}, D=0$. Put $x=1$, and we have $A=\frac{1}{2}$. To find $\dot{B}$, make $x=0$, and we find $B=\frac{1}{2}$. Hence we have to integrate

$$
\frac{1}{2} \frac{1}{(x-1)^{2}}+\frac{1}{2} \frac{1}{x-1}-\frac{1}{2} \frac{x}{1+x^{2}},
$$

and the answer is

$$
-\frac{1}{2} \frac{1}{x-1}+\frac{1}{2} \log (x-1)-\frac{1}{4} \log \left(x^{2}+1\right) .
$$

When there are $r$ equal quadratic factors, we assume the partials

$$
\frac{C_{1} x+D_{1}}{\left(x^{2}+\alpha x+\beta\right)^{r}}+\frac{C_{2} x+D_{2}}{\left(x^{2}+\alpha x+\beta\right)^{r-1}}+\& c .
$$

It is not difficult to see how all the constants are determined. We seldom, however, have complicated cases in our practical work.
92. Integrate $\frac{x^{2}+x-1}{x^{3}+x^{2}-6 x}$ or $\frac{x^{2}+x-1}{x(x+3)(x-2)}$;
assume it to be equal to

$$
\frac{M}{x}+\begin{gathered}
N+\overline{3}+\frac{p}{x-\overline{2}} ; ~
\end{gathered}
$$

so that $x^{2}+x-1=M(x+3)(x-2)+N x(x-2)+P x(x+3)$.
As this is true for all values of $x$, put $x=0$ and find $M$, put $x=-3$ and find $N$, put $x=2$ and find $P$. Thus we find that the given fraction splits up into

$$
\frac{1}{6} \frac{1}{x}+\frac{1}{3}-\frac{1}{x+3}+\frac{1}{2} \frac{1}{x-2}
$$

so that the integral is

$$
\frac{1}{6} \log x+\frac{1}{3} \log (x+3)+\frac{1}{2} \log (x-2)
$$

93. $\int \frac{5 x^{3}+1}{x^{2}-3 x+2} d x=\int\left(5 x+15+\frac{35 x-29}{x^{2}-3 x+2}\right) d x$

$$
\begin{aligned}
& =\int\left(5 x+15-\frac{6}{x-1}+\frac{41}{x-2}\right) d x \\
& =\frac{5 x^{2}}{2}+15 x-6 \log (x-1)+41 \log (x-2) .
\end{aligned}
$$

94. $\int \frac{x^{5}}{x^{3}-7 x-6} d x$

$$
=\int\left(x^{2}+7+\frac{1}{4} \frac{1}{x+1}-\frac{32}{5} \frac{1}{x+2}+\frac{243}{20} \frac{1}{x-3}\right) d x .
$$

95. $\int \frac{x \cdot d x}{x^{3}+x^{2}+x+1}$

$$
=\frac{1}{2} \tan ^{-1} x+\frac{1}{4} \log \left(1+x^{z}\right)-\frac{1}{2} \log (1+x) .
$$

96. $\frac{9 x^{2}+9 x-128}{x^{3}-5 x^{2}+3 x+9}=\frac{A}{x+1}+\frac{B_{1}}{(x-3)^{2}}+\frac{B_{2}}{x-3}$,
and we find $\quad A=-8, B_{1}=-5, B_{2}=17$;
so that the integral is

$$
-8 \log (x+1)+\frac{5}{x-3}+17 \log (x-3) .
$$

97. $\int \frac{x \cdot d x}{x^{2}+2 x-3}=\frac{3}{4} \log (x+3)+\frac{1}{4} \log (x-1)$.
98. $\int \frac{d x}{x^{4}+5 x^{2}+4}=\frac{1}{3} \tan ^{-1} x-\frac{1}{6} \tan ^{-1} \frac{x}{2}$.
99. $\int \frac{(2 x+3) d x}{x^{3}+x^{2}-2 x}=-\frac{3}{2} \log x+\frac{5}{3} \log (x-1)-\frac{1}{6} \log (x+2)$.
100. $\int \frac{x^{2}}{x^{4}-x^{2}-12} d x=\frac{\sqrt{3}}{7} \tan ^{-1} \frac{x}{\sqrt{3}}+\frac{1}{7} \log \frac{x-2}{x+2}$.
101. $\int \frac{x \cdot d x}{(1+x)\left(1+x^{2}\right)}=\frac{1}{2} \log \frac{1+x^{2}}{(1+x)^{2}}+\frac{1}{2} \tan ^{-1} x$.
102. $\int \frac{x \cdot d x}{x^{2}+2 x-3}=\frac{3}{4} \log (x+3)+\frac{1}{4} \log (x-1)$.
103. $\int \frac{x^{3} \cdot d x}{x^{2}+6 x+8}=\frac{x^{2}}{2}-6 x+32 \log (x+4)-4 \log (x+2)$.
104. $\int \frac{x \cdot d x}{x^{2}-x-2}=\frac{2}{3} \log (x-2)+\frac{1}{3} \log (x+1)$.
105. $\int \frac{(x-1) d x}{(x-3)(x+2)}=\frac{2}{5} \log (x-3)+\frac{5}{5} \log (x+2)$.
106. $\int \frac{d x}{x^{2}+6 x+8}=\frac{1}{2} \log \frac{x+2}{x+4}$.
107. $\int \frac{(2 x-5) d x}{(x+3)(x+1)^{2}}=-\frac{7}{2(x+1)}+\frac{14}{4} \log \frac{x+1}{x+3}$.
108. $\int \frac{d x}{1+x+w^{4}}=\frac{2}{\sqrt{3}} \tan ^{-1} \frac{2 x+1}{\sqrt{3}}$.
109. $\int \frac{d x}{x^{2}+4 x+3}=\frac{1}{2} \log \frac{x+1}{x+3}$.
110. $\int \frac{d x}{x^{2}+x-12}=\frac{1}{8} \log \frac{x-3}{x+4}$.
111. $\int \frac{d x}{x^{2}+4 x+5}=\tan ^{-1}(x+2)$.
112. $\int \frac{d x}{1-2 x+2 x^{2}}=\tan ^{-1}(2 x-1)$.
113. Maxima and Minima. If we draw any curve with maxima and minima points, and also draw the curve showing the value of $\frac{d y}{d x}$ in the first curve, we notice that;where $y$ is a maximum, $\frac{d y}{d x}=0$ and $\frac{d^{2} y}{d x^{2}}$ is negative; whereas, where $y$ is a mininum, $\frac{d y}{d x}=0$ and $\frac{d^{2} y}{d x^{2}}$ is positive. If in any practical example we can find no easier way of discriminating, we use this way.

Notice, however, that what is lere called a maximum value, means that $y$ has gradually increased to that value and begins to diminish. $y$ may have many maximum and
minimum values, the curve being wavy. Notice that $\frac{d y}{d x}$ may be 0 and $\frac{d^{2} y}{d^{2} x}=0$ so that there is neither a maximum nor a minimum value, $y$ ceasing to increase aud then beginning to increase again. See $M$, fig. 6 .

1. Find the maximum and minimum values of $\frac{x}{x^{2}+1}$.

Answer: $\frac{1}{2}$ and $-\frac{1}{2}$.
2. Find the greatest value of $\frac{x}{\left(a^{2}+x\right)\left(b^{2}+x\right)}$.

Answer: $\frac{1}{(a+b)^{3}}$.
3. Prove that $a \sec \theta+b \operatorname{cosec} \theta$ is a minimum when

$$
\tan \theta=\sqrt[3]{\frac{b}{a}}
$$

4. When is $\frac{1+3 x}{\sqrt{4+5 x^{2}}}$ a maximum ? Answer : $x=\frac{12}{5}$.
5. When is $x^{n n}(a-x)^{n}$ a maximum or minimum?

$$
\text { Answer: } x=\frac{m a}{m+n} \text {, a maximum. }
$$

6. Given the angle $C$ of a triangle, prove that $\sin ^{2} A+\sin ^{2} B$ is a maximum and $\cos ^{2} A+\cos ^{2} B$ is a minimum when $A=B$.
7. $y=u \sin x+b \cos x$. What are the maximum and minimum values of $y$ ?

Answer: maximum is $y=\sqrt{a^{2}+b^{2}}$, minimum is $-\sqrt{a^{2}+b^{2}}$.
8. Find the least value of $a \tan \theta+b \cot \theta$.

Answer: $2 \sqrt{a b}$.
9. Find the maximum and minimum values of

$$
\frac{x^{2}+2 x+11}{x^{2}+4 x+10}
$$

Answer: 2 a maximm and $\frac{5}{6}$ a minimum.
Students ought to plot the function as a curve on squared paper.
10. Find the maximum and minimum values of

$$
\frac{x^{2}-x+1}{x^{2}+x-1}
$$

Answer: maximum, - 1.
11. Find the values of $x$ which make $y=\frac{x^{2}-7 x+6}{x-10}$ a maximum and a minimum.

Answer : $x=4$ gives a maximum, $x=16$ a minimum.
12. What value of $c$ will make $v$ a maximum if $v=\frac{1}{c} \log c$ ? Answer: $c=\epsilon$.
13. If $p=\frac{(a+t)(b+t)}{t}, t=\sqrt{a b}$ gives a minimum value of $p$.
14. $x=\frac{\sin ^{3} \theta}{1-\cos \theta}, \theta=\frac{\pi}{3}$ gives a maximum value to $x$.
15. What value of $c$ will make $v$ a minimum if

$$
v=\frac{2}{1+c-c^{2}} ? \quad \text { Answer: } c=\frac{1}{2}
$$

16. When is $4 x^{3}-15 x^{2}+12 x-1$ a maximum or minimum?

Answer: $x=\frac{1}{2}$ a maximum ; $x=2$ a minimum.
17. $\tan ^{2 n} x \tan ^{n}(a-x)$ is a maximum when

$$
\tan (a-2 x)=\frac{n-m}{n+m} \tan a
$$

18. $s=\frac{3 t}{9+t^{2}}, \quad \begin{aligned} & t=3 \text { a maximum, } \\ & t=-3 \text { a minimum. }\end{aligned}$
19. Given the vertical angle of a triangle and its area, find when its base is a minimum.
20. The characteristic of a series Dynamo is

$$
E^{\prime}=\frac{a C}{1+s C} \cdots \cdots \cdots \cdots \ldots \ldots \ldots(1)
$$

where $a$ is a number proportional to the angular velocity of the armature, and $a$ and $s$ depend upon the size of the iron, number of turns \&c., $E$ is the E.M.F. of the armature in volts and $C$ the current in amperes. If $r$ is the internal resistance of the machine in ohms and $R$ is an outside resistance, the current

$$
\begin{equation*}
C=\frac{E}{r+\bar{R}} . \tag{2}
\end{equation*}
$$

and the power given out by the machine is

$$
\begin{equation*}
P^{\prime}=C^{2} R . \tag{3}
\end{equation*}
$$

What value of $R$ will make $P$ a maximum ?
Herc (2) and (1) give $\frac{a C}{1+s C r+R}=C$.
So that

$$
\begin{aligned}
& 1+s C=\frac{a}{r+R}, \quad C=\frac{1}{s}\left(\frac{a}{r+R}-1\right), \\
& P=\frac{R}{s^{2}}\left(\frac{a}{r+R}-1\right)^{2}: \text { and if } \frac{d P}{d \tilde{R}}=0,
\end{aligned}
$$

we have $\left(\frac{a}{r+R}-1\right)^{2}+2 R\left(\frac{a}{r+R}-1\right)\left(-\frac{a}{(r+h)^{2}}\right)=0$.
Rejecting $\frac{a}{a+R}-1=0$ because it gives $C=0$, we have $\frac{a}{r+R}-1=\frac{2 R a}{(r+R)^{2}}$, and from this $R$ may be found if $r$ and $a$ are given. Take $a=12, s=0.03, r=0.5$ and illustrate with curves.
21. A man is at sea 4 miles distant from the nearest point of a straight shore, and he wishes to get to a place 10 miles distant from this nearest point, the road lying along the shore. He can row and walk. Find at what point he ought to land, to get to this place in the minimum time, if he rows at 3 miles per hour and walks at 4 miles per hour. Assume that he can equally well leave his boat at one place as at mother.

Fig. 100, $A C=4, C B=10$. Let him land at $D$ where $C D=x$. Then $A D=\sqrt{16}+x^{2}$ and $D B=10-x$.

Hence the total time in hours $=\frac{\sqrt{16+x^{2}}}{3}+\frac{10-x}{4}$.


Fig. 100.
This is a minimum when $\frac{1}{3} x\left(16+x^{2}\right)^{-\frac{1}{2}}=\frac{1}{4}$, of $\frac{16}{9} x^{2}=16+x^{2}$, or $x=4585$ miles.
22. The candle power $c$ of a certain kind of incandescent lamp $\times$ its probable life $l$ in hours, was found experimentally to approximate on the average to

$$
l c=10^{11 \cdot 687-0.075 \cdot 505},
$$

where $v$ is the potential difference in volts. The watts $w$ expended per candle power were found to be

$$
w=37+10^{8.007-.0 f(6,67 \%} .
$$

The price of a lamp being 2 s., the lamps being lighted for 560 hours per year, and one electrical horse-power (or 746 watts) costing $£ 2$ for this year of 560 hours, find the most economical $v$ for these lannps, so that the total cost in lamps and power may be a minimum.
$\frac{560}{l}$ lamps are nceded per year, each costing $£ 0 \%$. Cost per year is then $\frac{56}{\frac{-}{-}}$ in pounds, and this is for $c$ candles, so that cost per year in pounds per candle is $\frac{56}{l c}$. Now $\mathfrak{f 1}$ per year means $\frac{746}{2}$ watts, so that the cost per year per candle is

$$
36 \times \underset{2}{740} \text { watts. }
$$

This added to $w$ gives total cost in watts.

We have $l c$ and $w$ as functions of $v$. Hence

$$
\frac{56 \times 746}{2} \cdot 10^{-11 \cdot 697+0.07555 v}+37+10^{8.0177-.07665 v}
$$

is to be made a minimum.
Answer : $v=101 \cdot 15$ volts.
221. Sometimes when a particular value is given to $a$ a function takes an indeterminate form. Thus for example in Art. 43, the area of the curve $y=m x^{-n}$ between the ordinates at $x=a$ and $x=b$ being $\int_{a}^{b} m x^{-n} . d x$ was $\frac{m}{1-n}\left(b^{1-n}-a^{1-n}\right)$.

Now when $n=1$ the area becomes $\frac{m}{1-1}(1-1)$ or $\frac{0}{0}$, and this may obviously have any value whatsoever.

In any such case, say $\frac{f(x)}{\overrightarrow{F(x)}}$, if $f(a)=0$ and $F(a)=0$, we proceed as follows. We take a value of $x$ very near to $a$ and find the limiting value of our expression as $x$ is made nearer and nearer to $a$ in value. Thus let $x=a+\delta x$.

Now as $\delta x$ is made smaller and smaller it is evident that $f(x+\delta x)$ is more and more nearly $f(x)+\delta x \cdot \frac{d f(x) t}{d x}$. If in this we put $x=u, f(x)$ or $f(a)$ disappears, and consequently our fraction $\frac{f(a+\delta x)}{F(a+\delta x)}$ becomes more and more nearly

$$
\frac{\frac{d}{d x} f(x)}{\frac{d}{d x} F(x)}
$$

The rule then adopted is this:-Differentiate the numerator only and call it a new numerator; differentiate the denominator only and call it a new denominator; now insert the critical value of $x$, and we obtain the critical value of our fraction. The process may need repetition.

Example 1. Find the value of $\frac{\log x}{x-1}$ when $x=1$.

First try, and we see that we have $0 / 0$. Now follow the above rule, and we have $\frac{1}{1}$, and inserting in this $x=1$ we get 1 as our answer.
2. Find $\frac{a x^{2}-2 a c x+w w^{2}}{b x^{2}-2 b c x+b c^{2}}$ when $x=c$.

First try $x=c$, and we get $0 / 0$.
Now try $\frac{2 a x-2 a c}{2 b x-2 b c}$, and again we get $0 / 0$.
Now repeating our process we get $\frac{\iota}{b}$.
3. Find $\frac{x-1}{x^{n}-1}$ when $x=1$. Answer: $\frac{1}{n}$.
4. Find $\frac{a^{x}-b^{x}}{x}$ when $x=0$. Answer: $\log \frac{a}{b}$.
5. Try the example referred to above. The area of a curve is $\frac{m}{1-n}\left(b^{1-n}-a^{1-n}\right)=A$. If $m, b, a$ are constants, what is the value of $A$ when $n=1$ ? Writing it as

$$
m \frac{b^{1-n}-a^{1-n}}{1-n}
$$

differentiate both numerator and denominator with regard to $n$, and we have, since

$$
\begin{gathered}
\frac{d}{d n}\left(b^{1-n}\right)=b^{1-n} \cdot \log b \times(-1), \\
m \frac{b^{1-n} \log b-a^{1-n} \log a}{1}
\end{gathered}
$$

and if we insert $n=1$ in this, we get

$$
m(\log b-\log a) \text { or } m \log \frac{b}{a} \text {, }
$$

which is indeed the answer we should have obtained if instead of taking our integral $\int x^{-1}$. $d x$ as following the rule

$$
\int x^{-n} \cdot d x=\frac{x^{-n+1}}{-n+1}+c
$$

we had remembered that in this special case

$$
\int x^{-1} \cdot d x=\log x
$$

$222 . \dagger$ Glossary and Exercises.
Asymptote. A straight line which gets closer and closer to a curve as $x$ or $y$ gets greater and greater without limit. Thus $y=\frac{b}{a} \sqrt{x^{2}-a^{2}}$ is a Hyperbula. Now as $x$ gets greater and greater, so that $\frac{a}{x}$ is less and less important, the equation approaches more and more $y=\frac{b}{a} x$, which is the asymptute.

The test for au asymptote is that $\frac{d y}{d x}$ has a limiting value for points further and further from the origin, and the intercept of a tangent on the axis of $x, x-y \frac{d x}{d y}$, has a limiting value, or the intercept on the axis of $y, y-x \frac{d y}{d x}$, has a limiting value.

Point of Inflection. A point where $\frac{d^{2} y}{d x^{2}}$ changes sign.
Point of Osculation. A point where there are two or more equal values of $\frac{d y}{d x}$.

Cusp. Where two branches of a curve meet at a common tangent.

Conjugate Point. An isolated point, the coordinates of which satisfy the equation to the curve.

Point d'Arret. A point at which a single branch of a curve suddenly stops. Example, the origin in $y=x \log x$.

The Companion to the Cycloid. $\quad x=a(1-\cos \phi)$,

$$
y=a \phi .
$$

The Epitrochoid. $\quad a=(a+b) \cos \phi-m b \cos \left(\frac{a}{b}+1\right) \phi$,

$$
y=(a+b) \sin \phi-m b \sin \left(\frac{a}{b}+1\right) \phi,
$$

where $b$ is the radius of the rolling circle, $a$ is the radius of the fixed circle, and $m b=$ distance of tracing point along radius from centre of rolling circle. Make $n=1$, and this is the Epicycloid.

The Hypotrochoid. $\quad a=(a-b) \cos \phi+m b \cos \left(\frac{a}{b}-1\right) \phi$,

$$
y=(a-b) \sin \phi-m b \sin \left(\frac{a}{b}-1\right) \phi
$$

Make $m=1$, and we have the Hypocycloid.
Take $a=4 b$, and obtain a Hypocycloid in the form

$$
x^{\frac{3}{3}}+y^{\frac{7}{5}}=a^{\frac{2}{3}} .
$$

Take $a=2 b$, and obtain the Hypocycloid which is a straight line.

In obtaining the Cycloid, Art. 11, let the tracing point be anywhere on a radius of the rolling circle or the radius produced and obtain $x=a(1-m \cos \phi), y=a(\phi+m \sin \phi)$. If $m>1$, or $<1$, we have a prolate or a curtate Cycloid.

The Lemniscata $\left(x^{2}+y^{2}\right)^{2}=a^{2}\left(x^{2}-y^{2}\right)$ becomes in polar coordinates $r^{2}=a^{2} \cos 2 \theta$,
and taking successively $\theta=0, \theta=1$, \&c., we calculate $r$ and graph the curve easily.

The Spiral of Archimedes. $\quad r=u \theta$.
The Logarithmic or Equiangular Spiral. $r=u \epsilon^{\prime \prime \theta}$.
The Logarithmic Curve. $y=a \log b x+c$.
The Conchoid $x^{2} y^{2}=(a+x)^{2}\left(b^{2}-x^{2}\right)$ becomes

$$
r=a+b \sec \theta
$$

The Cissoid $\left.y^{2}=x^{3}\right)(2 a-x)$ becomes $r=2 u \tan \theta \cdot \sin \theta$.
The Cardioide. $r=a(1-\cos \theta)$.
The Hyperbolic Spiral. $\quad r \theta=a$.
The Lituus is $r^{2} \theta=u^{2}$.
The Trisectrix. $\quad r=a(2 \cos \theta \pm 1)$.

1. In the curve $y=\frac{a^{2} x}{a^{2}+x^{2}}$, show that there are points of inflexion where $a$ is 0 and $a \sqrt{3}$; the axis of $x$ is an asymptote on both sides ; there are points of maxima where $x=a$ and $-a$; the curve cuts the axis of $x$ at $45^{\circ}$.
2. In $a^{2} y=3 b x^{2}-x^{3}$ show that there is a point of inflexion where $x=b, y=\frac{2 b^{3}}{a^{2}}$.
3. If $y^{2} x=4 a^{2}(2 a-x)$, show that there are two points of inflexion when $x=\frac{3 a}{2}, y= \pm \frac{2 a}{\sqrt{3}}$.
4. If $y^{2}\left(x^{2}-a^{2}\right)=x^{4}$, show that the equations to the asymptotes are $y=+x$ and $y=-x$.
5. The curve $x^{3}-y^{3}=a^{3}$ cuts the axis of $x$ at, right angles at $x=a$ where there is a point of inflexion.
6. Show that $y=a^{2} x /\left(a b+x^{2}\right)$ has three points of inflexion.
7. Prove again the statements of Exercist 2, Art. 99, and work the exercises there.
8. Find the subtangent and subnormal to the curve $y=\epsilon^{a x}$. Answer: subtangent $\frac{1}{a}$, subnormal $a \epsilon^{2 a x}$.
9. Find the subnormal and subtangent to the catenary.

$$
y=\frac{c}{2}\left\{\epsilon^{\frac{x}{c}}+\epsilon^{-\frac{x}{c}}\right\}
$$

Answer : subnormal $=\frac{c}{4}\left\{\epsilon^{\frac{2 x}{c}}-\epsilon^{-\frac{2 x}{c}}\right\}$,

$$
\text { subtangent }=c \frac{\epsilon^{\frac{x}{c}}+\epsilon^{-\frac{x}{c}}}{\epsilon^{\frac{x}{c}}-\epsilon^{-\frac{x}{c}}} \text {. }
$$

10. Find the subtangent of the curve

$$
\begin{gathered}
x^{3}-3 a y x+y^{3}=0 \\
3 x^{3}-3 a y-3 a x \frac{d y}{d x}+3 y^{2} \frac{d y}{d x}=0
\end{gathered}
$$

Hence

$$
\frac{d y}{d x}=\frac{a y-x^{2}}{y^{2}-a x}
$$

Subtangent at point $x, y$ is $y \frac{d x}{d y}=y \frac{y^{2}-a x}{a y-t^{2}}$.
11. In the curve $y^{2}=\frac{x^{3}+a x^{2}}{x-a}$ find the equation to the asymptote. Here $y^{2}=x^{2}\left(\frac{1+\frac{a}{x}}{1-\frac{a}{x}}\right)=x^{2}\left(1+\frac{2 a}{x}+\frac{2 a^{2}}{x^{2}}+\& c\right.$. $)$ by division. As $x$ is greater and greater, $\frac{2 a}{x} \& c$. get smaller and smaller and in the limit (see Art. 3)

$$
\begin{aligned}
& y= \pm x\left(1+\frac{a}{x}\right), \\
& y= \pm(x+a) .
\end{aligned}
$$

So we have a pair of asymptotes $y=x+a, y=-x-a$.
Again, the straight line $x=a$, a line parallel to the axis of $y$, is also an asymptote, $y$ becoming greater and greater as $x$ gets nearer and nearer to $a$ in value.
12. Find the tangent to $y^{\frac{2}{3}}+x^{\frac{2}{3}}=u^{\frac{2}{3}}$.

$$
\frac{2}{3} y^{-\frac{1}{3}} \frac{d y}{d x}+\frac{2}{3} x^{-\frac{2}{3}}=0, \quad \frac{d y}{d x}=-\frac{y^{\frac{2}{5}}}{r^{\frac{1}{3}}} .
$$

Hence at the point $x_{1}, y_{1}$ the tangent is $\frac{y-y_{1}}{x-x_{1}}=-\sqrt[3]{\frac{y_{1}}{r_{1}}}$.
13. In the curve $y-2=(x-1) \sqrt{x-2}$, where is $\frac{d y}{d x}=\infty$ ? At what angle does the curve cut the axis?

$$
\frac{d y}{d x}=\sqrt{x-2}+(x-1)^{\frac{1}{2}}(x-2)^{-\frac{1}{2}}=\frac{3 x-5}{2 \sqrt{x-2}} .
$$

This is infinity where $x=2$ and then $y=2$; that is, the tangent at $(2,2)$ is at right angles to the axis of $x$.

Where $y=0$, it will be found that $x=3$ and $\frac{d y}{d x}=2$.
14. In the curve $y^{3}=a x^{2}+x^{3}$, find the intercept by the tangent on the axis of $y$, that is, find $y-x \frac{d y}{d x}$.

$$
3 y^{2} \frac{d y}{d x}=2 a x+3 x^{2}
$$

So that we want $y-x \frac{2 a x+3 x^{2}}{3 y^{2}}$ or $\frac{3 y^{3}-2 a x^{2}-3 x^{3}}{3 y^{2}}$ and this will be found to be $\frac{a}{3}\left(\frac{x}{a+x}\right)^{\frac{2}{3}}$.
15. The length of the subnormal at $x, y$, is $2 a^{2}, y^{3}$, what is the curve?

Here $y \frac{d y}{d x}=2 u^{2} x^{3}$. Hence $\frac{1}{2} y^{2}=\frac{1}{2} u^{2} x^{4}$ or $y=a x^{2}$ is the equation to the curve, a parabola. The subtangent is $y \frac{d x}{d y}$, or $y \cdot \frac{y}{2 a^{3} x^{3}}$, or $\frac{a^{2} x^{4}}{2 a^{2} x^{3}}$, or $\frac{1}{2}$, .
16. Show that the length of the normal to the catenary ${ }^{\text {t }}$ is $\frac{1}{c} y y^{2}$.
17. Show that $y^{4}-x^{4}+\varrho x^{2} y=0$ has the two asymptotes $y=x-\frac{b}{2}$ and $y=-x-\frac{b}{2}$.
18. Show that the subtangent and subnormal to the circle $y^{2}=2 a x-x^{2}$, are $\frac{2 u x-x^{2}}{a-x}$ and $a-x$ respectively, and to the ellipse $y^{2}={\frac{b^{2}}{a^{2}}}_{a^{2}}^{\left(2 a x-x^{2}\right)}$ they are $\frac{2\left(a x-x^{2}\right.}{a-x}$ and $\frac{b^{2}}{a^{2}}(a-x)$.
19. Find the tangent to the cissoid $y^{3}=\frac{a^{3}}{2 a-x}$.

$$
\text { Answer : } y=\left\{\frac{x}{(2 t-x)^{3}}\right\}\left\{\left\{(3 u-x) x_{1}-a x\right\}\right. \text {. }
$$

20. What curve has a constant subtangent?

$$
y \frac{d x}{d y}=a \text { or } d x=u \frac{d y}{y}, \text { or } x=a \log y+c \text { or } y=C \epsilon^{\frac{x}{a}},
$$ the logarithmic curve.

21. Show that $x^{3}-y^{3}+u x^{2}=0$ his the asymptote

$$
y=w+\frac{u}{3} .
$$

22. Show that a curve i.s convex or concave to the axis of $x$ as $y$ and $\frac{d^{2} y}{d x^{2}}$ have the same or opposite signs. See Art. 60.
23. The circle which passes through a point in a curve, which has the same slope there as the curve, and which has also the same rate of change of slope, is said to be the circle of curvature there. If the centre of a circle has $a$ and $b$ for its co-ordinates, and if the radius is $r$, it is easy to see that its equation is

$$
\begin{equation*}
(x-a)^{2}+(y-b)^{2}=r^{2} \tag{1}
\end{equation*}
$$

Differentiating (1) (and dividing by 2) and again differentiating we have
and

$$
\begin{equation*}
x-a+(y-b) \frac{d y}{d x}=0 . \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
1+(y-b) \frac{d^{2} y}{d x^{2}}+\left(\frac{d y}{d x}\right)^{2}=0 \tag{3}
\end{equation*}
$$

writing $p$ for $\frac{d y}{d x}$ and $q$ for $\frac{d^{2} y}{d x^{2}}$ we have from (3)

$$
y-b=-\frac{1+p^{2}}{q} \quad \ldots \ldots \ldots \ldots \ldots(4) ;
$$

using this in (2) we have

$$
\begin{equation*}
a-a=\frac{1+p^{2}}{q} p \tag{5}
\end{equation*}
$$

Now $p$ and $q$ and $x$ and $y$ at any point of the curve being known, we know that these are the same for the circle of curvature there, and so $a$ and $b$ can be found and also $r$. If the subject of evolutes were of any interest to engineers, this would be the place to speak of finding an equation connecting $a$ and $b$, for this would be the equation of the evolute of the curve. The curve itself would then be called the involute to the evolute. Any practical man can work out this matter for himself. It is of more interest to find $r$ the radius of curvature. Inserting (4) and (5) in (1) we find the curvature

$$
\begin{equation*}
\frac{1}{r}=\frac{q}{\left(1+p^{2}\right)^{2}} . \tag{6}
\end{equation*}
$$

A better way of putting the matter is this:-A curve turns through the angle $\delta \theta$ in the length $\delta s$, and curvature is defined as the limiting value of

$$
\begin{equation*}
\frac{\delta \theta}{\delta s}, \text { or } \frac{1}{r}=\frac{d \theta}{d s} . \tag{7}
\end{equation*}
$$

Now $\tan \theta=\frac{d y}{d x}=p$, say, so that $\theta=\tan ^{-1} p . \quad$ Hence

$$
\frac{d \theta}{d s}=-\frac{1}{1+p^{2}} \cdot \frac{d p}{d s} .
$$

Now

$$
\frac{d s}{d x}=\sqrt{1+p^{2}}=\frac{d s}{d p} \cdot \frac{d p}{d x}=\frac{d s}{d p} \cdot \frac{d^{2} y}{d x^{2}} .
$$

Hence

$$
\begin{equation*}
\frac{1}{r}=\frac{d \theta}{d s}=\frac{\mathbf{d}^{2} \mathbf{y}}{\mathbf{d} \mathbf{x}^{2}} /\left\{\mathbf{1}+\left(\frac{\mathbf{d} \mathbf{y}}{\mathbf{d} \mathbf{x}}\right)^{2}\right\}^{\frac{2}{5}} . \tag{}
\end{equation*}
$$

Exercises. 1. The equation to a curve is

$$
x^{3}-1500 x^{2}+30000 x-3000000 y=0
$$

Show that the denominator of $\frac{1}{r}$ in ( 8 ) is practically 1 from $x=0$ to $x=100$. Find the curvature where $x=0$.
2. In the curve $y=x^{4}-4 x^{3}-18 x^{2}$ find the curvature at the origin. Answer: 36.
3. Show that the radius of curvature at $x=a, y=0$ of the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$, is $\frac{b^{2}}{a}$.
4. Find the radius of curvature where $x=0$, of the parabola, $y^{2}=4 a x$. Answer: $r=2 a$.
5. Find the radius of curvature of $y=b \epsilon^{\alpha x}$.

Answer: $q=a^{8} b \epsilon^{a x}, p=a b \epsilon^{a x}, r=\frac{\left(1+a^{2} b^{2} \epsilon^{2 a n x}\right)}{a^{2} b \epsilon^{a, x}}$, su that where $x=0, r=\frac{\left(1+a^{2} b^{2}\right)^{\frac{2}{2}}}{a^{2} b}$.
6. Find the radius of curvature of $y=a \sin b x$.

Answer: $r=\frac{\left(1+a^{2} b^{2} \cos ^{2} b x\right)^{\frac{3}{2}}}{-a b^{2} \sin b x}$. Where $x=0, r=\infty$, or curvature is 0 ; where $b x=\frac{\pi}{2}, r=\frac{1}{-c a b}$.
7. Find the radius of curvature of the catenary

$$
y=\frac{c}{2}\left(\epsilon^{\frac{x}{i}}+\epsilon^{-\frac{x}{c}}\right) .
$$

Answer: $r=\frac{y^{2}}{c}$. At the vertex where $a=0, y=c, r=c$.
8. Show that the radius of curvature of

$$
y^{2}(x-4 m)=m x(x-3 m),
$$

at one of the points where $y=0$, is $\frac{3 m}{8}$, and at the other, $\frac{3 m}{2}$.
9. Find the equation of the circle of curvature of the curve $y^{3}=4 m^{2} x^{2}-x^{4}$, where $x=0, y=0$.
10. The radius of curvature of $3 a^{2} y=x^{3}$, is $r=\frac{\left(a^{4}+x^{4}\right)^{\frac{3}{2}}}{2 a^{4} x}$.
11. In the cllipse show that the radius of curvature is $\left(\iota^{2}-e^{2} x^{2}\right)^{3} \div a b$, where $e^{2}=1-\frac{b^{2}}{a^{2}}$, e being the eccentricity.
12. Find the radius of curvature of $x y=a$.

Answer: $\left(x^{2}+y^{2}\right)^{\frac{2}{2}} \div 2 u$.
13. Find the radius of curvature of the hyperbola

$$
\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=1 .
$$

Answer: $\left(e^{2} x^{2}-a^{2}\right)^{3} \div a b$, where $e^{2}=1+\frac{b^{2}}{a^{2}}$.
14. In the catenary the radius of curvature is equal and opposite to the length of the normal.
15. Find the radius of curvature of the tractrix, the equation to which is $y \frac{d x}{d y}=\sqrt{a^{2}-y^{2}}$.
224. Let

$$
\begin{equation*}
f(x, y, a)=0 . \tag{1}
\end{equation*}
$$

be the equation to a family of curves, $a$ being a constant for each curve, but called a variable parameter for the family,
as it is by taking different values for a that one obtains different members of the family. Thus

$$
\begin{equation*}
f(x, y, a+\delta a)=0 . \tag{2}
\end{equation*}
$$

is the next member of the family as $\delta a$ is made smaller and smaller. Now (2) may be written (see (1) Art. 21)

$$
f(x, y, a)+\delta a \cdot \frac{d}{d a} f(x, y, a)=0 \ldots \ldots \ldots \ldots(3)
$$

and the point of intersection of (2) $\dagger$ and (1) is obtainable by solving them as simultaneous equations in $x$ and $y$; or again, if we eliminate $a$ from (1) and

$$
\begin{equation*}
\frac{d}{d a} f(x, y, a)=0 \tag{4}
\end{equation*}
$$

we obtain a relation which must hold for the values of $x$ and $y$, of the points of ultimate interscction of the curves formed by varying $a$ continuously; this is said to be the equation of the envelope of the family of curves (1) and it can be proved that it is touched by every curve of the family.

Example. If by taking various values of $a$ in

$$
y=\frac{m}{a}+a r
$$

we have a family of straight lines, find the envelope. Here $f(x, y, a)=0$ is represented by

$$
y-\frac{m}{a}-a r^{r}=0 \ldots \ldots \ldots \ldots \ldots(1)^{*},
$$

and differentiating with regard to $a$ we have

$$
\begin{equation*}
+\frac{m}{u^{2}}-u=0 \tag{4}
\end{equation*}
$$

or

$$
\frac{1}{x}=\frac{a^{n}}{m}, \text { or } u^{a}=\frac{m}{a} .
$$

Using this in(1)* we have
or

$$
y-\sqrt{m} x-r \sqrt{\frac{n}{x}}=0
$$

a parabola.

Example. In Ex. 3, Art. 24, if projectiles are all sent out with the same velocity $V$, at different angular elevations $\alpha$, their paths form the family of curves,
or

$$
y=\frac{V \sin \alpha}{V \cos \alpha} x-\frac{1}{2} g \frac{x^{2}}{V^{2} \cos ^{2} \alpha},
$$

where $a$ stands for $\tan a$ and is a variable parameter, and

$$
m=\frac{1}{2} \frac{g}{V^{2}} .
$$

Differentiating with regard to $a$,

$$
\begin{aligned}
& -x+2 m x^{2} \alpha=0 \text { or } a=+\frac{1}{2 m a} \\
& \therefore y-\frac{1}{2 m}+m x^{2}\left(\frac{1}{4 m^{2} x^{2}}+1\right)=0
\end{aligned}
$$

is the equation to the envelope, or

$$
y=-m x^{2}+\frac{1}{4 m} .
$$

This is the equation to a parabola whose vertex is $\frac{1}{4 m}$ or $\frac{V^{2}}{2 g}$ above the point of projection.
$225{ }^{\dagger}$ Polar Co-ordinates. If instead of giving the position of a point $P$ in $x$ and $y$ co-ordinates, we give it in


Fig. 101. terms of the distance $O P$ called $r$, the radius vector, and the angle QOP (fig. 101) called $\theta$, so that what we used to call $x$ is $r \cos \theta$ and what we used to call $y$ is $r \sin \theta$, the equations of some curves, such as spirals, become simpler. If the co-ordinates of $P^{\prime}$ are $r+\delta r$ and $\theta+\delta \theta$, then in the limit $P S P^{\prime}$ may be looked upon as a little right-angled triangle in which $P S=r . \delta \theta$, $S P^{\prime}$ is $\delta r, P P^{\prime}$ or $\delta s=\sqrt{r^{2}(\delta \theta)^{2}+(\delta r)^{2}}$ so that

$$
\frac{d s}{\frac{d}{d \theta}}=\sqrt{r^{2}+\binom{d r}{d \theta}^{2}} .
$$

Also the elementary area $P O P^{\prime}$ is in the limit $\frac{1}{2} r^{2} . \delta \theta$, and the area enclosed between a radius vector at $\theta_{1}$ and another at $\theta_{2}$ is $\frac{1}{2} \int_{\theta_{1}}^{\theta_{2}} r^{2}$. $d \theta$, so that if $r$ can be stated in terms of $\theta$ it is easy to find the area of the sector. Also the angle $\phi$ between the tangent at $P$ and $r$ is cvidently such that $\tan \phi=P S / P^{\prime} S$ or, $r \frac{d \theta}{d r}=\tan \phi$. This methor of dealing with curves is interesting to students who are studying astronomy.

If $\mathbf{r}=\mathbf{a}^{\mathbf{b} \theta}$ (the equiangular spiral)

$$
\frac{d r}{d \theta}=b a^{l \theta} \log a, \text { and so, } r \frac{d \theta}{d r} \text {, or } r \div \frac{d r}{d \theta}=1 / b \log a,
$$

so that $\tan \phi$ is a constant; that is the curve everywhere makes the same angle with the radius vector.

Let $x=r \cos \theta$ so that $x$ is always the projection of the radius vector on a line, $x=a^{b \theta} \cos \theta$. Now imagine the radius vector to rotate with uniform angular velocity of $-q$ radians per second starting with $\theta=0$ when $t=0$, so that $\theta=-q t$, then $x=a^{-b q t} \cos q t$.

Thus we see that if simple harmonic motion is the projection of uniform angular motion in a circle; damped simple harmonic motion is the projection of uniform angular motion in an equiangular spiral. See Note, Art. 112.

Ex. 1. Find the area of the curve $r=a(1+\cos \theta)$. Draw the curve and note that the whole area is $\int_{0}^{\pi} r^{2} \cdot d \theta$, or $\frac{3}{2} \pi a^{2}$.

Ex. 2. Find the area of $r=a(\cos 2 \theta+\sin 2 \theta)$. Answer: $\pi a^{2}$.
Ex. 3. Find the area between the conchoid and two radii vectores. Answer:
$b^{2}\left(\tan \theta_{2}-\tan \theta_{1}\right)+2 a b \log \left\{\tan \left(\pi / 4-\frac{1}{2} \theta_{2}\right) \div \tan \left(\pi / 4-\frac{1}{2} \theta_{1}\right)\right\}$.
226. Exercises. 1. Find the area of the surface generated by the revolution of the catenary (Art. 38) round the axis of $y$.
2. Prove that the equation to the cycloid, the vertex being the origin, is

$$
x=a(\theta+\sin \theta) \quad y=a(1-\cos \theta),
$$

if (fig. 102) $P B=x, P A=y, O C Q=\theta$.

Show that when the cycloid revolves about $O Y$ it generates a volume $\pi \mu^{3}\left(\frac{3 \pi^{2}}{2}-\frac{8}{3}\right)$, and when it revolves about $O X$ it


Fig. 102.
generates the volume $\pi^{2} a^{3}$. If it revolves about $E F$ it generates the volume $5 \pi^{2} a^{3}$.
3. Find the length of the curve $9 a y^{2}=4 a^{\prime \prime}$.

Answer, $s=\int_{0}^{x} \sqrt{1+\frac{x}{c}} \cdot d x=\frac{2}{3} a\left\{\left(1+\frac{x}{a}\right)^{\frac{3}{3}}-1\right\}$.
4. Find the length of the curve $y^{2}=2 a x-x^{2}$.

$$
\text { Answer : } s=a \text { vers }^{-1} x / a
$$

5. Find the length of the cycloid. See Art. 47.

Answer : $s=8 a\left(1-\cos \frac{1}{2} \phi\right)=8 u-4 \sqrt{4 a^{2}-2 a y}$.
6. Find the length of the parabola $y=\sqrt{ } 4 a x$, from the vertex.

Answer : $s=\sqrt{a x+} x^{2}+u \log \frac{\sqrt{x}+\sqrt{a}+x}{\sqrt{a}}$.
7. Show that the whole area of the companion to the cycloid is twice that of the generating circle.
8. Find the area of $r=b \epsilon^{\theta / c}$ between the radii $r_{1}$ and $r_{2}$, $\operatorname{nsing} A=\int_{\theta_{1}}^{\theta_{2}} \frac{1}{2} r^{2} \cdot d \theta$.

$$
\text { Answer: } \frac{c}{4}\left(r_{2}^{2}-r_{1}^{2}\right)
$$

9. Show that in the logarithmic curve $x=a \epsilon^{\frac{y}{c}}$,

$$
s=c \log \frac{x}{c+\sqrt{c^{2}+x^{2}}}+\sqrt{c^{2}+x^{2}}+0 .
$$

10. Show that in the curve $r=a(1+\cos \theta)$, using

$$
\begin{aligned}
& s=\int d \theta \sqrt{r^{2}+\left(\frac{d r}{d \theta}\right)^{2}} \\
& s=4 a \sin \frac{\theta}{2}
\end{aligned}
$$

11. Show that, in the curve $r=b \epsilon^{\theta / c}$,

$$
s=r \sqrt{1+c^{2}}+C
$$

12. Show that in the cycloid,

$$
\begin{aligned}
\frac{d y}{d s} & =\sqrt{1-\frac{y}{2 a}} ; \\
\text { and consequently } & s
\end{aligned}=4 \sqrt{a^{2}-\frac{1}{2} a y}-2 a . ~ \$
$$

13. Show that in the curve $x^{\frac{2}{2}}+y^{3}=a^{\frac{3}{3}}$,

$$
s=\frac{3}{2} a^{\frac{2}{3}} x^{\frac{2}{2}} .
$$

14. The ellipse, $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ revolves about the axis of $a$. Prove that the area of the surface generated is
where

$$
\begin{gathered}
2 \pi a b\left\{\sqrt{ } 1-e^{2}+\frac{\left.\sin ^{-1} e\right)}{e}\right\} \\
e^{2}=1-\frac{b^{2}}{a^{2}}
\end{gathered}
$$

15. Show that the whole area of the curve, $\frac{a^{\frac{2}{3}}}{a^{\frac{2}{3}}}+\frac{y^{\frac{2}{3}}}{b^{\frac{1}{3}}}=1$
$\pi r a b$.
16. Find the area of the loop of the curve, $y=x \sqrt{\frac{a+x}{a-x}}$.

Answer: 2as $\left(1-\frac{\pi}{4}\right)$.
17. Find the whole area of $y=x+\sqrt{a^{2}-x^{2}}$.

Answer: $\pi a^{2}$.
18. Find the area of a loop of the curve $r^{2}=t^{2} \cos 2 \theta$.

Answer: $\frac{1}{2} a^{2}$.
19. Find the area of the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$; that is, fiud four times the value of the integral

$$
\int_{0}^{a} \frac{b}{a} \sqrt{ } a^{2}-x^{3} \cdot d x .
$$

20. Find the area of the cycloid in terms of the angle $\phi$ (Art. 11).

$$
\int y \cdot d x=\int y \cdot \frac{d x}{d \phi} \cdot d \phi .
$$

Answer: $a^{2}\left(\frac{3}{2} \phi-2 \sin \phi+\frac{1}{4} \sin 2 \phi\right)$; and if the limits are $\phi=0$ and $\phi=2 \pi$ we have the whole area equal to 3 times that of the rolling circle.
227. A body of weight $W$ acted upon by gravity, moves in a medium in which the resistance $=a v^{n}$, where $v$ is the velocity and $a$ and $n$ are constants.

Then $\frac{W}{g} \frac{d v}{d t}=W-a v^{n}$.
What is the velocity when acceleration ceases? Let $v_{1}$ be this terminal velocity. $\quad a v_{1}^{n}=W$, or our $a=W v_{1}^{-n}$.

$$
g \frac{d t}{d v}=\frac{1}{1-\frac{\alpha v^{n}}{W}}=\frac{1}{1-\left(\frac{v}{v_{1}}\right)^{n}} ;
$$

so that

$$
t=\frac{1}{g} \int \frac{d v}{1-\left(\frac{v}{v_{1}}\right)^{n}} .
$$

Thus let $n=2, \quad t=\frac{v_{1}}{2 g} \log \frac{v_{1}+v}{v_{1}-v}$,
or

$$
\eta=x_{1} \tanh \frac{g t}{v_{1}}=\frac{d x}{d t}
$$

If $x$ is the depth fallen through,

$$
a=\frac{v_{1}^{2}}{g} \log \cdot \cosh \frac{g t}{v_{1}} .
$$

## 228. Our old Example of Art. 24.

A point moves so that it has no acceleration horizontally and its acceleration downward is $g$ a constant. Let $y$ be measured upwards and $x$ horizontally, then

$$
\begin{align*}
& \frac{d^{2} u^{2}}{d t^{2}}=0, \frac{d^{2} y}{d t^{2}}=-! \\
& \frac{d x}{d t}=c, \\
& \frac{d y}{d t}=\frac{d y}{d x} \cdot \frac{d x}{d t}=c \frac{d y}{d x}, \\
& \frac{d^{2} y}{d t^{2}}=c \cdot \frac{d^{2} y}{d x^{2}} \cdot \frac{d x}{d t}=c^{2} \frac{d^{2} y}{d x^{2}} . \\
& \frac{d^{2} y}{d x^{2}}=-\frac{g}{c^{2}}, \\
& \frac{d y}{d x}=\frac{-g}{c^{2}} x+a, \\
& y=-\frac{1}{2} \frac{g}{c^{2}} \cdot x^{2}+a x+b \ldots \tag{1}
\end{align*}
$$

which is a parabola. Compare Art. 24.
If we take $y=0$ when $x=0, b=0$. Also we see that $c$ is the tangent of the angle which the path makes with the horizontal at $x=0$ and $c$ is the constant horizontal velocity. If a projectile has the initial velocity $V$ with the upward inclination $\alpha$, then $c=V \cos \alpha$, and $\tan \alpha=a$, so that (1) becomes

$$
y=-\frac{1}{2} \frac{g^{2}}{V^{2} \cos ^{2} \alpha}+r \tan \alpha .
$$

## 229. Exercises on Fourier.

1. A periodic function of $x$ has the value $f(x)=$ max, from $a=0$ to $a=c$ where $n$ is the period, suddenly becoming 0
and increasing to $m c$ in the same way in the next periorl. Here, sce Art. $133, q$ is $\frac{2 \pi}{c}$,

$$
\begin{gathered}
m \cdot x=d_{0}+a_{1} \sin q x+b_{1} \cos q x+\& c . \\
+a_{s} \sin s q x+b_{n} \cos s q x+\& c . \\
a_{0} \text { is } \frac{1}{2} m c, \\
a_{y}=\frac{2}{c} \int_{0}^{c} m x \cdot \sin s q x \cdot d x, \quad b_{s}=\frac{2}{c} \int_{0}^{c} m x \cdot \cos s q x \cdot d x .
\end{gathered}
$$

Answer:
$m x=\frac{1}{2} m c-\frac{m c}{\pi}\left(\sin q x+\frac{1}{2} \sin 2 q+\frac{1}{3} \sin 3 q x+\frac{1}{4} \sin 4 q x+\& c\right)$.
2. Expand $x$ in a series of sines and also in a series of cosines.

Answer: $x=2\left(\sin x-\frac{1}{2} \sin 2 x+\frac{1}{3} \sin 3 x-8 \mathrm{c}.\right)$ from $-\pi$ to $\pi$;
also $x=\frac{4}{\pi}\left(\sin x-\frac{1}{3} \sin 3 x+\frac{1}{25} \sin 5 x-\& \mathrm{c}.\right)$ from 0 to $\frac{\pi}{2}$, and $\quad i=\frac{\pi}{2}-\frac{4}{\pi}\left(\cos x+\frac{1}{9} \cos 3 x+\frac{1}{2} \cos 5 x+8 c.\right)$.
3. Prove $\frac{\pi}{4}=\sin x+\frac{1}{3} \sin 3 x+\frac{1}{5} \sin x x+\& C$.
4. Show that

$$
\epsilon^{a x}-\epsilon^{-a x}=\frac{2}{\pi}\left(\epsilon^{a \pi}-\epsilon^{-a \pi}\right)\left\{\frac{\sin x}{1+u^{2}}-\frac{2 \sin 2 x}{2^{2}+a^{-}}+\frac{3 \sin 3 x}{3^{2}+u^{2}}-\& c .\right\} .
$$

5. Integrate each of the above expansions.
6. 7. The radius of gyration of a sphere about a diameter being $k$ and the radius $a$, prove that

$$
h^{2}=\frac{2}{5} a^{2}
$$

Here, since $x^{2}+y^{2}=a^{2}$, and the moment of inertia of a circular slice of radius $y$ and thickness $\delta x$ about its centre, is

$$
\frac{\pi}{2} y^{4} \cdot \delta x
$$

The noment of iuertia is

$$
\int_{0}^{a} \pi m y^{2} \cdot d t \times y^{2}=\int_{0}^{a} \pi m y^{4} \cdot d l^{4}=m_{15}^{4} \pi l^{5},
$$

and the mass is $m_{3}^{4} \pi l^{3}$.
2. In a paraboloid of height $l$ and radins of base $a$, about the axis, $k^{2}=\frac{1}{3} a^{2}$.

About the diancter of the base $k^{2}=\frac{1}{6}\left(u^{2}+l^{2}\right)$.
3. In a triangle of height $h$, about a line through the vertcx parallel to the base, $k^{2}=\frac{1}{2} l^{2}$.

About a line through centre of triangle parallel to base $l^{2}=\frac{1}{18} l l^{2}$.

## 231. Taylor's Theorem.

If a function of $x+h$, be differentiated with regard to $x$, $h$ being supposed constant, we get the same answer as if we differentiate with regard to $h, x$ being supposed constant.

This is evident. Call the function $f(u)$ where $u=x+h$. Then $\frac{d}{d x} f(u)=\frac{d}{d u} f(u) \times \frac{d u}{d x}=\frac{d}{d u} f(u)$ as $\frac{d u}{d x}$ is 1 , and this is the same as $\underset{d h}{d} f(u)$ because

$$
\frac{d}{d h} f(u)=\frac{d}{d u} f(u) \times \frac{d u}{d h} \text { and } \frac{d u}{d h} \text { is } 1 .
$$

Assume that $f(x+h)$ may be expanded in a series of ascending powers of $h$.

$$
\begin{equation*}
f(\cdot+h)=X_{0}+X_{1} h+X_{2} / l^{3}+X_{0} / l^{3}+\& \mathrm{c} . \tag{1}
\end{equation*}
$$

where $X_{0}, X_{1}, X_{2} \& c$. do not contain $h$.

$$
\begin{align*}
& \frac{d f(x+h)}{d h}=0+X_{1}+2 X_{2} h+3 X_{3} h^{2}+\& c \cdot .  \tag{2}\\
& \frac{d f(x+h)}{d x}=\frac{d X_{0}}{d x}+\frac{d X_{1}}{d x} \cdot h+\frac{d X^{2}}{d x} \cdot h^{2}+\& \mathrm{c} .
\end{align*}
$$

As (2) and (3) are identical

$$
\begin{gathered}
X_{1}=\frac{d X_{0}}{d x}: \quad X_{2}=\frac{1}{2} \frac{d X_{1}}{d x}=\frac{1}{1.2} \frac{d^{2} X_{0}}{d x^{2}}, \\
X_{3}=\frac{1 d X_{3}}{3}=\frac{1}{1.2 .3} \frac{d^{3} X_{v}}{d x^{2}} .
\end{gathered}
$$

Alsu, if $h=0$ in (1) we find that $X_{0}=f(x)$. If we indicate $\frac{d^{\prime 2}}{d w^{2}} f(x)$ by $f^{\prime \prime \prime}(x)$, then Taylor's Theorem is

$$
\begin{align*}
& f(x+h)=f(x)+h f^{\prime}(x)+\frac{h^{2}}{1 \cdot 2} f^{\prime \prime}(x) \\
&+\frac{h^{3}}{1 \cdot 2 \cdot 3} f^{\prime \prime \prime}(x)+\& c . \tag{4}
\end{align*}
$$

After having differentiated $f(x)$ twice, if we substitute 0 for $r$, let as call the result $f^{\prime \prime}(0)$; if we imagine 0 substituted for $x$ in (4) we have

$$
\begin{align*}
f(h)=f(0)+l f^{\prime}(0) & +\frac{h^{2}}{1 \cdot \frac{2}{2}} f^{\prime \prime \prime}(0) \\
& +\frac{h^{3}}{1 \cdot \frac{2}{3}} f^{\prime \prime \prime \prime}(0)+\& c . \tag{5}
\end{align*}
$$

Observe that we have no longer anything to do with the quantity which we call $x$. We may if we please use any other letter than $h$ in (5); let us use the new letter $x$, and (5) becomes

$$
\begin{align*}
f(x)=f(0)+x f^{\prime}(0) & +\frac{a^{2}}{1 \cdot 2} f^{\prime \prime}(0) \\
& +\frac{h^{3}}{1 \cdot 2 \cdot 3} f^{\prime \prime \prime \prime}(0)+\& \mathrm{c} . \tag{6}
\end{align*}
$$

which is called Maclaurin's Theorem.
The proof here given of Taylor's theorem is incomplete, as we have used an infinite series without proving it convergent. More exact proofs will be found in the regular treatises. Note that if $x$ is time and $s=f(t)$ means distance of a body from some invariable plane in space; then if at the present time, which we shall call $t_{0}$, we know $s$ and the velocity and the acceleration and $\frac{d^{3} s}{d t^{3}}$, \&c.; that is, it we know all the circunstances of the motion absolutely correctly at the present time, then we can predict where the body will be at any future time, and we can say where the body was at any past time. It is a very far-reaching theorem and gives food for much speculation.
232. Exercises on T'aylor: 1. Expand $(a+h)^{n}$ in powers of $h$.

Here $f(x)=x^{n}, f^{\prime}(x)=n x^{n-1}, f^{\prime \prime}(x)=u(n-1) x^{n-2}$, \&c. and hence

$$
(n+h)^{n}=x^{n}+n h x^{n-1}+\frac{n(n-1)}{1.2} l^{2} x^{n-3}+\& \mathrm{c} .
$$

This is the Binomial Theorem, which is an example of Taylor.
2. Expand $\log (x+h)$ in prowers of $h$.

Here

$$
\begin{aligned}
& f(x)=\log (x), f^{\prime}(x)=\frac{1}{x}, \\
& f^{\prime \prime}(x)=-x^{-x}, f^{\prime \prime \prime}(x)=+2 x^{-3},
\end{aligned}
$$

and hence $\log (x+h)=\log x+h \frac{1}{x}-\frac{h^{2}}{2} \frac{1}{x^{2}}+\frac{l^{3}}{3} \frac{1}{x^{3}}-\& c$.
If we put $x=1$ we have the useful formula

$$
\log (1+h)=0+h-\frac{h^{2}}{2}+\frac{h^{3}}{3}-\& c .
$$

3. Show that
$\sin (x+h)=\sin x+h \cos x-\frac{h^{2}}{1.2} \sin x-\frac{h^{3}}{1.2 \cdot 3} \cos x+\& c$.
4. Show that
$\cos (x+h)=\cos x-h \sin x-\frac{h^{2}}{1.2} \cos x+\frac{h^{3}}{1.2 .3} \sin x+\& c$.
5. What do 3 and 4 become when $x=0$ ?
6. Exercises on Maclaurin. 1. Expand $\sin x$ in powers of $x$.

$$
\begin{aligned}
& f(x)=\sin x, \quad f(0)=0, \\
& f^{\prime}(x)=\cos x, \quad f^{\prime}(0)=1 . \\
& f^{\prime \prime \prime}(x)=-\sin x, \quad f^{\prime \prime}(0)=0, \\
& f^{\prime \prime \prime}(x)=-\cos x, \quad f^{\prime \prime \prime}(0)=-1 \text {, } \\
& f^{\text {in }}(x)=\sin x, \quad f^{\text {iv }}(0)=0 \text {, } \\
& \text { \&c. } \quad f^{v}(0)=1 \text {. } \\
& \sin x=x-\frac{a^{3}}{\sqrt[3]{3}}+\frac{x^{3}}{15}-\frac{x^{7}}{7}+\& c .
\end{aligned}
$$

Hence
2. Similarly $\cos x=1-\frac{x^{2}}{12}+\frac{x^{4}}{1 \underline{4}}-\frac{x^{6}}{1 \underline{6}}+\& \mathrm{c}$.

Calculate from the above series the values of the sine and cosine of any angle, say 0.2 radians, and compare with what is given in books of mathematical tables.
3. Expand $\tan ^{-1} x$. Another method is adopted.

The differential coefficient of $\tan ^{-1} x$ is $\frac{1}{1+x^{2}}$, and by actual division this is $1-x^{2}+x^{4}-x^{6}+x^{8}-\& c$.

Integrating this, term by term, we find

$$
\tan ^{-1} x=x-\frac{1}{3} x^{3}+\frac{1}{5} x^{5}-\frac{1}{7} x^{7}+\frac{1}{9} x^{9}-\delta c .
$$

We do not add a constant because when $x=0, \tan ^{-1} x=0$.
4. Expand $\tan (1-x)$ directly by Maclaurin.
5. Show that

$$
a^{x}=1+\cdots \log a+\frac{x^{3}}{\underline{Q}}(\log a)^{3}+\frac{x^{3}}{\underline{B}}(\log a)^{3}+\& \mathrm{c} .
$$

6. Show that $\tan x=x+\frac{x^{3}}{3}+\frac{2 x^{5}}{15}+\& \mathrm{c}$.
7. Expand $\epsilon^{i \theta}$, compare with the expansions of $\sin \theta$ and $\cos \theta$, and show that

$$
\begin{aligned}
\epsilon^{i \theta} & =\cos \theta+i \sin \theta \\
\epsilon^{-i \theta} & =\cos \theta-i \sin \theta \\
\cos \theta & =\frac{1}{2}\left(\epsilon^{i \theta}+\epsilon^{-i \theta}\right) \\
\sin \theta & =\frac{1}{2 i}\left(\epsilon^{i \theta}-\epsilon^{-i \theta}\right)
\end{aligned}
$$

Evidently $(\cos \theta \pm i \sin \theta)^{n}=\cos n \theta \pm i \sin n \theta$,
which is Demoivre's Theorem.
In solving cubic equations when there are three real roots, we find it necessary to extract the roots of unreal quantities by Demoivre. To find the $q$ th root of $a+b i$ where $a$ and $b$ are given numerically. First write

$$
a+b i=r(\cos \theta+i \sin \theta)
$$

Then $r \cos \theta=a, r \sin \theta=b, r=\sqrt{a^{2}+b^{2}}, \tan \theta=\frac{a}{b}$. Calculate $r$ and $\theta$ therefore.

Now the $q$ th roots are, $r^{\frac{1}{i}}\left(\cos \frac{1}{q} \theta+i \sin \frac{1}{q} \theta\right)$,

$$
\begin{aligned}
& r^{\frac{1}{q}}\left\{\cos \frac{1}{q}(2 \pi+\theta)+i \sin \frac{1}{q}(2 \pi+\theta)\right\}, \\
& r^{\frac{1}{q}}\left\{\cos \frac{1}{q}(4 \pi+\theta)+i \sin \frac{1}{q}(4 \pi+\theta)\right\} \& \mathrm{c} .
\end{aligned}
$$

We easily see that there are only $q$, $q$ th roots.
Exercise. Find the three cube roots of 8 .
Write it $8(\cos 0+i \sin 0), 8(\cos 2 \pi+i \sin 2 \pi)$, $8(\cos 4 \pi+i \sin 4 \pi)$ and proceed as directed.
235. The expansion of $\epsilon^{h \theta}$ is

$$
1+h \theta+\frac{1}{1 \cdot 2} l^{2} \theta^{2}+\frac{1}{1 \cdot 2.3^{2}} l^{3} \theta^{3}+8 c .
$$

Now let $\theta$ stand for the operation $\frac{d}{d x}$, and we see that $f(x+h)=\epsilon^{h \theta} f(x)$; or $\epsilon^{h} \frac{d}{d x} f(x)$, symbolically represents Taylor's Theorem.
236. An equation which connects $x, y$ and the differential coefficients is called a Differential Equation. We have already solved some of these equations.

The order is that of the highest differential coefficient.
The degree is the power of the highest differential coefficient. A differential equation is said to be linear, when it would be of the first degree, if $y$ (the dependent variable), and all the differential coefficients, were regarded as unknown quantities. It will be found that if several solutions of a linear equation are obtained, their sum is also a solution.

Given any equation connecting $x$ and $y$, containing constants; by differentiating one or more times we obtain sufficient equations to enable us to eliminate the constants.

Thus we produce a differential equation. Its primitive evidently contains $n$ arbitrary constants if the equation is of the $n$th order.

Exercise. Eliminate $a$ and $b$ from

$$
\begin{array}{r}
y=a x^{2}+b x \ldots \ldots \ldots \ldots \ldots  \tag{1}\\
\frac{d y}{d x}=2 a x+b, \frac{d^{2} y}{d x^{2}}=2 a, b=\frac{d y}{d x}-x \frac{d^{2} y}{d x^{2}} .
\end{array}
$$

Hence (1) becomes
or

$$
\begin{align*}
y= & \frac{x^{2}}{2} \frac{d^{2} y}{d a^{2}}+u\left(\frac{d y}{d x}-x \frac{d^{2} y}{d x^{2}}\right), \\
& x^{2} \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+2 y=0 \tag{2}
\end{align*}
$$

If we solve (2) we find $y=A x^{2}+B x$, where $A$ and $B$ are any arbitrary constants.
237. In the solution of Differential Equations we begin with equations of the First Order and the First Degree.

These are all of the type $M+N \frac{d y}{d x}=0$, where $M$ and $N$ are functions of $x$ and $y$. We usually write this in the shape

$$
\mathbf{M} \cdot d \mathbf{x}+\mathbf{N} \cdot \mathrm{dy}=\mathbf{0}
$$

Examples.

1. $(a+x)(b+y) d x+d y=0$ or $(a+x) d x+\frac{1}{b+y} d y=0$.

Integrating we have the general solution

$$
a x+\frac{1}{2} x^{2}+\log (b+y)=C,
$$

where $C$ is an arbitrary constant.
It is to be noticed here, as in any case when we can separate the variables, the solution is easy.

Thus if $f(x) F(y) \cdot d x+\phi(x) \cdot \psi(y) \cdot d y=0$ we have

$$
\frac{f(x) \cdot d x}{\phi(x)}+\frac{\psi(y) \cdot d y}{F(y)}=0,
$$

and this can be at once integrated.
2.

$$
(1+x) y \cdot d x+(1-y) x \cdot d y=0
$$

or

$$
\left(\frac{1}{x}+1\right) d x+\left(\frac{1}{y}-1\right) d y=0
$$

Hence

$$
\log x+x+\log y-y=C
$$

or

$$
\log x y=C+y-x
$$

3. $\frac{d x}{\sqrt{1-x^{2}}}+\frac{d y}{\sqrt{1-y^{2}}}=0$.

Integrating, we have $\sin ^{-1} x+\sin ^{-1} y=c$.
This may be put in other shapes. Thus taking the sines of the two sides of the equation we have

$$
x \sqrt{1-y^{2}+y \sqrt{ } 1-x^{2}=C}
$$

4. $\quad \frac{d y}{d x}=\frac{x}{y} \cdot \frac{1+x}{1+y}$ becomes $\left(y+y^{2}\right) d y=\left(x+x^{2}\right) d x$.

Answer: $\frac{1}{2} y^{2}+\frac{1}{3} y^{3}=\frac{1}{2} a^{2}+\frac{1}{3} x^{3}+$ constan 0.
5. $\quad \frac{x y\left(1+x^{2}\right)}{1+y^{2}}=\frac{d x}{d y}$. Answer: $\left(1+x^{2}\right)\left(1+y^{2}\right)=c x^{2}$.
6. $\sin x \cdot \cos y \cdot d x-\cos x \cdot \sin y \cdot d y=0$.

Answer: $\cos y=c \cos x$.
7. $\left(y^{2}+a y^{2}\right) d x+\left(x^{2}-y x^{2}\right) d y=0$.

$$
\text { Answer }: \log \frac{x}{y}=c+\frac{y+x}{r y}
$$

8. $\quad \frac{y}{x} \frac{d y}{d x}+\sqrt{1+y^{2}}=0 . \quad$ Answer: $\sqrt{1+x^{2}}=\sqrt{1+y^{2}}=C$.
9. Sometimes we guess and find a substitution which answers our purpose. 'Thus to solve

$$
\frac{d y}{d x}=\frac{y^{3}-x}{2 x y}
$$

we try $y=\sqrt{r v}$, and we find $\frac{d x}{x}+d v=0$, leading to

$$
\log x+\frac{y^{2}}{x}=c
$$

Solve $\quad(y-a) \sqrt{1+a^{2}} \frac{d y}{d x}=n\left(1+y^{2}\right)^{2}$.
239. If $M$ and $N$ are homogeneous functions of $a$ and $y$ of the same degree: assume $\mathbf{y}=\mathbf{v x}$ and the equation reduces to the form of Art. 237.
E.rample 1. $\quad y d x+(2 \sqrt{x y}-x) d y=0 . \quad$ Assume $y=v x$,

$$
\begin{gathered}
d y=v \cdot d x+x \cdot d v, \\
v x \cdot d x+(2 x \sqrt{v}-x)(v \cdot d x+x \cdot d v)=0, \\
\left(2 x v^{\frac{2}{2}}\right) d x+\left(2 x^{2} \sqrt{v}-x^{2}\right) d v=0, \\
\frac{2 d x}{x}+\frac{2 \sqrt{v}-1}{v^{\frac{2}{2}}} d v=0, \\
2 \frac{d x}{x}+\left(\frac{2}{v}-\frac{1}{v^{2}}\right) d v=0, \\
2 \log x+2 \log v+2 v^{-\frac{1}{y}}=0, \\
\log a v+v^{-\frac{1}{2}}=C, \\
\log y+\sqrt{\frac{x}{y}}=C . \\
\text { Answer : } y=c e-\sqrt{\frac{x}{y}},
\end{gathered}
$$

where $c$ is an arbitrary constant.
Example 2. $\frac{d y}{d x}=\sqrt{\frac{y}{x}}+1-\sqrt{\frac{x}{y}}$.
Let $y=v, r$ and we find the answer

$$
\frac{a^{\frac{1}{3}}}{x^{\frac{1}{2}}-y^{\frac{1}{2}}}+\log \left\{\left(r^{\frac{1}{2}}-y^{\frac{1}{2}}\right)(r-y)^{\frac{2}{y}}\right\}=C .
$$

Example 3. $\frac{d y}{d x}=\frac{y+\sqrt{x^{2}+y^{2}}}{x}$.
Answer: $x^{2}=2 A y+A$.
Remember that two answers may really be the same although they may seem to be altogether different.
4. Solve $\left(x^{3}+3 x y^{3}\right) d x+\left(y^{3}+3 x^{2} y\right) d y=0$.

Answer: $x^{4}+6 x^{2} y^{2}+y^{4}=C$.
5. Solve $\quad y^{2}+\left(x y+x^{2}\right) \frac{d y}{d x}=0$.

$$
\text { Answer: } 3 x y+x^{2}+2 y^{2}=C x^{\frac{1}{2}}(2 y+x)^{\frac{3}{2}} \text {. }
$$

6. Solve $\left(x-y \cos \frac{y}{r}\right) d x+x \cos \frac{y}{r} \cdot d y=0$.

$$
\text { Answer : } x=c \epsilon^{-\sin \frac{y}{x}}
$$

7. $(y-a) d y+y . d x=0$. Answer: $2 y=c_{e^{-\frac{x}{y}}}^{y}$.
8. $\quad x d y-y \cdot d x-\sqrt{x^{2}}+y^{2} \cdot d x=0$. Answer : $r^{2}=c^{2}+2 c y$.
9. $\quad r+y \frac{d y}{d x}=2 y$. Answer: $(x-y) e^{\frac{x}{x-y}}=($.
10. Of the form $\left(a x+b_{y}+c\right) d a+\left(a^{\prime} x+b^{\prime} y+c^{\prime}\right) d y=0$.

Assume $\mathbf{x}=\mathbf{w}+\alpha, \mathbf{y}=\mathbf{v}+\beta$, and choose $\alpha$ and $\beta$ so that the constant terms disappear.

Thus if $(3 x-2 y+4) d x+(2 x-y+1) d y=0 ;$ as $d x=d w$ and $d y=d v$, we have
$(3 w+3 x-2 v-2 \beta+4) d w+(2 u+2 \alpha-v-\beta+1) d v=0$.
Now choose $\alpha$ and $\beta$ so that
or

$$
\begin{aligned}
3 \alpha-2 \beta+4 & =0 \text { and } 2 \alpha-\beta+1=0 \\
-\alpha+2 & =0, \text { or } \alpha=2, \beta=5
\end{aligned}
$$

Therefore the substitution ought to be $: x=w+2, y=v+5$, and the equation becomes a homogeneous one.

Exercise. $\quad(3 y-7 x+7) d x+(7 y-3 x+3) d y=0$. Answer: $(y-x+1)^{2}(y+x-1)^{5}=c$.

Exercise.

$$
\frac{d y}{d x}+\frac{2 x-y+1}{2 y-x-1}=0
$$

$$
\text { Answer : } x^{2}-x y+y^{2}+x-y=c
$$

241. Exact Differential Equations are those which have been derived by the differentiation of a function of $x$ and $y$, not being afterwards multiplied or divided by any function of $t$ and $\eta$. Comsult Art. $8: 3$.
$M d x+N d y=0$ is an exact differential equation if

$$
\left(\frac{d M}{d y}\right)=\left(\frac{d N}{d x}\right) \text { because } M=\frac{d f(x, y)}{d x}, N=\frac{d}{d y} f(x, y)
$$

the primitive being $f(x, y)=c$. It will be found that

$$
\left(x^{3}-3 x^{2} y\right) d x+\left(y^{3}-x^{3}\right) d y=0,
$$

is an exact differential equation.
Then

$$
x^{3}-3 x^{2} y=\frac{d f(x, y)}{d x}
$$

Integrating therefore, as if $y$ were ennstant, and adding $Y$ an unknown function of $y$, instead of a constant,

$$
f(x, y)=\frac{1}{4} x^{4}-x^{3} y+Y .
$$

Differentiating as if $x$ were constant, and equating to $N$, we have

$$
\begin{gathered}
-y^{3}+\frac{d Y}{d y}=y^{3}-x^{3}, \\
\frac{d Y}{d y}=y^{3} \text { and hence } Y=\frac{1}{4} y^{4}+c . \\
\frac{1}{4} x^{4}-r^{3} y+\frac{1}{4} y^{4}+c=0,
\end{gathered}
$$

Hence
where $c$ is any arbitrary constant.
242. Any equation $M \cdot d x+N \cdot d y=0$ may be made exact by multiplying by some function of $a$ called an Integrating Factor. See Art. 83. For the finding of such factors, students are referred to the standard works on differential equations.
243. Linear equations of the first order.

These are of the type

$$
\begin{equation*}
\frac{d y}{d x}+P y=Q \tag{1}
\end{equation*}
$$

where $P$ and $Q$ are functions of $x$.
The general solution is this. Let $\int P . d r \mid$ he called $X$, then

$$
\left.\mathbf{y}=\epsilon^{-\mathbf{x}}\left\{\int \epsilon^{\mathbf{x}} \cdot \mathbf{Q} \cdot \mathbf{d x}+\mathbf{C}\right\} \cdots \cdots \cdots \cdots()^{2}\right),
$$

where $C$ is an arbitrary constimit.

No proof of this need be given, other than that if the value of $y$ is tried, it will be found to satisfy the equation. Here is the trial :-
(2) is the same as $y \epsilon^{X}=\int \epsilon^{x} Q d x+C$

Differentiating, and recollecting that $\frac{d X}{d x} \approx P,(3)$ becomes

$$
\frac{d y}{d x} \epsilon^{X}+y \epsilon^{X} P=\epsilon^{x} Q \ldots \ldots \ldots \ldots \ldots(4)
$$

or $\frac{d y}{d x}+P y=Q$, the original equation.
To obtain the answer (2) from (1), multiply (1) by $\epsilon^{x}$ and we get (4); integrate (4) and we have (3) ; divide by $\epsilon^{x}$ and we have (2).

We have, before, put (1) in the form

$$
(\theta+P) y=Q \text { or } y=(\theta+P)^{-1} Q,
$$

and now we see the general meaning of the inverse operation $\left(\theta+P^{-1}\right)^{-1}$. In fact if $\int P . d x$ be called $X$,

$$
(\theta+\mathbf{P})^{-1} \mathbf{Q} \text { means, } \epsilon^{-\mathbf{x}}\left\{\int e^{\mathbf{x}} \cdot \mathbf{Q} \cdot d \mathbf{x}+\mathbf{C}\right\} \ldots(5)
$$

Thus if $Q$ is $0,\left(\theta+P^{2}\right)^{-1} 0=C \epsilon^{-x}$. Again, if $P$ is a constant $u$, and if $Q$ is 0 , then $(\theta+a)^{-1} 0=C_{\epsilon^{-\alpha x}}$, where $C$ is an arbitrary constant. We had this in Art. 168.

Again, if $Q$ is also a constant, say $\mu$,

$$
\begin{align*}
(\theta+a)^{-1} n & =\epsilon^{-a x}\left\{\int n \epsilon^{a x} \cdot d x+c\right\} \\
& =C \epsilon^{-a x}+\frac{n}{a} \cdots \cdots \cdots \cdots \tag{6}
\end{align*}
$$

where $C$ is an arbitrary constant. See Art. 169.
Again, if $Q=\epsilon^{h x}$,

$$
\begin{align*}
(\theta+a)^{-1} \epsilon^{\prime \cdot x} & =\epsilon^{-u x}\left\{\int \epsilon^{(u(t) x)} \cdot d \cdot x+Q\right\} \\
& =\left(\epsilon^{-a x}+\frac{1}{a+b^{\epsilon^{\prime}, x} \ldots \ldots . .}\right. \tag{7}
\end{align*}
$$

It is easy to show that when $a=-b, y=\left(e^{\prime}+x\right) \epsilon^{-u x}$. If $Q=b \sin (c x+e)$,

$$
\begin{gather*}
(\theta+a)^{-1} b \sin (c x+e)=\epsilon^{-a x}\left\{b \int \epsilon^{a x} \sin (c x+e) \cdot d x+C\right\} \\
=C \epsilon^{-a x}+\frac{b}{\sqrt{a^{2}+c^{2}}} \sin \left(c \cdot r+e-\tan ^{-1} \frac{c}{c}\right) \ldots \ldots(\wp)
\end{gather*}
$$

244. Example. In an electric circuit let the voltage at the time $t$ be $V$, and let $C$ be the current, the resistance being $R$ and the self-induction $L$. We have the well-known equation
or

$$
\begin{aligned}
& V=R C+L \frac{d C}{d t}, \\
& \frac{d C}{d t}+\frac{R}{L} C=\frac{1}{L} V .
\end{aligned}
$$

Now

$$
\int \frac{R}{L} \cdot d t=\frac{R}{L} t
$$

and hence $\quad U=\epsilon^{-\frac{R}{L} t}\left\{\frac{1}{L} \int \epsilon^{\frac{R}{L} t} V . d t+\right.$ constant $\left.A\right\} \ldots \ldots(1)$.
Of this we may have many cases.
1st. Let $\Gamma^{\top}$ at time 0 , suddenly change from having been a constant $V_{1}$, to another constant $V_{\because}$. Put $V=V_{2}$ therefore in the above answer, and we have

$$
\begin{aligned}
C & =\epsilon^{-\frac{R}{L} t}\left\{\frac{1}{R} V_{2} \epsilon^{\frac{R}{L} t}+A\right\} \\
& =\frac{V_{2}}{R}+A \epsilon^{-\frac{R}{L} t} .
\end{aligned}
$$

To deternine $A$ we know that $C=\frac{V_{1}}{R}$ when $t=0$; therefore $\frac{V_{1}}{R}=\frac{V_{2}}{R}+A$ so that $A=\frac{V_{1}-V_{2}}{R}$ and hence

$$
\begin{equation*}
Q=\frac{V_{n}}{R}-\frac{V_{2}-V_{1}}{R}{ }^{-\frac{n}{L} t} . \tag{2}
\end{equation*}
$$

Thus if $V_{1}$ was $0, \quad \theta=\frac{V_{2}}{R}\left(1-\epsilon^{-\frac{R}{L} t}\right)$
showing how a current rises when a circuit is closed.
Again if $V_{\underline{g}}$ is $0, \quad U=\frac{V_{1}}{R^{\epsilon}}{ }^{-\frac{R}{L} t}$
showing how a current falls when an electromotive force is destroyed.

Students ought to plot these values of $C$ with time.
Take as an example, $V_{2}=100$ volts in (3), $R=1$ ohu, $L=01$ Henry.

Again take $V_{1}=100$ volts in (4). Compare Art. 169.
2ud. Let $V$ at tine 0 suddenly become

$$
\begin{gathered}
V_{0} \sin q t, \\
C=\epsilon^{-\frac{R}{L} t}\left\{\frac{V_{0}}{L} \int \epsilon^{\frac{R}{L} t} \cdot \sin q t \cdot d t+A\right\} \\
C=\epsilon^{-\frac{R}{L} t}\left\{\left\{\begin{array}{l}
\left.\frac{V_{0}^{\epsilon^{\frac{R}{L}} t}\left(\frac{R}{L} \sin q t-q \cos q t\right)}{\frac{R^{2}}{L^{2}}+q^{2}}+A\right\}
\end{array},\right.\right.
\end{gathered}
$$

This becomes $C=A \epsilon^{-I^{t} t}+\frac{V_{n}}{\sqrt{R^{2}}+L^{2} q^{2}} \sin (q t-e) \ldots(\delta)$,
whero

$$
\tan e=\frac{L q}{R}
$$

The constant $A$, of the evanescent term $A \epsilon^{-\frac{R}{L} t}$, depends upon the initial conditions ; thus if $C=0$ when $t=0$,

$$
\begin{aligned}
0 & =A-\frac{V_{0}}{\sqrt{R^{2}+L^{2} q^{2}}} \sin e \\
\therefore 0 & =A-\frac{V_{0}}{\sqrt{R^{2}+L^{2} q^{2}}} \cdot \frac{L q}{\sqrt{R^{2}+L^{2} q^{2}}}
\end{aligned}
$$

$$
\text { or } \quad A=V_{0} L q /\left(R^{2}+L^{2} q^{2}\right)
$$

Students ought to plot curves of several examples, taking other initial conditions.
245. Example. A body of mass $M$, moving with velocity $v$, in a fluid which exerts a resistance to its motion, of the amount $f v$, is acted upon by a force whose amount is $F$ at the time $t$. The equation is

$$
M \frac{d v}{d t}+f v=F
$$

Notice that this is exactly the electrical case, if $M$ stands for $L, f$ for $R, F$ for Volts $V, v$ for $C$; and we have exactly the same solutions if we take it that $F$ is constant, or that $F$ alters from one constant value $F_{1}$ to another $F_{2}$, or that $F$ follows a law like $F_{0} \sin q t$.

This analogy might be made much use of by lecturers on electricity. A mechanical model to illustrate how electric currents are created or destroyed could easily be made.

The solutions of Linear Differential Equations with constant coefficients have such practical uses in engineering calculations that we took up the subject and gave many examples in Chap. II. Possibly the student may do well now to read Art. 151 over again at this place.
246. Example. $\quad x \frac{d y}{d y}=a y+a+1$,
or

$$
\begin{aligned}
& \frac{d y}{d x}-\frac{a}{d} y=1+\frac{1}{v} \\
& \int \frac{-a}{x} \cdot d x=X=-a \log \mu
\end{aligned}
$$

Obscrive that $\quad \epsilon^{-a \log x}=v^{-a}, \epsilon^{a \log x}=x^{a}$.
Hence

$$
\begin{aligned}
& y=x^{a}\left\{\int x^{-a}\left(1+\frac{1}{x}\right) d x+C\right\} \\
& y=x^{a}\left\{\int\left(x^{-a}+x^{-a-1}\right) d x+C\right\} \\
& y=x^{a}\left\{x^{a-a}+\frac{w^{-a}}{-a}+C\right\} \\
& y=\frac{x}{1-a}-\frac{1}{a}+C x^{a}
\end{aligned}
$$

the answer, where $C$ is an arbitrary constant.
247. There being continuous lubricating liquid between the surfaces $A B$ and $E F$ as of a brass and a journal. $O C=h_{0}$ the nearest distance between them. At the distance $x$, measured along the arc OA, let the thickness be $h$. Anywhere in the normal line there, representing the thickness, let there be a point in the liquid at the distance $y$ from the journal, and let the velocity of the liquid there be $u$. Then if $p$ be the pressure it can be shown that $\quad \frac{d^{2} u}{d y^{2}}=\frac{1}{\mu} \frac{d p}{d x}$ $\qquad$ . (1),
if $\mu$ is the coefficient of viscosity of the lubricant, and $u_{0}$ the linear velocity of


Fig. 103. the jourmal, and $u$ is the velocity of the liquid at any place; we have no space for the reasoning from ( 1 )
leading to

$$
\frac{d^{2} p}{d v^{2}}+\frac{3}{h} \cdot \frac{d h}{d x} \frac{d p}{d x}+\frac{6 \mu x_{0}}{h^{3}} \frac{d h}{d x}=0 .
$$

$\qquad$
Let

$$
\frac{d p}{d x}=\phi
$$

then

$$
\frac{d \phi}{d x}+\frac{3}{h} \cdot \frac{d h}{d x} \cdot \phi+\frac{6 \mu \mu_{0}}{h^{3}} \frac{d h}{d x}=0 .
$$

This is of the shape (1) Art. 243, $h$ in terms of $x$ being given.
Let $X=\int P \cdot d x=\int \frac{3}{h} \cdot \frac{d h}{d x} \cdot d x=3 \log h, \epsilon^{x}=h^{3}$. Hence
$\phi=h^{-3}\left\{\int-h^{3} \frac{6 \mu \mu_{0}}{h^{3}} \frac{d h}{d x} d x+C^{r}\right\},-\phi=-\frac{d p}{d x}=h_{h}^{-3}\left(\varrho_{\mu} \mu \mu_{0} h+C\right)=\frac{6 \mu u_{0}}{h^{2}}+\frac{C}{h^{3}}$.
The solution depends upon the law of variation of $h$. The real case is most simply approximated to by $h=h_{0}+4 h^{2}:$ using this we find

$$
\begin{aligned}
& p=C^{\prime \prime}-\frac{6 \mu u_{0}}{2} h_{0}\left(\frac{x}{h_{t}}+\frac{1}{\sqrt{ } a h_{0}} \tan ^{-1} w \sqrt{\frac{a}{h_{0}}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& p=C^{\prime \prime}-C_{h^{2}}-\left(\frac{\pi}{\bar{h}}+\frac{1}{\sqrt{\alpha h_{0}}} \tan ^{-1} 火 \sqrt{\frac{a}{h_{0}}}\right)\left(\begin{array}{c}
6 \mu \mu_{0} \\
2 h_{0}
\end{array}+\frac{3 C}{2 h_{0}}\right) .
\end{aligned}
$$

If students were to spend a few weeks on this example they might be induced to consult the original preer by Prof. O. leynolds in the Phil. Trans. vol. $17 \overline{7}$, in which he first explained to engineers the theory of lubrication. $\dagger$

Numerical Ererese. Let $O B=259,0.1=1109$ centimetres.

Calculate $C^{\prime}$ and $C^{\prime \prime}$, assuming $p=0$ at $B$ and at $A$.
Now calculate the pressure for various values of $x$ and graph it on squared paper. The friction per scuare cm . being $\mu \frac{d u}{d y}$ at $y=0$, the total friction $F$ will be found to be

$$
-F=\int \frac{h}{2} \frac{d \mu}{d x} d x+\mu u_{0} \int \frac{d x}{h}
$$

between the limits $A$ and $l 3$. The total load on the bearing is $\int p$. dr: between the limits, if $A B$ covers only a small part of the journal, and may be calculated easily in any case.

The bearing is supposed to be infinitely long at riglit angles to the paper in fig. 103, but furces are reckoned per cm. of length.
248. Example. Solve

$$
\frac{d^{2} y}{d x^{2}}-4 \frac{d y}{d x}+3 y=2 \mathrm{e}^{\cdot x}
$$

Writing this in the form $\left(\theta^{2}-4 \theta+3\right) y=2 \mathrm{t}^{3 x}$,

$$
\begin{gathered}
y=\left(\theta^{2}-4 \theta+3\right)^{-1} 2 \epsilon^{3 . x} \\
\left(\theta^{2}-4 \theta+3\right)^{-1}=\frac{1}{2}\left(\frac{1}{\theta-3}-\frac{1}{\theta-1}\right)
\end{gathered}
$$

Now
Indeed we need not have been so careful about the $\frac{1}{2}$ as it is obvious that the general solution is the sum of the two $(\theta-3)^{-1}$ and $(\theta-1)^{-1}$, each inultiplied by an arbitrary constant.

Anyhow,

$$
y=\frac{\epsilon^{3 x}}{\theta-3}-\frac{\epsilon^{3 x}}{\theta-1}
$$

and this by (7) Art. 243 is
or

$$
\begin{gathered}
(C+x) \epsilon^{3 x}-\left\{C^{\prime} \epsilon^{x}+\frac{1}{2} \epsilon^{3 x}\right\} \\
y=\left(C_{1}^{\prime}+x\right) \epsilon^{3 x}+C_{1}^{\prime} \epsilon^{x} .
\end{gathered}
$$

249. Equations like $\frac{d y}{d r}+P y=Q y^{\prime \prime}$, where $P$ and $Q$, as before, are functions of $x$ only.

Divide all across by $y^{n}$ and substitute $z=y^{1-n}$, and the equation becomes linear.

Example. $\quad\left(1-x^{2}\right) \frac{d y}{d y}-x y=a, y^{\prime}$.

Substituting $z=y^{-1}$ we find

$$
\begin{gathered}
\frac{d z}{d x}+\frac{x z}{1-x^{2}}=-\frac{u x}{1-x^{2}} \\
\int \frac{x}{1-x^{2}} d x=-\frac{1}{2} \log \left(1-x^{2}\right), \\
\epsilon^{-\frac{1}{2} \operatorname{lug}\left(1-x^{2}\right)}=\left(1-x^{2}\right)^{-\frac{3}{2}}, \\
z=\left(1-x^{2}\right)^{\frac{1}{2}}\left\{\int\left(1-x^{2}\right)^{-\frac{3}{2}}(-u x) d x+C\right\} .
\end{gathered}
$$

Answer:

$$
y^{-1}=\left(1-x^{2}\right)^{\frac{1}{2}}\left\{-a\left(1-x^{2}\right)^{-\frac{1}{2}}+C\right\}=-a+C \sqrt{1-x^{2}}
$$

Exercise.

$$
x \frac{d y}{d x}+y=y^{2} \log x
$$

$$
\text { Answer: } \frac{1}{y}=1+C x+\log x
$$

250. 251. Given $\left(\frac{d y}{d x}\right)^{2}-\iota^{2} y^{2}=0$.

This is an equation of the first order and second degree.
Solve for $\frac{d y}{d y}$ and we find two results,

$$
\begin{aligned}
& \frac{d y}{d x}-a y=0, \text { so that } \log y-a x-A_{1}=0, \\
& \frac{d y}{d x}+a y=0, \text { so that } \log y+a x-A_{2}=0 .
\end{aligned}
$$

Hence the solution is

$$
\left(\log y-\left(a x-A_{1}\right)\left(\log y+a x-A_{2}\right)=0 .\right.
$$

It will be found that each value of $y$ only involves one arbitrary constant, although two are shown in the equation.
2. Given

$$
1+\left(\frac{d!}{d x}\right)^{3}=x
$$

This is an equation of the first order and third degree.
Hence

$$
\frac{d y}{d x}=(\cdot x-1)^{\frac{1}{i}}
$$

and

$$
y=\frac{3}{4}(x-1)^{\frac{1}{3}}+C
$$

3. Given

$$
\left(\frac{d y}{d x}\right)^{2}-5 \frac{d y}{d x}+12=0 .
$$

This is an equation of the first order and second degree.

$$
\begin{gathered}
\left(\frac{d y}{d x}-4\right)\left(\frac{d y}{d x}-3\right)=0 . \\
\left(y-4 x+c_{1}\right)\left(y-3 x+c_{2}\right)=0 .
\end{gathered}
$$

251. Clairaut's equation is of the first order and of any degree

$$
\begin{equation*}
y=x p+f(p) \tag{1}
\end{equation*}
$$

where $p$ is $\frac{d y}{d x}$ and $f(p)$ is any function of $\frac{d y}{d x}$.
Differentiate with regard to $x$, and we find

$$
\begin{equation*}
\left\{x+\frac{d}{d p} f(p)\right\} \frac{d p}{d x}=0 . \tag{2}
\end{equation*}
$$

So, either

$$
\begin{equation*}
\frac{d p}{d x}=0 . \tag{3}
\end{equation*}
$$

or

$$
\begin{equation*}
r+\frac{d}{d p} f(p)=0 \ldots \tag{4}
\end{equation*}
$$

will satisfy the equation.
If

$$
\frac{d p}{d x}=0, p=c .
$$

Substituting this in (1) we have

$$
\begin{equation*}
y=c x+f(c) \tag{5}
\end{equation*}
$$

which is the complete solution.
Eliminating $p$ now between (1) and (4) we obtain another solution which contains no arbitrary constant. Much may be said about this Singular Solution as it is called. It is the result of eliminating $c$ from the family of curves (5), and is, therefore, their Envelope. See Art. 224.

Exumple of Clairuut's equation.

$$
y=x p+\frac{m}{p} .
$$

We have the general solution (5) $\ldots y=c x+\frac{m}{c}$, a family
of straight lines the members of which differ in the values of their $c$.
(4) is $x=-\frac{d}{d p}\left(\frac{m}{p}\right)$ or $x=+\frac{m}{p^{2}}$ or $p=\sqrt{\frac{m}{x}}$.

Hence $y=2 \sqrt{ } m x$ or $y^{2}=4 m x$, a parabola which we found to be the envelope of the family in Art. 224.

This curve satisfies the original equation, because in any infinitesimal length, the valucs of $x, y$ and $\frac{d y}{d x}$ are the same for it as for a member of the family of straight lines.
252. If a differential equation is of the form

$$
\frac{d^{n} y}{d x^{n}}=f(x)
$$

it can be at once solved by successive integration. We have had many examples of this in our work already.
253. Equations of the form $\frac{d^{2} y}{d x^{2}}=f(y)$; multiply by $2 \frac{d y}{d x}$ and integrate and we have

$$
\left(\frac{d y}{d x}\right)^{2}=2 \int f(y) \cdot d y+c
$$

Extracting the square root, the equation may be solved, as the variables are separated.

Thus let

$$
\frac{d^{2} y}{d x^{2}}=u^{2} y
$$

Proceeding as above,

$$
\begin{gathered}
\left(\frac{d y}{d x}\right)^{2}=2 \int u^{2} y \cdot d y+C=u^{2} y^{2}+C \\
\frac{d y}{d x}=\sqrt{a^{2} y^{2}+C} \\
\frac{d y}{\sqrt{a^{2} y^{2}+C}}=d x
\end{gathered}
$$

Integrating we find

$$
\begin{equation*}
x=\frac{1}{a} \log \left\{a y+\sqrt{a^{2} y^{2}+C}\right\}+C^{\prime \prime} \tag{1}
\end{equation*}
$$

If this equation (1) is put in the shape

$$
c \epsilon^{a x}=a y+\sqrt{a^{2} y^{2}} \overline{+} \bar{C}
$$

it becomes
or

$$
\begin{align*}
& c^{\top} \epsilon^{2 a x}-2 a y c \epsilon^{a x}=C, \\
& y=\frac{c}{2} \epsilon^{a x}-C^{\prime} \epsilon^{-a x}, \\
& y=A \epsilon^{a x}+B \epsilon^{-a x} \ldots \tag{2}
\end{align*}
$$

which looks different from (1) but is really the same. (2) is what we obtain at once if we solve according to the rule for linear equations, Art. 159.
254. Solve $\frac{d^{3} y}{d x^{3}}=a \frac{d^{2} y}{d x^{2}}$, an equation of the third order and first degree.

Let

$$
\begin{gathered}
\frac{d^{2} y}{d x^{2}}=q, \text { then } \frac{d q}{d x}=a q, \\
q=b \epsilon^{a x} \text { so that } \frac{d y}{d x}=\frac{b}{a} \epsilon^{a x}+C, \\
y=\frac{b}{a^{2}} \epsilon^{a x}+C x+C^{\prime \prime},
\end{gathered}
$$

or $y=A \epsilon^{a x}+C x+C^{\prime \prime}$, where $A, C, C^{\prime}$ are arbitrary constants. This also might have been solved by the rule for linear equations, Art. 159.
255. Solve $a \frac{d^{2} y}{d x^{2}}=\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}^{2}$,

$$
\begin{gathered}
a \frac{d p}{d x}=\left(1+p^{2}\right)^{\frac{1}{2}} \text {, if } p=\frac{d y}{d x}, \\
\frac{a \cdot d p}{\sqrt{1}+p^{a}}=d x \text { so that } \frac{x}{a}=\log \left\{p+\sqrt{p^{2}}+1\right\}+c^{\prime \prime}, \\
C_{\epsilon^{4}}^{x}-p=\sqrt{p^{2}}+1 .
\end{gathered}
$$

or
Squaring, we find $p=\frac{1}{2} C \epsilon^{\frac{x}{a}}-\frac{1}{2 C} \epsilon^{-\frac{x}{a}}=\frac{d y}{d x}$.

Integrating this we have

$$
y=\frac{{ }^{\frac{b}{2}}}{2} C_{\epsilon^{\frac{x}{a}}}+{ }_{2 C^{a}} \epsilon^{-\frac{x}{a}}+c,
$$

where $C$ and $c$ are arbitrary constants.
256. General Exercises on Differential Equations.
(1) $\left(u^{2}+y^{2}\right) d u+\sqrt{u^{2}-}, u^{2} \cdot d y=0$. Answer: $\sin ^{-1} \frac{r}{a}+\frac{1}{a^{2}} \tan ^{-1} \frac{y}{a}=c$.
(2) $\frac{d y}{d x}+\frac{x}{1+x^{2}} y=-\frac{1}{2 x\left(1+x^{2}\right)}$.

$$
\text { Answer: } y=\frac{1}{\sqrt{ } 1+x^{2}}\left\{c-\frac{1}{2} \log \frac{1+\sqrt{1}+x^{2}}{x}\right\} .
$$

(3) $\frac{d y}{d x}+y \cos x=\frac{\sin 2 x}{2}$.

Answer : $y=\sin x-1+C \epsilon^{-\sin x}$.
(4) $\frac{d y}{d x}\left(\frac{d y}{d x}+y\right)=x(x+y)$.

Answer: $\left(2 y-x^{2}-c\right)\{\log (x+y-1)+b-c\}=0$.
(5) $\frac{d y}{d x}+2 x y=2\left(1 x^{3} y^{3}\right.$.

Answer: $y=\left\{C^{2 x^{2 x}}+\frac{1}{2} u\left(2 x^{2}+1\right)\right\}^{-2}$.
(6) $\mathrm{I}=\left(\frac{d y}{d x}\right)^{2}+\frac{2 \cdot}{y} \frac{d y}{d x}$. Answer: $y^{2}=2 c x+c^{2}$.
(7) $x \frac{d y}{d x}+y=y^{2} \log x$. Answer: $y=(c x+\log x+1)^{-1}$.
(8) $y=2 x \frac{d y}{d x}+y^{-2}\left(\frac{d y}{d x}\right)^{3}$. Answer: $y^{2}=2 c x+c^{3}$.
(9) Solve $\left(1+\frac{y^{3}}{x^{2}}\right) d x-2 \frac{y}{x} d y=0$.

1st, after the manner of the Exercise of Art. 241.
2nd, as a homogeneous equation.

$$
\text { Answer : } x^{2}-y^{2}=c . r .
$$

1
(10) Solve $\frac{2 x \cdot d x^{2}}{y^{3}}+\left(\frac{1}{y^{2}}-\frac{3 x^{2}}{y^{4}}\right) d y=0$ after the manner of Art. 241. Answer: $x^{2}-y^{2}=c y^{3}$.
(11) $\frac{d y}{d x}-\frac{2 y}{x+1}=(x+1)^{3}$.

$$
\text { Answer : } y=(x+1)^{2}\left\{\frac{1}{2}(x+1)^{2}+C\right\}
$$

(12) $\quad(x+y) \frac{d y}{d x}=u^{2}$. Answer: $y-a \tan ^{-1} \frac{x+y}{a}=c$.
(13) $a y\left(1+x y^{2}\right) \frac{d y}{d x}=1$. Answer: $: \frac{1}{x}=2-y^{2}+c \epsilon^{-\frac{1}{2} y^{2}}$.
(14) $\left(\frac{d y}{d x}\right)^{2}-\frac{a^{2}}{x^{2}}=0$.

Answer: $(y-a \log x-c)(y+a \log x-c)=0$.
(15) $\frac{d^{4} y}{d x^{4}}+4 \frac{d^{3} y}{d x^{3}}+6 \frac{d^{3} y}{d x^{2}}+4 \frac{d y}{d x}+y=0$.

Auswer: $y=\left(a_{0}+u_{1} x+u_{5} x^{2}+u_{0} u^{3}\right) e^{-x}$.
(16) $\frac{d^{2} x}{d t^{2}}-2 f \frac{d x}{d t}+f^{2} x=\epsilon^{\prime}$.

Answer : $x=\left(a_{1}+a_{2} t\right) \epsilon^{s t}+\begin{gathered}\epsilon^{t} \\ (f-1)^{3}\end{gathered}$.
(17) $\frac{d y}{d x}-\frac{n y}{x+1}=\epsilon^{x}(x+1)^{\prime}$.

$$
\text { Answer : } y=(x+1)^{n}\left(\epsilon^{x}+c\right) \text {. }
$$

(1s) $\frac{d \theta}{d \phi}=\sin (\phi-\theta)$. Answer : $\cot \left\{\frac{\pi}{4}-\frac{\phi-\theta}{2}\right\}=\phi+c$.
(19) $\quad\left(1-x^{2}\right) \frac{d y}{d x}-r y=u x y^{2} . \quad$ Answer $: \frac{1}{y}=c \sqrt{1-x^{2}}-a$.
(20) $\frac{d^{3} y}{d x^{3}}-2 \frac{d y}{d x}+4 y=\epsilon^{x} \cos x$.

Answer: $y=C_{1} \epsilon^{-2 x}+\epsilon^{x}\left\{\left(C_{3}-\frac{x}{20}\right) \cos x+\left(C_{3}+\frac{3 x}{20}\right) \sin x\right\}$.
(21) Change the independent variable from $x$ to $t$ in $\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}=0$, if $x=\sin t$, and solve the equation.
(22) Also in $\left(a^{2}+x^{3}\right) \frac{d^{2} y}{d x^{-2}}+2 \cdot \frac{d y}{d x}=0$, if $x=a$ talut, and solve the equation.
257. 1. Prove $\frac{d^{2} s}{d t^{2}}=-\frac{d t}{d s^{2}} /\left(\frac{d t}{d s}\right)^{*}$,
and

$$
\text { 2. } \frac{d^{3} s}{d t^{3}}=-\left\{\begin{array}{l}
d t \\
d s^{3}
\end{array} \cdot \frac{d^{b} t}{d s^{3}}-3\left(\frac{d t}{d s^{3}}\right)^{3}\right\} \div\binom{ d t}{d s}^{3} .
$$

3. Prove as $\frac{d y}{d x}=\frac{d y}{d t} / \frac{d x}{d t}$, so we have also

$$
\frac{d^{2} y}{d x^{2}}=\left(\frac{d x}{d t} \frac{d^{2} y}{d t^{2}}-\frac{d x^{2} x}{d t^{2}} \cdot \frac{d y}{d t}\right) \div\binom{ d x}{\frac{d t}{d t}}^{3},
$$

and find the equivalent expression for $\frac{d^{3} y}{d x^{3}}$.
4. If $x=\epsilon^{t}$, show that as,$\frac{d y}{d x}=x \frac{d y}{d \dot{t}} \div \frac{d x}{d t}$ this equals $\frac{d y}{d t}$.

Also $\quad x^{2} \frac{d^{2} y}{d x^{2}}=\frac{d^{2} y}{d t^{2}}-\frac{d y}{d t}=\left(\frac{d}{d t}-1\right) \frac{d y}{d t}$,
and

$$
x^{3} \frac{d^{3} y}{d x^{3}}=\left(\frac{d}{d \bar{t}}-2\right)\left(\begin{array}{c}
d \\
d \vec{t}
\end{array}-1\right) \frac{d y}{d \vec{t}}
$$

5. Change the independent variable from $x$ to $t$ if $x=\epsilon^{t}$, in $x^{2} \frac{d^{2} y}{d x^{-}}+x \frac{d y}{d x}+n^{2} y=0$, and solve the equation.
6. If we try to find by the methorl of $A$ rt. 47 the length of the are of an ellipse, we encounter the second class Elliptic Integral which is called $\mathbf{E}(\mathbf{k}, \mathbf{x})$. It may be evaluated in an infinite series. Its value has been calculated for values of $\mathbf{k}$ and $\mathbf{x}$ and tabulated in Mathenartical tables.

When the angle through which a pendulum swings is not smanl1, and we try to find the periodic time, we encouter the first class Elliptic Integral which is called $\boldsymbol{F}(\mathbf{k}, \mathbf{x})$. It cian be shown that the integral of any algebraic expression involving the square root of a polynonial of the third or fourth degree may be made to depend on oue or more of the three integrals

$$
F(k, x)=\int_{0}^{c} \frac{d x}{\left(1-x^{2}\right)\left(1-k, k^{2}\right)}, \text { wr } h^{\prime}(k, \theta)=\int_{0}^{\theta} \frac{d \theta}{1-k^{2} \sin ^{2} \theta} ;
$$

$$
\begin{aligned}
& E(k, x)=\int_{0}^{x} \sqrt{1-k^{2} x^{2}} 1 \cdot d x, x^{2}(k, \theta)=\int_{0}^{\theta} x^{1} 1-k^{2} \sin ^{2} \theta \\
& 0
\end{aligned} d \theta ;
$$

$\mathbf{k}$, which is always positive and less than 1 , is called the modulus. $\mathbf{n}$, which is any real number, is called the parancter.

The change from the $a$ form to the $\theta$ form is effected by the substitution, $x=\sin \theta$. When the limits of $F$ and $E$ are 1 . and 0 in the $x$ case, or $\frac{\pi}{2}$ and 0 in the $\theta$ case, the integrals are called complete, and the letters $K$ and $E$ merely are used for them. $\theta$ is called the amplitude and $\sqrt{1-k^{2} \sin ^{2} \theta}$ is called by the name $\Delta \theta$.

If $u=F(k, x)=F^{\prime}(k, \theta)$, then in dealing with functions which have the sinne $k$ if we use the namos

$$
\begin{aligned}
\theta & =\operatorname{am} u, \\
x & =\sin u \text { (in words, } v \text { is the sine of the anplitude of } u \text { ), } \\
\sqrt{1-x^{2}} & =\operatorname{con} u \text { (or } \sqrt{1-x^{2}} \text { is the cosine of the amplitude of } u \text { ), } \\
\sqrt{1-k^{2} x^{2}} & =\operatorname{dn} u \text { (or } \sqrt{1}-k^{2} x^{2}
\end{aligned} \text { is the deltiv of the amplitude of } u \text { ), }
$$ it is found that

$$
\sin ^{2} u+\mathrm{cn}^{2} u=1, \operatorname{dn}^{2} u+\chi^{2} \cdot \sin ^{2} u=1, \quad \frac{d}{d}(a \ln u)=\operatorname{dn} u, \mathbb{d} \mathrm{c} .
$$

Also

$$
\operatorname{am}(-u)=-a u . u, \& c .
$$

Also $\quad \operatorname{sn}(u \pm v)=\frac{\sin u \cdot \operatorname{cn} v \cdot d n v \pm \operatorname{dn} u . \sin v . \mathrm{d} u \cdot v}{1-h^{2} \sin ^{2} u \cdot \sin ^{2} v}$,
and similar relations for $\mathrm{cn}(u \pm v)$ and $\mathrm{d} n(u \pm v)$.
Expressions for $\mathrm{sn}(u+c)+\mathrm{sn}(u-v)$, \&e. follow. Also for

$$
\operatorname{sn} 2 u, \operatorname{cn} 2 u, \operatorname{d} n 2 u
$$

So that there is as complete a set of formulae connecting these elliptic functions, as connect the Trigonometrical functions, and there are series by means of which talles of them may be calculated. Legendre published tables of the first and second class integrals, and as they have known relations with those of the third class, special values of these and of the varions elliptic functions may be worked out. If complete tables of them existed, it is possible that these functions might be familiar to practical men.
259. To return to our differentiation of functions of two or more variables.

1. If $u=z^{3}+y^{3}+z y$ and $z=\sin x$ and $y=e^{x}$, then $\binom{d u}{d y}=3 y^{2}+z,\binom{d u}{d z}=2 z+y, \frac{d y}{d x}=\epsilon^{x}, \frac{d z}{d x}=\cos x$, and hence $\frac{d u}{d x}=\left(3 y^{2}+z\right) \epsilon^{x}+(2 z+y) \cos x$. If this is expressed all in terms of $x$ we have the same answer that we should have had, if we had substituted for $y$ and $z$ in terms of $x$ in $u$ originally, and differentiated directly.
2. If $u=\sqrt{\frac{v^{2}-v^{2}}{v^{2}+u^{2}}}$, where $v$ and $w$ are functions of $x$, find $\frac{d u}{d x}$.
3. If $\sin (x y)=m x$, find $\frac{d y}{d x}$.
4. If $u=\sin ^{-1} \frac{z}{y}$, where $z$ and $y$ are functions of $a$, find $\frac{d y}{d x}$.
5. If $u=\tan ^{-1} \frac{z}{y}$, show that $d u=\frac{y \cdot d z-z \cdot d y}{y^{2}+z^{2}}$.
6. Eurercise. Try if the equation

$$
\begin{equation*}
\frac{d v}{d x^{2}}=\frac{1}{\kappa} \frac{d v}{d t} \tag{1}
\end{equation*}
$$

has a solution like $v=t^{\alpha a x} \sin (q t+\gamma x)$, and if so, find $\alpha$ and $\gamma$, and make it fit the case in which $v=0$ when $x=\infty$, and $v=a \sin q t$ where $x=0$. We leave out the brackets of $\binom{d v}{d t} \& c$.

$$
\begin{aligned}
& \frac{d v}{\bar{d}_{r^{\prime}}}=\alpha \epsilon^{\alpha x} \sin (q t+\gamma x)+\epsilon^{\alpha x} \gamma \cos (q t+\gamma(x), \\
& \frac{d^{2} \eta}{d l^{2}}=\lambda^{2} \epsilon^{\alpha x} \sin (q t+\gamma x)+\alpha \gamma \epsilon^{\alpha \cdot r} \cos (q t+\gamma a) \\
& +\alpha \gamma \epsilon^{\boldsymbol{x} x} \cos (q t+\gamma x)-\epsilon^{\alpha x} \gamma^{2} \sin (q t+\gamma x) . \\
& \begin{array}{l}
d v \\
d t
\end{array}=q^{\alpha x} \cos (q t+\gamma i x),
\end{aligned}
$$

so that to satisfy (1) for all values of $t$ and $i r$

$$
\begin{gathered}
\alpha^{2}-\gamma^{2}=0 \text { or } \alpha= \pm \gamma \\
\alpha \gamma+\alpha \gamma=\frac{q}{\kappa} .
\end{gathered}
$$

and
As $\frac{q}{\kappa}$ is not zero, $\alpha=+\gamma$ only,

$$
2 \alpha^{2}=\frac{q}{\kappa}, \alpha= \pm \sqrt{\frac{q}{2 \kappa}}=\gamma .
$$

Hence we have

$$
v=A \epsilon^{\alpha x} \sin (q t+\alpha x)+B \epsilon^{-\alpha x} \sin (q t-\alpha x),
$$

where $A$ and $B$ are any constants, and $\alpha=\sqrt{\frac{2 \pi n}{2 \kappa}}$ or $\sqrt{\frac{\pi n}{\kappa}}$ if $q=2 \pi n$. Now if $v=0$ when $x=\infty$, obviously $A=0$. If $v=a \sin q t$ where $x=0$, obviously $B=a$.

Hence the answer is

$$
\begin{equation*}
v=u \epsilon^{-x} \sqrt{\frac{\pi i}{x}} \sin \left(2 \pi u t-c \sqrt{\left.\frac{\pi \mu}{\kappa}\right)}\right. \tag{2}
\end{equation*}
$$

261. Let a point $l$ be moving in a curved path $S P Q ;$ let $A P=x, B P=y$,
$\frac{d x}{d t}$ and $\frac{d y}{d t}$ being the velocities in the directions $O X$ and $O Y$, $\frac{d^{2} x}{d t^{2}}$ and $\frac{d^{2} y}{d t^{2}}$ being the accelerations in the directions $O X$ and $O Y$.

Let $O P=r, B O P=\theta, x=r \cos \theta, y=r \sin \theta$. The acceleration or velocity of $P$ in any direction is to be obtained just as we resolve forces. Thus the velocity in the direction $r$ is

$$
\frac{d x}{d t} \cos \theta+\frac{d y}{d t} \sin \theta \ldots(1)
$$

and in the direction $P T$ which is at right angles to $r$, the velocity is
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$$
\begin{equation*}
-\frac{d x}{d \bar{d}} \sin \theta+\frac{d y}{d t} \cos \theta . \tag{2}
\end{equation*}
$$

Now differentiating $x$ and $y$, as functions of the variables $r$ and $\theta$, since $\binom{d x}{d r}=\cos \theta$ and $\left(\frac{d x}{d \theta}\right)=-r \sin \theta$,

$$
\begin{align*}
& \frac{d x}{d t}=\frac{d r}{d t} \cos \theta-r \sin \theta \frac{d \theta}{d t} .  \tag{3}\\
& \frac{d y}{d t}=\frac{d r}{d t} \sin \theta+r \cos \theta \frac{d \theta}{d t} . \tag{4}
\end{align*}
$$

Solving (3) and (4) for $\frac{d r}{d t}$ and $r \frac{d \theta}{d t}$, we find

$$
\begin{gather*}
\frac{d r}{d t}=\frac{d x}{d t} \cos \theta+\frac{d y}{d t} \sin \theta \ldots  \tag{5}\\
r \frac{d \theta}{d t}=-\frac{d x}{d t} \sin \theta+\frac{d y}{d t} \cos \theta . . \tag{6}
\end{gather*}
$$

From (1) and (2) we see therefore that $\frac{d r}{d t}$ is the velocity in the direction $O P$ and that $r \frac{d \theta}{d t}$ is the velocity in the direction $P T$. Some readers may think this obvious.

Now if we resolve the $x$ and $y$ accelerations in the direction of $O P$ and $P^{\prime} I$ ', as we did the velocities, and if we again differentiate (3) and (4) with regard to $t$, we find
Acceleration in direction $O P=\frac{d^{2} x}{d t^{2}} \cos \theta+\frac{d^{2} y}{d t^{2}} \sin \theta \ldots(7)$,
Acceleration in direction $P T^{\prime}=-\frac{d^{2} x}{d t^{2}} \sin \theta+\frac{d^{2} y}{d t^{2}} \cos \theta \ldots$ ( 8 ).
And

$$
\begin{align*}
& \frac{d^{2} x}{d t^{2}}=\left\{\frac{d^{2} r}{d t^{2}}-r\left(\frac{d \theta}{d \bar{t}}\right)^{2}\right\} \cos \theta-\left(2 \frac{d r}{d t} \frac{d \theta}{d t}+r \cdot \frac{d^{2} \theta}{d t^{2}}\right) \sin \theta \quad \ldots(9),  \tag{9}\\
& \frac{d^{2} y}{d t^{2}}=\left\{\frac{d^{2} r}{d t^{2}}-r\left(\frac{d \theta}{d t}\right)^{2}\right\} \sin \theta+\left(2 \frac{d r}{d t} \frac{d \theta}{d t}+r \cdot \frac{d^{2} \theta}{d t^{2}}\right) \cos \theta \ldots(10) . \tag{10}
\end{align*}
$$

And hence, the acecleration in the direction $r$ is (and this is not very obvious without our proof),

$$
\begin{equation*}
\frac{d^{2} r}{d t^{2}}-r \cdot\left(\frac{d \theta}{d t}\right)^{2} . \tag{11}
\end{equation*}
$$

and the acceleration in the direction $P T$ is

$$
\begin{equation*}
2 \frac{d r}{d t} \frac{d \theta}{d t}+r \frac{d^{2} \theta}{d t^{2}} \text {, or } \frac{1}{r} \frac{d}{d t}\left(r^{2} \frac{d \theta}{d t}\right) . \tag{12}
\end{equation*}
$$

$r^{2} \frac{d \theta}{d t}$ is usually called $h$. It is evidently twice the area per second swept over by the radius vector, and (12) is $\frac{1}{r} \frac{d h}{d t}$.
262. If the force causing motion is a central Force, an attraction in the direction $P O$, which is a function of $r$ per unit mass of $P$, say $f(r)$; or $m f(r)$ on the mass $m$ at $P$; then (12) is 0 , or $r^{2} \frac{d \theta}{d t}=$ constant, or $h$ constant. Hence under the influence of a central force, the radius vector sweeps out equal areas in equal times.

Equating $m f(r)$ to the mass multiplied by the acceleration in the direction $P O$ we have

$$
\begin{equation*}
f(r)=r\left(\frac{d \theta}{d t}\right)^{2}-\frac{d^{2} r}{d t^{2}} . \tag{13}
\end{equation*}
$$

But $r^{2} \frac{d \theta}{d t}=h$ a constant. As $r$ is a function of $\theta$

$$
\begin{gathered}
\frac{d r}{d \bar{t}}=\frac{d r}{d \theta} \cdot \frac{d \theta}{d t}=\frac{d r}{d \theta} \frac{h}{r^{2}}, \\
\frac{d^{2} r}{d t^{2}}=\left\{\frac{d^{2} r}{d \theta^{2}} \frac{h}{r^{2}}-2 \frac{h}{r^{2}}\left(\frac{d r}{d \ddot{\theta}}\right)^{2}\right\} \frac{h}{r^{2}},
\end{gathered}
$$

and we can use these values in (13) to eliminate $t$.
If we use $\frac{1}{u}$ for $r$, (13) simplifies into

$$
\begin{equation*}
\mathbf{f}(\mathbf{r})=\mathbf{h}^{2} \mathbf{u}^{2}\left(\frac{\mathrm{~d}^{2} \mathbf{u}}{\mathrm{~d} \boldsymbol{\theta}^{2}}+\mathbf{u}\right) \tag{1}
\end{equation*}
$$

If $f(r)=a r^{-n}$ or a $a u^{n}$, an attraction varying inversely as the $n$th power of the distance, $\frac{d^{2} u}{d \theta^{2}}+u=\frac{a}{l^{2}} u^{n-2}=b u^{n-2}$, way.

Multiplying by $2 \frac{d u}{d \theta}$ and integrating; we have

$$
\begin{equation*}
\left(\frac{d u}{d \ddot{\theta}}\right)^{2}+u^{2}=\frac{2 b}{n-1} u^{u-1}+c \tag{15}
\end{equation*}
$$

Thus let the law be that of the inverse square, $f(r)=a r^{-2}$ or $a u^{2}$; (14) becomes

$$
\begin{aligned}
& c u^{2}=h^{2} u^{2}\left(\frac{d^{2} u}{d \theta^{-}}+u\right), \\
& \frac{d^{2} u}{\overline{d \theta^{2}}}+u=\frac{a}{h^{2}}=b, \text { say. }
\end{aligned}
$$

Let $w=u-b$, then

$$
\frac{d^{2} w}{d \bar{\theta}^{2}}+v=0 .
$$

The solution of this is,

$$
w=A \cos (\theta+B),
$$

and it may be written

$$
\begin{equation*}
u=\frac{1}{r}=\frac{a}{h^{2}}(1+e \cos (\theta-\alpha)\} \tag{16}
\end{equation*}
$$

This is known as the polar equation to a conic section, the focus being the pole. The nature of the conic section depends upon the initial conditions.
(15) enables us, when given the shape of path, to find the law of central force which produces it. Thus if a particle describes an ellipse under an attraction always directed towards the centre, it will be found that the force of attraction is proportional to distance. It is easier when given this law to find the path. For if the force is proportional to $P O$, the $x$ component of it is proportional to $x$, and the $y$ component to $y$. If the accelerations in these directions are written down, we find that simple harmonic motions of the same period are executed in these two directions and the composition of such motions is well known to give an elliptic path. If the law of attraction is the inverse cube or $f(r)=u^{-3}=u u^{3},(1+)$ becomes $\frac{d^{2} u}{d \theta^{2}}+u=\frac{a}{h_{i}^{2}}{ }^{2}$.

$$
\begin{aligned}
& \text { If } \quad \begin{array}{c}
a \\
h^{2}
\end{array} \cdots 1=\alpha^{2}, \quad \|=A \epsilon^{a \theta}+B \epsilon^{-\alpha \theta} . \\
& \text { If } \quad 1-\frac{a}{h^{n}}=\beta^{n}, \quad n=A \sin \beta \theta+B \cos \beta \theta,
\end{aligned}
$$

giving curiously different answers according to the initial conditions of the motion.
263. If $x=r \cos \theta, y=r \sin \theta$, so that if $y$ is a function of $x, r$ must be a function of $\theta$; if $u$ is any function of $x$ and $y$, it is also a function of $r$ and $\theta$.

Express $\left(\frac{d u}{d x}\right)$ and $\binom{d u}{d y}$ in terms of the polar co-ordinates $r$ and $\theta$.

$$
\begin{equation*}
\left(\frac{d u}{d r}\right)=\left(\frac{d u}{d x}\right) \frac{d x}{d r}+\left(\frac{d u}{d y}\right) \frac{d y}{d u} \tag{1}
\end{equation*}
$$

$\theta$ being supposed constant, and

$$
\begin{equation*}
\left(\frac{d u}{d \theta}\right)=\left(\frac{d u}{d x}\right) \frac{d x}{d \bar{\theta}}+\left(\frac{d u}{d y}\right) \frac{d y}{d \theta} \ldots \ldots \ldots \ldots \ldots \tag{2}
\end{equation*}
$$

$r$ being supposed constant.
Now $\quad \frac{d x}{d \theta}$ if $r$ is constant $=-r \sin \theta$,

$$
\begin{aligned}
& \frac{d y}{d \theta} \text { if } r \text { is constant }=r \cos \theta, \\
& \frac{d x}{d r} \text { if } \theta \text { is constant }=\cos \theta, \\
& \frac{d y}{d r} \text { if } \theta \text { is constant }=\sin \theta .
\end{aligned}
$$

Treating $\left(\frac{d u}{d x}\right)$ and $\left(\frac{d u}{d y}\right)$ in (1) and (2) as unknown, and finding them, we have

$$
\begin{align*}
& \left(\frac{d u}{d x}\right)=\cos \theta \cdot\left(\frac{d u}{d r}\right)-\frac{1}{r} \sin \theta \cdot\left(\frac{d u}{d \theta}\right)  \tag{3}\\
& \left(\frac{d u}{d y}\right)=\sin \theta \cdot\left(\frac{d u}{d r}\right)+\frac{1}{r} \cos \theta \cdot\left(\frac{d u}{d \theta}\right) \tag{4}
\end{align*}
$$

Notice that in $\left(\frac{d u}{d x}\right)$, the bracket means that $y$ is supposed to be constant in the differentiation.
$\operatorname{In}\left(\frac{d u}{d r}\right)$, it is $\theta$ that is supposed to be constant,

In (3) or (4) treat $\left(\frac{d u}{d x}\right)$ or $\binom{\frac{d u}{d y}}{\frac{d^{2} u}{}}$ as $u$ is treated, and find $\frac{d^{2} u}{d x^{2}}$ and $\frac{d^{2} u}{d y^{2}}$. However carefully one works, mistakes are likely to occur, and this practice is excellent as one must think very carefully at every step. Prove that

$$
\begin{equation*}
\frac{d^{2} u}{d x^{2}}+\frac{d^{2} u}{d y^{2}}=\frac{d^{2} u}{d r^{2}}+\frac{1}{r} \frac{d u}{d r}+\frac{1}{r^{2}} \frac{d^{2} u}{d \theta^{2}} \tag{5}
\end{equation*}
$$

264. Sometimes instead of $x, y$ and $z$, we use $\gamma, \theta, \phi$ co-ordinates for a point in space. Imagine that from the centre of the earth $O$ (Fig. 105), we have $O Z$ the axis of the earth, $O X$ a line at right angles to $O Z$, the plane $Z O X$ being through Greenwich; OY a line at right angles to the other two. The position of a point $P$ is defined by $x$ its distance


Fig. 105.
from the plane $Z O Y, y$ its distance from the plane $Z O X, z$ its distance from the equatorial plane $Y O X$. Let $r$ be $O P$ the distance of the point from $O$. Let $\phi$ be the west longitude or the angle between the planes $P O Z$ and $X O Z$; or if $Q$ be the foot of the perpendicular from $P$ upon $X O Y$, the angle $Q O X$ is $\phi$. Let $\hat{\theta}$ be the co-latitude or the angle $P O Z$. Then it is easy for anyone who has done practical geometry to see that, drawing the lines in the figure, $Q R O$ is a
right angle and $O R=x, Q R=y$, also $P Q O$ is a right angle, $x=r \sin \theta \cdot \cos \phi, y=r \sin \theta \cdot \sin \phi, z=r \cos \theta$. If $u$ is a given function of $x, y$ and $z$, it can be expressed in terms of $r, \theta$ and $\phi$, by making substitutions. It is an excellent exercise to prove

$$
\begin{aligned}
& \frac{d u}{d x}=\sin \theta \cos \phi \frac{d u}{d r}+\frac{\cos \theta \cdot \cos \phi}{r} \frac{d u}{d \theta}-\frac{\sin \phi}{r \sin \theta} \frac{d u}{d \phi} \\
& \frac{d u}{d y}=\sin \theta \sin \phi \frac{d u}{d r}+\frac{\cos \theta \cdot \sin \phi \frac{d u}{r}+\frac{\cos \phi}{r \cdot \sin \theta} \cdot \frac{d u}{d \phi}}{\frac{d u}{d \theta}}=\cos \theta \frac{d u}{d r}-\frac{\sin \theta}{r} \frac{d u}{d \theta} .
\end{aligned}
$$

It will be noticed that we easily slip into the habit of leaving out the brackets indicating partial differentiation.

The average student will not have the patience, possibly he may not be able to work sufficiently accurately, to prove that

$$
\begin{align*}
\frac{\mathrm{d}^{2} u}{d x^{2}}+\frac{\mathrm{d}^{2} u}{d y^{2}}+\frac{\mathrm{d}^{2} u}{d \mathbf{z}^{2}} & =\frac{\mathrm{d}^{2} u}{d r^{2}}+\frac{1}{r^{2}} \frac{\mathrm{~d}^{2} u}{\mathrm{~d} \theta^{2}} \\
& +\frac{1}{\mathrm{r}^{2} \sin ^{2} \theta} \cdot \frac{\mathrm{~d}^{2} \mathbf{u}}{d \phi^{2}}+\frac{2}{r} \frac{d u}{d r}+\frac{\cot \theta}{\mathbf{r}^{2}} \frac{d u}{d \theta} \tag{A}
\end{align*}
$$

This relation is of very great practical importance.
265. The foundation of much practical work consists in molerstanding the equation

$$
\begin{equation*}
\frac{d^{\prime \prime} u}{d x^{2}}+\frac{d^{2} u}{d y^{2}}+\frac{d^{\prime \prime} u}{d z^{2}}=\frac{1}{\kappa} \frac{d u}{d t} \tag{1}
\end{equation*}
$$

where $t$ is time. For example, we must solve (1) in Heat Conduction Problems if $u$ is temperature, or in case $\frac{d u t}{d t}=0$ and $u$ is electric or magnetic potential, or velocity potential, in Hydrodynamics.
(1) is usmally written

$$
\begin{equation*}
\nabla^{2} \mathbf{u}=\frac{1}{\kappa} \frac{\mathrm{du}}{\mathrm{dt}} \tag{2}
\end{equation*}
$$

We see then in (A) the form that $\nabla \because a$ takes, in terms of $r$, $\theta$ and $\phi$ co-ordinates.

We know that if $u$ is symmetrical about the axis of $z$, that is, if $u$ is independent of $\phi$, the above expression becomes

$$
\begin{equation*}
\Gamma^{\prime \prime} u=\frac{d^{2} u}{d r^{2}}+\frac{1}{r^{2}} \frac{d^{\prime \prime} u}{d \theta^{2}}+\frac{2}{r} \frac{d u}{d r^{2}}+\frac{\cot \theta d u}{r^{2}} \frac{d \bar{\theta}}{d \bar{\theta}} . \tag{3}
\end{equation*}
$$

266. Students are asked to work out every step of the following long example with great care. The more time taken, the better. This example contains all the essential part of the theory of Zonal Spherical Harmonics, si very useful in Practical Problems in Heat, Magnetism, Electricity, Hydrodynamics and Gravitation. When $u$ is independent of $\phi$ we sometines wite (2) in the form

$$
\frac{d u}{d t}=\frac{\kappa}{r^{u}}\left\{\frac{d}{d r}\left(r^{*} \frac{d u}{d r}\right)+\frac{1}{\sin \theta \cdot d} \cdot\left(\sin \theta \frac{d u}{d \theta}\right)\right\} \ldots \ldots(1),
$$

$u$ being a function of time $t, r$ and $\theta$. The student had better see if it is correct according to (3).

If $\frac{d u}{d t}=0$, show that the equation becomes

$$
r^{2} \frac{d^{2} u}{d r^{2}}+2 r \frac{d u}{d r}+\cot \theta \frac{d u}{d \theta}+\frac{d^{2} u}{d \theta^{2}}=0 \ldots \ldots(2) .
$$

Try if there is a solution of the form $u=R P$ where $R$ is a function of $r$ only, and $P$ is a function of $\theta$ only, and show that we have

$$
r^{2} \frac{d^{2} R}{d r^{2}}+\frac{2 r}{R} \frac{d R}{d r}=-\cot \theta \frac{1}{P} \frac{d P}{d \theta}-\frac{1}{P} \frac{d^{2} P}{d \theta^{-}} \cdots \cdots(3) .
$$

Now the left-hand side contains only $r$ and no $\theta$, the right-hand side contains only $\theta$ and no $r$. Consequently each of them must be a constant. Let this constant be called $C$ and we have

$$
\begin{align*}
& \frac{d^{2} R}{d^{2}}+\frac{2}{r} \frac{d R}{d r}-\frac{R C}{r^{2}}=0 \ldots  \tag{4}\\
& \frac{d^{2} P}{d \theta^{2}}+\cot \theta \frac{d P}{d \theta}+P C=0 . \tag{5}
\end{align*}
$$

There is no restriction as to the value of $C$, and it must be the same in (4) and (5), and then the product of the two answers is a value of $u$ which will satisfy (2). The solutions of many linear Partial Differential Equations are obtained in the form of a product in this way. There are numberless other solutions but we can make good practical use of these.

We have then reduced our solution of the Partial Differential Equation (1), to the solution of a pair of ordinary differential equations (4) and (5). Now a solution of (4) may be found by trial to be $r^{n n}$, and when this is the case we have a method (see Art. 268) of proving the general solution to be

$$
R=A r^{n n}+B r^{-(m+1)} \ldots \ldots \ldots \ldots \ldots \ldots(6),
$$

where $C$ is $m(m+1)$; anyhow (6) will be found by trial to answer. Using this way of writing $C$ in (5) and letting $\cos \theta=\mu$, we find that we have an equation called Legendre's Equation, an ordinary linear equation of the 2nd order

$$
\frac{\mathbf{d}}{\mathbf{d} \mu}\left\{\left(\mathbf{I}-\mu^{2}\right) \frac{\mathbf{d} \mathbf{P}}{\mathbf{d} \mu}\right\}+\mathbf{m}(\mathbf{m}+\mathbf{1}) \mathbf{P}=0 \ldots \ldots(7) .
$$

We now find it convenient to restrict $m$. Let $m$ be a positive integer, and try if there is a solution of (7) in the form

$$
P=1+A_{1} \mu+A_{2} \mu^{2}+A_{0} \mu^{3}+\delta c .
$$

Calling it $P_{m}(\mu)$ or $P_{m}(\theta)$, the answers are found to be
$P_{0}(\theta)=1$, if $m$ is put $0, \quad P_{1}(\theta)=\mu$, if $n$ is put 1, $P_{3}(\theta)=\frac{3}{2} \mu^{2}-\frac{1}{2}$, if $m$ is put $2, P_{3}(\theta)=\frac{5}{2} \mu^{3}-\frac{3}{2} \mu$, if $m$ is put: 3 , $P_{t}(\theta)=\frac{3 \pi}{8} \mu^{4}-\frac{39}{8} \mu^{2}+3$, if $m$ is put 4 .

A student will find it a good exercise to work out these to $P_{9}$. My pupils have worked out tables of values of $P_{0}, P_{1}$, $P_{2}, \& c$., to $P_{7}$ for every degree from $\theta=0$ to $\theta=180^{\circ}$. See the Proceedings of the Physical Society, London, Nov. 14, 1890, where clear instructions are given as to the use of Zonal Harmonics in solving practical problems.

We see then that

$$
\begin{equation*}
\left(A r^{m}+\frac{B}{r^{m+1}}\right) P_{m}(\theta) \tag{8}
\end{equation*}
$$

is a solution of (1). A practical problem usually consists in this :-Find $u$ to satisfy (1) and also to satisfy certain limiting conditions. In a great number of cases terms like (8) have only to be added together to give the complete solution wanted.

In the present book I think that it would be unwise to do more in this subject than to set the above very beautiful exercise as an example of casy differentiation.
(8) is usually called The Solid Zonal Harmonic of the $m$ th degree, $P_{m}(\theta)$ is called the Surface Zonal Harmonic of the $m$ th degree.
267. In many axial problems, $u$ is a function only of time and of $r$ the distance of a point from an axis, and we require solutions of ( 1 ) which in this case becomes

$$
\begin{equation*}
\frac{d^{2} u}{d r^{2}}+\frac{1}{r} \frac{d u}{d r}=\frac{1}{\kappa} \frac{d u}{d t} \tag{1}
\end{equation*}
$$

Let us, as before, look for a solution in the form

$$
\begin{equation*}
u=R T . \tag{2}
\end{equation*}
$$

where $R$ is a function of $r$ only and $T$ is a function of $t$ only. (1) becomes

$$
T^{\frac{d}{2} R} \frac{1}{d r^{2}}+\frac{1}{r} T \frac{d R}{d r^{r}}=\frac{1}{\kappa} R \frac{d T^{\prime}}{d t} .
$$

Dividing by $R T$

$$
\frac{1}{R} \frac{d^{2} R}{d r^{2}}+\frac{1}{r} \frac{1}{R} \frac{d R}{d r}=\frac{11 d l^{\prime}}{\kappa} T d t=-\mu^{3}, \text { say }
$$

where $\mu^{2}$ is a constant.
Then $\frac{d T}{T}=-\kappa \mu^{2} d t$ or $\log T=-\kappa \mu^{2} t+c$, or

$$
\begin{equation*}
T=C \epsilon^{-\kappa \mu^{2} t} . \tag{3}
\end{equation*}
$$

where $C$ is an arbitrary constant. We must now solve

$$
\begin{equation*}
\frac{d^{2} R}{d r^{2}}+\frac{1}{r} \frac{d R}{d r}+\mu^{2} R=0 \tag{4}
\end{equation*}
$$

Let $r=\frac{\alpha}{\mu}$ and (4) becomes

$$
\begin{equation*}
\frac{d^{2} R}{d x^{2}}+\frac{1}{x} \frac{d R}{d x}+\mathbf{R}=0 \tag{5}
\end{equation*}
$$

Assume now that there is a solution of (5) of the shape

$$
R=1+A x+B x^{4}+C x^{3}+D x^{4}+E x^{3}+F \cdot x^{6}+G: x^{7}+B c \cdot,
$$

we find that $A=C=E=G=0$ and in fact that

$$
R=\mathbf{1}-\frac{\mathbf{x}^{2}}{\mathbf{2}^{2}}+\frac{\mathbf{x}^{4}}{\mathbf{2}^{2} \mathbf{4}^{2}}-\frac{\mathbf{x}^{6}}{\mathbf{2}^{2} \mathbf{4}^{2} \mathbf{6}^{2}}+\frac{\mathbf{x}^{8}}{\mathbf{2}^{2} \mathbf{4}^{2} \mathbf{6}^{2} \mathbf{8}^{2}}-\boldsymbol{\& c} \ldots(6)
$$

This is an important series first used by Fourier, although it has Bessel's name. It is called the Zeroth Bessel and the symbol $J_{0}(x)$ is used for it. Tables are published which enable us for any value of $x$ to find $J_{v}(x)$. Thus then $R=J_{0}(\mu r)$ is a solution of (4), and hence

$$
\begin{equation*}
u=C \epsilon^{-\kappa \mu^{2} t} J_{u}(\mu r) \tag{7}
\end{equation*}
$$

is a solution of (1). Any solution of (1) needed in a practical problem is usually built up of the sum of terms like (7), where different values of $\mu$ and different values of $C$ are selected to suit the given conditions.
268. In the linear differential equation

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+P^{2} \frac{d y}{d x}+Q y=0 \tag{1}
\end{equation*}
$$

when $P$ and $Q$ are functions of $x$, if we know a particular solution, say $y=r$, we can find the general solution.

Substitute $y=v u$, and we get

$$
\begin{equation*}
v \frac{d^{2} u}{d x^{2}}+2\left(\frac{d v}{d x}+P v\right) \frac{d u}{d x}=0 \tag{2}
\end{equation*}
$$

Calling $\frac{d u}{d x}=u^{\prime}$, (2) becomes
or

$$
\begin{aligned}
& v \frac{d u^{\prime}}{d x}+\left(2 \frac{d v}{d x}+P v\right) u^{\prime}=0, \\
& \frac{d u^{\prime}}{u^{\prime}}+2 \frac{d v}{v}+P \cdot d x=0,
\end{aligned}
$$

or

$$
\log u^{\prime}+\log v^{2}+\int P \cdot d x=\text { constant } .
$$

Let $\int I^{\prime} \cdot d x=X$ then $u^{\prime}$ or $\frac{d u}{d x}=A \frac{1}{v^{3}} \epsilon^{-X}$,

$$
\begin{equation*}
u=B+A \int \frac{1}{v^{3}} \epsilon^{-X} \cdot d x \tag{3}
\end{equation*}
$$

Thus we find the gencral solution

$$
\begin{equation*}
y=B v+A v \int \frac{1}{v^{2}} \epsilon^{-x} \cdot d x . \tag{4}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants. Even if the right-hand side is not zero, the above substitution will enable the solution to be found, if $v$ is a solution when the right-hand side is 0 .

Easy Example. One solution of

$$
\frac{d^{2} y}{d x^{n}}+t^{3} x=0 \text { is } y=\cos a x
$$

Find the general solution.
Herc $P=0$ so that $\int P \cdot d u=X=0$.
Hence $\quad y=B \cos a x+A \cos a x \int \frac{d x}{\cos ^{2} a x}$.
and as $\quad \int \frac{d x}{\cos ^{2} \alpha x}=\frac{1}{a} \tan \alpha x$,
we have as the general solution

$$
y=B \cos a x+C \sin a x
$$

Exercise. We find by trial that $y=x^{m \prime \prime}$ is a solution of $x^{2} \frac{d^{2} y}{d x^{2}}+2 x \frac{d y}{d x}-m(m+1) y=0$, see Art. 266.

Show that the general solution is $y=A a^{\prime n}+\frac{B}{a^{n+1}}$.
Exercise. We find by trial that $y=\epsilon^{a x}$ is a solution of $\frac{d^{2} y}{d x^{2}}=a^{2} y$, show that the general solution is $y=A \epsilon^{a x}+B \epsilon^{-\alpha w}$.
P.

Exercise. We saw that $u=P_{m}(\mu)$ is a solution of Legendre's equation Art. 266, prove that $u=A P_{m}(\mu)+B Q_{m}(\mu)$ is the general solution, where

$$
Q_{m}(\mu)=P_{m}^{\prime}(\mu) \int \frac{d \mu}{\left(1-\mu^{2}\right)\left\{P_{m}(\mu)\right\}^{2}},
$$

## $Q_{m}(\mu)$ or $Q_{m}(\theta)$ is called the Surface Zonal Harmonic

 of the second kind.Exercise. We saw that $J_{0}(x)$ was a solution of the Bessel equation (5), show that the general solution is $A J_{0}(x)+B K_{0}(x)$, where

$$
K_{0}(x)=\int \frac{d x}{x\left\{J_{0}(x)\right\}_{2}^{2}},
$$

## $\mathbf{K}_{0}(\mathbf{x})$ is called the Zeroth Bessel of the second kind.

269. Conduction of Heat. If material supposed to be homogeneous has a plane face $A B$. If at the point $P$ which is at the dis-


Fig. 106. tance $x$ from $A B$, the temperature is $v$, and we imagine the temperature the same at all points in the same plane as $P$ parallel to $A B$ (that is, we are only considering flow of heat at right angles to the plane $A B$ ), and if $\frac{d v}{d x}$ is the rate of rise of temperature per centimetre at $l$, then $-k \frac{d v}{d x}$ is the amount of heat flowing per second through a square centimetre of area like $P Q$, in the direction of increasing $x$. This is the definition of $k$, the conductivity. We shall imagine $k$ constant. $k$ is the heat that flows per second per square centimetre, when the temperature gradient is 1 . Let us imagine $P Q$ exactly a square centimetre in area. Now what is the flow across $T S$, or what is the value of $-k \frac{d v}{d x}$ at the new place, which is $x+\delta x$ from the plane $A B$ ? Observe that $-k \frac{d v}{d x}$ is a function of $x$; call it $f(x)$ for a moment, then the
space $P Q T S$ receives heat $f(x)$ per second, and gives ont heat $f(x+\delta x)$ per second.

Now

$$
f(x+\delta x)-f(x)=\delta x \frac{d f(x)}{d x}
$$

These expressions are of course absolutely true only when $\delta x$ is supposed to be smaller and smaller without limit.

We have then come to the conclusion that $-\delta x \frac{d}{d x} f(a)$ is being added to the space PQTS every second: this is

$$
-\delta x \frac{d}{d x}\left(-k \cdot \frac{d v}{d x}\right) \text { or }+k \cdot \delta x \frac{d^{2} v}{d x^{2}}
$$

But the volume is $1 \times \delta x$, and if $w$ is the weight per cubic centimetre, and if $s$ is the specific heat or the heat required to raise unit weight one degree in temperature, then if $t$ is time in seconds,

$$
w \cdot \delta x \cdot s \frac{d v}{d t}
$$

also mensures the rate per second at which the space receives heat. Hence
or

$$
\begin{align*}
k \cdot \delta x \cdot \frac{d^{2} v}{d x^{2}} & =w \cdot \delta x \cdot s \cdot \frac{d v}{d t} \\
\frac{d^{v} v}{d x^{2}} & =\frac{w s}{h} \cdot \frac{d v}{d t} \cdots \cdots \cdots . \tag{I}
\end{align*}
$$

This is the fundamental equation in conduction of heat problems. Weeks of study would not be thrown away upon it. It is in exactly this same way that we arrive at the fundamental equations in Electricity and Hydrodynamics.

If flow were not confined to one direction we should have the equation (1) of Art. 265. $\frac{k}{w s}$ is often called the diffusivity for heat of a material, and is indicated by the Greek letter $\kappa ; w s$ is the capacity for heat of unit volume of the material.

Let us write (1) as

$$
\begin{equation*}
\frac{d^{\prime} v}{d v^{2}}=\frac{1}{\kappa} \frac{d v}{d t} \tag{2}
\end{equation*}
$$

270. It will be found that there are inuumerable solutions of this equation, but there is only one that suits a particular problem. Let us imagine the average temperature everywhere to be 0 (it is of no consequence what zero of temperature is taken, as only differences enter into our calculations), and that

$$
\begin{equation*}
V=a \sin 2 \pi n t, \text { or } a \sin q t \tag{3}
\end{equation*}
$$

is the law according to which the temperature changes at the skin where $x$ is $0 ; n$ or $\frac{q}{2 \pi}$ means the number of complete periodic changes per second. Now we have carefully examined the cycle of temperature of steam in the clearance space of a steam-cylinder, and it follows sufficiently closely a simple harmonic law for us to take this as a basis of calculation. Take any periodic law one pleases, it consists of terms like this, and any complicated case is easily studied. Considering the great complexity of the phenomena occurring in a steam-cylinder, we think that this idea of simple harmonic variation at the surface of the metal, is a good enough hypothesis for our guidance. Now we take it that although the range of temperature of the actual skin of the metal is much less than that of the steam, it is probably roughly proportional to it, so we take $a$ to be proportional to the range of temperature of the steam. We are not now considering the water in the cylinder, on the skin and in pockets, as requiring itself to be heated and cooled; this heating and cooling occurs with enormons rapidity, and the less there is of such water the better, so it ought to be drained awiy rapidly. But besides this function of the water, the layer on the skin acts as creating in the actual metal, a range of temperature which approaches that in the steam itself, keeping $a$ large. Our $n$ means the number of revolutions of the engine per second.

To suit this problem we find the value of $v$ everywhere and at all times to be what is given in (2) of Art. 260,

$$
\begin{equation*}
v=u \epsilon^{-x} \sqrt{\frac{\pi n}{\kappa}} \sin \left(2 \pi n t-x \sqrt{\frac{\pi n}{\kappa}}\right) \tag{4}
\end{equation*}
$$

This is the answer for an infinite mass of material with one plane face. It is approximately true in the wall of a thick
cylinder, if the outside is at temperature 0 . If the outside is at temperature $v^{\prime}$ and the thickness of the metal is $b$ we have only to add a term $\frac{v^{\prime}}{b} x$ to the expression (4). This shows the effect of a steam-jacket as far as mere conductivity is concerned. The steam-jacket diminishes the value of $a$ also. Taking (4) as it stands, the result ought to be very carefully studied. At any point at the depth $x$ there is a simple harmonic rise and fall of temperature every revolution of the engine; but the range gets less and less as the depth is greater and greaver. Note also that the changes lag more as we go deeper. This is exactly the sort of thing observed in the buried thermometers at Craiglcith Quarry, Edinburgh. The changes in temperature were 1st of 24 hours period, 2 nd of 1 year period; we give the ycarly periodic changes, the average results of eighteen years' observations.

| Depth in feet below surface | $\begin{aligned} & \text { Yoarly range } \\ & \text { of temperature } \\ & \text { Fahrenheit } \end{aligned}$ | Time of highest temperature |
| :---: | :---: | :---: |
| 3 fuet | 16.138 | August It |
| 6 fuet | 12:296 | 26 |
| 12 feet | 8432 | Sept. 17 |
| 24 feet | 3672 | Nov. 7 |

Observations at 24 feet below the surface at Calton Hill, Edinburgh, showed highest temperature on Jantary 6th.

Now let us from (4) find the rate at which heat is Howing through is square centimetre; that is, calculate $-k \frac{d v}{d x}$ for any instant; calling $\sqrt{\frac{\pi n}{\kappa}}=\alpha$,

$$
\frac{d v}{d x}=-\alpha\left(t \epsilon^{-\alpha x} \sin (2 \pi n t-\alpha a)-\alpha u \epsilon^{-\alpha x} \cos (2 \pi n t-\alpha x),\right.
$$

where $x=0$, that is, at the skin, it becomes when multiplied

$$
\begin{aligned}
\text { by }-k ;\left(-k \frac{d v}{d x}\right)_{x=0} & =+k \alpha a\{\sin 2 \pi n t+\cos 2 \pi n t\} \\
& =k \alpha e \sqrt{2} \sin \left(2 \pi n t+\frac{\pi}{4}\right), \text { by Art. } 116
\end{aligned}
$$

This is + for half a revolution when heat is flowing into the metal, and it is - for the other half revolution when heat is flowing out of the metal. Let us find how much flows in; it will be equal to the amount flowing out. It is really the same as

$$
\begin{aligned}
k \alpha a \sqrt{2} \int_{0}^{\frac{1}{2} \tau} \sin 2 \pi n t . d t & =k \alpha c \sqrt{2} \cdot \frac{\tau}{\pi}, \text { where } \tau=\frac{1}{n} \\
& =u \sqrt{\frac{2 k w s}{n \pi}}
\end{aligned}
$$

That is, it is inversely proportional to the square root of the speed and is proportional to the range of temperature.

We have here a certain simple exact mathematical result; students must see in what way it can be applied in an cngineering problem when the phenomena are very complicated. We may take it as furnishing us with a roughly correct notion of what happens. That is, we may take it that the latent heat lost by steam in one operation is less with steam jacketing, and with drying of the skin; is proportional to the range of temperature of the steam, to the surface exposed at cut off, and inversely proportional to the square root of the speed. Probably what would diminish it more than anything else, would be the admixture with the steam of some air, or an injection of flaming gas, or some vapour less readily condensed than steam. When we use many terms of a Fourier development instead of merely one, we are led to the result that the heat lost in a steam cylinder in one stroke is

$$
\left(\theta_{2}-\theta_{3}\right)\left(b+\frac{c}{r}\right) A / \sqrt{n},
$$

where $\theta_{1}$ is the initial temperature and $\theta_{3}$ the back pressure temperature, $r$ the ratio of cut off, $n$ the number of revolutions per minute, $A$ the area of the piston $b$ and $c$ constants
whose values depend upon the type of engine and the arrangements as to drainage and jacketing.
271. Students will find it convenient to keep by them a good list of integrals. It is most important that they collect such a list for their own use, but we have always found that it gets mislaid unless bound up in some book of reference. We therefore print such a list here. Repetition was unavoidable.

Fundamental cases:

1. $\int x^{m} \cdot d x=\frac{1}{m+1} x^{m+1}$.
2. $\int \frac{1}{x}, d x=\log x$.
3. $\int \epsilon^{x} \cdot d x=\epsilon^{x}$.
4. $\int a^{x} \cdot d x=\frac{1}{\log a} a^{x}$.
5. $\int \cos m x \cdot d x=\frac{1}{m} \sin m, x$.
6. $\int \sin m x \cdot d x=-\frac{1}{m} \cos m x$.
7. $\int \cot x \cdot d x=\log (\sin x)$.
8. $\int \tan x \cdot d x=-\log (\cos x)$.
9. $\quad \int \tan x \cdot \sec x . d x=\sec x$.
10. $\int \sec ^{2} x \cdot d x=\tan x$.
11. $\int \operatorname{cosec}^{2} x \cdot d x=-\cot x$.
12. $\int \frac{d x}{\cos ^{2} a x}=\frac{1}{a} \tan a x$.
13. $\int \frac{d x}{\sin ^{2} a x}=-\frac{1}{a} \cot a x$.
14. $\int \frac{d x}{\sqrt{a^{2}-x^{2}}}=\sin ^{-1} \frac{x}{a}$.
15. $\int \frac{d x}{a^{2}+x^{2}}=\frac{1}{a} \tan ^{-1} \frac{x}{a}$.
16. $\int \frac{d x}{a \sqrt{x^{2}-a^{2}}}=\frac{1}{a} \sec ^{-1} \frac{x}{a}$.
$17 * \cdot \int \cosh \left(a x \cdot d x=\frac{1}{c} \sinh a x\right.$.

* From 17 to 23 we have used the symbols (called Hyperbolic sines, cosines \&c.)

$$
\begin{aligned}
& \sinh x=\frac{1}{2}\left(\epsilon^{x}-\epsilon^{-x}\right), \text { and } \operatorname{cosech} x=\frac{1}{\sinh x}, \\
& \cosh x=\frac{1}{( }\left(\epsilon^{x}+\epsilon^{-x}\right), \operatorname{sech} x=\frac{1}{\cosh x}, \\
& \tanh x=\frac{\sinh x}{\cosh x}=\frac{\epsilon^{x}-1}{\epsilon^{2 x}+1}, \operatorname{coth} x=\frac{1}{\tanh x} .
\end{aligned}
$$

Also if $y=\sinh x, x=\sinh ^{-1} y$.
It is easy to prove that

If we assume that $\sqrt{-1}$, or $i$ as we call it, subnits to algebraic rules and $a^{2}=-1, a^{3}=-i, c^{4}=1, b^{5}=i$ de. we can write $a+b i$ as $r(\cos \theta+i \sin \theta)$, where $r^{2}=a^{2}+b^{2}$, and $\tan \theta=\frac{b}{a}$. It is easy to extract the $n$th root of $a+b i$ : being ,$^{1 \cdots}\left(\cos \frac{\theta}{n}+i \sin \frac{\theta}{n}\right)$, and by adding on $2 \pi$ to $\theta$ as many times as we phease, we get $n$, milh roots.

We also find that $\epsilon_{-i \alpha}^{i \alpha}=\cos \alpha+i \sin \alpha$,

$$
\epsilon^{-i a}=\cos a-i \sin \alpha
$$

$$
\text { If } z=a+b i=r(\cos \theta+i \sin \theta)=r \cdot \epsilon^{i \theta}
$$

$$
\log z=\log y+i \theta=\frac{1}{2} \log \left(a^{2}+b^{2}\right)+i \tan ^{-1} \frac{b}{a}
$$

$$
\begin{aligned}
& \sinh (a+b)=\sinh a \cdot \cosh b+\cosh a \cdot \sinh b, \\
& \cosh (a+b)=\cosh a \cosh b+\sinh a \cdot \sinh b, \\
& \sinh (a-b)=\sinh u \cosh b-\cosh a \sinh b \text {, } \\
& \cosh (a-b)=\cosh a \cosh b-\sinh a \sinh b, \\
& \sinh 2 a=2 \sinh a \cdot \cosh a \text {, } \\
& \cosh 2 a=\cosh ^{2} a+\sinh ^{2} a=2 \cosh ^{2} a-1, \\
& =2 \sinh ^{2} a+1 .
\end{aligned}
$$

18. $\int \sinh u x \cdot d x=\frac{1}{a} \cosh a x$.
19. $\int \operatorname{sech}^{2}\left(a x \cdot d x=\frac{1}{a} \tanh a x\right.$.
20. $\int \operatorname{cosech}^{2} a x . d x=-\frac{1}{a} \operatorname{coth} a x$.
21. $\int \frac{d x}{\sqrt{a^{2}}+x^{2}}=\sinh ^{-1} \frac{x}{a}=\log \left\{x+\sqrt{x^{2}+a^{2}}\right\}$.
22. $\int \frac{d x}{\sqrt{x^{2}-a^{2}}}=\cosh ^{-1} \frac{x}{a}=\log \left\{x+\sqrt{x^{2}-\overline{a^{2}}}\right\}$.
23. $\int \frac{d x}{a^{-}-x^{2}}=\frac{1}{a} \tanh ^{-1} \frac{x}{a}=\frac{1}{2 a} \log \frac{a+x}{a-x}$.

This is indeterminate becanse $\tan ^{-1} \frac{b}{a}$ may have any number of times $2 \pi$ in it, and indeed the indeterminateness might have leen expected as $\epsilon^{2 \pi i}=1$.

Lvidently $\cosh x=\cos i x$,

$$
\sinh x=-i \sin i x
$$

sinh is usually pronounced shin.
tanh is usually pronounced tank.
Prove that if $u=\sinh _{2}^{-1} x$ or $x=\frac{1}{2}\left(\epsilon^{u}-\epsilon^{-u}\right)$, only positive valucs of $u$ being taken, then $\epsilon^{u}=x+\sqrt{1+x^{2}}$, and therefore $u=\sinh ^{-1} x=\log \left(x+\sqrt{1+x^{2}}\right)$.

Similarly $\cosh ^{-1} x=\log \left(x+\sqrt{x^{2}-1}\right)$,

$$
\begin{aligned}
\tanh h^{-1} x & =\frac{z_{2}}{2} \log \frac{1+x}{1-x}, \\
\operatorname{sech}^{-1} x & =\log \left(\frac{1}{x}+\sqrt{\frac{1}{x^{2}}-1}\right), \\
\operatorname{cosech}^{-1} x & =\log \left(\frac{1}{x}+\sqrt{\frac{1}{x^{2}}+1}\right) .
\end{aligned}
$$

Now compare

$$
\begin{aligned}
& \int \frac{d x}{\sqrt{1-x^{2}}}=\sin ^{-1} x, \int \frac{d x}{\sqrt{1+x^{2}}}=\sinh ^{-1} x=\log \left(x+\sqrt{1+x^{2}}\right) . \\
& \int \frac{d x}{\sqrt{x^{2}}-1}=\cosh ^{-1} \cdot x=\log \left(x+\sqrt{x^{2}-1}\right) . \\
& \int \frac{d x}{1+x^{2}}=\tan ^{-1} x, \int_{1-x^{2}}=\tanh ^{-1} x=\frac{1}{2} \log \frac{1+x}{1-x} .
\end{aligned}
$$

24. $\int \frac{d x}{(x-\alpha)(x-\beta)}=\frac{1}{\alpha-\beta} \log \frac{x-\alpha}{x-\beta}$.
25. $\int \frac{d x}{\sqrt{2 a x-a^{2}}}=\operatorname{vers}^{-1} \frac{x}{a}, \int \frac{d x}{x \sqrt{ } 2 a x-a^{2}}=\frac{1}{a} \sin ^{-1} \frac{x-u}{x}$.
26. $\int \sqrt{\left(a^{2}-a^{2}\right)} \cdot d x=\frac{1}{2} x \sqrt{a^{2}-x^{2}}+\frac{1}{2} a^{2} \sin ^{-1} \frac{x}{a}$.
27. $\int \sqrt{x^{2}+a^{2}} \cdot d x=\frac{1}{2} x \sqrt{x^{2}+a^{2}}+\frac{1}{2} a^{2} \log \left\{x+\sqrt{x^{2}+a^{2}}\right\}$.
28. $\int \sqrt{x^{2}-a^{2}} \cdot d x=\frac{1}{2} x \sqrt{x^{2}-a^{2}}-\frac{1}{2} a^{2} \log \left\{x+\sqrt{x^{2}-a^{2}}\right\}$.
29. $\int \frac{d x}{x \sqrt{x^{2}-a^{2}}}=-\frac{1}{a} \sin ^{-1} \frac{a}{x}$ or $=\frac{1}{a} \cos ^{-1} \frac{a}{x}$.
30. $\int \frac{d x}{x \sqrt{ } a^{2} \pm x^{2}}=\frac{1}{a} \log \frac{x}{a+\sqrt{a^{-} \pm a^{2}}}$.
31. $\int \frac{1}{x} \sqrt{ } / t^{2} \pm x^{2} . d x=\sqrt{a^{2} \pm x^{2}}-u \log \frac{a+\sqrt{ } a^{2} \pm x^{2}}{x}$.
32. $\int \frac{1}{x} \sqrt{x^{2}-a^{2}} \cdot d x=\sqrt{x^{2}-a^{2}}-a \cos ^{-1} \frac{a}{x}$.
33. $\int \frac{x \cdot d x}{\sqrt{a^{2} \pm \overline{x^{2}}}}= \pm \sqrt{\sqrt{a^{2}} \pm x^{2}}$.
34. $\int \frac{x \cdot d x}{\sqrt{x^{2}-a^{2}}}=\sqrt{ } x^{2}-a^{2}$.
35. $\int x \sqrt{x^{2} \pm a^{2}} . d x=\frac{1}{3} \sqrt{ }\left(x^{3} \pm a^{2}\right)^{3}$.
36. $\left.\int x \sqrt{a^{2}-x^{2}} \cdot d x=-\frac{1}{3} \sqrt{\left(a^{2}-x^{2}\right.}\right)^{3}$.
37. $\int \sqrt{ } 2 a x-x^{2} . d x=\frac{x-a}{2} \sqrt{2} a x-x^{2}+\frac{a^{2}}{2} \sin ^{-1} \frac{x-a}{a}$.
38. $\int \frac{d x}{(x+1) \sqrt{x^{2}-1}}=\sqrt{\frac{x-1}{x+1}}$.
39. $\int \frac{d x}{(x-1) \sqrt{x^{2}}-1}=-\sqrt{\frac{x+1}{x-1}}$.
40. $\int \sqrt{1+x} \cdot d x=\sin ^{-1} x-\sqrt{1-x^{2}}$.
41. $\int \sqrt{\frac{x+a}{x+b}} \cdot d x=\sqrt{(x+a)(x+b)}$

$$
+(a-b) \log (\sqrt{x+a}+\sqrt{x+b})
$$

42. $\int x^{\prime m-1}\left(11+b x^{n}\right)^{\frac{n}{7}} \cdot d x$.

1st. If $p / q$ be a positive integer, expand, multiply and integrate each term.

2nd. Assume $a+b x^{n}=y^{2}$, and if this fails,
3rd. Assume $a x^{-n}+b=y^{\text {? }}$. This also may fail to give an easy answer.
43. $\int \sin ^{-1} x \cdot d x=x \sin ^{-1} x+\sqrt{1-x^{2}}$.
44. $\int x \log x \cdot d x=\frac{x^{2}}{2}\left(\log x-\frac{1}{2}\right)$.
45. $\int x \epsilon^{a x} d x=\frac{1}{a} \epsilon^{a x}\left(x-\frac{1}{n}\right)$.
46. $\int x^{n} \epsilon^{a x} \cdot d x=\frac{1}{a} x^{n} \epsilon^{a x}-\frac{n}{a} \int x^{n-1} \epsilon^{a x} \cdot d x$.

Observe this first example of a formula of reduction to reduce $n$ by successive steps.
47. $\int \frac{\epsilon^{a x}}{x^{m}} d x=-\frac{1}{m-1} \frac{\epsilon^{a x}}{x^{m-1}}+\frac{a}{m-1} \int \frac{\epsilon^{a x}}{a^{m-1}} d x$.
48. $\int \epsilon^{a x} \log x . d x=\frac{1}{a} \epsilon^{a x} \log x-\frac{1}{a} \int \frac{\epsilon^{a x}}{x} d x$.
49. $\int \frac{d x}{\cos x}=\frac{1}{2} \log \frac{1+\sin x}{\frac{1-\sin x}{1-2}}=\log \left\{\cot \left(\frac{\pi}{4}-\frac{x}{2}\right)\right\}$.

วั0. $\int \frac{d x}{\sin \bar{x}}=\log \left(\tan \frac{x}{2}\right)$.
51. $\int \frac{d x}{a+b \cos x}=-\frac{2}{\sqrt{a^{2}-b^{2}}} \tan ^{-1} \frac{\sqrt{a-b} \tan \frac{x}{2}}{\sqrt{a+b}}$ if $a>b$,

$$
==\frac{1}{\sqrt{b^{2}-a^{2}}} \log \frac{\sqrt{b-a} \tan \frac{x}{2}+\sqrt{b+a}}{\sqrt{b-a} \tan \frac{x}{2}-\sqrt{b+a}} \text { if } a<b
$$

52. $\int \epsilon^{x x} \sin a x \cdot d x=\frac{\epsilon^{c x}(c \sin a x-a \cos a x)}{a^{2}+c^{2}}$.
53. $\int \epsilon^{\prime x} \cos a x \cdot d x=\frac{\epsilon^{c x}(c \cos a x+a \sin a x)}{a^{2}+c^{2}}$.
54. $\int \sin ^{n} x, d x=-\frac{\cos x \cdot \sin ^{n-1} x}{n}+\frac{n-1}{n} \int \sin ^{n-2} u . d x$.
55. $\int \frac{d x}{\sin ^{2} x}=-\frac{\cos x}{(n-1) \sin ^{n-1} x}+\frac{n-2}{n-1} \int \frac{(d x}{\sin ^{2-2} x}$.
56. $\int \epsilon^{a x} \sin ^{n} x \cdot d x=\frac{\epsilon^{a x}}{a^{2}+\bar{n}^{2}} \sin ^{n-1} x(6 \sin x-n \cos x)$

$$
+\frac{n(n-1)}{a^{2}+u^{2}} \int \epsilon^{a x} \sin ^{n-4} x \cdot d x
$$

$57^{*} \cdot \int \because \sin \cdot \sin n a \cdot d x=\frac{\sin (m-n),}{2(m-n)}-\frac{\sin (m+n) x}{2(m+n)}$.
58. $\int \cos m x \cdot \cos n x \cdot d x=\frac{\sin (m-n)}{2(m-n)}+\frac{\sin (m+n) \cdot}{2(m+n)}$.
$59 . \quad \int \sin m x \cdot \cos n x \cdot d x=-\frac{\cos (m+n) x}{\ddots(m+n)}-\frac{\cos (m-n), n}{2(m-n)}$.
60. $\int \sin ^{2}$ m $\cdot d x=\frac{1}{2} x-\frac{1}{4 n} \sin 2 n x$.
61. $\int \cos ^{2} u x \cdot d x=\frac{1}{4 n} \sin 2 n x+\frac{3}{2} x$.
*In intograting any of these products 57 to 61 we mast recollect tho
following formulae:

$$
\begin{aligned}
2 \sin m x \cdot \sin n x & =\cos (m-n) x-\cos (m+n) x \\
2 \cos m x \cos n x & =\cos (m-n) x+\cos (m+n) x \\
2 \sin m x \cos n x & =\sin (m+n) x+\sin (m-n) x \\
\cos 2 n x & =2 \cos ^{2} n x \quad 1=1-2 \sin ^{2} n x .
\end{aligned}
$$

In the following examples 62 to $67, m$ and $n$ are supposed to be unequal integers.
62. $\int_{0}^{n \text { or } 2 \pi} \sin m x \cdot \sin n x \cdot d x=0$.
63. $\int_{0}^{\pi ~ o r ~} 2 \pi \quad \cos m x \cdot \cos n x \cdot d x=0$.
64. $\int_{0}^{\pi} \sin ^{2} n x \cdot d x=\frac{\pi}{2}, \int_{0}^{\pi} \cos ^{2} n x . d x=\frac{\pi}{2}$, if $n$ in an integer.
65. $\int_{0}^{2 \pi} \sin m x \cdot \cos n x \cdot d x=0$.
66. $\int_{0}^{\pi} \sin m x \cdot \cos n x \cdot d x=0$ if $m-n$ is even.
(7. $\int_{0}^{\pi} \sin m x \cdot \cos n x \cdot d x=\frac{m}{n^{2}-n^{2}}$ if $m-n$ is old.
68. $\int \sin ^{m} x \cdot \cos x \cdot d x=\frac{\sin ^{m+1} \cdot r}{m+1}$.
69. $\int \cos ^{m} x \cdot \sin x \cdot d x=-\frac{\cos ^{m+1} x}{m+1}$.

Hence any odd power of $\cos x$ or $\sin x$ may bo integrated, because we may write it in the form $\left(1-\sin ^{2} x\right)^{n} \cos x$ or $\left(1-\cos ^{2} x\right)^{n} \sin x$, and if we develope we have terms of the above shapes. Similarly $\sin ^{p} x \cdot \cos ^{7} x$ may be integrated when either $p$ or $q$ is an odd integer.
70. $\int x^{m} \sin x \cdot d x=-x^{m} \cos x+m \int x^{\prime n-1} \cos x \cdot d x$.
71. $\int x^{m} \cos x . d x=x^{m} \sin x-m \int x^{m n-1} \sin x . d x$.
72. $\int \frac{\sin x}{x^{m}} \cdot d x=-\frac{1}{m-1} \frac{\sin x}{x^{m-1}}+\frac{1}{m-1} \int \frac{\cos x}{x^{m-1}} d x$.
73. $\int \frac{\cos x}{x^{n}} d x=-\frac{1}{m-1} \frac{\cos x}{x^{n-1}}-\frac{1}{m-1} \iint_{x^{m-1}}^{\sin x} d x$.
74. $\int \tan ^{n} x . d x=\frac{(\tan x)^{n-1}}{n-1}-\int(\tan x)^{n-2} \cdot d x$.
75. $\int a^{n} \sin ^{-1} x \cdot d x=\frac{x^{n+1} \sin ^{-1} x}{n+1}-\frac{1}{n+1} \int \frac{x^{n+1} d x}{\sqrt{1-x^{2}}}$.
76. $\int x^{n} \tan ^{-1} x \cdot d x=\frac{x^{n+1} \tan ^{-1} x}{n+1}-\frac{1}{n+1} \int \frac{x^{n+1} d x}{1+x^{2}}$.
77. $\int \frac{d x}{a+b x+c x^{2}}=\frac{2}{\sqrt{4} a c-b^{-2}} \tan ^{-1} \frac{2 c x+b}{\sqrt{4} a c-\frac{b}{b^{2}}}$, if $4 a c>b^{2}$,

$$
\begin{aligned}
& =\frac{1}{\sqrt{b^{2}-4 a c}} \log \frac{2 c x+b-\sqrt{b^{2}-4 a c}}{2 c x+b+\sqrt{b^{2}-4 a c}}, \text { if } 4 a c<b^{2} \\
& =-\frac{2}{2 c x+b}, \text { if } 4 a c=b^{2}
\end{aligned}
$$

If $X=a+b x+c x^{2}$ and $q=4 a c-b^{2}$, then
78. $\int \frac{d x}{X^{2}}=\frac{2 c x+b}{q X}+\frac{2 c}{q} \int \frac{d x}{X}$.
79. $\int \frac{d x}{X^{3}}=\frac{2 c x+b}{q}\left(\frac{1}{2 X^{2}}+\frac{3 c}{q \bar{X}}\right)+\frac{b c^{2}}{q^{2}} \int \frac{d x}{\bar{X}}$.
80. $\int \frac{x \cdot d x}{X^{2}}=-\frac{b x+2 a}{q X}-\frac{b}{q} \int \frac{d x}{X}$.
81. $\int \frac{d x}{a \bar{X}}=\frac{1}{2 a} \log \frac{x^{2}}{\bar{X}}-\frac{b}{2 a} \int \frac{d x}{\bar{X}}$.
82. $\int \frac{d x}{x^{2} X}=\frac{b}{2 a^{2}} \log \frac{X}{x^{2}}-\frac{1}{a x}+\left(\frac{b^{2}}{2 a^{2}}-\frac{c}{a}\right) \int \frac{d x}{\bar{X}}$.
83. $\int \frac{d x}{\sqrt{(a-a)}(b-x)}=2 \sin ^{-1} \sqrt{\frac{x-\bar{a}}{b-a}}$.
84. $\int \frac{d x}{\sqrt{(a+b x)(\alpha-\beta x)}}=\frac{2}{\sqrt{b \beta}} \sin ^{-1} \sqrt{\frac{\beta(a+b x)}{a \beta+b \alpha}}$.
85. $\int_{x} \frac{d x}{\sqrt{x^{n}-a^{2}}}=\frac{2}{a n} \sec ^{-1}\left(\frac{x^{\frac{n}{2}}}{a}\right)$.
86. $\int \frac{d x}{x \sqrt{a^{n}+a^{2}}}=\frac{1}{a n} \log \frac{\sqrt{a^{2}+x^{n}}}{\sqrt{a^{2}+x^{n}}+a}$.
87.

$$
\begin{aligned}
& \int \frac{d x}{\sqrt{a+b x+c x^{2}}} \\
& \quad=\frac{1}{\sqrt{c}} \log \left(c x+\frac{b}{2}+\sqrt{c}\left(a+b x+c x^{2}\right)\right)
\end{aligned}
$$

88. $\int \frac{d x}{\sqrt{a+b} x-c x^{2}}=\frac{1}{\sqrt{c}} \sin ^{-1} \frac{2 c x-b}{\sqrt{4 a c+b^{2}}}$.
89. $\frac{(p+g x)}{\sqrt{a+b x+c x^{2}}}$ may be altered to

$$
\frac{g}{2 c} \frac{(b+2 c x)}{\sqrt{a+b x+c x^{2}}}+\frac{2 p c-g b}{2 c} \frac{1}{\sqrt{a+b x+c x^{2}}} .
$$

and so integrated.
90. Any integral of the form $\int \frac{l^{\prime}+Q(a x+b)^{m i r}}{R+S(a x+b)^{q / r}} d x$, where $P, Q, R$ and $S$ are rational integral functions of $x$, can be rationalized by the substitution of $a x+b=v^{r}$.
91. Any integral of the form $\int \frac{P+Q \sqrt{U}}{R+S \sqrt{U}} d x$, where $U$ is $a+b x+c x^{2}$, can be rationalized, (1) when $b^{2}-4 a c$ is positive and $c$ negative, by the substitution $\frac{\sqrt{-c} \sqrt{U}}{\sqrt{l^{2}-4 a c}}=\frac{2 y}{1+y^{2}}$.
(2) When $\begin{aligned} & \text { ( }\end{aligned}$ - 4ac is positive and $c$ positive by

$$
\frac{\sqrt{c} \sqrt{U} \bar{U}}{\sqrt{b^{2}-4 a c}}=\frac{2 y}{1-y^{2}} .
$$

(3) When $b^{2}-4 a c$ is negative and a positive by

$$
\frac{\sqrt{c} \sqrt{U}}{\sqrt{4 a c-b^{2}}}=\frac{1+y^{2}}{1-y^{2}} .
$$

If $U=a+b x+c x^{2}, q=4 a c-b^{2}, S=\frac{4 c}{q}$,
92. $\int \frac{d x}{U \sqrt{U}} \dot{\bar{U}}=\frac{2(2 c x+b)}{q \sqrt{U}}$.
93. $\int \frac{d x}{U^{n} \sqrt{U}}=\frac{2(2 c x+b)}{(2 n-1) q} \sqrt{U} U^{-}+\frac{2 S(n-1)}{2 n-1} \int_{U^{n-1}} \frac{d x}{U}$.
94. $\int \sqrt{U} \cdot d x=\frac{(2 c x+b) \sqrt{U}}{4 c}+\frac{1}{2 S} \int \frac{d x}{\sqrt{U}}$.
95. $\int U \sqrt{U} . d x=\frac{(2 c x+b) \sqrt{U}}{8 c}\left(U+\frac{3}{2 S}\right)+\frac{3}{8 S^{2}} \int \frac{d x}{\sqrt{U}}$.
96. $\int U^{n} \sqrt{U} \cdot d x=\frac{(2 c x+b) U^{n} \sqrt{U}}{4(n+1) c}$

$$
+\frac{2 n+1}{2(n+1) S} \int \frac{U^{U} \cdot d x}{\sqrt{U}} .
$$

97. $\quad \int \frac{x d x}{\sqrt{U}}=\frac{\sqrt{U}}{c}-\frac{b}{2 c} \int \frac{d x}{\sqrt{U}}$.
98. $\int \frac{d x}{a \sqrt{U}}=-\frac{1}{\sqrt{a}} \log \left\{\frac{\sqrt{U}+\sqrt{a}}{x}+\frac{b}{2 \sqrt{a}}\right\}$ if $a>0$,

$=\frac{-2 \sqrt{U}}{b x}$ if $a=0$.
99. $\int \frac{d x}{x^{2} \sqrt{U}}=-\frac{\sqrt{U}}{a x}-\frac{b}{2(\pi} \int \frac{d x}{x \sqrt{U}}$.
100. The solutions of many Physical Problems are given in terms of certain well-known definite integrals some of which have been tabulated. The study of these is beyond the scope of this book. I say a few words about The Gamma Function which is defined as

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{e}^{-x} \cdot x^{n-1} \cdot d x=\Gamma(n) \tag{1}
\end{equation*}
$$

By parts, $\int \epsilon^{-x} \cdot x^{n} \cdot d x=-\epsilon^{-x} x^{n}+n \int \epsilon^{-x} \cdot x^{n-1} \cdot d x$.
Putting these between limits it is easy to prove that $-\epsilon^{-x} x^{n}$ vanishes when $x=0$ and $x=\infty$.

And therefore $\int_{0}^{\infty} \epsilon^{-x} x^{n} \cdot d x=n \int_{0}^{\infty} \epsilon^{-x} \cdot x^{n-1} \cdot d x$

Hence

$$
\begin{equation*}
\Gamma(n+1)=n \Gamma(n) . \tag{3}
\end{equation*}
$$

so that if $n$ is an integer

$$
\begin{equation*}
\Gamma(n+1)=1.2 .3 .4, \& \text { c. } n=n \tag{4}
\end{equation*}
$$

Notice that $n$ has a meaning only when $n$ is an integer, whereas $\Gamma(n)$ is a function of any value of $n$.

Tables of the values of $\Gamma(n)$ have been calculated, we need not here describe how. The proof that

$$
\begin{equation*}
\Gamma\left(\frac{1}{2}\right)=\sqrt{\pi} . \tag{5}
\end{equation*}
$$

as given in most books, is very pretty. The result enables us through (3) to write out $\Gamma\left(\frac{3}{2}\right)$ or $\Gamma\left(-\frac{3}{2}\right)$, \&c.

A very great number of useful definite integrals can be evaluated in terms of the Gamma Function.

Jhus 1. $\int_{0}^{\frac{\pi}{2}} \sin ^{n} \theta \cdot d \theta=\int_{0}^{\frac{\pi}{2}} \cos ^{n} \theta \cdot d \theta$

$$
=\frac{1}{2} \sqrt{\pi} \Gamma\left(\frac{n+1}{2}\right) \div \Gamma\left(\frac{n}{2}+1\right)
$$

2. $\int_{0}^{1} a^{m-1}(1-x)^{n-1} d x=\int_{0}^{\infty} \frac{x^{m+1} d x}{(1+x)^{m+n}}=\frac{\Gamma(m) \Gamma(n)}{\Gamma(m+n)}$.
3. $\int_{0}^{\infty} \epsilon^{-a^{2} x^{2}} d x=\frac{1}{2 a} \Gamma\left(\frac{1}{2}\right)=\frac{1}{2 a} \sqrt{\pi} \cdot$
4. $\int_{0}^{\infty} x^{n} \epsilon^{-a x} d x=a^{-(n+1)} \Gamma(n+1)$.
5. $\quad \int_{0}^{1} x^{m} \log \left(\frac{1}{x}\right)^{n} d x=\frac{\Gamma(n+1)}{(m+1)^{n+i}}$.
6. $\int_{0}^{\infty} \frac{\epsilon^{-y} \cdot d y}{2 a \sqrt{y}}=\frac{1}{2 a} \Gamma\left(\frac{1}{2}\right)$.
7. $\frac{1}{2} \int_{0}^{1} y^{\frac{1}{2} l-1}(1-y)^{m-1} d y=\Gamma\left(\frac{l}{2}\right) \Gamma(m) \div 2 \Gamma\left(\frac{l}{2}+m\right)$ 。
8. $\int_{0}^{\frac{\pi}{2}} \sin ^{p} \theta \cos ^{2} \theta . d \theta=\frac{\Gamma\left(\frac{p+1}{2}\right) \Gamma\left(\frac{q+1}{2}\right)}{2 \Gamma\left(\frac{p+q}{2}+1\right)}$.
p.

## APPENDIX.

The following notes are intended to be read in connection with the text on the page whose number appears before the note. Tho exact position on the page is indicated by a $t$.

Page 3. The ordinary propositions in Geometry ought to be ithustrated by actual drawing. The best sign of the health of our raco is shown in this, that for two generations the arerage British boy hass lieen taught Euclid the mind destroying, and he has not deterionated. Euclid's proofs are seemingly logical; adranced students know that this is only in appearance. Even if they were logical the Euclidian Philosophy ought only to be taught to inen who have been Senior Wranglers. 95 per cent. of the schoolboys, whose lives it makes miserable, are as little capable of taking an interest in abstract reasoning as the other five per cont. are of origimal thought.
l'age 43. There is a much more accurate method for finding $\frac{d p}{d t}$ described in my book on the Stean Engine.

Paye 48. This rule is not to be used for values of $x$ greater than 16.

I'age 63. In Art. 39 I have given the flue investigations as usually given, but prefer the following methol, for I have for some time had reason to believe that in a tube of section $A$, perimeter $l$, if w lb , of gases flow per second, the loss of heat per socond per unit area of tube is proportional to

$$
v \theta_{i} t,
$$

if $t$ is the absolute temperature of the gases and $v$ the velocity of the gases. Now $v \propto W^{T} t \div A$, so that the loss of heat per second is proportional to

Proceeding as before

$$
\| \theta / \lambda
$$

or

$$
\begin{gathered}
-N \cdot d \theta=C W \theta \cdot d s / A \\
-A \frac{d \theta}{\theta}=C \cdot d s
\end{gathered}
$$

or $\quad-A \log \theta+c=C S$,
where $c$ and $C$ are constants. As lefore, this leads to

$$
c=A \log \theta_{1}, \quad S=\frac{A}{C} \log \frac{\theta_{1}}{\theta} .
$$

Whole $S=\frac{A}{C} \log _{\theta_{2}} \theta_{1}$, so that the efficiency becomes

$$
E=1-e^{-C S / A}
$$

Now if it is a tube of perimeter $P$ and length $l, S / a$ becones $P l / A$ or $l^{\prime} m$ where $m$ is known as the hydraulic mean depth of the flue, so that

$$
E=1-\epsilon^{-C / / m} .
$$

This makes the efficiency to be independent of the quantity of stuff flowing, and within reasonable limits I believe that this is true on the assumption of extremely good circulation on the water side. This notion, and experiments illustrating it, were published in 1874 by Prof. Oshorne Reynolds before the Lanchester Philosophical Society.

Mr Stanton has recently ( 1 hil. Trans. 1897) published experiments which show that we have in this a principle which ought to lead to remarkable reductions in the weights of boilers and surface condensers; using extremely rapid circulation and fine tubes.

Page 95. It ought not to be necessary to say here that the compressive stress at any point in the section of a beam such as ACAC, fig. 47 , is $\frac{M}{I} z$, if $z$ is the distance (say $J I$ ) of a point on the compression side of the neutral line AL from the neutral line. The noutral line passes through the centre of the section. If $z$ is negative the stress is a tensile stress. The greatest stresses occur where $z$ is greatest. Beams of uniform strength are those in which the sime greatest stress occurs in every section.

I'ago 111. Mr George Wilson (Proc. Royal Soc., 1897) describes a method of solving the most gencral problems in continuous beams which is simpler than any other. Let there be supports at $A, B, C, D, E$. (1) Imagine no supports except $A$ and $E$, and find the deffections at $B, C$ and 10 . Now assume only an upward Ioad of any amount at $月$, and find the upward deflections at $B, C$, and $D$. Do the same for $C$ and $D$. These answers enable us to calculate the required upward loads at $B, C$ and $D$ which will just bring these points to their proper levels.

Penge 139. For beginners this is the end of Chap. I.
l'age 1 tif. In all cunces then,

$$
d I I=k \cdot d t+t\left(\frac{d p}{d t}\right) d t \ldots \ldots \ldots \ldots \ldots \ldots\left(23^{*}\right) .
$$

Fvercise 1. By means of (23) express $K, l, L, I$ and $\Gamma$ in terms of $k$ and write out the most general form of equation (3) in terms of $k$. Show that among many other interesting statements we have what Maxwell calls the four Thermodynamical relations,

$$
\left(\frac{d c}{d t}\right)=-\left(\frac{d \phi}{d p}\right)_{t} ;\binom{d v}{d \dot{\phi}}_{p}=\left(\frac{d t}{d p}\right)_{\phi} ;\left(\frac{d p}{d t}\right)=\binom{d \phi}{d v}_{t} ;\left(\frac{d p}{d \phi}\right)_{v}=-\left(\frac{d t}{d v}\right)_{\phi} .
$$

Exercise 2. Prove that in fig. 55,

$$
\text { Area } A B C D=A E \cdot A F,=A U \cdot A \cdot T=A G . A L=A Q \cdot A R
$$

and show that these are the above four relations.

Excrise 3. Show by using (23) with (7), (8), (11) and (14) that for tuy substance

$$
L=-t\binom{d v}{d t}, k=K-t\left(\frac{d v}{d t}\right)\left(\frac{d p}{d t}\right), \quad V=K\left(\frac{d t}{d c}\right), \quad P=k\left(\frac{d t}{d p}\right),
$$

and that ( 20 ) becomes
so that

$$
\begin{gathered}
\left(\frac{d k}{d v}\right)_{t}=t \frac{t^{2} p}{d t^{2}} \\
k=k_{0}+t \int\binom{d^{2} p}{d t^{2}} d v,
\end{gathered}
$$

where $k_{0}$ is a function of temperature only.
Dividing $d M=K . d t+L . d p$ by $t$ and stating that it is a complete differential, show that we are led to

$$
K=K_{0}-t \int \frac{d^{2} v}{d t^{2}} \cdot d p
$$

where $K_{0}$ is a function of temperature only.
Peuge 152. Another way is merely to recognize (8) as being the same as

$$
\delta H=k . \delta t+l . \delta v
$$

for $l=t\left(\frac{d p}{d t}\right)$, and when a pound of stuft of volune $s_{1}$ receives $\delta H=L$ at constant temperature (or $\delta t=0$ ) in increasing to the volume $s_{2}$ (so that $\delta v=s_{2}-s_{1}$ ) we have, since $d p_{1} d t$ is independent of $r$,

$$
\delta H=L=0+t \cdot \frac{d p}{d t} \cdot\left(s_{2}-s_{1}\right)
$$

Page 188. Sine functions of the time related to one another by linear operators such as $a+b \theta+c \theta^{2}+$ etc. $+e \theta^{-1}+f \theta^{-2}+$ etc., where $\theta$ means $\frac{d}{d t}$, are represented by and dealt with as vectors in the manner here described. Representing an electromotive force and a current in this way, the scalar product means Power. Dr Sumpner has shown (Proc. Roy. Soc., May 1897) that in many important practical problems more complicated kinds of periodic functions may be dealt with by the Vector Method.
l'uge 190. The symbol tan ${ }^{-1}$ means "an angle whose tangent is."
Page 195. To understand how we develope a given function in a Fourier Series, it is necessary to notice some of the results of Art. 100 , very important for other reasons; indeed, I may say, all-important to electrical engineers.

Page 195. Article 126 should be considered as displaced so as to come immediately before Art. 141, p. 210.

Page 202. The problem of Art. 125 is here continued.

Page 208. The beginner is informed that $\Sigma$ means "the sum of all such terms as may be written ont, writing 1 for $s, 2$ for $s, 3$ for $s$, and so on."
l'age 209. Sce Ex. 23, p. 184.
Page 213. The student ought to alter from $v$ to (' or to $Q$ in (9) as an exercise.

Page 213. See Art. 152.
Page 241. Remember that the effective value of $a \sin (n t+c)$ is $a \div \sqrt{2}$.

Puge 254. Here again a student needs a numerical Fxample.
Page 256. After copper reod "and their insulations."
Page 259. Then

$$
e_{1}+e_{2}=E[\sin (n t+a)+\sin (n t-a)]=2 L \cos a \sin w t .
$$

(See Art. 109.)
Page 266: All other statements about this subject that I have seen are of infantine simplicity, but utterly wrong.

Page 269. Insert "and in consequence."
l'age 278. Tn the same manner show that if

$$
y=a^{x}, \frac{d y}{d x}=a^{x} \log a .
$$

l'age 281. See the eighth fundamental case, Art. 215.
Page 299. See (1) Note to Art. 21.
Paye 301. Article 225 should be considered as displaced so as to $\mathrm{p}^{\text {mecede Art. } 22 ? .}$

Page 305. See Ex. 8, Art. 99.
P'age 309. Or (3).
Page 310. Art. 225 should be read before Art. 222.
Page 331. I have taken an approximate law for $h$ and so greatly shortened the work.

P'ege 359. Viscosity. All the fluid in one plane layer moves with the velocity $v$; the fluid in a parallel plane layer at the distance $\delta . r$ moves with the velocity $i+\delta u$ in the same direction; the tangential force per unit area necessary to maintain the motion is $\mu \frac{\delta v}{\delta x}$ or $\mu \frac{d v}{d x}$, where $\mu$ is the viscosity.

Example 1. A circular tube is filled with fluid, the velocity $v$ at any point whose distance from the axis is $r$ being parallel to the axis. Consider the equilibrium of the stuff contained between the cylindric spaces of radii $r$ and $r+\delta r$ of unit length parallel to the axis. The
tangential force on the inner surface is $2 \pi r \mu \frac{d v}{d r}$ and on the outer surface it is what this becomes when $r$ is changed to $r+\delta r$ or $2 \pi \mu \frac{d}{d r}\left(r \cdot \frac{d v}{d r}\right) \delta r$, the difference of pressure between the ends gives us a force $-2 \pi r \frac{d p}{d x} \delta r$ if $x$ is measured parallel to the axis. The mass of the stuff is $2 \pi r . \delta r . m$ if $\delta r$ is very small and if $m$ is the mass per unit volume; its acceleration is $\frac{d v}{d t}$ if $t$ is time; and hence, equating force to mass $\times$ acceleration and dividing by $2 \pi \mu \delta r$,

$$
\frac{d}{d r}\left(r \frac{d v}{d r}\right)+\frac{r}{\mu} \frac{d p}{d x}=\frac{r \cdot m}{\mu} \frac{d v}{d t} .
$$

Example 2. Let $\frac{d p}{d x}$ be constant; say that we have a change of pressure $P$ in the length $l$ so that $\frac{d p}{d x}=\frac{p}{l}$. Let a state of steady flow have been reached so that $\frac{d v}{d t}=0$, then

$$
\frac{d}{d r}\left(r \frac{d v}{d r}\right)+\frac{r}{\mu} \frac{p}{l}=0
$$

If $r \frac{d v}{d r}$ be called $u$ and if $P_{l} / \mu$ be called $2 a$, then $\frac{d u}{d r}+2 a r=0$, so that $d u+2 a r . d r=0$, or $u+a r^{2}=$ constant $c$.

$$
\begin{align*}
& \frac{d v}{d r}+a r^{2}=c, \text { or } \frac{d v}{d r}+a r=\frac{c}{r}  \tag{1}\\
& d v+\left(a r-\frac{c}{r}\right) d r=0 \\
& v+\frac{1}{2}\left(\sigma r^{2}+\frac{1}{2} \frac{c}{r^{2}}=C \ldots \ldots \ldots\right.
\end{align*}
$$

Evidently as there is no tangential force where $r=0, \frac{d v}{d r}=0$ there, c must be 0 . Hence

$$
\begin{equation*}
v+\frac{1}{2} a r^{2}=C \tag{2}
\end{equation*}
$$

Now $v=0$ where $r=r_{0}$, the outer radius of the fluid, and hence (2) becomes $v=\frac{1}{2} a\left(r_{0}{ }^{2}-r^{2}\right)$.

The volume of fluid per second passing any section is

$$
2 \pi \int_{0}^{r_{0}} r v \cdot d r=\frac{\pi}{4} a r_{0}^{4}=\pi r_{0}^{4} P / 8 l_{\mu} .
$$

This enables us to calculate the viscosity of a fluid passing through a cylindrical tube if we know the rate of flow for a given difference of $1^{\text {ressure. }}$

## INDEX.

The References are to puges.

Academic exercises, Chap. ini.
Acceleration, 24, 30, 188, 220
Adiabatic law, 92, 148, 167
Advance, 186
Air in furnaces, 65
Air turbine, 128
Alternating current formulae,183-5,
189, 209, 239
Alternator, 178
Alternators in parallel and series, 259
Amplitude, 172
Analogies in beam problems, 108
in mechanical and electrical systems, 213
Angle between two straight lines, 16
Angular displacement, 33
Angular vibrations, 212
Apparent power, 209
Approximate calculations, «2
Arc, length of, 170
Archimedes, spiral of, 302
Area, centre of, 85

- of catenary, 171
- of curves, 69
- of parabola, 71
- of ring, 80
- of sine curve, 197
- of surfaces of revolution, 75, 78

Asymptote, 301
Atmospheric pressure, 166
Attraction, 87, 344
Average value of product of sinc functions, 185
Ayrton, 53, 199
Ballistic effects, 181

Basin, water in, 130
Beams, 48
-- fixed at the ends, 100-108

- of uniform strength, 102
- shear stress in, 115
- standard cases, 97-99

Beats iu music, 194
Belt, slipping of, 16.
Bending, 94-191

- in struts, 262

Bessels, 205, 352, 354
Bifilar suspension, 179
Binomial Theorem, 34
Boiler, heating surface, 63
Bramwell's valve gear, 193
Brilge, suspension, 61
Calton Hill, 357
Cardioide, 30:
Capacity of condensers, $162,236,240$
Carnot cycle, 145,152
Carnot's function, 145
Catenary, 62, 170
Central force, 344
Centre of gravity, 73, 85
Centrifugal force, 123
Centrifugal punp, 131
Chain, hanging, 61
Change of state, 150

- of variable, 339

Characteristic of dynamo, 296
Circle, 10

- moment of inertia of, 82

Circuitation in electricity, 131
Cissoid, 302
Cistems, maximun volume of, 49

The References are to pages.

Clairaut's equation, 334
Clearance in gas engines, 150

- in pumps, 131

Commutative law, 231
Companion to cycloid, 301
Complete differential, 143-145, 153
Compound interest law, 161, 164
Concavity, 306
Conchoid, 302
Condensation in steam cylinders, $54,153,358$
Condenser, electric, 162, 212, 936

$$
\begin{aligned}
& \text { annulling self-induction, } \\
& 247 \\
& \text { - .. . With induction coil, } 257
\end{aligned}
$$

Conductivity of heat, 341, 354
Conductors, network of, 237
Cone, 73, 78
Conjugate point, 301
Connecting rod, 191
Constraint, 179
Continuous beams, 111
Convexity, 306
Cooling, Newton's law of, 163
Co-ordinate geometry, 6
Co-ordinates, $r, \theta, \phi, 347$ - polar, 310,342

Cosines, development in, 207
$\operatorname{Cos}^{-1} x, 277$
$\operatorname{Cot}^{-1} x, 277$
$\operatorname{Cot} x, 275$
Coupling rod, 26
Craigleith quarry, 357
Crank, 173
Crank and connecting rod, 12, 191
Curl, 134
Current, effective, 200--202 electric, 33, 168, 189, 239
Curvature, $96,120,169,306$

- of beams, 96 - 121
- of struts, 262

Curves, 43

- aren of, 69
- lengths of, 77,312

Cusp, 301
Cycloid, 12, 276, 302, 312

- companion to, 301

Cylinder, heat conduction in sides of steam-engine, 356

- moment of inertia of, 8\%, 85
Cylinders, strength of thick, 88
Cylindric body rotating, 90

Damped vibrations, 10, 211, 225228
Definite integral, 68
Deflection of beams, 96,118
Demoivre, 320
Development, Fourier, 202
in cosines, 207
Differential coefficient, 21, 28, 268

- complete, 143, 153
- equation, 220-225
- equations, general exercises on, 337
- equations, partial, 3 $\pm 1$,

346-351

- partial, 139

Differentiation of function of more than one varia.
ble, 340

- of product, 269
- of quotient, 270

Diffusivity for heat, 305
Discharge of condenser, 156
Displacement, angular, 33
Distributive law, 231
Drop in transformers, 255, 257
Dynamics of a particle, 344
Dynamo, series, 2.16
$\frac{d^{2} s}{d t^{2}}, 24$
$\frac{d y}{d x} \cdot \frac{d x}{d y}=1,272$
$\frac{d y}{d x}=\frac{d y}{d z} \cdot \frac{d z}{d x}, 155,271$
$\boldsymbol{e}^{a x}, 10$
$e^{\alpha x} \sin 6 x, 10,285$
$e^{a x} \cos b x, 286$
Earth, attraction of, 87
Earthquake recorder, 215
Feonomy in electric conductors, 55, $57-59$

- $\quad$ hydraulic mains, 58

Eddy currents, 209
Effective current, 200-202
Efficiency of gas-engine, 150

- of heat-engine, 41
- of heating surface, $6 t$

Elasticity, 93, 141
Electric alternator, 178

- cireuit, $33,168,178,189$, $208,212,236,239,247$

The References are to pages.
Electric condenser, 162, 236,240-245
Equations, differential, 220-225

- -- and Ruhmkorf coil, 257
as shunt, 243, 246
- condnctor, 168
economy in, 5n, 57-59
-- current, effective, 200-202
-- illustration, alternating currents, 199
-- lamps, economy in, 294
- make and break curve, 201, 205
- power meter, 209
- time constant of coil, 60, 160
- traction, 59
-.. transformer, 33, 249, 253
- vibrations, $156,212,213,225$
- voltage, effiective, 202, 247
- voltaic cells, 51,52

Electricity, partial differential equations in, 349

- problems in, 33,51,52, 55, 57-59, 60, 134$136,156,157,162,168$, 178,182-186,189, 195, $202,205,208-210,212$, 225, 236, 239-261
self-induction in, 185
Electrodynamometer, 200
Electromagnetic theory, fundamental laws of, 134
Electromotive force, 134
-     - in moving coil, 178
Ellipse, 8, 10, 11, 83, 158, 276
Ellipsoid of revolution, 76
Elliptic functions, 339
- integrals, 339

Empirical formulae, 17
Energy, intrinsic, 143

- kinetic, 31, 180
- of moving body, 156
- potential, 180
- stored in compressel sprins, 33
Engineer, 1
Entropy, 143, 152
Envelopes, 309
Epicycloid, 302
Epitrochoid, 301
Equality of forces, 217
- partial differential, 341,
346- 351
solving, 51

Equiangular spiral, 186
Euler's law for strnts, 265
Evancscent term, 169, 190, 208, 240
Exact differential equation, 339
Exercises, 38

- general, on differential equations, 337
on integration and differentiation, 279
- maxima and minima, 295
- on curves, 169, 311
-- on integration of $\sin x$ and $\cos x, 182$
on Maclaurin, 319
Expansion of functions, 317-320
- of gas, 17

Experiments, 7
Explosions, 48
Exponential and trigonometrical formulae, 177, 185, 190, 222, 320
$e^{x}, 161$
Factor, integrating, 328
Factorial fractions, 235
Factorials and gamma function, 369
Falling body, 21, 30
Feedwater missing in steam cylinder, 358
Ferranti effect, 247
Field, magnetic, about straight wire, 134

- $\quad$ rotating, 195, 251

Flow, maximum, of gas, 128
-- of gas, 54

- of liquid, hypothetical, 133

Fluid friction, 167

- motion, 125
- pressure, 121
- whirling, 123
work done by, 6ti
Flywheel, 84
- stopped by friction, 167

Force, central, 344

- due to jet, 27
-     - pressure of fluids, 121
-- lines of, 124

The Reforpuces are to pages.

Force of blow, 26

- of gravity, 87
- unit of, 26

Forces on moving bodies, 180
Forms, indeterminate, 299
Formulae of reduction, 284, 286
Fonrier development, 208

- exercises on, 315
- proof, 183, 184, 197, 201
- rule, 202, 204
- theorem, 195

Fractions, partial, 291
Frequency, 186
Friction at pivot, 94

$$
\begin{array}{ll}
-\quad \text { fluid, } 167 \\
-\quad \text { solid, } 168
\end{array}
$$

Frustrum of cone, 78
Fuel on voyage, 49
Function, 8

- average value of sine, 185
- Bessel, 352
- elliptic, 339
- gamma, 369
- hyperbolic, 172, 360
- of more than one variable, 137, 311
Fundamental integrals, 278
- rules on electricity, 134

Furnaces, air in, 65
g, 26
Gamma functions, 235, 369
Gas, 38

- elasticity of, 94
- engine, 91
-     - diagram, heat in, 272
-     - formulae, 17, 91, 147, 150, 272
- flow of, 55, 127
- perfect, 136, 150
- work done by, 66, 72

Gange notcher, 133
Gaussage, 134
Gear, valve, 193
General case of two coils, 249

- exercises in differential equations, 337
in differentiation and integration, 279
- rule, 271
-     - for differential equar. tions, $2 \because 4$

General rule for operators, 237
Girders, continuous, 111
-. shear stress in, 117
Glossary, 301, 302
Gordon's rule for struts, 264
Gradient, temperature, 35 \&
Graph exercises, 8-10
Graphical Fourier development, 20:t
work in beams, 108
Gravity, 87

- motion of centre of, 230

Groves' problem, 257
Guldinus' theorems, 80
Guns, 90
Hammer, 26
Hanging chain, 61
Harmonic functions, 172, 186
Harmonics, zonal, 205, 351

- -- spherical, 349

Heat conductivity, 351

-     - equations, 341,
- $347-352$
- equations, 138
-- experiments at Edinburgh, 3:37
-- latent, 41, 43
- lost in steam cylinders, $3.3 ;$
-- reception in gas-engine, 972
- specific, 93, $1 \pm 1$

Heating surface, 63
Hedgelog transformer, 244
Henrici, Professor, 205
Henry, 136
Hertz, 215
Horse-power and steam, 41
Hydranlic jet, 26

- press, strength of, 89
- transmission of power, 5s

Hydraulies, 133
Hyperbola, 10, 11
Hyperbolic functions, 360

- spiral, 302

Hypocycloid, 277, 302
Hypotrochoid, 302
Hysteresis, 203, 255
Idle current in transformers, 24;
Imaginaries, 185
Incandescent lamp, economy in, 298 Independent variables, change of, $33 ; 8$ - - more thau one, 56,136 , 154
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Indeterminate forms, 299,300
multipliers, 10s
Index law, 231
Indicator diagram, 53, 67

-     - gas-engine, 91,272
- vibration, 215

Induction, 136
… coil and condenser, 2.77
-- in transformers, 256

- mutual, 249
- self-, 33,60
- self-, and capacity, 240

Inertia, moment of, 81
\(\left.\begin{array}{ccc}-- \& - \& of cylinder, 81, <br>

85\end{array}\right]\)| of ellipse, 83 |
| :--- |
| $\cdots$ |
| $\cdots$ |

Illustrations of meaning of differen-
tiation, 37, 40, 42, 162, 176, 177
Inflexion, point of, 20,301 .
Instruments, measuring, 179
Integral, definite, 6s

$$
\text { - double, } 68
$$

- line,69
- surface, 69

Integrals, elliptic, 339 list of, 359--369
Integrating fretor, 144, 327
Integration, 23, 35

- by parts, 285
- exercises on, 1-3
- of fractions, 282

Interest law, compound, 161
Intersection of two straight lines, 16
Intrinsic encrgy, 143
Isothermal expansion, 92
Joule's equivalent, 43
Journal, lubrication of, 231
Kelvin, 161
Kinetic energy, 31
Labour-saving rule, 237
Lag, 209
Latent heat, 15, 42
Lateral loads, struts with, 264
Lamp, incandescent, 298
Law, adiabatic, 148

- commutative, 231
- of flow of heat, leclet's, 63

Saw of cooling, Newton's, 163

- compound interest, 161
… distributive, 231
--. of Entropy, 148, 152
-- Euler's, for struts, 265
- of expansion of steam, 17
-- of falling bodies, 21
-- Index, 231
.. of loss of heat in steam cylinder, $\mathbf{3 5 6}$
- of $p$ and $t, 18$
-- of Thermodynamios, first, 142
-     -         - second, 146
- of vibratory systems, 225-230

Lead in brancli electric circuit, 247
Leakage of condenser, 162
Thegenclre's equation, 350
Lemniscata, 302
Length of arc, 170

- of curve, 77,312

Level surface, 12t
Limit, meaning of, 22
Line integral, 69, 134
Linear equations, 220, 326, 353
Link motions, 14,193
Liquid, flow of, 130
List of Integrals, 359-3(i)
Lituus, 302
Lioci, 11
Logarithmic curve, 10,302

$$
\begin{array}{ll}
- & \text { decrement, } 11 \\
-\quad & \text { function, } 40 \\
\text { spiral, } 302
\end{array}
$$

Logarithms, 2, 161
$\log x, 274$
Lubrication of journal
Maclaurin, 319
Maguet suspended, 179
Magnetic field about straight wire, 134, 195

-     - rotating, 195, 251
- force, 134
--- leakage, drop due to, 257
Make and break curve, 201, 205
Mass, 26
- energy of moving, 157
- of body, variable, 76
- vibrating at end of spring, 156

Mixima and nininat, 20
exercises
$46,47,60$
294
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Maximum current from voltaic cells, Pendalum, 179

52

- flow of air, 128
- parcel by post, 53
- volume of cistern, 49
power from dynamo, 397
Measuring instruments, 179
Merchant and squared paper, 6
Meter, electric power, 209
Minimum, 20
Modulus, 340
Moment of inertia,
Momentum, 26
Motion, 30, 157
- angular, 33, 212
- of fluids, 125
- of translation, 344
- in resisting medium, 314

Multipliers, indeterminate, 15 s
Mutual induction, 250
Natural vibrations, 225, 226
Negative and positive slope, 10
Network of conductors, 237
Newton's law of cooling, 163
Normals, 15, 43, 109
Notches, gauge, 183
Numerical calculations, 2
Octave, 192
Ohm's law, 33

- -- modified, $136,16 s, 18 \%$, 208, 236
Operation, symbols of, 231
Orifice, flow of gas through, $5 t$
Oscillation, 123, 156, 140, 210, 211, 225-30
Otto cycle, 149
1arabola, 8, 11, 27, 31, 61, 71
Paraboloid of revolution, 74
Parallel motion, 13 - alternators in, 261

Parameter, 340

- variable, 30s

Partial differential equations, 341, 347-352

- differentiation, 39, 137, 155, 269, 341
- fractions, 224, 234, 291, 294

Particle, dynamics of, 344
Parts, integration by, 284
Peclet's law of flow of heat, 63

Percussion, point of, 123
Perfect gas, 38

-     - thermodynamics of, 147
- steam-engine, 41

Periodic functions, 194, 203

- motions in two directions, 196
- time, 186

Perpendicular lines, equations to, 16
Pivot, friction at, 94
Point, conjugate, 301

- d'arrêt, 301
- of inflection, 301
- of osculation, 301
- moving in curved path, 342

Polar expressions, 342
Pound, unit of force, 26
Poundal, 26
$P_{m}(\theta), 350$
Positive and negative slope, 19
Potential energy, 32
Power, apparent, 209

## - electric, 208

-     - transmission of, 5
- meter, electric, 209
-.. true, 209
1'ress, hydraulic, 90
Pressure, 136, 273
- atmospheric, 166
-- fluid, 121
Primary, transformed resistance of, 254
Product, differentiation of, 155, 269)
Projectile, 310, 315
Pulley, slipping of belt on, 16:)
Pump rod, 164
Quotient, differentiation of, 270
Radial valve gears, 14, 193
Radian, 9
Radius of curvature, 169, 306


## - of gyration, 82

Radius vector, 342
Rate of reception of heat, 92
Ratio of specific heats, $93,139,141$
Ratios, trigonometrical, 182
Reduction, formulae of, 284, 286
Recorder, earthquake, 215
Rectangle, moment of inertia of, 86
Resistance, electric, 33

## The Refercnces are to pages.

Resistance, leakage, 163

- operational, 236

Resistances in parallel, 245
liesisting medium, motion in, 314
Resonance, 215
Resultant of any periodic functions, 197
Revolution, surfaces of, 78 - volume of solids of, 75

Rigid body, 61

-     - motion of, 217

Ring, volume and area of, so
Rod, moment of inertia of, 85
Roots of equations, 224, 321
Rotating ficld, 195, 251
Rotation in fluids, 132
Ruhmkorff coil, 257
Rule, 4
$r$ and $\theta$ co-ordinates, 342
$r, \theta, \phi$ co-ordinates, 347

Secant $x, 276$
Secohm, 136
Self-induction, annulled by condenser, 247

-     - of parallel wires, 135
Series, alternators in, 257
- development in, 207
- dynamo, 296

Shape of beams, 109
Shear stress ill beams, 115
Shearing force in beams, 108
Simple harmonic motion, 173

$$
\text { - - } \quad \text { damped, } 311
$$

$\operatorname{Sin} x, 9,161,274$
Sine carve, area of, 173

- functions, 172

Sines, curve of, 9, 173

- development in, 207

Singular solution, 334
Slipping of belt, 165
Slope of curve, 15, 19, 70
Solution of forced vibration equations, 214

- of linear differential equations, 229
Sound, 94
Specific heat, 139
- heats, ratio of, 93,141
- volume of steam, 42

Speed, 21

Spherical Harmonics, 205, 34!, 35 t
Spin, 132
Spiral flow of watex, 130

- hyperbolic, 302
- of Archimedes (or equiangular), 302
- line, 173
- logarithmic, 302, 311

Spring with mass, vibrating, 156
Springs, 21, 32, 53

- which bend, 119

Square root of mean scuare, 200,202
Squared paper, 6, 7
State, change of, 150
Steady point, 219
Steam, 41

```
- work pcr pound of, t's
```

- -engines, 41
- -engine indicator, vibrations of, 215
-     - piston, motion of, 191

Stiffness of beams, 48
Straight line, 14
Strains in rotating cylimder, 90
Stream lines, 126
Strength of beams, 48

- of thick cylinders, 88
- of thin cylinders, 91

Struts, 261

- with lateral loads, 264

Subnormal, 44, 169
Substitution, 279
Subtangent, 44, 169, 305
Successive integration, 335
Sum, differentiation of a, 268
Surface heating, 63

- integral, 69
—— of revolution, 75, 78
- level, 124

Suspension, 179 bridge, 61
Swinging bodies, 179, 182
Symbols of operation, 233

Synchronism, 215
Table of Fundamental Forms, 278
Tangents, 43, 158, 169
$\operatorname{Tan} x, 275$
$\operatorname{Tan}^{-1} x, 277$
Taylor's theorem, 317
Temperature, 136

The References are to pades.

Temperature, absolute, 145
-- gradient, 854

- in rocks, \&c., 3.77

Terminal velocity, 314
Theorem, Dinomial, 34
Theorem of three moments, 111

- Guldinus', 80
- $\quad$ Memoivre's, 320
Maclaurin's, 318
- Maylor's 317
'Thermodynamics, 42, 138, 153
Thomson, Professor James, 13:
Thuee moments, 111
Tides, 194
Tine constant of coil, 69, 160
$t, \phi$ diagram, 153
Torque, 33
Torsion, 179
'Iraction, electric, 59
Transformer, 33
Transformers, 252, 257
- condenser shunt, 243
- idle current of, 24;

Triangle of forecs, 61
Trigonometry, 2
Trigonometrio and Exponential Functions, 177, 185, 222, 234
Trigonometric Fomulae, 182
Trisectrix, 302
Tuning-forks, 230
Turbine, air, 128
Two circuits, 249

Valve gears, 14,193
Variables, independent, 57, 136, 341
Variable mass of body, 76
parameter, 308
Vclocity, 21, 30, 188
Vibration, $156,190,210,212,216$, 225, 230, 238

- (electrical), 156, 219, 213
- inclicator, 217,219
- of indicator, 215

Volcmoes, 172
Voltage in moving coil, 178
Voltaic cells, 51, 52
Volume of cone, 74

- of ellipsoid of revolution, 75;
- of paraboloid of revolution, 74
- of ring, 80
- of solid of revolution, 76

Voyare, fuel consumed on, 49
Water in steam cylinder, 358
Watt's parallel motion, 13
Wedmore, 205
Weight, 26
Whirling fluid, 12:3
Willans, 54
Work, 31-32

- in angular displacement, 35
- per pound of steam, 31,53
- done by expanding fluid, 66, 72
gases, 149
Uniform strength in beams, 102,103
Uniformly accelerated motion, 29
Unreal quantities, $3,177,185,222$, 320
$x \cdot \epsilon^{6 x}, 285$
$x^{n} 0-160$
Zonal Harmonies, 205, 349, 35 t
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## LECTURES ON THEORETICAL AND PHYSICAL

 CHEMISTRY. Part I., Chemical Dynamics. Demy 8vo., 12s. net. Part II., Chemical statics. Demy 8vo., 8s. 6d. net. By Dr J. H. Van 'T. Horf, Professor at the University of Berlin. Translated by Dr R. A. Lehifeldt, Professor at the East London Technical College.PHYSICAL CHEMISTRY FOR BEGINNERS. By Dr Van Deventer. Translated by Dr R. A. Lehfeldt, Professor at the East Loudon Technical College. 2s. 6d.
"The book is especially to be recommended to anyone wishing to make a beginning in the study of the important question of the relation between chemical equilibrium and the heat evolved in chemical reaction."-British Medical Journal.

A TEXT-BOOK OF PHYSICAL CHEMISTRY. By Dr R. A. Liehfeldt, Professor of Physics at the East London Technical College. With 40 Illustrations. Crown 8vo., cloth, 7s. Gid.

## A MANUAL OF HUMAN PHYSIOLOGY. By Leonalid

 Hrle, M.D. Specially adapted to the Syllabus of the Science and Art Department. With numerons Illustrations.
## A FIRST YEAR'S COURSE OF EXPERIMENTAL WORK IN CHEMISTRY. By E. H. Cook, D.Se., F.I.C., Principal of the Clifton Laboratory, Bristol. Crown 8 vo., cloth, $18.6 d$. <br> "Well adapted to give the student a good grounding in Physical as woll as Chemical Science. Likely to be of great use to beginners."-Chicmical News.

## Mractical $\mathfrak{I c}$ cience Klianuals.

General Editor: Professor RAPHAEL MELDOLA, F.R.S., of the Finsbury Technical College of the City and Guilds of London Institute.

STEAM BOILERS. By George Halliday, late Demonstrator at the Finsbury Technical College. With numerous Diagrams and Illustrations. 400 pages. Crown 8vo., 5 s.
"A very good treatise......peculiarly adapted for the use of those who have not time or opportunity to go deeply into the literature of the subject. We do not know of any book on boilers more likely to be of use to the student than this."-Engineer.
ELECTRICAL TRACTION. By Ernest Wilson, Wh.Se., M.I.E.E., Professor of Electrical Engineering in the Siemens Laboratory, King's College, London. Crown 8vo., cloth, $5 s$.
"The author has compressed into a very handy volume considerable information of an intensely practical character."-Electrical Engineer.

## CHEMISTRY FOR AGRICULTURAL STUDENTS.

By T. S. Drmosd, of the County Technical Laboratory, Chelmsford. Crown 8vo., cloth, 2s. $6 d$.

Lundon: EDWARD ARNOLD, 37, Bedford Street, Strand.

## WORKS BY C. LLOYD MORGAN, F.G.S.,

Professor of Biology and Principal of University College, Bristol.
HABIT AND INSTINCT. A Study in Heredity, based on the Author's 'Lowell' Lectures, 1895-96. Demy 8vo., cloth, 16 s.
"Biologists owe a debt of gratitude to Professor Lloyd Morgan for this most interesting and suggestive volume."-Professor A. R. Wallace in Natural Science.
"A valuable book on a fascinating subject."-Times.
"Professor Lloyd Morgan has written a delightful book on an interesting and important subject, and every psychologist and biologist will find both his profit and his pleasure in reading it."-Manchester Guardian.
"Although it is severely scientific, it is compact with good stories, and for the first time a great authority has placed the subject of 'Instinct and Human Reasoning' on a clear and almost demonstrable basis.'-Liverpool Daily Post.
ANIMAL BEHAVIOUR. With forty Illustrations and a
Photo-etched Frontispiece. New and Cheaper Edition. [Nearly rady.
Contents.-The Nature of Animal Life-The Process of Life-The Senses of Animals-Mental Processes in Man-Mental Processes in Animals-The Feelings of Animals-Animal Activities: théir Habits and Instincts-Re. production and Development-Variation and Natural Selection-Heredity and the Origin of Variations-Organic Evolution-Mental Evolution.
"The work will prove a boon to all who desire to gain a general knowledge of the more interesting problems of modern biology and psychology by the perusal of a single compact, luminous, and very readable volume."-Dr A. R. Wallace, in Nature.
"All will agree in admiring the masterly handling, the impartiality, and the absence of dogmatism which characterize Professor Morgan's work."Daily News.
ANIMAL SKETCHES. With nearly sixty Illustrations by
W. Monerouse Rowe. New and Cheaper Edition. One vol., large crown 8vo., cloth, 3s. $6 d$.
"One of the most simply delightful books about Natural History that has come under our notice since the days of Frank Buckland, whose mantle, indeed, the present author appears to have inherited."-Guardian.

## THE SPRINGS OF CONDUCT. Cheaper Edition. Large

 crown 8vo., 3s. 6d.PSYCHOLOGY FOR TEACHERS, A Text-book for the Use of Teachers and Students in Normal Schools, Colleges, and Universities. With a Preface by Sir Joshua Fitch, LL.D. Third Edition. Crown 8vo., cloth, 3s. $6 d$.
"A book which all teachers should read......One of the most interesting, helpful, and stimulating books for teachers which we have read for many a day."-Journal of Education.
"Very interesting, and contains much that should be of practical value." -Nature.

London : EDWARD ARNOLD, 37, Bedford Street, Strand.

## Arnold's School Series.

## THE LONDON SCHOOL ATLAS.

Edited by H. O. Arnold-Forster, M.P., Author of "The Citizen Reader," "This World of Ours," ete. A magnificent Atlas, including 48 pages of Coloured Maps, several of them double-page, and Pictorial Diagrams. With an Introduction on the Construction and Reading of Maps by A. J. Herbertson, Ph. D.

Among the notable features of this Atlas are: (1) The Specimens of Ordnance Surveys and Admiralty Charts; (2) the lucid Astronomical Diagrams ; (3) the beautifully-coloured Physical Maps; (1) the careful selection of names without overcrowding; (5) the constant presentation of uniform scales for comparison ; (6) a Historical Series of Maps illustrating the Building of the British Empire ; (7) an excellent Map of Palestine.

The size of the Atlas is about 12 by 9 inches, and it is issued in the following editions:

Stout paper wrapper, with cloth strip at back, 1s. 6d.
Paper boards, 2s.

Cloth cut flush, 2s. 6d.
Limp cloth, 3s. Cloth gilt, bevelled edges, 3s. 6d.

## AN ILLUSTRATED SCHOOL GEOGRAPHY.

By Andrew J. Hrrbertson, M.A., F.R.G.S., Assistant Reader in Geography in Oxford University, and Alexis E. Fhye. With sixteen pages of Coloured Maps, about fifty Outline and Photographic Felief Maps, and nearly seven hundred magnificent lllustrations.
Large 4 to. (about 12 by 10 inches), 5 s .
This is the first attempt in this country to make the illustrations to the book as systematic and important as the text itself.
School Board Chronicle._-"Nothing finer in the shapu of a modurn schoulbouk of geography has ever been published.'

## A MANUAL OF PHYSIOGRAPHY.

By Andrew Hrrbertson, Ph.D., F.K.G.S., Assistant Reader in Geography at the University of Oxford. Fully Illustrated. Cloth, 4s. 6d.

## A Historical Geography.

By the Iate Dr. Morrison, New Edition, revised and largely rewritten by W. L. Carrir, Head-Master at George Watson's College, Edinburgh. Crown 8vo., cloth, 3s, 6d.

## The Shilling Geography.

By the late Dr, Morrison. New Edition, revised by W. L. Carrie. Small crown 8vo., cloth, 1s.

LoNion : EDWARD ARNOLD, 37 BEDFORD STREET, STRAND.

## Arnold's School Series.

## ARMOLD'S SCHOOL SHAKESPEARE.

A series containing all the plays usually adopted for use in schools, carefully and thoroughly edited with a view to the requirements of young students. The introductions are lucid and practical ; the notes explain all obscure passages and words; there is an adequate biography of Shakespeare in each volume, and a set of Examination Questions on the Play is given at the end. Mr. J. Churton Collins, M.A., is the General Editor of the Series, assisted by Special Editors for the different plays.

Price 1s. 3d. each.
Macbeth. By R. F. Cholmeley, M.A., Assistant Master at St. Paul's School.
Twelfth Night. By R. F. Cholme. ley, M.A.
As You Like It. By S. E. Winbolt, B.A., Assistant Master at Christ's Hospital.

Julius Cæsar. By E. M. Butler, B.A., Assistant Master at Harrow School.
Midsummer Night's Dream. By R. Brimley Johnson, Editor of Jane Austen's Novels, ete.
The Merchant of Venice. By C. H. Gibson, M.A., late Assistant Master at Merchant Taylors' School.
The Tempest. By W. E. Urwick, Lecturer on Modern Languages in Durham University.

Price 1s. 6d. each.
King Lear. By the Rev. D. C. Tovey, M.A., late Assistant Master at Eton College.
Richard II. By C. H. Gibson, M.A.
Henry V. By S. E. Winbolt, B. A.
Richard III. By F. P. Barnard, M.A., late Headmaster of Reading School.
King John. By F.P. Barnard, M.A.
Coriolanus. By R. F. Cholmeley, M. A.

Eamlet. By W. Halc Gripfin, Professor of English Literature at Queen's College, London.

## ARNOLD'S BRITISH CLASSICS FOR SCHOOLS.

Issued under the Coneral Editorship of J. Churton Colins, M.A.
This series has been undertaken with the same objects as the sertes of plays in Arnold's School Shakespeare, and the Introductions and Notes have been regulated by the same general principles. It is designed for the use of those who are encouraged to study the great poets liberallyrather, that is to say, from a literary and historical point of view, than from the grammatical and philological side. At the same time, it will, we hope, be found to contain all the information required from junior students in an ordinary examination in English literature.

Paradise Lost, Books I. and II. By J. Sarceavir, M.A., Assistant Master at Westminster School. Cloth, 1s. 3d.
Paradise Lost, Books III, and IV. By J. Sargeaunt, M.A. 1s. 3́d.
Marmion. By G. Townsend Wainer, M. A., Fellow of Jesus College, Cambridge, and Assistant Master at Harrow School. Cloth, 1s. 6d.

The Lay of the Last Minstrel. By G. Townsend Warner, M.A. 1s. sd,

The Lady of the Lake. By J. Marshall, M.A., Rector of the Royal High School, Edinburgh. Cloth, 1s. ©d.
Childe Harold. By the Rev. E. C. Evrrario Owen, M. A., Assistant Master at Harrow School. Cloth, 2s.

Macaulay's Lays of Ancient Rome. By R. L. A. Du Pontet, M.A., Assistant Mastor at Winchester College. Cloth, 1s. Gd.

London : EDWARD ARNOLD, 37 BEDFORD STREET, STRAND.

## Arnold's School Series.

SELECTIONS FROM THE POEMS OF TENNYSON. Edited, with Introduction and Notes, by the Rev. E. C. Everamd Owen, M. A., Assistant Master in Harrow School. Crown 8vo., cloth, 1s, 6 d . The selection is from poems published between 1832 and 1555, and includes passages from "The Princess," "In Memoriam," and "Maud," as well as complete shorter poems.
LAUREATA. A book of Poetry for the young. Selections from the best poets from Shakespeare to Kipling, with biographical notes on Authors Edited by Richard Wilson, B.A. 224 pages. Crown Svo., cloth, 1s. 6 d .
A BOOK OF SCOTTISH POETRY. Edited by M. B. Synge. The proems are selected very carefully for children, from the best of the Scottish poets. Cloth, 1 s .
THE FABLES OF ORBILIUS. By A. D. Gonler, M. A., Fellow of Magdalen College, Oxford. With mumerous Illustrations. Crown swo cloth, 9 d .

## LATIN.

VIRGIL—ÆNEID. Book I. The New Oxford Text, by special permission of the University. Edited, with Introduction and Notes, by M. T. Tatham, M.A. Orown 8vo., cloth, lis. ch.
The publication by the University of Oxford of the new Text of Virgil, edited by Mr. F. A. Hietzel, has been made the occasion of this new School Edition of Virgil, Mr. Tatham having been kindly allowed to make use of it. The Introduction contains a Life of Virgil and short Essays on the Language, Metre, and Subject of the " Eneid." The Notes are simple and scholarly, and the Vocabulary has been carefully compiled.
A FIRST LATIN COURSE. Containing a Simple Grammar, Progressive Exercises, Elementary Rules for Composition, and Vocabularies. By G. B. Gardiner, M.A. D.Sc., and A. Gabuiner, M.A. viii +22 T pages. Crown 8vo., cloth, 2s.

A Key, on Teachers' direct order only, 2s. net.
A SECOND LATIN READER. With Notes and Vocabulary. By George B. Gabineer, M.A., D.Sc., and Andrew Gardiner, M.A. Crown Svo. cloth, 1s. 6 d .
FORUM LATINUM. A First Latin Book. By E. Vernon Arnoln, Litt.D., Professor of Latin at the University College of North Wales, and formerly Fellow of Trinity College, Cambridge. In three parts. 1s. 4d. each. Complete, 3s. 6 d .
CIESAR'S GALLIO WAR. Books I. and II. Edited by T. W. Haddon, M.A. Second Classical Master at the City of London School, and G. C. Harrison, M.A., Assistant-Master of Fettes College. With Notes, Maps, Plans, Illustrations, Helps for Composition, and Vocabulary. Cloth, 1s. 6 d.
Booka IIL.-V. Edited for the use of Bchools by M. T. Tatham, M.A. Uniform with Books I. and II. Crown 8vo., cloth, 1s. 6d.
Books VI. and VII. By M. T. Tateam, M.A. Uniform whth Books IIL.-V. 1s. 6d.
A LATIN TRANSLATION PRIMER. With Grammatical Hints, Exarcises and Vocabulary. By Georas B. Gardingr, Absistant-Master at the Edtnburgh Academy, and Andrew Gardiner, M.A. Crown svo., cloth, la.

## London : EDWARD ARNOLD, 37 BEDFORD STREET, STRAND.

## ARNOLD's School Series.

## GERMAN.

GERMAN WITHOUT TEARS. By Mrs. Huah Bell. A version in German of the author's very popular "French Without Tears." With the original illustrations. Crown 8vo., cloth,
Part I., 9d. Part II., 1s. Part III., Is. 3d.

Miss Walker, Clergy Daughters' School, Bristol.- "It, pleases me greatly. I fully expect to find it a great favourite with the junior forms.'
The Head Teacher.-" Children who could not learn German from this book would never learn it."
LESSONS IN GERMAN. A graduated German Course, with Exercises and Vocabulary, by L. Innes Limsden, late Warden of University Hall, St. Andrews. Orown 8vo., 3s.
EXERCISES IN GERMAN COMPOSITION. By Riohard Kaiser, Teacher of Modern Languages in the High School of Glasgow. Including carefully graded Exercises, Idiomatic Phrases, and Vocabulary. Crown 8vo., eloth, 1s. 6 d .
KLEINES HAUSTHEATER. Fifteen little Plays in German for Onildren. By Mrs. Hugh Bele. Crown 8vo., cloth, 28 .
GERMAN DRAMATIO SOENES. By O. AbEL Musqrave. With Notes and Vocabulary. Crown 880., cloth, 2s. 6 d .

## FRENCH.

MORCEAUX CHOISIS. French Prose Extracts. Selected and Edited by R. L. A. Du Pontet: M.A., Assistant Master in Winchester College. The extricts are classified under the following headings: Narrations, Dexriptions, Genre Didactipue, Sthle Oratoire, Bioyraphie, Style Epistolucre, Antwlotique, Comédie. Explanatory Notes and Short Aecounts of the Authors cited are given. Crown 8vo., cloth, 1s. 6d.
POESIES CHOISIES. Selected and Edited by R. L. A. DU Pontei, M.A.
[In the Press.
LES FRANCAIS FN MENAGE. By JRTTA S. WolfF. With Illustrations. Crown 8vo., cloth, ls. 6d. An entirely original book, teaching the ordinary conversation of family life in France by a series of bright and entertaining scenes.
Journal des Deibats. - "Yoici un élégant volume, qui rendra de veritatles services aux Anglais appel's à séjourner en France."

Athenfur, -"This lively little volume, with its clever illustrations, will form a capital readivg-book, especially for girls."
LES FRANCAIS EN VOYAGE. By Jeita S. Wolff. A companion volume to the preceding, giving a lively account of travelling on the continent. The book is cast in conversational form, and introduces all the most useful phrases and expressions in idiomatic French. Cleverly Hustrated. Crown Svo., cloth, 1s. 6d.
FRENCH DRAMATIC SOENEAS. By C. Abel MosGrave. With Notes and Vocabulary. Crown 8vo., cloth, 2s.

LONDON: EDWARD ARNOLD, 37 BEDFORD STREET, STRAND.

## Arnold's School Series.

## FRENCH.

FRENCH WITHOUT TEARS. A graduated Series of French Reading Books, carefully arranged to suit the requirements of quite young children beginning French. With Humorous Illustrations, Notes, and Vocabulary. By Mrs. Hugr Bell, author of "Le Petit Théatre Françis." Crown 8vo., cloth. Book I., 9d. Book II., 1s. Book III., 1s. 3d.
A FIRST FRENOH COURSE. Complete, with Grammar, Exercises and Vocabulary. By James Boïllee, B.A. (Univ. Gall.), Senior French Master at Dulwich College, etc. Crown 8vo., cloth, 1s. 6d.
A FIRST FRENCH READER. With Exercises for Re-translation. Edited by W. J. Greenstreet, M.A., Head Master of the Marling School, Stroud. Crown 8vo., cloth, 18.
FRENCH REVOLUTION READINGS. Edited, with Notes, Introduction, Helps for Composition and Exercises. By A. Jamson Smith, M.A., Head Master of King Edrard's School, Camp Hill, Birmingham ; and C. M. DIr, M.A., Assistant Master at the Oratory School, Birmingham. Crown 8vo., cloth, 2 s .

MODERN FRENCH READINGS. Sustained extracts from Dumas, Victor Hugo, Gautier, Guizot, etc. With Helps for Composition. Edited by A. Jamson Smith, M.A. Second Edition. Cloth, 3s.
SIMPLE FRENCH STORIES. An entirely new series of easy texts, with Notes, Vocabulary,'and Table of Irregular Verbs, prepared under the General Editorship of Mr. L. Von Glehn, Assistant Master at Merchant Taylors' Schoul. About 80 pages in each volume. Limp cloth, 9d.
Un Drame dans les Airs. By Jules Verne. Edited by I. G. Lloyd-Jones, B.A., Assistant Master at Cheltenham College.
Pif-Paf. By Edouard Laboulaye. Edited by W. M. Poonm, M. A., Assistant Master at Merchant Taylors' School.
La Petite Souris Grise; and Histoire de Rosette. By Madame in Ségur. Edited by Blancime Daly Cocking.
Un Anniversaire à Londres, and two other stories. By P. J. Stahl. Edited by C. E. B. Hewitt, M.A., Assistant Master at MarIborough College.

Monsieur le Vent et Madame la Pluie. By Paul de Musset. Edited by Miss Lfary, Assistant Mistress at the Girls' High 'school, Sheffield.

Poucinet, and two other tales. By Edouard Laboulaye. Edited by W. M. Poole, M.A., Assistant Master at Merchant Taylors' School.
[In the Press.
La Fée Grignotte; and La Cuisine au Salon. From Le Théatre de Jeunesse. Edited by L. Von Glehn.
[In preparation.
The following volumes are all carefully prepared and annotated by such well-known editors as Messrs. F. Tarver, J. Boïelle, etc., and will be found thoroughly adapted for school use.
JULES VERNE-VOYAGEAU CENTRE DE LA TERRE. 3s.
ALEXANDRE DUMAS-LE MASQUE DE FER. 3s.
AIEXANDRE DUMAS-VINGT ANS APRES. 3s.
FRENCH REVOLUTION READINGS. 3 s .
MODERN FRENOH READINGS. 3s.
P. J. STAHI-MAROUSSIA. 2 .

EMILB RICHEBOURG-LE MILLION DU PÊRE RACLOT. 2 s .
H. de BALZAC-UNE TENEBREUSE AFFAIRE. 2 s .

VICTOR HUGO QUATREVINGT-TREIZE. 3s.
ALEXANDRE DUMAS-MONTE CRISTO. 3s.
ALEXANDRE DUMAS-LES TROIS MOUSQUETAIRES. 3s. 6d.
HENRI GREVILLE-PERDUB. 3s,
London : EDWARD ARNOLD, 37 BEDFORD STREET, STRAND.

## Arnold's School Series.

## MATHEMATICS.

The Elements of Fuclid, Books I.-VI, By R. Lachlan, So.D., formerly Fellow of Trinity College, Cambridge. With alternative Proofs, Notes, Exercises, all the Standard Theorems, and a large collection of Riders and Problems. 500 pages. Crown $8 v o$. , cloth, 4s. 6d.

THE FOLLOWING EDITIONS ARE NOW READY.
Book I. 145 pages, 1 s .
Books I. and II. 180 pages, 1s. $6 d$.
Books I.-IV. 346 pages, 3s.
Books IIr. and IV. 164 pagos, 2 s . Books I. -III. 304 pages, 2s. 6 d . Books I.-VI. 500 pages. 4s. Ud Books IV.-VI. 25. 6 d .
A. First Geometry Book. A Simple Course of Exercises based on Experiment and Discovery, introductory to the study of Geometry. By J. G. Hamilion, B.A., Lecturer on Geometry at the Froebel Educational Institute; and F. Kertur, B.A., Head Master of Clapham High School for Boys. Crown 8vo., fully illustrated, cloth, 1s. Answers (for Teachers only), 6d.
Algebra. Part I., "The Elements of Algebra," including Quadratic Equations and Fractions. By R. Ladhlan, Sc.D., formerly Fellow of Trinity College, Cambridge. Orown 8vo., cloth, with or without Answers, 2s. 6d. Answers separately, 1 s .
The Mercantile Arithmetic. A Text-Book of Principles, Practice, and Time-Saving Processes. By Riohard Wormell, D.So., M.A., late Head Master of the Central Foundation Schools of London.

$$
\begin{array}{l|l}
\text { Part I. Cloth, 2s. } & \begin{array}{l}
\text { Parts I. and II. together. } \\
\text { Complete with Answers. }
\end{array} \text { 多. } \\
\text { Part II. } \\
\text { Cloth, 2s. }
\end{array}
$$

Part II. Cloth, 2s.
Answers only. 1 s .
An Elementary Treatise on Practical Mathematics. By John Graham, B. A., Demonstrator of Mechanical Engineering and Applied Mathematics in the Technical College, Finsbury. Crown 8vo., cloth, 3s. 6d.
The Calculus for Engineers. By John Perrx, M.E., D.Sc., F.R.S., Professor of Mechanics and Mathematics in the Royal College of Science, Vice-President of the Physical Society, VicePresident of the Institution of Electrical Engineers, etc. Fourth Edition. Crown 8vo., cloth, 7s. 6d.
An Elementary Text-Book of Mechanics. By R. Wormell, D.So., M.A. With 90 Illustrations. Crown 8vo., cloth, 3s. 6d. Specially adapted for the London Matriculation, Science and Art Department, College of Preceptors, and other Examinations.
*** Solutions to Problems for Teachers and Private Students, 3s. 6d.
Traverse Tables. With an Introductory Chapter on Co ordinate Sur veying. By Hrnry Lours, M.A., Professor of Mining and Lecturer on Surveying, Durham College of Science ; and G. W. Caunt, M. A., Lecturer in Mathematics at the same College. Demy 8vo., limp cloth, 4s. 6d. net.

LONDON : EDWARD ARNOLD, 37 BEDFORD STREET, STRAND.

## Arnold's School Series.

## SOIENCE.

The Elements of Inorganic Chemistry. For use in Schools and Colleges. By W. A. Shenstone, F.R.S., Lecturer in Chemistry at Clifton College. With nearly 150 Illustrations and a Coloured Table of Spectra. xii +506 pages. Crown 8vo., cloth, 4s. 6 d .
Laboratory Companion for Use with Shenstone's Chemistry. Cloth, 1s. 6d.
Magnetism and Electricity. By J. Paley Yorke, of the Northern Polytechnic Institute, Holloway. Crown 8vo., cloth, 3s, 6d.
A First Year's Course of Experimental Work in Chemistry. By E. H. Coor, D.So., F.I.C., Principal of the Clifton Laboratory, Bristol. Crown 8vo., cloth, 1s. 6d.
Elementary Natural Philosophy. By Alfred Earl, M.A., Senior Science Master at Tonbridge School. Crown 8vo., 4s.6d.

Physical Chemistry for Beginners. By Dr. Van Deventer. Translated by Dr. R. A. Lehfeldt, Professor of Physics at the East London Technical College. 2s. 6d.
The Standard Course of Elementary Chemistry. By E. J. Cox, F.C.S., Head Master of the Technical School, Birmingham. In Five Parts, issued separately, bound in cloth and illustrated. Parts I.-IV., 7d. each ; Part V., 1s. The complete work in one vol., crown 8 vo ., 3 s .
Lectures on Sound, Light, and Heat. By Richard Wormell, D.So., M.A., Head Master of the Central Foundation Schools of London. New Edition. Each volume, crown 8vo., 1s.
A Text-Book of Physical Chemistry. By Dr. R. A. Lehfeldt, Professor of Physics at the East London Technical College. With 40 Illustrations. Crown 8vo., cloth, 7s. 6d.
Chemistry for Agricultural Students. ByT. s. Dymond, F.I.C., Leeturer in the County Technical Laboratories, Chelmsford. With a Preface by Professor Meldola, F.R.S. Crown 8vo., eloth, 2s. 6d.
Steam Boilers. By George Halliday, late Demonstrator at the Finsbury Technical College. With numerous Diagrams and Illustrations. 400 pages. Crown 8vo., 5s.
Electrical Traction. By Ernest Wilson, Wh. Sc., M.I.E.E., Professor of Electrical Engineering at King's College, London, With numerous Diagrams and Illustrations. Crown 8vo., 5 s .
A Manual of Human Physiology. By Leonard Hill, M.D., F.R.S., Lecturer in Physiology at the London Hospital Medical College. xii +484 pages. With 173 Illustrations. Crown 8vo., cloth, 6 s

London : EDWARD ARNOLD, 37 BEDFORD STREET, STRAND.

## Arnold's School Series.

## HISTORY.

A History of England. By C. W. Oman, M.A., Fellow of All Souls' College, Oxford. Fully furnished with Maps, Plans of the Principal Battletields, and Genealogrical Tables. 760 pages. Revised Edition. Crown 8vo, cloth, 5 s .

Spectal Eitions.
In Two Parts, 3s, each : Part I., from the Earliest Times to 1603 ; Part II., from 1603 to 1885.
In Three Divisions: Division I., to 1307, 2s. ; Division II., 1307 to 1688, 2s, ; Division III., 1688 to 1885, 2s. 6 d .
*** In ordering please stute the period required, to cuoid confusion.
Guardin.--"This is the nearest approach to the ideal School History of England which has yet bcen written. It is of reasonable length. A just proportion between the several periods is carefully observed. Every page bears the stamp of the practised historian and the practised teacher. Unmistikable marks of the historical insight and the historical judgment which appertain only to the aristocracy of historians are every where visible; but the special characteristic which to our mind raises Mr. Oman's work distinctly above previous efforts in the same direction is the gift which Matthew Arnold use to call 'Iucidity.' Every sentence rings out clear and sound as a bell, without any of that affectation of childishness which was once so common, without any of the heavy duiness usually so painfully prevalent."
A Synopsis of English History. By C. H. Eastwood, Head Master of Redheugh Board School, Gateshead.
This useful little book is based upon Mr. Oman's "History of England," but can be used with any other text-book. It is designed upon an original plan, and will be found a valuable help in the study of history. [Keady shoitly.

## England in the Nineteenth Century. By C. W. Oman,

 M.A., Author of "A History of England," etc. With Maps and Appendices. One vol., crown 8vo., 3s. 6d.Morning Post.--"One fids clearness of statement, simplicity of style, gencria soundness of historical judgment, impartiality, as well as a notible spirit of patriotism, which loves to dwell on the greatness and glory of our Etapire at home and abrvad."

[^25]LONDON: EDWARD ARNOLD, 37 BEDFORD STREET, STRAND.


[^0]:    Royal College of Scifnce, Londoy, 16 th Murch, 1897.

[^1]:    * Note that if as is usual, $\frac{r^{3}}{l^{2}}$ is a small fraction, then stnce $\sqrt{1-a}=1-\frac{1}{2} \alpha$ when $a$ is small, we can get an approximation to the value of $s$, which can be expressed in terms of $\theta$ and $2 \theta$. This is of far more importance than it here seems to be. When the straight path of $Q$ makes an angle $a$ with the line joining its middle point and $O$, if $a$ is not large, it is evident that $s$ is much the same as before, only divided by cos $\alpha$. When a is large, the algebraic expression for $s$ is rather complicated, but good approximations may always be found which will save trouble in calculation.

[^2]:    * There is no known physical reason for expecting such a rule to hold. At first I thought that perhaps most curves drawn at random approximately like hyperbolas would approximately submit to such a law as $y x^{n}=C$, but I found that this was by no means the case. The following fact is worth mentioning. When my students find, in carrying out the above rule that $\log p$ and $\log v$ do not lie in a straight line, I find that they have

[^3]:    * I have given elsewhere my reasons for using in books intended for engineers, the units of force employed by all practical engineers. I have used this system (which is, after all, a so-called absolute system, just as much as the c. G. s. system or the Poundal system of many text books) for twenty years, with students, and this is why their knowledge of mechanics is not a mere book knowledge, something apart from their practical work, but fitting their practical work as a hand does a glove. One might as well talk Choctaw in the shops as speak about what some people call the English system, as if a system can be English which speaks of so many poundals of force and so many foot-poundals of work. And yet these same philosophers are astonished that practical engineers should have a contempt for book theory. I venture to say that there is not one practical engineat in this country, who thinks in Poundals, although all the books have used these units for 30 years.

    In Practical Dynamics one second is the unit of time, one foot is the unit of space, one pound (what is called the weight of 1 lb . in London) is the unit of force. To satisfy the College men who teach Engineers, I would say that "The unit of Mass is that mass on which the force of 1 lb . produces an acceleration of 1 ft . per sec. per sec."

    We have no name for unit of mass, the Engineer never has to speak of the inertia of a body by itself. His instructions are "In all Dynamical calculations, divide the weight of a body in lbs. by $32 \cdot 2$ and you have its mass in Engineer's units-in those units which will give all your answers in the units in which an Engineer talks." If you do not use this system every answer you get out will nced to be divided or multiplied by something before it is the language of the practical man.

    Force in pounds is the space-rate at which work in foot-pounds is done, it is also the time-rate at which momentum is produced or destroyed.

    Example 1. A Hammer head of $2 \frac{1}{2}$ lbs. moving with a velocity of 40 ft . per sec. is stopped in 001 sec . What is the average force of the blow? Here the mass being $2 \frac{1}{2} \div 32 \cdot 2$, or 0776 , the momentum (momentum is mass $\times$ velocity) destroyed is $3 \cdot 104$. Now force is momentum per scc. ant hence the average force is $3 \cdot 104 \div 001$ or 3104 lbs .

    Example 2. Water in a jet flows with the linear pelocity of 20 ft . per sec.

[^4]:    * Symbolically. Let $y=f(x) \ldots(1)$, where $f(x)$ stands for any expression containing $x$. Take any value of $x$ and calculate $y$. Now take a slightly greater value of $x$ sity $x+\delta x$ and calculate the new $y$; call it $y+\delta y$ then

    $$
    \begin{equation*}
    y+\delta y=f(x+\delta x) \tag{2}
    \end{equation*}
    $$

    Subtract (1) from (2) and divide by $\delta x$.

    $$
    \begin{equation*}
    \frac{\delta y}{\delta x}=\frac{f(x+\delta x)-f(x)}{\delta x} \tag{3}
    \end{equation*}
    $$

    What we mean by $\frac{d y}{d x}$ is the limiting value of $\frac{f(x+\delta x)-f(x)}{\delta x}$ as $\delta x$ is made smaller and smaller without limit. This is the exact definition of $\frac{d y}{d x}$. It is quite easy to remember and to write, and the most ignorant person may get full marks for an answer at an examination. It is easy to see that the differential coefficient of $a f(x)$ is $a$ times the differential coefficient of $f(x)$ and also that the differential coefficient of $f(x)+F(x)$ is the sum of the two differential coefficients,

[^5]:    * When a great number of things have to be added together in an engineer's office-as when a clerk calculates the weight of each little bit of a casting and adds them all up, if the letter $w$ indicates generally any of the little weights, we often use the symbol $\Sigma v$ to mean the sum of them all. When we indicate the sum of an infinite number of little quantities we replace the Greek letter $s$ or $\Sigma$ by the long English $s$ or $\int$. It will be seen presently that Integration may be regarded as finding a sum of this kind. Thus if $y$ is the ordinate of a curve; a strip of area is $y, \delta x$ and $\int y \cdot d x$ means the sum of all such strips, or the whole area. Again, if $\delta m$ stands for a small portion of the mass of a body and $r$ is its distance from an axis, then $r^{2}$. $\delta m$ is called the moment of inertia of $\delta m$ about the axis, and $\Sigma \gamma^{2} . \delta m$ or $\int r^{2} \cdot d m$ indicates the moment of inertia of the whole body about the axis. Or if $\delta V$ is a small element of the volume of a body and $m$ is its mass per unit volume, then $\int r^{2} m \cdot d V$ is the body's moment of inertia.

[^6]:    * I suppose a student to know that anything to the power 0 is unity. It is instructive to actually calculate by logarithms a high root of any number to see how close to 1 the answer cones. A high root means a small power, the higher the root the more nearly does the power approach 0 .

[^7]:    * Assuming that you know the rule for the differentiation of a quotient -usually learnt at the very beginning of one's work in the Calculus, and withont assuming $a$ to be 0 as above, we have

    $$
    \begin{align*}
    (x-v) 3 b x^{2} & =a+b x^{3} \\
    2 b x^{4}-3 b v x^{2} & =a \ldots \ldots . \tag{1}
    \end{align*}
    $$

[^8]:    * The weight of a mile of copper, $a$ square inches in cross section, is to be figured out. Call it ma tons. If $p$ is the price in pounds sterling of a ton of copper, the price of the cable may be taken as, nearly, pma+ some constant. If $R$ is the rate per cent. per annum of interest and depreciation, then the loss per annum due to cost of cable may be expressed in pounds ns R ${ }_{100}^{R} p m a+$ some constant. If $£ 1$ per annum is the value of $w$ watts, (observe that this figure $w$ must be evaluated with care. If the cable is to have a constant current for 24 hours a day, every day, $w$ is easily evaluated), then the cost of the cable leads to a perpetual loss of $\frac{R}{100}$ rpma+ some constant. Now taking $a=\frac{.0 t}{r}$, we see that our $t^{2}$ is $\frac{\text { Ruepm }}{2500}$.

    Men take the answer to this problem as if it gave them the most economical current for any conductor under all circumstances. But although the above items of cost are most important, perhaps, in long cables, there are other items of cost which are not here included. The cost of nerves and eyesight and comfort if a light blinks; the cost in the armature of a dynamo of the valuable space in which the current has to be carried.

    If a man will only write down as a mathematical expression the total cost of any engineering contrivance as a function of the size of one or more variable parts, it is quite easy to find the best size or sizes; but it is not always easy to write down such a function. And yet this is the sort of problem that every clever engineer is always working in his head; increasing something has bad and good effects; what one ought to do is a question in maxima and minima.

    Notice also this. Suppose we find a value of $x$ which makes $y$ a maximum; it may be, that quite different values of $x$ from this, give values of $y$ which are not very different from the maximum value. The good practical engineer will attend to matters of this kind and in such cases he will not insist too strongly upon the use of a particular value of $r$.

[^9]:    * To differentiate (4) is a very easy exercise in Chap. III. and leads to $d y=\frac{V_{1}}{n}+\frac{\left(C V_{1}-P\right) 2 t^{2} C n-t^{2} C^{2} n V_{1}}{\left(C V_{1}-P\right)^{2}}$, and on putting this equal to 0 we obtain the required value of $c$. It would not be of much use to proceed further

[^10]:    * Observe that if for $p$ and $v$ we write $y$ and $x$ this work becomes vory easy.

[^11]:    * In the case of a cylindric body rotating with angular velocity $a$, if $\rho$ is the mass per unit volume; taking into account the centrifugal force on the element whose equilibrium is considered, above the equation (1) becomes $p+r \frac{d p}{d r}-r^{2} \rho a^{2}=q$ and the solution of this is found to be $p=d+B r^{-2}+f \rho a^{2} r^{2}$ and by inserting the values of $p$ for two values of $\gamma$ we find the constants $A$ and $B ; q$ is therefore known. If we take $p=0$ when $r=r_{0}$ and also when $r=r_{1}$,

    $$
    q=4 \rho a^{2}\left[-r^{2}+\left\{r_{0}^{-2} r_{1}^{2}-r_{1}^{-2} r_{0}^{2}+r^{+2}\left(r_{1}^{2}-r_{0}^{2}\right)\right\} /\left(r_{1}^{-2}-r_{0}^{-2}\right)\right] .
    $$

    This is greatest when $r=r_{0}$.
    If the cylinder extends to its centre we must writo ont the condition that the displacement is 0 where $r=0$, and it is necessary to write out the values

[^12]:    of the strains. Radial strain $=p \alpha-q \beta$ if $\alpha$ is the reciprocal of Young's Modulus and $\beta / a$ is Poisson's ratio, generally of the value 0.25 .

    In this way we find the strains and stresses in a rotating solid cylinder, but on applying our results to the case of a thin disc we see that equation (2) above is not correct. That is, the solution is less and less correct as the dise is thinner. Dr Chree's more correct solution is not difficult.

[^13]:    * We find $M$ usually for a beam merely supported at the ends. Let it be $A C B$, fig. 43. If instead, there are bending moments at the ends we let $A D$ and $B E$ represent these and join $D E$. Then the algebraic sum of the ordinates of the two diagrams is the real diagram of bending moment.

[^14]:    * After a little experience with quantities like $\delta p$ \&c., knowing as we do that the equations are not true unless $\delta p$, \&c. are supposed to be smaller and smaller without limit and then we write their ratios as $\frac{d p}{d h}$, \&c., we get into the way of writing $d p, \& c$. instead of $\delta p, \& c$.

    Again, if

    $$
    \begin{equation*}
    f(x) \cdot d x+F(y) d y+\phi(z) d z=0 \tag{1}
    \end{equation*}
    $$

    then

    $$
    \begin{equation*}
    \int f(x) \cdot d x+\int F(y) \cdot d y+\int \phi(z) \cdot d z=\mathrm{a} \text { constant. } \tag{2}
    \end{equation*}
    $$

    There is no harm in getting accustomed to the integration of such an equation as (1), all across.

[^15]:    * Notice that one Henry is $10^{9}$ absolute units of self-induction ; our commercial unit of Induction called the Weber is $10^{8}$ absolute units of Induction.

    The Henry suits the law: Volts $=R A+L \frac{d A}{d t}$,
    The Weber suits $\dot{\text { Volts }}=R I+N \cdot \frac{d I}{d t}$,
    where $R$ is in olnms, $A$ amperes, $L$ Henries, $N$ the number of turns in a circuit, $I$ Weber's of Induction.

    In Elementary Work such as is dealt with in this book, I submit to the use of $4 \pi$ and the difficulties introduced by the unscientific system now in use. In all my higher work with students, such as may be dealt with in a succeeding volume, I always use now the rational units of Heaviside and I feel sure that they must come into general use.

[^16]:    * When two equal forces $T$ make a small angle $\delta \theta$ with one another, find their equilibrant or resultant. The three forces are parallel to the sides of an isosceles triangle like fig. 61, where $A B=C A$ represents $T$, where

[^17]:    * The student is here again referred to $\$ 10$, and it is assumed that he has drawn a curve to represent

    $$
    \begin{equation*}
    x=b \epsilon^{-a t} \sin (q t+\epsilon) \tag{1}
    \end{equation*}
    $$

    Imagine a crank to rotate uniformly with the angular velocity $q$, and to drive a slider, but imagine the crank to get shorter as time goes on, its length at any time being $a \epsilon^{-b t}$.

    Another way of thinking of this motion is:-
    Imagine a point $p$ to move with constant angular velocity round $O$,

[^18]:    keeping in the equiangular spiral path $A P B C D E F$; the motion in question is the motion of $P$ projected upon the straight line $M O N$ and what we have called the logarithmic decrement is $\pi \cot a$ if $\alpha$ is the angle of the spiral,

[^19]:    that is, the constant acute angle which $O P$ everywhere makes with the curve, or $\pi \cot a=a T / 2$ and $q=2 \pi / I^{\prime}$, so that $\cot a=a / q$. If fig. 66 is to agree with fig. 67 in all respects $N M$ being vertical and $P$ is the position at time 0 , then $\epsilon=$ angle $N O P-\pi / 2$.

[^20]:    * Analytically. Take $\cos \left(2 \pi f_{2} t+\epsilon_{2}\right)=\cos \left\{2 \pi f_{1} t-2 \pi\left(f_{1}-f_{2}\right) t+\epsilon_{2}\right\}$, therefore $\quad x=r \cos \left(2 \pi f_{1} t+\theta\right)$, where $\quad r^{2}=a_{1}{ }^{2}+a_{2}{ }^{2}+2 a_{1} a_{2} \cos \left\{2 \pi\left(f_{1}-f_{2}\right) t+\epsilon_{1}-\epsilon_{2}\right\}$, and the value of $\tan \theta$ is easily written out.

[^21]:    * Exercise. Develope $y=m x$ from $x=0$ to $x=c$ in a series of sines,

    $$
    m x=a_{1} \sin q x+a_{2} \sin 2 q x+\& c ., \text { where } q=\frac{\pi}{c}
    $$

    $\boldsymbol{a}_{s}$ is $\quad \frac{2}{c} \int_{0}^{c} m \cdot x \cdot \sin s q x . d x=\frac{2 m}{s^{2} q^{2} c}\left[\begin{array}{l}c \\ \sin s q x-s q x \cdot \cos s q x] .\end{array}\right.$

[^22]:    * Thus let $y=m \cdot c$ between $x=0$ and $x=c$. Evidently $b_{0}=\frac{1}{2} m c$, and we find $\quad y=\frac{m \pi}{2}-\frac{4 m}{\pi}\left(\cos q x+\frac{1}{9} \cos 3 q x+\frac{1}{25} \cos 5 q x+8 c.\right)$.

    There are many other normal forms in which an arbitrary function of $x$ may be developed. Again, even of sines or cosines there are other forms than those given above. For example, if we wish generally to develope $y$ a function of $x$ between 0 and $c$ as $y=\Sigma a_{m} \sin a_{m} x$ by the Fourier method, the essential principle of which is $\int_{0}^{c} \sin a_{n} x \cdot \sin a_{m} x \cdot d x=0$, where $m$ and $n$ are different; we must have $\alpha_{m}$ and $a_{n}$, roots of $\begin{gathered}a c \cos \alpha c \\ \sin \alpha c\end{gathered}=s$. In the ordinary Fouricr series $s$ is $\infty$.

[^23]:    * The name $W \mathrm{lb}$. is the weight of a certain quantity of stuff ; the inertia of it in Engineers' units is $W \div 32 \cdot 2$.

[^24]:    * This gives the least value of W. The meaning of the other cases is that $y$ is assumed to be 0 one or more times between $x=0$ and $x=l$, so that the strut has points of inflexion.
    + This casual remark contains the whole theory of struts such as are used in the Forth Bridge.

[^25]:    English History for Boys and Girls. By E. S. Symes, Author of "The Story of Lancuashire," "'The Story of London," etc. With numerous Mllustrations. One vol, 2 s .6 d .
    Lessons in Old Testament History. By the Venerable A. S. Aglev, Archdeacon of St. Andrews, formerly Assistant Master at Marlborough College. 450 pages, with Maps. Crown 8 vo , , cloth, 4 s .6 d.

    An entirely new Text-book of Old Testament History, so arranged that it may be used together with the Bible, or as a manual by itself. A reference at the head of each lesson directs attention to the chapters of the Bible which are covered by its contents, and may be most profitably read in connection with it.
    The Blatere on Whanester writes: "I ann struek with the combination of courage, reverence, and ability which Archdeacon Aglen has shown in carrying ont the prin. ciples Laid down in his Preface."

