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## I

## INTRODUCTION

## 1. The subject-matter

It is the threefold purpose of this essay, first to give a coherent and fairly inclusive account of the well-known and generally accepted portions of Einstein's theory of relativity, second to treat the extension of thermodynamics to special and then to general relativity, and third to consider the applioations both of relativistio meohanios and relativistic thermodynamios in the construction and interpretation of cosmological models.

The special theory of relativity will first be developed in the next three chapters, whioh are devoted respeotively to the kinematical, meohanical, and electromagnetic oonsequences of the two postulates of special relativity. In Chapter II, under the general heading 'The Special 'Theory of Relativity', the two postulates of the theory will be presented, together with a brief statement of the confirmatory empirical evidence in their favour; their kinematical consequences will then be developed, firstly using the ordinary language whioh refers kinematical oocurrences to some selectod set of three Cartesian axes and the set of clocks that can be pictured as moving therewith, and secondly using the more powerful quasi-geomotrical language provided by the concept of a four-dimensional space-time continuum. In Chapter III, Special Relativity and Mechanics, we shall develop first the meohanios of a particlo and then those of a mochanical continuum from a postulatory basis which is obtained by adding the ideas of the oonsorvation of mass and of the equality of action and reaction to the kinematios of special relativity. No appeal to analogies with eleotromagnetio results will bo needed to obtain the complete treatmont, and the oonsiderations will bo maintained on a maorosoopic level throughout. Finally, in Chapter IV, Special Relativity and Eleotrodynamios, we shall complete our treatmont of the more familiar subject-matter of the special theory, by developing the close relationships between special relativity and electromagnetic theory. The first part of this chapter will be devoted to the incorporation of the Lorentz eleotron theory in the framework of special relativity, a procedure whioh tacitly assumes a respectuble amount of validity still inherent in classioal microsoopic considerations in spite of the evident neoessity
for a successfal quantum electrodynamios; and the second part of the ohapter will be given to the development of Minkowski's macroscopio theory of moving electromagnetio media based on the extension to special relativity of Maxwell's original treatment of stationary matter.
In Chapter V, Special Relativity and Thermodynamics, we then turn to less familiar consequences of the special theory. In the first part of the chapter we consider the effeot of relativity, even on the classical thermodynamios of stationary systems, in providingthrough the relativistio relation between mass and energy-a natural starting-point for the energy content of thermodynamic systems, and a method for computing the energy ohanges accompanying physical-chemical processes from a knowledge of ohanges in mass. This makes it feasible to consider suoh problems as the thermodynamio equilibrium between hydrogen and helium, and that between matter and radiation-assuming the possibility of their interconver-sion-and treatments of these questions are given. In the second part of the chapter we undertake the actual extension of thermodynamics to special relativity in order to obtain a thermodynamic theory for the treatment of moving systems. Although the results which are to be derived by such an application of relativity to thermodynamics were considered by Planok and by Einstcin only two years after the original presentation of the special theory, but little further attention has been paid to them. Indeed, the very essential difference between the equation

$$
\begin{equation*}
E=\frac{E_{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \tag{1.1}
\end{equation*}
$$

giving the energy of a moving partiole $E$ in terms of its propor onergy $E_{0}$ and velocity $u$, and the quite different equation

$$
\begin{equation*}
Q=Q_{0} \sqrt{ }\left(1-u^{2} / c^{2}\right) \tag{1.2}
\end{equation*}
$$

connecting a quantity of heat $Q$ with proper heat $Q_{0}$ and velocity, has apparently not always been appreciated. The common lack of familiarity with this branch of relativity has doubtless been due to the absence of physical situations where its applications were necossary. For the later extension of thermodynamios to general relativity, nevertheless, a knowledge of the Planck-Einstein thermodynamics is essential, and at the end of this chapter we introduoe a four-dimensional expression for the second law of thermodynamios in special
relativity on whioh the extension to general relativity oan later be based.

In Chapter VI, The General Theory of Relativity, we consider the fundamental principles of the general theory of relativity together with some of its more elementary applioations. Part I of the chapter will treat the three corner-stones-the prinoiple of covariance, the principle of equivalence, and the hypothesis of Mach-on whioh the theory rests. In agreement with the point of view first stated by Kretchsmann, the principle of oovariance will be regarded as having a logioally formal oharacter which can imply no neoessary physical consequences, but at the same time in agreement with Einstein we shall emphasize the importance of using covariant language in searching for the axioms of physics, in order to eliminate the insinuation of unrecognized assumptions which might otherwise result from using the language of particular coordinates. The discussion of the prinoiple of equivalence will emphasize not only its empirioal justification as an immediate and natural generalization of Galileo's disoovery that all bodies fall at the same rate, but will also lay stress on the philosophical desirability of the prinoiple in making it possible to maintain the general idea of the relativity of all kinds of motion including accelerations and rotations as well as uniform velocities. The designation 'Mach hypothesis' will be used to denote the general idea that the geometry of space-time is determined by the distribution of matter and energy, so that some kind of field equations oonnecting the components of the metrioal tensor $g_{\mu \nu}$ with those of the energy-momentum tensor $T_{\mu \nu}$ are in any case implied. In presenting the field equations actually chosen by Einstein, the cosmologioal or $\Lambda$-term will be introduced and retained in many parts of the later treatment, not beoause of direct empirical or theoretical evidenco for the existence of this term, but rather on account of the logical possibility of its existence and the necessity for its presence in the oase of oertain cosmological models whioh at least deserve discussion. Part II of Chapter VI will be given to elementary applioutions of general relativity. These will inolude a disoussion of the clock paradox which proved so puzzling during the interval between the developmonts of the special and general thoories of relativity. Treatment will also be given to Newton's theory of gravitation as a first and very olose approximation to Einstein's theory, and the three crucial tests of general relativity will be considered.

Chapter VII, Relativistic Mechanios, will be divided into two parts on general mechanioal principles and on solutions of the field equations. In Part I, after illustrating the nature of the energy-momentum tensor and of the fundamental equations of meohanios by applioation to the behaviour of a perfect fluid, the equations of mechanics will be re-expressed in the form containing the pseudotensor density of potential gravitational energy and momentum $\mathrm{t}_{\mu}^{\mu}$ permitting us then to obtain conservation laws for Einstein's generalized expressions for energy and momentum, to exhibit the relation between energy and gravitational mass, and to show the reduction of the energy of a system in the case of weak fields to the usual Newtonian form inoluding potential gravitational energy. In Part II of Chapter VII, Einstein's general solution for the field equations in the oase of weak fields will first be presented. This will then be followed by a discussion of the properties of the solutions that oan be obtained in speoial eases of spherical symmetry and the like, including useful explioit expressions for the Christoffel symbols and components of the energy-momentum tensor which then apply.
Chapter VIII, Relativistio Electrodynamios, will present the further extensions to general relativity both for the Lorentz electron theory and for the Minkowski macrosoopio theory. This will be followed by a number of applioations inoluding the derivation of an expression for the relativistic energy-momentum tensor for blackbody radiation, together with disoussions of the gravitational interaotion of light rays and particles, and of the generalized Doppler effect, these latter being matters of special importanoe for the interpretation of astronomical findings.

Chapter IX, Relativistic Thermodynamios, oonsiders the extension of thermodynamics from speoial to general relativity together with its applioations. The prinoiples of relativistic meohanios themselves are taken as furnishing the analogue of the ordinary first law of olassioal thermodynamios; and the analogue of the seoond law is provided by the covariant generalization of the four-dimensional form in whioh the second law oan be expressed in the oase of special relativity. Sinoe the above ohoice for the analogue of the first law introduoes only generally accepted results of relativity, the whole oharaoter of relativistio thermodynamios is determined by the relativistic second law. The axiom ohosen for this law is hence carefully examined as to meaning; its present status is discussed as being the direot
covariant re-expression and therefore the most probable generalization of the ordinary second law; and its future status as a postulate to be verified or rejected on empirical grounds is emphasized. Following this discussion, applications are made to illustrate the characteristic differences between the results of relativistic thermodynamics, and those which might at first sight seem probable on the basis of a superficial extrapolation of conclusions familiar in the classical thermodynamics. Thus in the case of static systems, although we shall find the physical-chemical equilibrium between reacting sub-stances-as measured by a local observer-unaltered from that which would be predicted classically, we shall find on the other hand as a new phenomenon the necessity for a temperature gradient at thermal equilibrium to prevent the flow of heat from regions of higher to those of lower gravitational potential, in agreement with the qualitative idea that all forms of energy have weight as well as mass. Turning to non-static systems we shall then show the possibility for a limited class of thermodynamic processes which can occur both reversibly and at a finite rate-in contrast to the classical requirement of an infinitely slow rate to secure that maximum efficiency which would permit a return both of the system and its surroundings to their initial state. We shall later find that the principles of relativistic mechanics themselves provide a justification for this new thermodynamic conclusion, since they permit the construction of cosmological models which would expand to an upper limit and then return with precisely reversed velocities to carlier states. Finally, in the case of irreversible processes taking place at a finite rate, we shall discover possibilities for a continuous increase in entropy without ever reaching an unsurpassable value of that quantity-in contrast to the classical conclusion of a final quiescent state of maximum ontropy. This new kind of thermodynamic behaviour, which may be regarded as mainly resulting from the known modification of the principle of energy conservation by general relativity, will also find later illustration among the cosmological models predicted as possible by the principles of relativistic mechanics.
In Chapter X, Application to Cosmological Models, we complete the text excopt for some appendices containing useful formulae and constants. In the first part of this chapter we shall show that the only possible static homogeneous models for the universe are the original ones of Einstein and de Sitter, and shall discuss some of their
properties which are important without reference to the adequacy of the models as pictures of the actual universe. We shall then turn to the consideration of non-static homogeneous models which can be constructed so as to exhibit a number of the properties of the actual universe, including, of course, the red shift in the light from the extra-galactic nebulae. Special attention will be given to the method of correlating the properties of such models with the results of astronomical observations although the details for obtaining the latter will not be considered. Attention will also be paid to the theoretically possible properties of such models, without primary reference to their immediate applicability in the correlation of already observed phenomena, since no models at the present stage of empirical observation can supply more than very provisional pictures of the actual universe.
The most important omission in this text, from the subjects usually included in applications of the special theory of relativity, is the relativistic treatment of the statistical mechanics of a gas, as developed by Jüttner and to some extent by the present writer. $\dagger$ The omission is perhaps justified by our desire in the present work to avoid microscopic considerations as far as possible, and by the existing absence of many physical situations where the use of this logically inevitable extension of relativity theory has as yet become needed.

In the case of the general theory of relativity, the most important omission lies in neglecting the attempts which have been made to construct a unified field theory, in which the phenomena of electricity as well as gravitation would both be treated from a combined 'geometrical' point of view. Up to the present, nevertheless, these attempts appear either to be equivalent to the usual relativistic extension of electromagnetic theory as given in the present text, or to be-although mathematically interesting-of undemonstrated physical importance. Furthermore, it is hard to escape the feeling that a successful unified field theory would involve microscopic considerations which are not the primary concern of this book.

The most important inclusions, as compared with older texts on relativity, consist in the extension of thermodynamics to general relativity, and the material on non-static models of the universe. Other additions are provided by the calculations of thermodynamic

[^0]equilibria with the help of the mass-energy relation of special relativity, by the demonstration of the reduction of the relativistic expression for energy in the case of weak fields to the Newtonian expression including potential gravitational energy, by explicit expressions given for the components of the energy-momentum tensor in the case of special fields, and by the treatments given to the energy-momentum tensor for radiation and to the gravitational interaction of light rays and particles.

## 2. The method of presentation

In the presentation of material, the endeavour will be made to emphasize the physical nature of assumptions and conclusions and the physical significance of their interconnexion, rather than to lay stress on mathematical generality or even, indeed, on mathematical rigour. The exposition will of course make use of the language and methods of tensor analysis, a table of tensor formulae being given in Appendix III to assist the reader in this connexion. No brief will be held, however, for the fallacious position that the possibilities of covariant expression are exhausted by the use of tensor language; and no hesitation will be felt in introducing Einstein's pseudo-tensor density $f_{\mu}^{f}$ of potential gravitational energy and momentum in order to secure quantities obeying conservation laws, which can be taken as the relativistic analogues of energy and momentum.

To make sure that reader and writer are not substituting a satisfaction in mathematical complications or in geometrical analogies for the main physical business at hand, the frequent translation of mathematical expressions into physical language will be undertaken. Stress will be laid on the immediate physical significance of proper quantities such as proper lengths, times, temperatures, macroscopic densities, ctc., whose values can be determined by a local observer using familiar methods of measurement. Special attention will be given to the procedure for relating the coordinate position of nebulae with actual astronomical estimates of distance.

In presenting the special theory of relativity no particular relation will be assumed between the units of length and time, and the formulae obtained will explicitly contain the velocity of light $c$. In going over to the general theory of relativity, however, units will be assumed which give both the velocity of light and the constant of gravitation the values unity. This introduces a gain in simplicity of
mathematical form which is partially offset by the loss in immediate physical significance and applicability. The translation of results into ordinary physical units will be facilitated, however, by the table in Appendix IV.

The method of presenting the mechanics of a particle will be similar to that first developed by Professor Lewis and the present writer which obtains a basis for the treatment by combining the kinematios of special relativity with the conservation laws for mass and momentum. The Laue mechanics for a continuous medium will then be obtained by the further development of these same ideas, using the transformation equations for force provided by particle dynamics. This method seems to afford a more direct mechanical insight than methods based on analogies with electromagnetic relations, or.on those starting from some variational principle as was used for example by the present writer in an earlier book. $\dagger$

To turn to more general features of the method of presentation, the ideal treatment for such a highly developed subject as the theory of relativity would perhaps be a strictly deductive one. In such a method we should start with a set of indefinables, definitions, and postulates and then construct a logical universe of discourse. The indefinables and definitions would provide the subject-matter in this universe of discourse, and the postulates together with the theorems, derived from them, with the help of logic or other discipline more fundamental than that of the field of interest, would provide the significant assertions that could be made concerning the subjectmatter. The usefulness of this logical construct in explaining the phenomena of the actual world would then depend on the success with which we could set up a one-to-one correspondence between the subject-matter and assertions in our universe of discourse and the elements and regularities observed in actual experience, in other words, on the success with which we could use the construct as a representative map for finding our way around in the external world. Although the attempt will not be made in this book to construct such a logical universe of discourse, and no attention will be paid to matters so pleasant to the logician as the search for the smallest number of mutually independent and compatible postulates, it is nevertheless hoped that the method of exposition will benefit from a recognition of this ideal.
$\dagger$ The Theory of the Relativity of Motion, University of California Press, 1917.

## 3. The point of view

Throughout the essay a macroscopic and phenomenological point of view will be adopted as far as feasible. This is made possible in the case of relativistic mechanics by a treatment of mechanical media which defines the energy-momentum tensor in terms of such quantities as the proper macroscopic density of matter $\rho_{00}$ and the proper pressure $p_{0}$ which could be directly measured by a local observer. The use of the proper microscopic density of matter $\rho_{0}$ will be avoided. In the case of relativistic thermodynamics the treatment is, of course, naturally macroscopic on account of the essential nature of that science when we do not undertake any statistical mechanical interpretations. Thus the quantity $\phi_{0}$ will be taken as the entropy density of the thermodynamic fluid or working substance as determined by a local observer at the point and time of interest, using ordinary thermodynamic methods and introducing no conceptual division of the fluid into such elements as atoms and light quanta. In the case of electrodynamics, however, the macroscopic point of view cannot be entirely maintained, since, in spite of the use that can be made of the Minkowski phenomenological electrodynamics of moving media, we have to be interested in the propagation of electromagnetic waves of such high frequency that some form of quantum electrodynamics will ultimately be necessary for their satisfactory treatment.

We of course accept Einstein's theory of relativity as a valid basis on which to build. In the case of the special theory of relativity the observational verification of the foundations provided by the Michelson-Morley experiment, by Kennedy's time transformation experiment, and by de Sitter's analysis of the orbits of double stars, and in the case of the general theory the observational verification of predictions provided by the motion of the perihelion of Mercury, by the bending of light in passing the sun, and by the effect of differences in gravitational potential on the wave-length of light are sufficient to justify such an acceptance. Future changes in the structure of theoretical physics are of course inevitable. Nevertheless, the variety of the tests to which the theory of relativity has been subjected, combined with its inner logicelity, are sufficient to make us believe that further advances must incorporate enough of the present theory of relativity to make it a safe provisional foundation for macroscopic considerations.
In the present stage of physics it appears probable that the most
serious future modifications in the theory of relativity will occur in the treatment of microscopic phenomena involving the electric and gravitational fields in the neighbourhood of individual elementary particles. Here some fusion of the points of view of the present theory of relativity and of the quantum mechanics will be necessary, which might be brought about, as Einstein is inclined to believe, by an explanation of quantum phenomena as the statistical result to be expected on the basis of a successful unified field theory, or, as the proponents of the quantum mechanics are more inclined to believe, by some unified extension of quantum mechanics and quantum clectrodynamics. In any case it seems certain that the present form of the theory of relativity is not suitable for the treatment of microscopic phenomena. Fortunately for the consideration of problems in celestial mechanics and cosmology, we do not need to consider the difficulties that might thus arise since the scale of our interest is so large that the phenomena are in any case most naturally treated from a maoroscopic point of view.

As a further remark concerning the point of view adopted it may be well to emphasize at this point the highly abstract and idealized character of the conceptual models of the universe which we shall study in the last chapter. The models will always be much simpler than our actual surroundings, neglecting for example local details in the known structure of the universe and replacing the actual disposition of the material therein by a continuous distribution of fluid. The reason for such idealization lies, of course, in the simplification which it introduces into the mathematical treatment. The procedure is analogous to the introduction, for example, of rigid weightless levers into the considerations of the older mechanics, or perfectly elastic spherical molecules into the simple kinetic theory, and is justified in so far as our physical intuition is successful in retaining in the simplified picture the essential elements of the actual situation.
In addition to the introduction of fairly obvious simplifications in constructing cosmological models, it will also be necessary to introduce assumptions concerning features which are as yet unknown in the actual universe. Thus, since the distribution of the extra-galactic nebulae has been found to be roughly uniform out to some $10^{8}$ lightyears, we shall usually assume a homogeneous distribution of material throughout the whole of our models, even though we shall emphasize that this may not be true for the actual universe. Furthermore, we
shall investigate the effect of a variety of assumptions as to spatial curvature and cosmologioal constant since their actual values are not yet known.
Finally, in our search for the conceivable properties which the universe might have in accordance with acceptable theory, we shall not hesitate to study cosmological models which are known to differ from the actual universe in important features. Thus the study of models filled solely with radiation, or filled with an equilibrium mixture of perfect gas and radiation, can lead to results of interest. Our general point of view will be, that the possibility of constructing cosmological models which exhibit a considerable number of features of the actual universe should lead to a sense of intellectual comfort and security, and that the construction of cosmological models which exhibit features of special interest, even though they differ in some ways from the actual universe, should lead to an increased insight into observational possibilities. In any case, models must, of course, be constructed in accordance with acceptable physical theory since the values which distinguish the cosmological speculations of the scientist from those of the crank arise from the attempt of the former to make his work logical and coherent with the rest of physics.

## II

## THE SPECLAL THEORY OF RELATTVITY

Part I. THE TWO POSTULATES AND THE LORENTZ TRANSFORMATION

## 4. Introduction

In the present chapter we shall briefly treat the underlying principles and kinematical consequences of Einstein's special or restricted theory of relativity. This branch of the theory of the relativity of motion has a restricted range of application since it deals only with the intercomparison of measurements made by observers who are specially assumed to be in unaccelerated relative motion, and in a region of space and time where the action of gravitation can be neglected. The treatment of observers with more complicated relative motion and in regions where gravitation cannot be neglected forms the subject-matter of the general theory of relativity.

The special theory; of relativity may be regarded as based on two postulates to which we now turn.

## 5. The first postulate of relativity

The first postulate of relativity states that it is impossible to measure or detect the unaccelerated translatory motion of a system through free space or through any ether-like medium which might be assumed to pervade it. In accordance with this postulate we can speak of the relative velocity of two systems, but it is meaningless to speak of the absolute velocity of a single system through free space. As a consequence of the postulate, it is evident that the general laws of physics for the description of phenomena in free space must be independent of the velocity of the particular system of coordinates used in their statement, since otherwise we could ascribe some absolute significance to different velocities. This latter form of statement is often the most immediately applicable for the purposes of drawing conclusions from the postulate.

The first postulate is evidently one which recommends itself on the grounds of simplicity and reasonableness, and formed a natural part of the Newtonian system of ideas which regarded free space as empty. With the rise of the ether theory of light, however, it seemed possible that some special significance would have to be ascribed to different velocities of motion through the ether, and that the laws of physics
would assume a specially simple form when described with the help of a system of coordinates at rest in the ether.

In the light of the ether theory the necessity thus arises for an experimental verification of the postulate or the conclusions that can be drawn from it. The usefulness of a deductive branch of physics depends on the success with which it can be used as a representative map for correlating the phenomena of the external world. Hence a direct experimental test of the postulates is not necessary provided the conclusions can be verified. Nevertheless, a feeling of greater intellectual satisfaction is obtained when the postulates themselves are chosen in such a way as to permit reasonably direct experimental tests.

Fortunately the direct experimental verification of this postulate of the special theory of relativity may now be regarded as extremely satisfactory. In the first place we must put the well known MichelsonMorley experiment, which on the basis of the theory of a fixed ether should have led to a detection of the velocity of the earth's motion through that medium. The null effect obtained in the original performance of this experiment and in all the fairly numerous repetitions, except those of Miller, $\dagger$ leave little doubt that no velocity through the ether can thus be detected, even of the magnitude of the 30 km . per sec. which should certainly arise from the earth's known rotation in its orbit. Among recent repetitions, that of Kennedy $\ddagger$ appears extremely satisfactory and has reduced the observational error of the null effect to the order of $\pm 2 \mathrm{~km}$. per sec. or less.
As is well known, the result thus obtained in the Michelson-Morley experiment could be explained by itself alone, without giving up the notion of a fixed ether, by assuming that bodies moving through this medium suffer the so-called Lorentz-Fitzgerald contraction in the direction of their motion, which would produce just the necessary distortion in a moving Michelson interferometer to lead to a null effect. For this reason it is specially satisfactory that we can now put in the second place as a part of the direct verification of our postulate

[^1]an experiment devised by Kennedy, which on the basis of a fixed ether and a real Lorentz-Fitzgerald contraction should still lead to a detection of the motion of the earth through that ether. The apparatus for this experiment consists of a Michelson interferometer with the two arms as unequal in length as feasible, so that the two beams which recombine to give interference fringes have a considerable difference in the time required to pass from the source to the point of recombination. Assuming a fixed ether, but allowing for the Lorentz-Fitzgerald contraction associated with motion through this medium, analysis then shows that the difference in time of travel for the two beams would depend in a very simple way on the difference in length of the two arms and on the velocity of the apparatus through the ether. Hence, provided the period of the light source does not itself depend on this velocity, we should expect a shift in the fringe pattern to accompany the diurnal changes in the velocity of the apparatus through the ether produced by the earth's revolution on its axis, and the annual changes produced by its rotation in its orbit. The experiment was of course a very difficult one to perform, but the final results of Kennedy and Thorndike $\dagger$ have satisfactorily demonstrated a null effect to the order of the experimental error, which corresponds to a velocity of only about $\pm 10 \mathrm{~km}$. per sec.

In addition to the Michelson-Morley and Kennedy-Thorndike experiments there have been a considerable number of other types of experiment devised to detect the motion of the earth through the ether, all of which have led to negative results. $\ddagger$ Some of these are of considerable interest, but the two tests devised by Michelson and Kennedy are the most important and the most simply related to the ideas as to space and time which have been embodied in the special theory of relativity. To account for these two experiments on the basis of a fixed ether it would be necessary to introduce ingenious assumptions as to a ohange in length or Lorentz-Fitzgerald contraction just sufficient to give a null effect in the Michelson experiment, and as to a change in period or time dilation just sufficient to give a null effect in the Kennedy experiment-all to the end of retaining a fixed ether so devilishly constructed that its existence could never

[^2]be detected. In the theory of relativity, however, we proceed at the start from the basis that absolute velocity can have no significance and hence find nothing to trouble us in the result of these experiments. In the course of the development of the theory we shall obtain, moreover, the simple and unforced counterparts of the assumptions as to change in length and period, which would have to be introduced in an artificial and arbitrary manner in order to retain the notion of a fixed ether.

## 6. The second postulate of relativity

In addition to the first postulate the special theory of relativity depends on a second postulate, which states that the velocity of light in free space is the same for all observers, independent of the relative velocity of the source of light and the observer. This postulate can be looked at as the result of combining the principle familiar to the ether theory of light, that the velocity of light is independent of the velocity of its source, with the idea resident in the first postulate which makes it impossible to assign any significance to the absolute velocity of the source but does permit us to speak of the relative velocity of the source and observer.

It is important to note that the essential quality of the second postulate may thus be regarded as having been provided by a theory of light which assumed space to be filled with some form of ether, while the first postulate of relativity may be regarded as the natural consequence of the Newtonian point of view of the emptiness of free space. It is not surprising that the combination of principles of such different character should have led to a modification in our ideas as to the nature of time and space.

At the time of Einstein's development of the special theory of relativity no experimental evidence had been assembled to show that the velocity of light is independent of the velocity of its source, and the adoption of the principle was due to its familiarity in the wave theory of light. At the present time, however, the experimental evidence is sufficient to exclude very definitely the most natural alternative proposal namely, that the velocity of light and the velocity of its source are additive, as assumed in the so-called emission theories of light.

As the most important evidence against the hypothesis that the velocity of light and the velocity of its source are additive we must
iderations of Comstock $\dagger$ and de Sitter $\ddagger$ concerning the ble stars. If the velocity of light did depend additively oity of its source, it is evident in the case of distant lets that the time taken for light to reach the earth from a given iber of the pair would be greatly shortened when this member is oaching the earth at the time of emission and greatly lengthened 1 the member is receding. The analysis of de Sitter shows that the distortion of the observations thus produced would have the effect of introducing a spurious eccentricity into the calculated orbit; and from the existence of doublets of small observed eccentricity the conclusion is drawn that the velocity of light could at the most be changed by only a small fraction of the velocity of the source.

In addition to this very satisfactory evidence in favour of the principle of the constancy of the velocity of light, there are a number of optical experiments which show the untenability of different forms which have been proposed for the emission theory of light. These proposed forms of emission theory agree in assuming that the velocity of light from a moving source is to be taken as the vector sum of the ordinary velocity of light $c$ and the velocity of the source $v$ but vary in their assumptions as to the velocity of light after reflection from a mirror. The three assumptions which have been particularly considered are (1) that the excited portion of the mirror acts as a new source and that reflected light has the same velocity $c$ relative to the mirror as that of light relative to its original source,§ (2) that reflected light has the velocity $c$ relative to the mirror image of its source, || and (3) that light retains throughout its whole path the velocity $c$ with respect to its original source. $\dagger \dagger$

Optical experiments contradicting the first two of the above possible assumptions have not been difficult to find. $\ddagger \ddagger$ The third of the above assumptions formed, however, the basis of a fairly complete emission theory which was developed by Ritz, and optical experiments to test it are difficult to perform since they are dependent on effects of the second order in $v / c$. It has been pointed out, however, by La Rosa

[^3]and by the present writer $\dagger$ that a repetition of the Michelson-Morley experiment, using light coming originally from the sun rather than from a terrestrial source, should lead to a fringe shift corresponding to the earth's velocity in its orbit around the sun, if the Ritz theory were correct. In the repetitions of the Michelson-Morley experiment which have been made by Miller tests were made using light from the sun and no effect of the kind predicted was observed. $\ddagger$ In any case, of course, we have the astronomical evidence of de Sitter against all forms of the emission theory.

## 7. Necessity for modifying older ideas as to space and time

Let us now accept the two postulates of special relativity as experimentally justified and inquire into the effect they have on our ideas
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as to the nature of space and time. Since the first postulate is a natural consequence of the Newtonian point of view that free space is empty, and the second postulate is a natural outcome of the opposing idea that space is everywhere filled with a fixed ether, we can expect the combination of the two postulates to lead to consequences which do not agree with our uninformed intuitions as to the nature of space and time. We shall illustrate this in the present section by a simple example.

Consider a source of light $S$ (Fig. 1), and two systems, $A$ moving towards the source $S$, and $B$ moving away from it. Observers on the two systems mark off some given distance $a a^{\prime}$ and $b b^{\prime}$, say one kilometre, on each of the systems in the direction of the source in order to measure the velocity of light by determining the time taken for it to travel from $a$ to $a^{\prime}$ and from $b$ to $b^{\prime}$.

In accordance with the first postulate of relativity we cannot

[^4]assign any signifioance to the absolute velocities of the two systems, but can speak of their velocities relative to the source. And in accordance with the second postulate of relativity the measured velocity of light must be independent of this relative velocity between source and observer.

Hence we are led to the conclusion that the time taken for the light to travel from $a$ to $a^{\prime}$ shall measure the same as that for the light to travel from $b$ to $b^{\prime}$, in spite of the fact that $A$ is moving towards the source and $B$ away from it. This result seems to contradict the simple conclusions of common sense. Hence if the two postulates of relativity are true it is evident that our natural intuitions as to the nature of space and time are not completely correct, presumably because they are based on a too limited ancestral experience-human and animal-with spatial and temporal phenomena.

In view of the experimental verification of the two postulates of special relativity, the example makes evident the necessity for a detailed study of the relations connecting the spatial and temporal measurements made by observers in relative motion. This we shall undertake in the next section. We shall gain thereby not only correct methods for the treatment of such measurements, but ultimately improved spatial and temporal intuitions as well.

## 8. The Lorentz transformation equations

To study the fundamental problem of the relations connecting the spatial and temporal measurements made by observers in relative motion, let us consider two systems of space-time coordinates $S$ and $S^{\prime}$ (Fig. 2) in relative motion with the velocity $V, \dagger$ which for convenience may be taken as in the $x$-direction. Each system is provided with a set of right-angled Cartesian axes, as indicated in the figure, and with a set of clocks distributed at convenient intervals throughout the system and moving with it.

The position of any given point in space at which some event occurs oan be specified by giving its spatial coordinates $x, y$, and $z$ with respect to the axes of system $S$, or its coordinates $x^{\prime}, y^{\prime}$, and $z^{\prime}$ with respect to system $S^{\prime}$. And the time at which the event occurs can be specified by giving the clock readings $t$ or $t^{\prime}$ in the two systems.

For convenience the two systems are chosen so that the Cartesian

[^5]axes $O X$ and $O^{\prime} X^{\prime}$ lie along the same line, and for further simplification the starting-point for time measurements in the two systems is taken so that $t$ and $t^{\prime}$ are equal to zero when the two origins $O$ and $O^{\prime}$ are in coincidence.

The specific problem that now arises is to obtain a set of transformation equations connecting the variables of the two systems which will make it possible to transform the description of any given
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kinematical occurrence from the variables of the one system to those of the other. In other words, if some given linematical occurrence has been measured by an observer moving with system $S^{\prime}$ and described in terms of the quantities $x^{\prime}, y^{\prime}, z^{\prime}$, and $t^{\prime}$, we desire a set of expressions for these quantities which on substitution will give a correct description of the same occurrence in terms of the variables $x, y, z$, and $t$, used by an observer moving with system $S$.

The correct expressions for this purpose were first obtained by Lorentz, and hence are usually called the Lorentz transformation equations, although their full significance from the point of view of the relativity of motion was first appreciated by Einstein. They may be written in the form

$$
\begin{align*}
x^{\prime} & =\frac{x-V t}{\sqrt{\left(1-V^{2} / c^{2}\right)^{2}}} \\
y^{\prime} & =y  \tag{8.1}\\
z^{\prime} & =z \\
t^{\prime} & =\frac{t-x V / c^{2}}{\sqrt{\left(1-V^{2} / c^{2}\right)^{2}}}
\end{align*}
$$

where $V$ is the relative velocity of the two systems and $c$ the velocity
of light. Or, by solving for the unprimed quantities in terms of the primed quantities, they may be written in the form

$$
\begin{align*}
& x=\frac{x^{\prime}+V t^{\prime}}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \\
& y=y^{\prime}  \tag{8.2}\\
& z=z^{\prime} \\
& t=\frac{t^{\prime}+x^{\prime} V / c^{2}}{\sqrt{\left(1-V^{2} / c^{2}\right)}}
\end{align*}
$$

A unique derivation of these equations from the first and second postulates of relativity, making use of obvious assumptions as to the validity of Euclidean geometry, the homogeneity of space and time, etc., can be obtained. We may content ourselves now, however, with pointing out that the equations do agree with the two postulates of relativity.

In accordance with the first postulate of relativity, since absolute velocity has no significance, the two systems $S$ and $S^{\prime}$ must be entirely equivalent for the description of physical occurrences. Hence the transformation equations for changing from the variables of system $S$ to those of system $S^{\prime}$ must have exactly the same form as those for the reverse transformation, except of course for the sign of the relative velocity $V$. This condition, however, is evidently met since the set of equations (8.2) which are obtained by solving the set (8.1) are seen to be of unchanged form except for the substitution of $-V$ in place of $+V$.

In accordance with the second postulate of relativity, the velocity of light must measure the same in both systems of coordinates. To show that this is the case, we first call attention to the important fact that the Lorentz equations have been so constructed as to make the quantity

$$
\begin{equation*}
d x^{2}+d y^{2}+d z^{2}-c^{2} d t^{2} \tag{8.3}
\end{equation*}
$$

an invariant for the transformation. This is evident since on substituting equations (8.2) in (8.3).we obtain

$$
\begin{align*}
d x^{2}+d y^{2} & +d z^{2}-c^{2} d t^{2} \\
& =\left(\frac{d x^{\prime}+V d t^{\prime}}{\sqrt{\left(1-V^{2} / c^{2}\right)}}\right)^{2}+d y^{\prime 2}+d z^{\prime 2}-c^{2}\left(\frac{d t^{\prime}+\left(V d x^{\prime} / c^{2}\right)}{\sqrt{\left(1-V^{2} / c^{2}\right)}}\right)^{2} \\
& =d x^{\prime 2}+d y^{\prime 2}+d z^{\prime 2}-c^{2} d t^{\prime 2} \tag{8.4}
\end{align*}
$$

The invariance of this expression, however, immediately shows that
the velocity of light will measure the same in both systems, since, if we have any impulse travelling with the velocity $c$ with respect to system $S$ in accordance with the equation

$$
\begin{equation*}
d x^{2}+d y^{2}+d z^{2}-c^{2} d t^{2}=0 \tag{8.5}
\end{equation*}
$$

we shall also have it travelling with the velocity $c$ with respect to system $S^{\prime}$ in accordance with the equation

$$
\begin{equation*}
d x^{\prime 2}+d y^{\prime 2}+d z^{\prime 2}-c^{2} d t^{\prime 2}=0 \tag{8.6}
\end{equation*}
$$

We thus see that the Lorentz transformation equations are in accord with the two postulates of relativity. It should also be noted that they are in accord with our ideas as to the homogeneity of space and time. Furthermore, when the relative velocity between the systems $V$ is small compared with that of light they reduce to the so-called Galilean transformation equations,

$$
\begin{align*}
x^{\prime} & =x-V t \\
y^{\prime} & =y \\
z^{\prime} & =z  \tag{8.7}\\
t^{\prime} & =t
\end{align*}
$$

which we might expect to hold on the basis of an intuition founded on a past experience limited to low velocities, and which were implicit in the ideas of Galileo and Newton as to the nature of space and time.

It should also be remarked that the set of Lorentz transformations between all systems in unaccelerated uniform motion form a group, such that the combined result of successive transformations is equivalent to a single transformation from the original to the final system of coordinates. It may also be pointed out that the transformation becomes imaginary for relative velocity between the systems $V$ greater than the velocity of light $c$, a result which is consistent with that of a following section showing that $c$ is to be regarded as an upper limit for the possible relative velocities between matorial systems.

With the help of simple manipulations we may now obtain from the Lorentz transformation equations a number of further equations which will prove useful for transforming the measurements of geometrical or kinematical quantities which depend on the coordinates, and which will permit some simple physical interpretations.

## 9. Transformation equations for spatial and temporal intervals. Lorentz contraction and time dilation

By the simple differentiation of equations (8.1) we obtain

$$
\begin{align*}
d x^{\prime} & =\frac{d x-V d t}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \\
d y^{\prime} & =d y  \tag{9.1}\\
d z^{\prime} & =d z \\
d t^{\prime} & =\frac{d t-V d x / c^{2}}{\sqrt{\left(1-V^{2} / c^{2}\right)}}
\end{align*}
$$

where the differential quantities $d x, d y, d z, d t$, and $d x^{\prime}, d y^{\prime}, d z^{\prime}, d t^{\prime}$ are to be interpreted as giving the measurements in the two systems of the spatial and temporal intervals which correspond to the difference in position and time of some given pair of neighbouring events. With the help of these equations we can now easily draw conclusions as to the intercomparison of measuring sticks and clocks in the two systems.

Consider two measuring sticks held parallel to the $x$-axis, one in each of the two systems, in such a way that their scale divisions can be compared as the two sticks slide past each other; and consider as the events to be observed the coming into coincidence of division marks on one of the measuring sticks with division marks on the other.

Let us first determine how a length $d x^{\prime}$ laid off on the measuring stick in system $S^{\prime}$ will appear when measured in system $S$. To do this we must consider coincidences, which appear simultaneous in system $S$, between the end points of $d x^{\prime}$ and division marks on the measuring stick in system $S$. Since the coincidences are simultaneous in system $S$, we shall have

$$
\begin{equation*}
d t=0 \tag{9.2}
\end{equation*}
$$

and by substitution in (9.1) obtain

$$
\begin{equation*}
d x^{\prime}=\frac{d x}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \text { or } \quad d x=d x^{\prime} \sqrt{ }\left(1-V^{2} / c^{2}\right) \tag{9.3}
\end{equation*}
$$

We conclude that a measuring stick travelling with system $S^{\prime}$ and measuring $d x^{\prime}$ in the units of that system will measure the shorter length $d x^{\prime} \sqrt{ }\left(1-V^{2} / c^{2}\right)$ in the units of system $S$ when the simultaneous positions of its ends are observed in that system.

Let us next determine how a length $d x$ laid off on the measuxing
stick in system $S$ will appear when measured in system $S^{\prime}$. To do this we must now consider coincidences, which appear simultaneous in system $S^{\prime}$, between the end points of $d x$ and division marks on the measuring stick in system $S^{\prime}$. Since the coincidences are simultaneous in system $S^{\prime}$, we shall have in accordance with the last equation (9.1)

$$
\begin{equation*}
d t^{\prime}=\frac{d t-V d x / c^{2}}{\sqrt{\left(1-V^{2} / c^{2}\right)}}=0 \tag{9.4}
\end{equation*}
$$

and substituting into the first equation (9.1) shall this time obtain

$$
\begin{equation*}
d x^{\prime}=d x \sqrt{ }\left(1-\nabla^{2} / c^{2}\right) \tag{9.5}
\end{equation*}
$$

We conclude that a metre stick travelling with system $S$ measures shorter in the same ratio as before when the simultaneous positions of its ends are observed in the other system $S^{\prime}$.

The two situations are symmetrical and in entire agreement. In both cases we find that a metre stick measures shorter in the ratio $\sqrt{ }\left(1-V^{2} / c^{2}\right): 1$, when moving with the velocity $V$ past the system in which the observation of length is being made, than when measured in a system in which it is at rest.

Accepting the two postulates of relativity, this result, which may be called the Lorentz contraction, is to be regarded as an entirely real one which except for experimental difficulties could be verified by direct observation of the kind just described. The rosult differs from the contraction originally postulated by Lorentz and Fitzgerald to explain the Michelson-Morley experiment, since the present result gives a symmetrical relation between two measuring sticks in relative motion, while the hypothesis of Lorentz and Fitzgerald required a change in length for a single metre stick depending on its actual velocity through a real fixed ether.

Turning now to the second and third equations in the set (0.1), we note at once that there will be no disagreement as to measurements made in the two systems of coordinates of distances at right angles to the line of motion. There is thus no change in length for a metre stick which is moving perpendicular to its length past the system of coordinates in which it is to be measured. This is in immediate agreement with the possibility for a direct comparison of the lengths of two metre sticks in relative motion at right angles to their extension, since in this case the judgement that the two ends of the one metre stick had passed through coincidence with the two ends of the other could not depend on the motion of the observer.

Equations (9.1) oan also be used to provide conclusions as to the intercomparison of olocks in relative motion. Let us first determine how a time interval $d t^{\prime}$ measured on a single clock in system $S^{\prime \prime}$ between two events, which occur at the same point in $S^{\prime \prime}$, will measure with the clocks of system $S$. Since the two events occur at the same point in $S^{\prime}$, we have from the first of equations (9.1)

$$
\begin{equation*}
d x^{\prime}=\frac{d x-V d t}{\sqrt{\left(1-V^{2} / c^{2}\right)}}=0, \tag{9.6}
\end{equation*}
$$

and substituting this into the fourth of the equations we easily obtain

$$
\begin{equation*}
d t^{\prime}=d t \sqrt{ }\left(1-V^{2} / c^{2}\right) \quad \text { or } \quad d t=\frac{d t^{\prime}}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \tag{9.7}
\end{equation*}
$$

We conclude that the time interval between two events which has the duration $d t^{\prime}$ when measured with a given clock in system $S^{\prime}$, will have the longer duration $d t^{\prime} / \sqrt{ }\left(1-V^{2} / c^{2}\right)$ when measured by the clocks in system $S$.

Similarly we may determine how a time interval $d t$ which can be measured on a single clock in system $S$ between two events, which occur at the same point in system $S$, will measure with the clocks of system $S^{\prime \prime}$. In this oase since the two events occur at the same point in system $S$ we have

$$
\begin{equation*}
d x=0 \tag{9.8}
\end{equation*}
$$

and substituting in the fourth of equations (9.1) immediately obtain

$$
\begin{equation*}
d t^{\prime}=\frac{d t}{\sqrt{\left(1-V^{2} / c^{2}\right)}} . \tag{9.9}
\end{equation*}
$$

Again we conclude that the time interval between two events which has the duration $d t$ when measured with a given clock has a longer duration when measured by clocks relative to which the first clock is moving.

The two situations, in the case of the clocks as in the case of the measuring sticks, are symmetrical and in entire agreement. In both cases the seconds of the single clock appear lengthened in the ratio $1: \sqrt{ }\left(1-V^{2} / c^{2}\right)$ when it is moving with the velocity $V$ past the clocks with which it is being compared.
This time ditation and the conclusions as to the setting of clocks which can be shown to go with it are to be regarded except for experimental difficulties as an entirely verifiable mutual property of systems of clocks in relative motion, even as the Lorentz contraction could be regarded as a verifiable mutual property of metre sticks in relative
motion. Furthermore just as the Miohelson-Morley experiment can be regarded as a direct test of the Lorentz contraction, the KennedyThorndike experiment can be regarded as a direct test of time dilation.

Before leaving this section it will be well to put the fourth of equations (9.1) in another form which is often useful. Dividing through by $d t$ we can write

$$
\begin{equation*}
\frac{d t^{\prime}}{d t}=\frac{1-\frac{V}{c^{2}} \frac{d x}{d t}}{\sqrt{\left(1-V^{2} / c^{2}\right)}}=\frac{1-\frac{V \dot{x}}{c^{2}}}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \tag{9.10}
\end{equation*}
$$

which connects the measurements $d t t^{\prime}$ and $d t$ of the time interval in the two systems $S^{\prime}$ and $S$ between neighbouring events which occur at neighbouring points in space. The spatial interval between the two events, when measured in system $S$, has as its $x$-component the distance which would be travelled with the component velocity $\dot{x}$ in the time $d t$.

## 10. Transformation equations for velocity

With the help of equations (8.1) and (9.10) we can now easily obtain expressions for transforming measurements of velocity from the one system of coordinates to the other. Differentiating the first three of equations (8.1) with respect to $t^{\prime}$ and substituting the value for $d t^{\prime} / d t$ given by (9.10) we easily arrive at the results

$$
\begin{array}{rlrl}
\dot{x}^{\prime} & =\frac{\dot{x}-V}{1-\dot{x} V / c^{\dot{2}}} & \text { or } & u_{x}^{\prime}=\frac{u_{x}-V}{1-u_{x} V / c^{2}} \\
\dot{y}^{\prime} & =\frac{\dot{y} \sqrt{ }\left(1-V^{2} / c^{2}\right)}{1-\dot{x} V / c^{2}} & u_{y}^{\prime}=\frac{u_{y} \sqrt{ }\left(1-V^{2} / c^{2}\right)}{1-u_{x} V / c^{2}},  \tag{10.1}\\
\dot{z}^{\prime}=\frac{\dot{z} \sqrt{ }\left(1-V^{2} / c^{2}\right)}{1-\dot{x} V / c^{2}} & u_{z}^{\prime}=\frac{u_{z} \sqrt{ }\left(1-V^{2} / c^{2}\right)}{1-u_{x} V / c^{\dot{2}}}
\end{array}
$$

where the placing of a dot over a quantity has the significance of differentiation with respect to the time in the particular system of coordinates involved, so that we have for example for the component velocities in the $x$-direction in the two systems the different forms of expression

$$
u_{x}=\dot{x}=d x / d t \quad \text { and } \quad u_{x}^{\prime}=\dot{x}^{\prime}=d x^{\prime} / d t^{\prime} .
$$

The significance of these transformation equations is as follows: If for an observer in system $S$ a point is found to be moving with the uniform velocity ( $\dot{x}, \dot{y}, \dot{z}$ ) its velocity ( $\dot{x}^{\prime}, \dot{y}^{\prime}, \dot{z}^{\prime}$ ) as measured by an observer in system $S^{\prime}$ oan be calculated from the equations (10.1).

Reciprocal equations for transformation in the opposite direction oan of course be obtained by solving for the unprimed quantities in terms of the primed, and in accordance with the first postulate of relativity agree with that which results from interchanging primed and unprimed letters and changing the sign of $V$. It is often most convenient to have the transformation equations in the form in which they are solved for the unprimed quantities since this leads more readily to final expressions without the primes. For this reason it will be best to write down the reciprocal equations to (10.1), and from now on to give our remaining transformation equations in the form in which they are solved for the unprimed quantities. We obtain from (10.1)

$$
\begin{align*}
& u_{x}=\frac{u_{x}^{\prime}+V}{1+u_{x}^{\prime} V / c^{2}} \\
& u_{y}=\frac{u_{y}^{\prime} \sqrt{ }\left(1-V^{2} / c^{2}\right)}{1+u_{x}^{\prime} V / c^{2}}  \tag{10.2}\\
& u_{s}=\frac{u_{s}^{\prime} \sqrt{ }\left(1-V^{2} / c^{2}\right)}{1+u_{x}^{\prime} V / c^{2}}
\end{align*}
$$

The foregoing transformation equations immediately indicate that the velocity of light $c$ may be regarded as an upper limit of possible velocities. The result is most readily seen if we use the equations in their second form (10.2) in which the relative velocity of the two systems occurs with the positive sign. In accordance with the first of these equations, even if we give the velocity of system $S^{\prime}$ past $S$ the limiting value $c$ and take a particle which itself has the limiting velocity $u_{x}^{\prime}=c$ in the same direction with respect to system $S^{\prime}$, the measured velocity with respect to system $S$ will still be only

$$
\begin{equation*}
u_{x}=\frac{c+c}{1+c^{2} / c^{2}}=c \tag{10.3}
\end{equation*}
$$

the velocity of light.
In addition to this indication that the velocity of light is to be regarded as an upper limit, we shall find later that it would take an infinite amount of energy to give a material particle the velocity of light with respect to a system in which it was originally at rest. Furthermore, retaining our ideas as to cause and effect as being essentially valid for macroscopic considerations, it can be shown that
causal impulses cannot be transmitted with a velocity greater than light, since it would then be possible to find systems of coordinates in which the effect would precede the cause. $\dagger$

## 11. Transformation equations for the Lorentz contraction factor

The quantity $\sqrt{ }\left(1-u^{2} / c^{2}\right)$, which is the Lorentz contraction factor for an object moving with the velocity $u$ with respect to a given system of coordinates, is sufficiently important to justify writing down the transformation equation for it which can be obtained from (10.2), namely,
where

$$
\begin{gather*}
\sqrt{ }\left(1-u^{2} / c^{2}\right)=\frac{\sqrt{ }\left(1-u^{\prime 2} / c^{2}\right) \sqrt{ }\left(1-V^{2} / c^{2}\right)}{1+u_{x}^{\prime} V / c^{2}}  \tag{11.1}\\
u^{2}=u_{x}^{2}+u_{y}^{2}+u_{z}^{2} \tag{11.2}
\end{gather*}
$$

## 12. Transformation equations for acceleration

By the further differentiation of equations (10.2) transformation equations for acceleration are obtained which can be written in the form

$$
\begin{align*}
& \dot{u}_{x}=\left(1+\frac{u_{x}^{\prime} V}{c^{2}}\right)^{-3}\left(1-\frac{V^{2}}{c^{2}}\right)^{\frac{y}{2}} \dot{u}_{x}^{\prime} \\
& \dot{u}_{y}=\left(1+\frac{u_{: V}^{\prime} V}{c^{2}}\right)^{-2}\left(1-\frac{V^{2}}{c^{2}}\right) \dot{u}_{y}^{\prime}-u_{y}^{\prime} \frac{V}{c^{2}}\left(1+\frac{u_{x}^{\prime} V}{c^{2}}\right)^{-3}\left(1-\frac{V^{2}}{c^{2}}\right) \dot{u}_{x}^{\prime}  \tag{12.1}\\
& \dot{u}_{z}=\left(1+\frac{u_{x}^{\prime} V}{c^{2}}\right)^{-2}\left(1-\frac{V^{2}}{c^{2}}\right) \dot{u}_{z}^{\prime}-u_{z}^{\prime} \frac{V}{c^{2}}\left(1+\frac{u_{x}^{\prime}}{c^{2}}\right)^{-3}\left(1-\frac{V^{2}}{c^{2}}\right) \dot{u}_{x}^{\prime}
\end{align*}
$$

Whereas it can be seen from equations (10.2) that a constant velocity in system $S^{\prime}$ implies a constant velocity in system $S$, it is interesting to note from equations (12.1) that a constant acceleration with respect to system $S^{\prime}$ would not in general imply a constant acceleration in system $S$, since the component accelerations in $S$ depend not only on the accelerations in $S^{\prime}$ but also on the component velocities in that system which would be changing with the time.

It will be appreciated of course that both the transformation equations for velocity (10.2) and for acceleration (12.1) must be applied in general to the motion of a particle at some specific identifiable point on its path.
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## II

## THE SPECIAL THEORY OF RELATIVITY (contd.)

Part II. TREATMENT OF SPECIAL RELATIVITY WITH THE HELP OF A FOUR-DIMENSIONAL GEOMETRY

## 13. The space-time continuum

It is evident from the foregoing discussion of the consequences of the two postulates of relativity that spatial and temporal measurements are linked together in a very intimate manner. This appears clearly when we contrast the simple Galilean transformation equations (8.7) with the Lorentz transformation equations (8.1). For example, the Galilean time transformation equation

$$
\begin{equation*}
t^{\prime}=t \tag{13.1}
\end{equation*}
$$

would indicate a universal time equally suitable for use by all observers, while the corresponding Lorentz equation

$$
\begin{equation*}
t^{\prime}=\frac{t-x V / c^{2}}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \tag{13.2}
\end{equation*}
$$

indicates that there is no single universal time equally suitable for all observers, but rather that the process of changing from one set of Cartesian axes to another for making spatial measurements should be accompanied by a change in the apparatus for time measurement, if the laws of physics are to have the same expression in the two systems of coordinates.

An acceptance of the two postulates of relativity thus shows that the older notion of space and time as two independently existing continua-a three-dimensional continuum for the spatial location of events and an independent one-dimensional continuum for the temporal location of events-is a conceptual idea which we cannot now expect will be entirely successful for the correlation of spatial and temporal experiences. The possible alternative concept of spacetime as a combined four-dimensional continuum, first introduced by Minkowski, has, however, proved very valuable.

We must now turn to the method of expressing the facts of special relativity which can be obtained from this new conceptual apparatus. The importance of the method, which can hardly be overestimated, lies in several directions. The method is of great assistance in building up a set of appropriate space-time intuitions. The method avoids the
singling out of a particular axis as the direction for the relative motion of coordinate systems as has been done in the previous parts of this chapter. The quasi-geometrical language used in treating the mathematics of the four-dimensional continuum is seldom misleading and often very suggestive and helpful. Finally, without this language Einstein's development of the general theory of relativity would have been seriously hampered.

Although in the remainder of this chapter we shall mainly consider the mathematics of the so-called 'flat' space-time continuum appropriate for the facts of special relativity, the results which can be obtained therefrom are fundamental for the later treatment of the 'curved' space-time of general relativity.

## 14. The three plus one dimensions of space-time

To appreciate the nature of the space-time continuumitis advisable to introduce at once the language of a conceptual four-dimensional geometry. With the help of this language we can regard space-time as itself corresponding to a hyper-space of four dimensions, which could be provided with mutually perpendicular axes for plotting the values of the four quantities $x, y, z$, and $t$ that can be used in describing spatial-temporal occurrences. In accordance with this language the position where an event occurs and the instant when it occurs would both be represented by the location of a single point in the fourdimensional continuum.

In using this language it is important to guard against the fallacy of assuming that all directions in the hyper-space are equivalent, and of assuming that extension in time is of the same nature as extension in space merely because it may be convenient to think of them as plotted along perpendicular axes. A similar fallacy would be to assume that pressure and volume are the same kind of quantity because they are plotted at right angles in the diagram on a $p v$ indicator card. That there must be a difference between the spatial and temporal axes in our hyper-space is made evident, by contrasting the physical possibility of rotating a metre stick from an orientation where it measures distances in the $x$-direction to one where it measures distances in the $y$-direction, with the impossibility of rotating it into a direction where it would measure time intervals-in other words the impossibility of rotating a metre stick into a clock.

In accordance with this difference, time should in no sense be considered as the fourth dimension of space, but rather as one, and at that a unique one, of the four dimensions of space-time. This distinction is often emphasized by speaking of the space-time continuum as $(3+1)$-dimensional rather than merely as four-dimensional. The $(3+1)$-dimensional character of the space-time continuum finds expression at the start in the kind of geometry used, as will be seen in a later seotion (§ 16).

## 15. The geometry corresponding to space-time

The geometry chosen as corresponding to the space-timecontinuum, i.e. the kind of mathematics used, must be appropriate to serve as a means for expressing the conclusions drawn from the two postulates of relativity. As an essential and fundamental element in these conclusions we shall take the invariance with respect to the Lorentz transformation of the expression

$$
\begin{equation*}
d x^{2}+d y^{2}+d z^{2}-c^{2} d t^{2} \tag{15.1}
\end{equation*}
$$

which was proved in (8.4), and shall choose a geometry which is conceptually constructed to correspond to this invariance.

To do this we shall characterize our geometry by taking $\dagger$

$$
\begin{equation*}
d s^{2}=-d x^{2}-d y^{2}-d z^{2}+c^{2} d t^{2} \tag{15.2}
\end{equation*}
$$

as the expression for an element of interval in our four-dimensional hyper-space in terms of $x, y, z$, and $t$. Since a given element of interval in a space is a conceptual entity which exists independent of any particular choice of axes it is invariant for all transformations of coordinates. Hence the choice of equation (15.2) as our starting-point preserves the desired invariance not only for the group of Lorentz transformations which will leave the right-hand side unchanged in form, but for all possible transformations of coordinates as well. This additional property will be of significance when we come to the consideration of the general theory of relativity.

Since the entire nature of a geometry $\ddagger$ is known to be determined by the form of its line element, the choice of (15.2) has completely fixed the character of the geometry we are to use; and we may now examine some of its simpler properties and inquire into its actual usefulness for expressing the conclusions of special relativity.
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## 16. The signature of the line element and the three kinds of

 intervalExamining the expression for the line element (15.2) we note that the quadratic form chosen is characterized by the negative signs of the spatial components $d x^{2}, d y^{2}$, and $d z^{2}$ and the positive sign of the temporal component $c^{2} d t^{2}$. This difference in sign may be regarded as reflecting the difference in the nature of spatial and temporal extension already emphasized above.

Since the signature of the quadratic form-minus two-corresponding to the three negative signs and one positive sign, cannot be changed by any real transformation of coordinates, the distinction between spatial and temporal coordinates will always be preserved, and we shall encounter no difficulties in differentiating the time-like coordinate from the others by examining the signs. If we allow an imaginary transformation of coordinates the signature of the quadratic form will be changed but the distinction between coordinates can then be determined if we know their real or imaginary correlation with the physical process of counting off division points along the actual axes.

Introducing into (15.2) the imaginary transformation

$$
\begin{equation*}
x=i \bar{x} \quad y=i \bar{y} \quad z=i \bar{z} \quad c t=\bar{u}, \tag{16.1}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
d s^{2}=d \bar{x}^{2}+d \bar{y}^{2}+d \bar{z}^{2}+d \bar{u}^{2} \tag{16.2}
\end{equation*}
$$

with a change in signature to plus four. In accordance with this simple form, the geometry used in special relativity is often spoken of as that of $a$ four-dimensional Euclidean (flat) space. The form (16.2) has also been used with the idea of simplifying the mathematioal treatment. This procedure, however, introduces really but little simplification together with some chance for confusion, and often necessitates a transformation back to the original coordinates before making physical applications. We shall not find occasion to use it in this book.

Returning now to the original form of the line element

$$
\begin{equation*}
d s^{2}=-d x^{2}-d y^{2}-d z^{2}+c^{2} d t^{2} \tag{16.3}
\end{equation*}
$$

we note, in contrast to geometries where the signature is equal to the number of coordinates, the possibility for more than one kind of interval, depending on the relative magnitude of the spatial and temporal components. In the present case we shall call the interval spectively greater than, less than, or equal to $c^{2} d t^{2}$.

In the case of a space-like interval, a Lorentz transformation to so-called proper coordinates can always be found (see § 18) which will reduce the temporal component to zero, so that we can regard the magnitude of a space-like interval as physically determinable by comparison with a suitably moving and oriented metre stick. Similarly, in the case of a time-ike interval we have the possibility of determining the magnitude by comparison with a clock. The magnitude of singular intervals is in any case zero.

This possibility for a direct and unique determination of the magnitude of intervals by an appropriate physical measurement is in agreement with their invariance to coordinate transformations. In addition it provides means for the physical interpretation of the geometric results.

## 17. The Lorentz rotation of axes

In using the geometry corresponding to the space-time continuum, we are of course not limited to any particular system of coordinates $x, y, z$, and $t$; but can transform at will to any other set of four coordinates whose functional dependence on the original coordinates is known. Of the various possible transformations, we shall wish to consider for the purposes of special relativity only those which leave the expression for the element of interval in terms of the coordinates

$$
\begin{equation*}
d s^{2}=-d x^{2}-d y^{2}-d z^{2}+c^{2} d t^{2} \tag{17.1}
\end{equation*}
$$

in the same simple form as a sum of squares without cross products, and shall leave the consideration of more general kinds of transformation until it becomes necessary for the purposes of general relativity. Or in more geometrical language, since the flat space-time considered in special relativity makes it possible to use rectangular coordinates in which the expression for the line element preserves the simple form (17.1), there will be no advantage in introducing curvilinear coordinates until we come to the curved space-time of general relativity.

The changes of coordinates which leave the form (17.1) unchanged include: the transformations which can be regarded geometrically as a transfer of origin, such, for example, as would be given by

$$
\begin{equation*}
x^{\prime}=x+x_{0} \quad y^{\prime}=y \quad z^{\prime}=z \quad t^{\prime}=t, \tag{17.2}
\end{equation*}
$$

where $x_{0}$ is a constant; the transformations which can be regarded as a spatial rotation of axes, such, for example, as would be given by

$$
\begin{equation*}
x^{\prime}=x \cos \theta+y \sin \theta \quad y^{\prime}=y \cos \theta-x \sin \theta \quad z^{\prime}=z \quad t^{\prime}=t \tag{17.3}
\end{equation*}
$$

where $\theta$ is the angle of rotation in the $x y$-plane; and the Lorentz transformations, which can be regarded as a change in the velocity of the spatial axes, of which we have already had the example,

$$
\begin{equation*}
x^{\prime}=\frac{x-V t}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \quad y^{\prime}=y \quad z^{\prime}=z \quad t^{\prime}=\frac{t-x V / c^{2}}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \tag{17.4}
\end{equation*}
$$

That (17.1) and (17.2) will leave the right-hand side unchanged in form is evident on inspection, and that the transformation (17.4) does not change the form has already been shown by (8.4).

The transformation (17.4) can be expressed in the form

$$
\begin{gather*}
x^{\prime}=x \cosh \phi-c t \sinh \phi \quad y^{\prime}=y \quad z^{\prime}=z \\
c t^{\prime}=c t \cosh \phi-x \sinh \phi \tag{17.5}
\end{gather*}
$$

where

$$
\begin{equation*}
\phi=\cosh ^{-1} \frac{1}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \tag{17.6}
\end{equation*}
$$

On account of the similarity between (17.3) and (17.5) we could speak of the latter as an imaginary rotation in the xt-plane, and use the term Lorentz rotation of axes as descriptive of the Lorentz trensformation.

## 18. The transformation to proper coordinates

Among the different possible Lorentz transformations we shall often be interested in those which will give a change to so-called proper coordinates for the particular interval $d s$ in which we may be interested, If the interval is space-like in character, the time component will then be zero in proper coordinates, and if it is time-like in character the spatial components will be zero in proper coordinates.

This transformation to proper coordinates can always be made. Consider an interval the square of whose magnitude is given in the original coordinates by the expression

$$
\begin{equation*}
d s^{2}=-d x^{2}+c^{2} d t^{2} \tag{18.1}
\end{equation*}
$$

where merely for simplicity a spatial rotation of axes has previously been made, if necessary, to eliminate the $y$ and $z$ components. And consider the transformation equations (9.1) which give us

$$
\begin{align*}
d x^{\prime} & =\frac{d x-(V / c) c d t}{\sqrt{\left(1-V^{2} / c^{2}\right)}}  \tag{18.2}\\
c d t^{\prime} & =\frac{c d t-(V / c) d x}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \tag{18.3}
\end{align*}
$$

If the interval (18.1) is space-like in character, the absolute magnitude of $d x$ will be greater than that of $c d t$ and we can evidently choose a value of $(\nabla / c)$, less than the possible upper limit of $\pm 1$, which will make (18.3) equal to zero, so that the expression for the interval will reduce to

$$
\begin{equation*}
d s^{2}=-d x^{\prime 2} \tag{18.4}
\end{equation*}
$$

when we transform to the primed coordinates. On the other hand, if the interval is time-like in character, the absolute magnitude of $c d t$ will be greater than that of $d x$ and we can choose a value of ( $V / c$ ) which will make (18.2)equal to zero, so that the expression for the interval will reduce to

$$
\begin{equation*}
d s^{2}=d t^{\prime 2} \tag{18.5}
\end{equation*}
$$

In accordance with (18.4) and (18.5) by transforming to proper coordinates, i.e. changing to axes moving with the appropriate velocity, we can determine the value of any space-like interval by direct measurement with a suitably oriented and moving metre stick, and determine the value of any time-like interval by direct measurement with a suitably moving clock. As remarked above this provides a means for the physical interpretation of the mathematical results obtained from the geometry.

## 19. Use of tensor analysis in the theory of relativity

One of the great advantages of our present quasi-geometrical methods lies in the readiness with which we may now use the language of tensor analysis for the treatment of physical problems. A collection of the formulae of tensor analysis will be found in Appendix III, and in the present section it will be sufficient to consider the definitions from which all the properties of tensors can be derived, and then point out in the next section certain simplifications which can be introduced in the case of the flat space-time of special relativity.

In a space or continuum of four dimensions, corresponding to the four generalized coordinates ( $x^{1}, x^{2}, x^{3}, x^{4}$ ), a tensor of rank $r$ can be defined as a collection of $4^{r}$ quantities associated with a given point in the continuum, whose values are transformed in accordance with
certain definite rules when any new set of coordinates ( $x^{\prime 1}, x^{\prime 2}, x^{\prime 3}, x^{\prime 4}$ ) are introduced as functions of the original coordinates by the equations

$$
\begin{align*}
& x^{\prime 1}=x^{\prime}\left(x^{1}, x^{2}, x^{3}, x^{4}\right) \\
& x^{\prime 2}=x^{\prime 2}\left(x^{1}, x^{2}, x^{3}, x^{4}\right)  \tag{19.1}\\
& x^{\prime 3}=x^{\prime 3}\left(x^{1}, x^{2}, x^{3}, x^{4}\right) \\
& x^{\prime 4}=x^{\prime 4}\left(x^{1}, x^{2}, x^{3}, x^{4}\right) .
\end{align*}
$$

A tensor of rank zero, or scalar, $S$ will be defined as a single quantity whose value is unaltered by the transformation of coordinates in accordance with the equation

$$
\begin{equation*}
S^{\prime}=S \tag{19.2}
\end{equation*}
$$

A contravariant tensor of rank one, or vector, $A^{\alpha}$ will be defined as a collection of four quantities

$$
\begin{equation*}
A^{\alpha}=\left(A^{1}, A^{2}, A^{3}, A^{4}\right) \tag{19.3}
\end{equation*}
$$

whose values are changed by the transformation of coordinates in accordance with the equation

$$
\begin{equation*}
A^{\prime \mu}=\frac{\partial x^{\prime \mu}}{\partial x^{\alpha}} A^{\alpha} \tag{19.4}
\end{equation*}
$$

where $\left(\partial x^{\mu} / \partial x^{\alpha}\right)$ is the value obtained from (19.1) corresponding to the given point in the continuum, and the double occurrence of the 'dummy' suffix $\alpha$ will be talken to denote a summation over the values $\alpha=1,2,3,4$. And a covariant tensor of rank one $B_{\alpha}$ will be defined as a collection of four quantities

$$
\begin{equation*}
B_{\alpha}=\left(B_{1}, B_{2}, B_{3}, B_{4}\right) \tag{19.5}
\end{equation*}
$$

whose values are transformed in accordance with

$$
\begin{equation*}
B_{\mu}^{\prime}=\frac{\partial x^{\alpha}}{\partial x^{\prime \mu}} B_{\alpha} \tag{19.6}
\end{equation*}
$$

A contravariant tensor of rank two $T^{\alpha \beta}$ will be defined as a collection of sixteen quantities

$$
\begin{align*}
& T^{\alpha \beta}=T^{11} \quad T^{12} \quad T^{13} \quad T^{14} \\
& T^{21} \quad T^{22} \quad T^{23} \quad T^{24} \\
& T^{31} \quad T^{32} \quad T^{33} \quad T^{34}  \tag{19.7}\\
& T^{41} \quad T^{42} \quad T^{43} \quad T^{44},
\end{align*}
$$

whose values are transformed in accordance with

$$
\begin{equation*}
T^{\prime \mu \nu}=\frac{\partial x^{\prime \mu}}{\partial x^{\alpha}} \frac{\partial x^{\prime \nu}}{\partial x \beta} T^{\alpha \beta} \tag{19.8}
\end{equation*}
$$

And a covariant tensor of the same rank $S_{\alpha \beta}$ will be defined as a collection of sixteen quantities which are transformed in accordance with

$$
\begin{equation*}
S_{\mu \nu}^{\prime}=\frac{\partial x^{\alpha}}{\partial x^{\prime \mu}} \frac{\partial x^{\beta}}{\partial x^{\prime \nu}} S_{\alpha \beta} \tag{19.9}
\end{equation*}
$$

Tensors of mixed contravariant and covariant nature or of higher rank can be similarly defined in accordance with the general expression

$$
\begin{equation*}
T_{\rho \sigma \ldots}^{\prime \mu \nu \ldots}=\frac{\partial x^{\prime \mu}}{\partial x^{\alpha}} \frac{\partial x^{\prime \nu}}{\partial x^{\beta}} \frac{\partial x^{\delta}}{\partial x^{\prime} \rho} \frac{\partial x^{\epsilon}}{\partial x^{\prime \sigma}} \ldots T_{\delta \epsilon \ldots}^{\alpha \beta \ldots} \tag{19.10}
\end{equation*}
$$

The double occurrence of dummy suffixes in a given term of a tensor expression will always be taken to denote summation over the four values $1,2,3,4$. Scalars are not necessarily to be regarded as located at any given point in the continuum, but tensors of higher rank must in general be thought of as associated with some given point, since the transformation factors ( $\partial x^{\prime} \mu / \partial x^{\alpha}$ ) etc. will in general be different at different points in the continuum. Tensor fields may of course be constructed, in which a value of the field tensor is associated with each point in the continuum.

In case the continuum has the metrical properties afforded by an expression

$$
\begin{equation*}
d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu} \quad\left(g_{\mu \nu}=g_{\nu \mu}\right) \tag{19.11}
\end{equation*}
$$

for the scalar measure of the element of interval $d s$ corresponding to the infinitesimal vector $d x^{\mu}$, the fundamental metrical tensor $g_{\mu \nu}$ will be of special importance in the analysis. With it are associated the quantity $g$ (not a scalar) which is defined as the determinant

$$
\begin{equation*}
g=\left|g_{\mu \nu}\right| \tag{19.12}
\end{equation*}
$$

and the contravariant tensor $g^{\mu \nu}$ which is defined as the normalized minor of $g_{\mu \nu}$

$$
\begin{equation*}
g^{\mu \nu}=\frac{\left|g_{\mu \nu}\right|_{\text {minor }}}{g} \tag{19.13}
\end{equation*}
$$

With the help of these two fundamental tensors we may now define the method of raising and lowering indices, so as to obtain associated tensors of different degrees of covariance or contravariance, as given by the equations
and

$$
\begin{align*}
& T \ldots \alpha \ldots:=g^{\alpha \beta} T_{\ldots}^{\ldots} \ldots . . \\
& T_{\ldots \ldots \ldots}=g_{\alpha \beta} T_{\ldots \beta \ldots \ldots}^{\ldots, \ldots . . .} \tag{19.14}
\end{align*}
$$

This completes the definitions necessary as a basis for tensor analysis and all further properties of tensors and rules of analysis can be obtained therefrom. Thus all the methods given in Appendix III for operating on tensors to obtain new tensors by addition, multiplication, con-
traction, covariant differentiation, etc., can all of them be verified by showing that the result obtained has components which transform on change of coordinates in accordance with the rules of transformation by which tensors were defined above.

The great advantages of tensor analysis as a tool for mathematical physics arise in two ways. In the first place it gives a very condensed and convenient language for the expression of physical laws. Thus the single tensor equation

$$
\begin{equation*}
R_{\mu \nu \sigma}^{\tau}=0 \tag{19.15}
\end{equation*}
$$

is itself a representation of the 256 different equations that are obtained by assigning the different values $1,2,3,4$ to $\mu, \nu, \sigma$, and $\tau$, and results may be obtained with the help of tensor analysis which would be extremely hard to calculate by 'long-hand' methods. In the second place the expression of a physical law by a tensor equation has exactly the same form in all coordinate systems, since it is readily seen from the general transformation rule (19.10) that any tensor equation

$$
\begin{equation*}
T_{\rho \sigma . . .}^{\mu \nu}=0 \tag{19.16}
\end{equation*}
$$

will be changed into an expression of just the same form

$$
\begin{equation*}
T_{\rho \sigma \ldots}^{\prime \mu} \ldots=0 \tag{19.17}
\end{equation*}
$$

when the coordinates are transformed from $\left(x^{1}, x^{2}, x^{3}, x^{4}\right)$ to ( $x^{\prime 1}, x^{\prime 2}$, $\left.x^{\prime 3}, x^{\prime 4}\right)$. The relations of this very convenient property to the postulates of the special and general theories of relativity will be more closely considered in § 21 and in § 73.
20. Simplification of tensor analysis in the case of special relativity. Galilean coordinates
In the case of the flat space-time continuum of the special theory of relativity, certain simplifications in the use of tensor analysis are possible since in accordance with (15.2) we can then reduce the general expression for the olement of interval (19.11) to the specially simple form

$$
\begin{equation*}
d s^{2}=-\left(d x^{1}\right)^{2}-\left(d x^{2}\right)^{2}-\left(d x^{3}\right)^{2}+\left(d x^{4}\right)^{2} \tag{20.1}
\end{equation*}
$$

provided we introduce so-called Galilean coordinates defined in terms of our previous spatial and temporal variables ( $x, y, z, t$ ) by the equations

$$
\begin{equation*}
x^{1}=x \quad x^{2}=y \quad x^{3}=z \quad x^{4}=c t \tag{20.2}
\end{equation*}
$$

In terms of these new coordinates the Lorentz transformation (17.4) corresponding to the change to $a$ new set of spatial axes moving
relative to the original ones in the $x$-direction with the velocity $V$ can be written in the form

$$
\begin{equation*}
x^{\prime 1}=\frac{x^{1}-x^{4} V / c}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \quad x^{\prime 2}=x^{2} \quad x^{\prime 3}=x^{3} \quad x^{\prime 4}=\frac{x^{4}-x^{1} V / c}{\left.\sqrt{\left(1-V^{2} / c^{2}\right.}\right)} \tag{20.3}
\end{equation*}
$$

and the values for the factors $\left(\partial x^{\prime \mu} / \partial x^{\alpha}\right)$ etc. used in accordance with (19.10) for the transformation of tensors from the one system of coordinates to the other reduce for this simple case to

$$
\begin{align*}
& \frac{\partial x^{\prime 1}}{\partial x^{1}}=\frac{\partial x^{\prime 4}}{\partial x^{4}}=\frac{1}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \\
& \frac{\partial x^{\prime 1}}{\partial x^{4}}=\frac{\partial x^{\prime 4}}{\partial x^{1}}=-\frac{V / c}{\sqrt{\left(1-V^{2} / c^{2}\right)}}  \tag{20.4}\\
& \frac{\partial x^{\prime 2}}{\partial x^{2}}=\frac{\partial x^{\prime 3}}{\partial x^{3}}=1,
\end{align*}
$$

with all others zero.
Furthermore, when using the Galilean coordinates (20.2) appropriate to special relativity, it should be noted that the Lorentz contraction factor $\sqrt{ }\left(1-u^{2} / c^{2}\right)$, corresponding to a point moving with the velocity $u$, is given in accordance with (20.1) by the very simple expression

$$
\begin{equation*}
\sqrt{ }\left(1-\frac{u^{2}}{c^{2}}\right)=\frac{d s}{d x^{4}}, \tag{20.5}
\end{equation*}
$$

where the time-like interval $d s$ is an element of the four-dimensional trajectory of the moving point.

In addition, in the case of special relativity, since the metrical tensor corresponding to the formula for the interval (20.1) has the simple Galilean values

$$
\begin{align*}
& g_{11}=g_{22}=g_{33}=-1 \quad g_{44}=1  \tag{20.6}\\
& g_{\mu \nu}=0 \quad(\mu \neq \nu)
\end{align*}
$$

the raising and lowering of suffixes in accordance with (19.14) will, in the case of the coordinates (20.2), result only in a change of sign for certain of the components. Thus it will be found on applying the rules that the associated vectors $A_{\mu}$ and $A^{\mu}$ are connected by the simple relations

$$
\begin{equation*}
A_{i}=-A^{i} \quad(i=1,2,3) \quad A_{4}=A^{4} \tag{20.7}
\end{equation*}
$$

and the associated tensors $T_{\mu \nu}$ and $T^{\mu \nu}$ are connected by the relations

$$
\begin{equation*}
\left.T_{\mu \nu}=T^{\mu \nu} \quad \text { (except for } T_{i 4}=-T^{i 4} \text { and } T_{4 i}=-T^{4 i} ; i=1,2,3\right) \tag{20.8}
\end{equation*}
$$

Finally, in the case of special relativity, it should be noted that several tensor operations are much simplified when the coordinates (20.2) are used. Thus the process of constructing a new tensor by covariant differentiation as given by equation (33) in Appendix III takes a very simple form in these coordinates, and we oan write for example for the covariant derivative of $T^{\mu \nu}$

$$
\begin{equation*}
\left(T^{\mu \nu}\right)_{\alpha}=\frac{\partial T^{\mu \nu}}{\partial x^{\alpha}} \tag{20.9}
\end{equation*}
$$

Similarly for the divergence or contracted covariant derivative we can write

$$
\begin{equation*}
\left(T^{\mu \nu}\right)_{\nu}=\frac{\partial T^{\mu \nu}}{\partial x^{\nu}} \tag{20.10}
\end{equation*}
$$

instead of the complicated expressions that would be necessary in more general coordinates.

These simplifications in tensor analysis for special relativity are of considerable convenience.

## 21. Correspondence of four-dimensional treatment with the postulates of special relativity

To complete our consideration of the geometrical four-dimensional method of treating the special theory of relativity, we must now point out its correspondence with the two postulates of the special theory. This is an extremely simple matter.

In accordance with the discussion of § 5 the first postulate of special relativity will be satisfied if the laws of physios, in the absence of gravitational action, are the same for all observers in uniform relative motion. This, however, can be achieved with our present methods if we can state these laws in the form of tensor equations, using therein tensors whose components have the same physical significance for all systems of coordinates that correspond to different sets of Cartesian axes in uniform relative motion. Since tensor equations if true in one system of coordinates are true in all systems of coordinates (see 19.16, 17), we shall then obtain the desired correspondence with the first postulate, provided of course that our tensors have the character stated.

The actual problem of constructing tensors whose components have the same physical significance in different systems of coordinates, corresponding to sets of axes in uniform relative motion, can be met in three different ways. In the first method of proceeding we define
the tensor by stating the physical quantities which are to be taken as the components of the tensor in question referred to an arbitrary set of coordinates as given by (20.2), and then show by actually performing the Lorentz transformation (20.3) that the components are transformed to the corresponding physical quantities referred to other systems of coordinates. In the second method of proceeding we define the tensor by stating the physical quantities which are to be taken as the oomponents of the tensor in question referred to proper coordinates with respect to which the material to which the tensor applies is at rest; on account of the unique position of proper coordinates this will of course assure the same physical significance for the components in coordinates corresponding to different states of motion. In the third method of proceeding we construct the tensor of interest by the rules of tensor manipulation from simpler ones whose physical significance in different sets of coordinates is already known. As simple examples of such tensors, which may be used for constructing further tensors, we have the scalar element of interval $d s$, the contravariant vector corresponding to a small coordinate displacement $d x^{\mu}$, and the contravariant vectors of generalized 'velocity' and 'acceleration' $d x^{\mu} / d s$ and $d^{2} x^{\mu} / d s^{2}$, where $d s$ is the time-like interval which is an element of the four-dimensional trajectory of a moving point.

The correspondence of our four-dimensional method with the second postulate of special relativity is even simpler. In accordance with this postulate the velocity of light in free space must measure the same for different observers in uniform relative motion, and this result is secured by the way in which we originally defined the character of the space-time continuum for special relativity in § 15.

In accordance with (15.2) the element of interval in this continuum, using a given system of ordinary spatial and temporal coordinates ( $x, y, z, t$ ), is given by

$$
\begin{equation*}
d s^{2}=-d x^{2}-d y^{2}-d z^{2}+c^{2} d t^{2} \tag{21.1}
\end{equation*}
$$

and the four-dimensional trajectory of a light impulse, travelling with the velocity $c$, will hence be characterized by taking the value

$$
\begin{equation*}
d s=0 \tag{21.2}
\end{equation*}
$$

for any element of the trajectory, since the substitution of (21.2) in (21.1) at once leads to the relation

$$
\begin{equation*}
\left(\frac{d x}{d t}\right)^{2}+\left(\frac{d y}{d t}\right)^{2}+\left(\frac{d z}{d t}\right)^{2}=c^{2} . \tag{21.3}
\end{equation*}
$$

If, however, we now transform to any other system of coordinates ( $x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}$ ), corresponding to a new set of axes in uniform motion relative to original ones, we know that the form of expression for the interval will still be the same on account of the nature of the Lorentz transformation, and that the value of the interval will still be the same on account of the scalar character of $d s$. Hence also in these new coordinates the velocity of light will be given by

$$
\begin{equation*}
\left(\frac{d x^{\prime}}{d t^{\prime}}\right)^{2}+\left(\frac{d y^{\prime}}{d t^{\prime}}\right)^{2}+\left(\frac{d z^{\prime}}{d t^{\prime}}\right)^{2}=c^{2} \tag{21.4}
\end{equation*}
$$

as is required by the second postulate.
Our four-dimensional geometry has thus provided us with a very useful language for treating the facts of special relativity, which we shall not hesitate to use whenever it proves more convenient than the older language. In addition it is a language which is almost indispensable for the treatment of general relativity.

## III

## SPECIAL RELATIVITY AND MECHANICS

## Part I. TEEE DYNAMICS OF A PARTICLE

## 22. The principles of the conservation of mass and momentum

We must now consider the effect of the special theory of relativity in modifying the older Newtonian mechanics. We shall first treat the mechanios of particles, sufficiently for our later needs, and then consider in Part II the dynamics of a continuous mechanical medium.

As a poatulatory basis for the mechanics of interacting partioles we may take the two principles of the conservation of mass and momentum, in conjunction with the foregoing kinematioal results of special relativity.

In accordance with these two conservation laws, the total mass of a system of particles must remain constant as the particles act on each other in agreement with the equation

$$
\begin{equation*}
\sum m=\text { const. } \tag{22.1}
\end{equation*}
$$

where the summation $\sum$ is to be taken over the masses $m$ of all the partioles in the system, and the components of the total momentum of the system in the $x, y$, and $z$ directions must also remain constant in agreement with the equations

$$
\begin{align*}
& \sum m u_{x}=\text { const. } \\
& \sum m u_{y}=\text { const. }  \tag{22.2}\\
& \sum m u_{z}=\text { const. }
\end{align*}
$$

where the summations are to be taken over the components of momenta of all the individual particles. $\dagger$ And in accordance with the principles of relativity these equations must hold true in all sets of coordinates in uniform relative motion.

Since the Newtonian system of mechanics also included the ideas of the relativity of motion and of the conservation of mass and momentum, equations (22.1) and (22.2) would also hold in Newtonian theory in all sets of coordinates in uniform motion. There is nevertheless an important difference between Newtonian and relativistic

[^8]mechanics owing to the difference in the transformation equations which would be applicable in changing from one set of moving coordinates to another. In Newtonian mechanios we should use the simple Galilean transformation equations (8.7) and should find it possible to satisfy equations(22.1) and (22.2) in all systems of coordinates on the assumption that the mass of a particle is a constant independent of its velocity. In relativistic mechanios, however, we must use the more complicated Lorentz transformation equations (8.1), and shall then find it possible to satisfy equations (22.1) and (22.2) only on the assumption that the mass of a particle depends on its velocity, as will be shown in the next section.

## 23. The mass of a moving particle

In order to show that the mass of a particle must depend on its velocity, if the conservation laws are to hold in all systems of coordinates, we shall first consider the conservation of mass and momentum, in two different systems of coordinates $S^{\prime}$ and $S$, for the case of a very simple head-on oollision between two similar elastic particles.
In the first system of coordinates, for convenience the primed system $S^{\prime}$, let the two particles be moving before collision with the velocities $+u^{\prime}$ and $-u^{\prime}$ parallel to the $x$-axis in such a way that a head-on encounter can occur. Since by hypothesis the two particles are perfectly similar and elastic, it is evident that they will first be brought to rest on collision and then rebound under the action of the elastio foroes developed, moving back over their original paths with the respective velocities $-u^{\prime}$ and $+u^{\prime}$ of the same magnitude as before but reversed in direction. In this system of coordinates the collision is obviously such as to satisfy the conservation laws of mass and momentum.
Let us now change to a second system of coordinates $S$ moving relative to the first in the $x$-direction with the velocity $-V$. Using this new system of coordinates, let us denote by $u_{1}$ and $u_{2}$ the velocities of the two particles before collision, and allowing for the possibility that mass may depend on velocity let us denote by $m_{1}$ and $m_{2}$ the masses of the two partioles before collision. Furthermore, let us denote by $M$ the sum of the masses of the two particles at the instant in the course of the collision when they have come to relative rest, and are hence both moving with the velocity $+V$ with respect to our present system of coordinates, $S$.

In accordance with the conservation laws, which must also hold in this new system of coordinates, the total mass and total momentum of the two particles must be the same before collision and at the instant of relative rest, so that we can evidently write
and

$$
\begin{gather*}
m_{1}+m_{2}=M  \tag{23.1}\\
m_{1} u_{1}+m_{2} u_{2}=M V \tag{23.2}
\end{gather*}
$$

In addition, however, using the transformation equation for velocity given by (10.2) we can write for the velocities $u_{1}$ and $u_{2}$, in terms of their values $+u^{\prime}$ and $-u^{\prime}$ with respect to the original coordinates $S$, the expressions

$$
\begin{equation*}
u_{1}=\frac{u^{\prime}+\nabla}{1+u^{\prime} \nabla / c^{2}} \quad \text { and } \quad u_{2}=\frac{-u^{\prime}+V}{1-u^{\prime} V / c^{2}} \tag{23.3}
\end{equation*}
$$

And by combining these three equations and solving for the ratio of the two masses, we easily obtain

$$
\begin{equation*}
\frac{m_{1}}{m_{2}}=\frac{1+u^{\prime} V / c^{2}}{1-u^{\prime} V / c^{2}} \tag{23.4}
\end{equation*}
$$

which with the help of the transformation equation (11.1) gives us

$$
\begin{equation*}
\frac{m_{1}}{m_{2}}=\frac{\sqrt{ }\left(1-u_{2}^{2} / c^{2}\right)}{\sqrt{\left(1-u_{1}^{2} / c^{2}\right)}} \tag{23.5}
\end{equation*}
$$

In accordance with this result the masses of the two particles, which by hypothesis have the same value, say $m_{0}$, when at rest, become inversely proportional to $\sqrt{ }\left(1-u^{2} / c^{2}\right)$ when moving with the velocity $u$, so that we may now write

$$
\begin{equation*}
m=\frac{m_{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \tag{23.6}
\end{equation*}
$$

as the desired expression for the mass $m$ of a moving particle in terms of its velocity $u$ and mass at rest $m_{0}$.

Although this derivation $\dagger$ of the expression for the mass of it moving particle depends on the consideration of a simple type of head-on collision for the two particles, it can also be shown quite easily, nevertheless, that the same expression is also directly obtained from the consideration of a glancing transverse collision, $\ddagger$ and in addition that the expression with $u$ talken as the total velocity is sufficient to secure the conservation of mass and momentum in all systems of coordinates for any kind of collision between two particles.§

[^9]We have, moreover, of course the experimental verification of the expression in the case of the mass of moving electrons to which we shall call attention in § 29 . We shall hence have no hesitation in accepting the expression as correct in general for the mass of a moving particle.

It is of interest to note in accordance with (23.6) that the mass of a particle would become infinite at the velocity of light. This is an agreement with our previous findings in § 10 that the velocity of light is to be regarded as an upper limit of possible velocities.

It may also be remarked in concluding the present section, that our discussion already indicates that we shall have to ascribe mass to the potential energy of elastic deformation, in order to retain the conservation laws of mass and momentum. This is evident from the fact that the foregoing equations for the head-on collision lead to the result

$$
\begin{equation*}
M>\frac{2 m_{0}}{\sqrt{\left(1-\overline{V^{2}} / c^{2}\right)}} \tag{23.7}
\end{equation*}
$$

which shows that the total mass of the two particles at the instant during the course of the collision when they have come to relative rest is greater than would be calculated from their velocity $V$ and total undeformed rest-mass $2 m_{0}$.

## 24. The transformation equations for mass

In accordance with equation (23.6) the mass of a given particle will moasure differently in different sets of coordinates since the velocity will be different. From the transformation equation for the factor $\sqrt{ }\left(1-u^{2} / c^{2}\right)$ given by (11.1) we easily obtain for the transformation of masses the result

$$
\begin{equation*}
m=m^{\prime} \frac{\left(1+u_{x}^{\prime} V / c^{2}\right)}{\sqrt{\left(1-V^{2} / c^{2}\right)^{2}}} \tag{24.1}
\end{equation*}
$$

And by differentiating with respect to the time and simplifying we obtain

$$
\begin{equation*}
\frac{d m}{d t}=\frac{d m^{\prime}}{d t^{\prime}}+\frac{m^{\prime} V}{c^{2}}\left(\mathbf{1}+u_{x}^{\prime} V / c^{2}\right)^{-1} \frac{d u_{x}^{\prime}}{d l^{\prime}} \tag{24.2}
\end{equation*}
$$

as a transformation equation for the rate at which the mass of a particle is changing owing to change in velocity.

## 25. The definition and transformation equations for force

Since the mass of a moving particle will ohange with its velocity, it is no longer possible as in Newtonian mechanics to define force
both as mass times acceleration and as rate of change of momentum. It proves to be most convenient to take the latter definition, since the principle of the equality of action and reaction for forces then becomes identical with the principle of the conservation of momentum which we took as an axiom.

We shall hence write as the equation of definition for the force $\mathbf{F}$ acting on a particle of mass $m$ and velocity $u$ the vector expression $\dagger$

$$
\begin{equation*}
\mathrm{F}=\frac{d}{d t}(m \mathrm{u})=\frac{d}{d t}\left(\frac{m_{0} \mathrm{u}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}\right) \tag{25.1}
\end{equation*}
$$

or in scalar form

$$
\begin{align*}
& F_{x}=\frac{d}{d t}(m \dot{x})=\frac{d}{d t}\left(\frac{m_{0} u_{x}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}\right), \\
& F_{y}=\frac{d}{d t}(m \dot{y})=\frac{d}{d t}\left(\frac{m_{0} u_{y}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}\right),  \tag{25.2}\\
& F_{x}=\frac{d}{d t}(m \dot{z})=\frac{d}{d t}\left(\frac{m_{0} u_{x}}{\sqrt{ }\left(1-u^{2} / c^{2}\right)}\right) .
\end{align*}
$$

It will be noted in accordance with this definition that in general foree and acceleration will not be in the same direction as was the case in Newtonian meohanics. The advantages of the definition are, however, very great, not only because it preserves the principle of the equality of action and reaction but because it also can be shown to simplify the interpretation of electromagnetic phenomena (see for example § 29).

Since we have already obtained transformation equations (10.2) (12.1) (24.1) (24.2) for all the quantities occurring on the right-hand side of (25.2) we can now also readily obtain transformation equations for the components of force which can be written in the form

$$
\begin{align*}
& F_{x}=F_{x}^{\prime}+\frac{u_{y}^{\prime} V}{c^{2}+u_{x}^{\prime} V} F_{y}^{\prime}+\frac{u_{x}^{\prime} V}{c^{2}+u_{x}^{\prime} V} F_{x} \\
& F_{y}=\frac{c^{2} \sqrt{ }\left(1-V^{2} / c^{2}\right)}{c^{2}+u_{x}^{\prime} V} F_{y}^{\prime},  \tag{25.3}\\
& F_{y}=\frac{c^{2} \sqrt{ }\left(1-V^{2} / c^{2}\right)}{c^{2}+u_{x}^{\prime} V} F_{z}^{\prime \prime} .
\end{align*}
$$

These transformation equations have been derived for the particular case of the forces acting on a particle to change its state of motion.

[^10]Nevertheless, it is to be noted that particles can have their state of motion changed not only by interaction with each other, but by interaction with other larger meohanical systems or with electromagnetic systems as well. Hence, since we shall wish to retain the equality of action and reaction and thus the conservation of momentum in all branches of physics, it is evident that these same transformation equations must hold for all kinds of forces and all kinds of systems on which they may act. This conclusion will be of great importance in extending our system of dynamics to include the mechanics of a continuous medium.

## 26. Work and kinetic energy

As in the older mechanics we shall find it convenient to define the work done on a particle as equal to the force acting multiplied by the distance through which the particle is displaced in the direction of the action, as given by the equation

$$
\begin{equation*}
d W=\mathbf{F} \cdot d \mathbf{r} \tag{26.1}
\end{equation*}
$$

where $r$ is the radius vector determining the position of the particle. We shall also define the energy given to a particle by the action of a force as equal to the work done on it.

In case we do work on a free particle we can easily evaluate its increase in kinetic energy in terms of change in velocity. Introducing into (26.1) the expression for force given by (25.1), we can write for the increase in kinetic energy

$$
\begin{align*}
d E & =m \frac{d \mathbf{u}}{d t} \cdot d \mathbf{r}+\frac{d m}{d t} \mathbf{u} \cdot d \mathbf{r} \\
& =m \mathbf{u} \cdot d \mathbf{u}+\mathbf{u} \cdot \mathbf{u} d m \\
& =m u d u+u^{2} d m . \tag{26.2}
\end{align*}
$$

And substituting the expression for mass as a function of velocity given by (23.6) this becomes

$$
\begin{align*}
d E & =\frac{m_{0} u}{\left(1-u^{2} / c^{2}\right)^{\mathbf{4}}} d u+\frac{m_{0} u^{3} / c^{2}}{\left(1-u^{2} / c^{2}\right)^{\frac{1}{2}}} d u \\
& =\frac{m_{0} u d u}{\left(1-u^{2} / c^{2}\right)^{1}} \tag{20.3}
\end{align*}
$$

We thus see, just as in Newtonian mechanics, that the kinetic energy given to a particle is solely a function of its change in velocity independent of the particular way in which this change is brought about. Furthermore, in accordance with equation (26.1) and the
principle of the equality of action and reaction, it is evident when two particles interact by elastic collision that the increase in kinetic energy of the one will be equal to the decrease in kinetic energy of the other, so that we shall also have in relativistic mechanics an analogue of the older principle of the conservation of vis-viva for elastic encounters.

Integrating expression (27.3) from zero to $u$, we obtain for the total kinetic energy of a particle of rest-mass $m_{0}$ moving with the velocity $u$

$$
\begin{equation*}
E=\frac{m_{0} c^{2}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}-m_{0} c^{2} \tag{26.4}
\end{equation*}
$$

which reduces at velocities small compared with that of light, as would be expected, to the familiar Newtonian expression

$$
\begin{equation*}
E=\frac{1}{2} m_{0} u^{2} \tag{26.5}
\end{equation*}
$$

## 27. The relations between mass, energy, and momentum

We must now consider a very important relation between mass and energy which was quite unknown to the Newtonian mechanics. In accordance with $\$ 23$ and 26 , the mass and energy of a particle are both dependent on the velocity and increase with it. And if we substitute the expression for mass as a function of velocity given by (23.6) into the expressions (26.3) and (26.4) for increase in kinetic energy and total kinetic energy, we easily obtain the remarkably simple relation

$$
\begin{equation*}
d D=c^{2} d m \tag{27.1}
\end{equation*}
$$

for the increase in the kinetic energy of a particle in terms of its increase in mass, together with

$$
\begin{equation*}
E=c^{2}\left(m-m_{0}\right) \tag{27.2}
\end{equation*}
$$

for its total kinetic energy in terms of the increase in mass of the particle over that which it has at rest. In accordance with these equations the change in kinetic energy in ergs is equal to the change in mass in grammes multiplied by the square of the velocity of light in centimetres per second.

We must now investigate the implied and suggested consequences of this remarkable proportionality between increased mass and kinetic energy. Since we shall take the principle of the conservation of mass not only as a fundamental postulate for a system of particles but for systems in general as well, this proportionality between increased mass and kinetic energy immediately implies in general that
any isolated system will always retain the same possibility of furnishing kinetic energy, without any alteration as to the theoretioal amount available, although perhaps with some change as to the readiness of availability. Hence we can regard the principle of the conservation of mass as itself guaranteeing the principle of the conservation of energy.

Furthermore, the proportionality between kinetic energy and increase in mass, together with the principles of the conservation of both mass and energy, immediately suggests that energy in any form always has the corresponding amount of mass immediately associated with it. Thus, for example, when a moving particle is brought to rest and hence loses both its increased mass ( $m-m_{0}$ ) and kinetic energy $c^{2}\left(m-m_{0}\right)$, it seems reasonable to assume that this mass and energy, which are associated together in the moving particle and which leave it in association when the particle loses its motion, will still remain always associated together. Indeed if the particle is brought to rest by elastic transfer of energy to other particles, as in the case of viscous forces arising from collisions with hypothetical elastic molecules, the considerations of $\S 26$ are sufficient to show that the mass and energy do pass on in association to other particles. And in addition we have already seen in $\S 23$ that we must ascribe mass to the potential energy generated during the course of an elastic collision (see 23.7). Hence in what follows we shall postulate in general that a quantity of energy $E$ always has immediately associated with it a mass $m$ of the amount

$$
\begin{equation*}
m=\frac{E}{c^{2}} . \tag{27.3}
\end{equation*}
$$

In addition as a further consequence of the association of mass with any given quantity of energy, as given by equation (27.3), it would also appear natural to assume the reciprocal relation of an association of energy with any given quantity of mass. This we shall do in what follows by postulating the relation

$$
\begin{equation*}
E=m c^{2} \tag{27.4}
\end{equation*}
$$

for the energy $l l$ associated with a mass of any leind $m$. This relation, which would imply an enormous store of energy $m_{0} c^{2}$ still resident in a particle even when it is brought to rest, appears somewhat more strained than our previous considerations, but nevertheless logically plausible.
Finally, as an important consequence of this association of mass and energy, it is evident that the transfer of energy will necessarily involve the presence of momentum. For example, if we have a quantity of energy $E$ which is being bodily transferred with the velocity $u$ we can write for the associated momentum

$$
\begin{equation*}
\mathbf{G}=m \mathbf{u}=\frac{E}{c^{2}} \mathbf{u} \tag{27.5}
\end{equation*}
$$

In addition to the transfer of energy by the bodily motion of the system containing it, we shall also wish to allow, however, for the transfer of energy when forces do work on a moving system. Thus if we consider a rod moving parallel to its length with forces acting on the two ends in such a way that work is done on the rear end and delivered at the forward end, it is evident that in addition to the transfer of the energy content of the rod by its forward motion, there is a further flow of energy down the rod because of the action of these forces.' In order to allow for the momentum associated with all forms of energy transfer we shall then write

$$
\begin{equation*}
\mathbf{g}=\frac{\mathbf{s}}{\mathbf{c}^{2}} \tag{27.6}
\end{equation*}
$$

as a general relation between density of momentum $\mathbf{g}$ and density of energy flow s. This expression contains no restrictions as to the mechanism of the energy transfer and will be fundamental for our later work.

## 28. Four-dimensional expression of the mechanics of a particle

The foregoing discussion contains all the underlying principles that are necessary for treating the mechanics of a particle, and we may now show the simplicity with which they can be expressed with the holp of the four-dimensional language developed at the end of the preceding chapter.
Returning to our fundamental idea of a four-dimensional spacetime continuum, we can write, in accordance with (20.1),

$$
\begin{equation*}
d s^{2}=-\left(d x^{1}\right)^{2}-\left(d x^{2}\right)^{2}-\left(d x^{3}\right)^{2}+\left(d x^{4}\right)^{2} \tag{28.1}
\end{equation*}
$$

as an expression for an infinitesimal line element $d s$ in this continuum in terms of the rectangular so-called Galilean coordinates

$$
\begin{equation*}
x^{1}=x \quad x^{2}=y \quad x^{3}=z \quad x^{4}=c t, \tag{28.2}
\end{equation*}
$$

and may then define the four-dimensional 'momentum' of a particle
as the product of its rest-mass $m_{0}$ and its four-dimensional 'velocity' $d x^{\mu} / d s$

$$
\begin{equation*}
m_{0} \frac{d x^{\mu}}{d s}=\left(m_{0} \frac{d x^{1}}{d s}, m_{0} \frac{d x^{2}}{d s}, m_{0} \frac{d x^{3}}{d s}, m_{0} \frac{d x^{4}}{d s}\right) \tag{28.3}
\end{equation*}
$$

Working out expressions for the four components of this vector, however, in terms of our usual coordinates $x, y, z$, and $t$ as given by (28.2), we easily obtain
where

$$
\begin{align*}
& m_{0} \frac{d x^{1}}{d s}=\frac{m_{0}}{c \sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{d x}{d t} \\
& m_{0} \frac{d x^{2}}{d s}=\frac{m_{0}}{c \sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{d y}{d t}, \\
& m_{0} \frac{d x^{3}}{d s}=\frac{m_{0}}{c \sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{d z}{d t},  \tag{28.4}\\
& m_{0} \frac{d x^{4}}{d s}=\frac{m_{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \\
& u^{2}=\left(\frac{d x}{d t}\right)^{2}+\left(\frac{d y}{d t}\right)^{2}+\left(\frac{d z}{d t}\right)^{2} \tag{28.5}
\end{align*}
$$

Hence we see at once that our fundamental principles of the conservation of the components of momentum $m_{0} u_{x} / \sqrt{ }\left(1-u^{2} / c^{2}\right)$, etc., of mass $m_{0} / \sqrt{ }\left(1-u^{2} / c^{2}\right)$, and of energy $m_{0} c^{2} / \sqrt{ }\left(1-u^{2} / c^{2}\right)$ can all of them be obtained for interacting particles by the simple requirement

$$
\begin{equation*}
\sum m_{0} \frac{d x^{\mu}}{d s}=\text { const., } \tag{28.6}
\end{equation*}
$$

where the summation $\sum$ is to be taken over all the particles of the system. This expression is not a tensor equation, since the left-hand side is a sum of vectors taken at different points in space-time (see § 19), and the right-hand side is not even a tensor in form. The equation is valid, however, for the particular kind of coordinates (28.2), and illustrates, moreover, the condensation which can be achieved with the help of four-dimensional language.

If, nevertheless, we consider a single particle in free space unacted on by other bodies we can obtain a very simple and important tensor equation to describe its motion. For such a particle, it is evident from (28.6) that the motion will be given by

$$
\begin{equation*}
\frac{d x^{\mu}}{d s}=\text { const. } \tag{28.7}
\end{equation*}
$$

In the rectangular coordinates (28.2) being used this is, however, the
equation for a straight line or geodesic. And this result can now be expressed in the general form

$$
\begin{equation*}
\delta \int d s=0, \tag{28.8}
\end{equation*}
$$

which is a tensor (scalar) equation, valid in all systems of coordinates.
This result that the four-dimensional track of a free particle is a geodesic will be very important when we come to the general theory of relativity. In the case of a ray of light, we can take the track as being not only a geodesic, but with the additional restriction

$$
\begin{equation*}
d s=0 \tag{28.9}
\end{equation*}
$$

already discussed in § 21.
Also in the case of a particle acted on by a force we can make use of tensor language by considering a contravariant vector $F^{\mu}$, the socalled Minkowski force, which can be defined by the equation

$$
\begin{equation*}
F^{\mu}=c^{2} \frac{d}{d s}\left(m_{0} \frac{d x^{\mu}}{d s}\right), \tag{28.10}
\end{equation*}
$$

where $m_{0}$ is the proper mass of the particle as measured by a local observer, $d x^{\mu} / d s$ is its generalized velocity, and the differentiation $d($ )/ds with respect to its four-dimensional trajectory is purposely taken so as to include possible changes in the proper mass $m_{0}$ of the particle due, for example, to the generation of heat within it.
The above expression is to be regarded as a tensor equation defining $F^{\mu}$ in all systems of coordinates. In the particular kind of coordinates given by (28.2) it is easy to calculate for the individual components the values

$$
\begin{align*}
& F^{1}=\frac{1}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{d}{d t}\left(\frac{m_{0} u_{x}}{\left.\sqrt{\left(1-u^{2} / c^{2}\right)}\right),}\right. \\
& F^{2}=\frac{1}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{d}{d t}\left(\frac{m_{0} u_{y}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}\right),  \tag{28.11}\\
& F^{2}=\frac{1}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{d}{d t}\left(\frac{m_{0} u_{s}}{\left.\sqrt{\left(1-u^{2} / c^{2}\right)}\right),}\right. \\
& F^{4}=\frac{1}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{d}{d t}\left(\frac{m_{0} c^{2}}{\left.c \sqrt{\left(1-u^{2} / c^{2}\right)}\right),}\right.
\end{align*}
$$

where $u$ is the ordinary velocity of the particle. Hence, remembering the expressions for the ordinary components of force given by (25.2) and the relation between mass and energy given by (27.4) we
can now write for the components of $\vec{F}^{\mu}$ in our present coordinates the simple expressions

$$
\begin{equation*}
F^{\mu}=\left(\frac{F_{x}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}, \frac{F_{y}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}, \frac{F_{x}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}, \frac{1}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{d E}{c d t}\right) . \tag{28.12}
\end{equation*}
$$

The possibility thus demonstrated of using the components of ordinary force to construct a four-dimensional vector proves to be quite useful. In accordance with the discussion of § 25 , forces of any origin whatever must all obey the same transformation laws, and will hence all share in this demonstrated property. The knowledge thus provided as to the nature of forces can be very helpful, especially when further information may be lacking. [See § 54 (c).]

## 29. Applications of the dynamics of a particle

This completes the development of the dynamics of a particlẹ as far as will be needed for our later considerations. The results are to be accepted not only on the basis of the experimental verification which they have received in those cases where it has been possible to test differences between the predictions of relativistic and Newtonian mechanics, but also on the basis of the inner logicality of the theory which has led to them and the harmony of this theory with the rest of physics. The achievement of this logicality and harmony depends on the reconciliation of so many factors that we can feel considerable confidence in accepting results of the theory when necessary prior to their experimental verification.

To conclude the treatment we may now briefly consider a few applications of the dynamics of a particle which will illustrate both the contact of the theory with experiment, and the logicality and harmony mentioncd above.
(a) The mass of high-velocity electrons. The increase in the mass of a particle with increasing velocity, which was obtained in $\S 23$, is fundamental for relativistic mechanics and forms the basis which implies or suggests the further development. For this reason it is specially satisfactory that the expression $m_{0} / \sqrt{ }\left(1-u^{2} / c^{2}\right)$ given by (23.6) for the mass of a moving particle has now received good experimental verification in tho considcrable number of measurements which have been made on high-velocity $\beta$ and cathode particles, since the original more or less qualitative discovery by Kaufmann of
a dependence of mass on velocity. A fairly recent description and critique of these measurements will be found in the Handbuch der Physik. $\dagger$
(b) The relation between force and acceleration. As already noted in § 25, if we define the force acting on a particle as its rate of change of momentum as given by the equation

$$
\begin{equation*}
\mathbf{F}=\frac{d}{d t}(m u)=m \frac{d u}{d t}+\mathfrak{u} \frac{d m}{d t}=\frac{m_{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{d u}{d t}+\frac{d}{d t}\left\{\frac{m_{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}\right\} \mathfrak{u} \tag{29.1}
\end{equation*}
$$

it is evident in relativistic mechanics that the force $F$ and acceleration $d u / d t$ will in general not be in the same direction, as was the case in Newtonian mechanics.

The resolution of the force into components parallel to the acceleration and parallel to the velocity, as given by (29.1), makes the reason for this changed state of affairs immediately apparent. Since the acceleration itself will in general lead to a change in the mass of the particle, we must expect a change in momentum in the direction of the already existing velocity $u$ as well as in the direction of the acceleration $d u / d t$. Hence components of force will be needed in general both in the direction of the acceleration and of the existing velocity.

The force may also be resolved into components parallel and perpendicular to the acceleration. If, for example, we have a particle moving in the $x y$-plane with the velocity

$$
\begin{equation*}
u=u_{x} i+u_{y} j \tag{29.2}
\end{equation*}
$$

and desire to accelerate it in the $y$-direction, it can easily be shown $\ddagger$ that we must apply, in addition to $a$ component of force $F_{y}$ in the desired direction, an additional component $F_{x}$ at right angles which will be given by the relation

$$
\begin{equation*}
F_{x}=\frac{u_{x} u_{y}}{c^{2}-u_{x}^{2}} F_{y} \tag{29.3}
\end{equation*}
$$

This method of resolving the force is also sometimes useful in giving an insight into the relations between force and acceleration. The extra component in the $x$-direction is necessary, when the particle already has a component of velocity $u_{x}$ in that direction, in order to take care of changes in momentum in that direction, arising from

[^11]changes in mass even when the velocity in that direction remains constant.

In accordance with (29.1) or (29.3) it will be seen that force and acceleration will be in the same direction for the two special cases of a transverse acceleration in which the force is applied at right angles to the existing velocity, and of a longitudinal acceleration in which the force is applied in the same direction as the existing velocity. For a transverse acceleration equation (29.1) reduces to

$$
\begin{equation*}
\mathrm{F}=\frac{m_{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{d \mathrm{u}}{d t}, \tag{29.4}
\end{equation*}
$$

and for a longitudinal acceleration it reduces to

$$
\begin{equation*}
\mathrm{F}=\frac{m_{0}}{\left(1-u^{2} / c^{2}\right)^{\frac{1}{2}}} \frac{d \mathbf{u}}{d t} . \tag{29,5}
\end{equation*}
$$

An examination of these equations shows the reason why

$$
m_{0} / \sqrt{ }\left(1-u^{2} / c^{2}\right)
$$

has sometimes been cailed the transverse mass of a particle and $m_{0} /\left(1-u^{2} / c^{2}\right)^{1}$ the longitudinal mass. It should be emphasized, however, that it is only the first of these quantitics $m_{0} / \sqrt{ }\left(1-u^{2} / c^{2}\right)$ which can be regarded as a fundamental expression for the mass of a particle, since this is the quantity which will give the momentum when multiplied by the velocity of the particle, and is the quantity which is conserved when particles interact by collision.
(c) Applications in electromagnetic theory. Although a fundamental discussion is necessary for a complete development of the principles of electromagnetic theory, it is interesting to point out in passing that certain special electrical problems can be advantageously treated with the help of the dynamics of a particle.

As a typical problem of this lind we may consider the calculation of the force with which a charge $e$ moving with the uniform velocity $V$, for simplicity taken in the $x$-direction, would act on a second charge $e_{1}$ in its neighbourhood. To treat this problem with the help of the dynamics of a particle, we may first take a system of coordinates in which the charge $e$ is at rest so that it may then be regarded as surrounded by a simple electrostatic field. In this original system of coordinates the force on $e_{1}$ can be calculated very simply with the help of Coulomb's inverse square law of electrostatic repulsion, and by making use of the transformation equations for force (25.3) we
can then ohange to the desired system of coordinates in which the charge $e$ is in motion.

For the cose in hand if the charge $e$ is taken as at the origin of coordinates at the instant of interest and as moving along the $x$-axis with the uniform velocity $\nabla$, the force on $e_{1}$ can readily be shown $\dagger$ by this method to be given by

$$
\begin{align*}
& F_{x}=\frac{e e_{1}}{s^{3}}\left(1-\frac{V^{2}}{c^{2}}\right)\left\{x+\frac{V}{c^{2}}\left(y u_{y}+z u_{z}\right)\right\} \\
& F_{y}=\frac{e e_{1}}{s^{3}}\left(1-\frac{V^{2}}{c^{2}}\right)\left(1-\frac{u_{x} V}{c^{2}}\right) y  \tag{29.6}\\
& F_{\varepsilon}=\frac{e e_{1}}{s^{3}}\left(1-\frac{V^{2}}{c^{2}}\right)\left(1-\frac{u_{x} V}{c^{2}}\right) z
\end{align*}
$$

where $x, y, z$, and $u_{x}, u_{y}, u_{z}$ denote the coordinates and components of velocity of $e_{1}$ with respect to this system of axes, and $s$ is an abbreviation for

$$
\begin{equation*}
s=\sqrt{\left\{x^{2}+\left(1-V^{2} / c^{2}\right)\left(y^{2}+z^{2}\right)\right\} . . . . ~} \tag{29.7}
\end{equation*}
$$

The result is the same as can be obtained by the more usual method of first computing the electric and magnetic fields produced by the moving charge $e$ and then determining the force which they exert on the charge $e_{1}$ which is itself moving through them. The present treatment shows that the somewhat complicated action of these electric and magnetic fields on the charge $e_{1}$ can be regarded as a simple electrostatic action by a suitable choice of coordinates. The general relations between electric and magnetic field strengths in different systems of coordinates will be treated in the following chapter on electromagnetic theory.

A further illustration of the methods of applying the dynamics of a particle to electromagnetic problems can be obtained if we again consider the charge $e$ as constrained to move along the $x$-axis with the uniform velocity $V$, and take the charge $e_{1}$ as located at the instant of interest on the $y$-axis at $y=y$ and moving in the $x$-direction with the same velocity $u_{x}=V$ as the charge $e$ itself, and having any desired component of velocity $u_{\nu}$ in the $y$-direction. Under these circumstances it is evident from the simple qualitative considerations placed at our disposal by the theory of relativity, that the charge $e_{1}$ should merely receive an acceleration in the $y$-direction and retain unchanged its component of velocity in the $x$-direction, since from

[^12]the point of view of an observer moving along with $e$ the phenomenon is merely one of ordinary electrostatic repulsion. It is interesting to see in detail, however, how this comes about.
Substituting the values given above for the coordinates and components of velocity of $e_{1}$ into (29.6), we obtain for the components of force acting on $e_{1}$
and
\[

$$
\begin{gather*}
F_{x}=\frac{e e_{1}}{s^{3}}\left(1-\frac{V^{2}}{c^{2}}\right) \frac{V u_{y}}{c^{2}} y  \tag{29.8}\\
F_{y}=\frac{e e_{1}}{s^{3}}\left(1-\frac{V^{2}}{c^{2}}\right)^{2} y
\end{gather*}
$$
\]

and at first sight are surprised to find any component of force in the $x$-direction, since we expect the acceleration to be solely in the $y$-direction. In accordance with the preceding section we remember, however, that in general force and acceleration are not in the same direction, and by combining the two equations above we easily obtain

$$
\begin{equation*}
F_{x}=\frac{V u_{y}}{c^{2}-V^{2}} F_{y}, \tag{29.9}
\end{equation*}
$$

which, with $u_{x}=V$, is the relation (29.3) between the components of force that we have already obtained as the necessary condition for acceleration solely in the $y$-direction.

Other applications of particle dynamics to electromagnetic problems will suggest themselves to the reader.
(d) Tests of the interrelation of mass, energy, and momentum. The relations between mass, energy, and momentum obtained in § 27 are among the most important conclusions that have been drawn from the Einstein theory of relativity. There are several points of contact between these rolations and experiment which we may now consider.

The first of these relations was that connecting increase in kinetic energy with increase in mass as given by equation (27.1). From a qualitative point of view since increase in velocity will certainly lead to increase in kinetic energy, it is evident that all of the experiments on the increase of mass with increase in velocity are in agreement with the general idea that increase in enorgy and increase in mass go hand in hand. Among these experiments on the relation between mass and velocity, however, were those of Hupka $\dagger$ in which the particles received their velocity by acceleration through a measured potential drop, the velocity then being calculated by equating the relativistic expression for kinetic energy (26.4) to the work done by

[^13]the electric forces that produced the acceleration. Hence these particular experiments can also be regarded as a quantitative verification of the relation between increased mass and kinetic energy, provided we accept the simplest principles of electrical theory.
Turning next to the more general ideas, embodied in equations (27.3) and (27.4), that all kinds of energy have the associated mass $E / c^{3}$ and all linds of mass the associated energy $m c^{2}$, it is evident that obvious macroscopio tests, such for example as would be given by measurements of heat content and inertia, hold little promise owing to the great size of the conversion factor $c^{2}$.
In the field of atomic physies, however, the range of validity for such ideas has recently been strikingly extended. Thus, the qualitative suggestion, $\ddagger$ that the energy of the incoming cosmic rays might provide for the internal rest-masses of the pairs of positive and negative electrons observed by Anderson $\dagger$ and by Blackett and Occhialini, $\ddagger$ has now been supplemented by the results obtained with $\gamma$-rays by Anderson and Neddermeyers which give quantitative indication that the known energy of the $\gamma$-rays is sufficient to account for the restmasses plus the kinetic energies of the pairs of positive and negative electrons that appear. Furthermore, the long entertained possibility for intranuclear processes accompanied by a transformation of restmass into familiar forms of energy, has now received excellent quantitative confirmation by the measurements of Oliphant, Kinsey and Rutherford, $\|$ which show that the decreases in mass, when the two isotopes of lithium $L \mathrm{Li}^{7}$ and $\mathrm{L}^{6}{ }^{6}$ combine respectively with the isotopes of hydrogen $\mathrm{H}^{1}$ and $\mathrm{H}^{2}$ to form helium $\mathrm{H} e^{4}$, are just sufficient to account for the kinetic energy of the pairs of $\alpha$-particles formed.
Turning finally, moreover, to the relation of momentum with transfer of energy (27.5), which was itself based on the assumption of an equivalence between mass and energy, we have the quantitative and beautiful experimental verification provided by measurements of light pressure. These show with considerable exactness that we have in the case of radiation the theoretically expected relation (27.6) between density of momentum and density of energy flow.

[^14]
## III

## SPECIAL RELATIVITY AND MEOHANICS (contd.)

Part II. THE DYNAMICS OF A CONTINUOUS MECHANICAL MEDIUM

## 30. The principles postulated

In the classical Newtonian mechanios after treating the dynamios of particles it was customary to proceed to a development of the dynamios of rigid bodies whose state could be specified by the six coordinates which would give the position and orientation of the body and the six corresponding momenta. In relativistic mechanios, however, it is evident as soon as we consider bodies of a finite size that in general an infinite number of variables will be necessary to determine their state, since disturbances set up in one part of the body can only be transmitted to other parts with a velocity less than that of light. In relativistic mechanics the most nearly rigid body we can think of would be one in which disturbances are propagated with the limiting velocity of light, and the older idea of a completely rigid body whose parts would act together as a whole is no longer a legitimate abstraction. We may hence proceed at once to a development of the mechanics of a continuous medium, the resulting theory being due originally to the work of Laue.

As the postulatory basis for this development we shall take the principles of the special theory of relativity and the two principles of the conservation of mass and momentum in all systems of coordinates used in developing the mechanics of a particle, and in addition shall combine these with the conclusions as to the transformation equations for forces and the relations between mass and energy which were provided by the mechanics of a particle.

In accordance with this basis the theory of the mechanics of an elastic continuum can be regardod as a natural extension of the mechanics of a particle. The theory cannot, however, be regarded in any sense as deduced from the mechanics of particles, since we shall make no attempt to derive the properties of a continuum from the relativistic behaviour of the particles or molecules out of which the continuum might be thought of as composed. Even in the older Newtonian mechanics the attempt to obtain a rigorous derivation of the mechanics of an elastic continuum from that for particles was perhaps not entirely satisfactory, and at the present time such an
attempt would be complicated not only by the facts of relativity, but also by the necessity of applying quantum mechanics to the behaviour of the ultimate particles. For these reasons it has seemed best to obtain the mechanics of a continuum from its own postulatory basisas given above-with the help of a macrosoopio treatment that avoids the necessity for quantum mechanics. This we proceed to do.

## 31. The conservation of momentum and the components of stress $t_{i j}$

The first item in our postulatory basis to which we shall wish to pay attention is the principle of the conservation of momentum. To secure the validity of this principle we shall again regard force as equal to rate of change of momentum and require an equality between action and reaction in the interior of our elastic medium. Let us now see in detail how this is to be done.

Considering a given set of Cartesian axes $x, y, z$, let us first define the components of stress $t_{i j}$ at any point in our medium as the nine quantities

$$
\begin{array}{rll}
t_{i j}=t_{x x} & t_{x y} & t_{x z}  \tag{31.1}\\
t_{y x} & t_{y y} & t_{y z} \\
t_{z x} & t_{z y} & t_{z z}
\end{array}
$$

which give the normal and tangential components of force exerted by the medium on unit surfaces at the point in question, in accordance with the usual understanding, that the symbol $t_{i j}$ denotes the component of force parallel to the $i$-axis exerted on unit surface normal to the $j$-axis by the material lying on the side of this surface corresponding to smaller values of the coordinate $x_{j}$.

With this definition of the components of stress $t_{i j}$, the principle of the equality of action and reaction can then be maintained by taking - $t_{i j}$ as the component of force parallel to the $i$-axis exerted on unit surface normal to the $j$-axis, by the material on the side of the surface corresponding to larger values of the coordinate $x_{j}$. And this will be done in what follows as will be seen in the next section.

## 32. The equations of motion in terms of the stresses $t_{i j}$

With the help of the foregoing we may now obtain an expression for the equations of motion of the medium in terms of the stress $t_{i j}$.

On the one hand, we may oalculate the net force acting on a unit cube of the medium by considering the difference in the stress acting on the parallel surfaces by which the cube is bounded. For example,
if we are considering the component of force in the $x$-direction and fix our attention on the pair of faces perpendicular to the $y$-axis, we can take $t_{x y}$ as the force exerted on the lower of these two surfaces and in accordance with the postulated equality of action and reaction can take $-\left(t_{x y}+\partial t_{x y} / \partial y\right)$ as the force exerted on the upper surface. Hence for the net contribution of this pair of surfaces to the component of force in the $x$-direction we shall have - $\partial t_{x y} / \partial y$, and summing for all three pairs of parallel surfaces can write

$$
\begin{equation*}
f_{x}=-\frac{\partial t_{x x}}{\partial x}-\frac{\partial t_{x y}}{\partial y}-\frac{\partial t_{x x}}{\partial z} \tag{32.1}
\end{equation*}
$$

for the total force in the $x$-direction acting on a unit oube of the material. Or generalizing, we can write

$$
\begin{equation*}
f_{i}=-\frac{\partial t_{i j}}{\partial x_{j}} \tag{32.2}
\end{equation*}
$$

for the component of force acting in the $i$ th direction on unit volume, where the double occurrence of the dummy suffix $j$ indicates summation for the three coordinates $x, y, z$.

On the other hand, since $f_{i}$ is the component of force on unit volume we can take $f_{i} \delta v$ as the force on a small element of the material of volume $\delta v$, and equate this to the rate of change of the momentum of the element in accordance with the expression

$$
\begin{equation*}
f_{i} \delta v=\frac{d}{d t}\left(g_{i} \delta v\right) \tag{32.3}
\end{equation*}
$$

where $g_{i}$ is the density of momentum at the point in question parallel to the $i$-axis.

Combining (32.2) and (32.3), we can then write the equations of motion for the element $\delta v$ in the form

$$
\begin{align*}
-\frac{\partial t_{i j}}{\partial x_{j}} \delta v & =\frac{d}{d t}\left(g_{i} \delta v\right) \\
& =\frac{d g_{i}}{d t} \delta v+g_{i} \frac{d}{d t}(\delta v) . \tag{32.4}
\end{align*}
$$

This expression can be simplificd, however, since we can evidently write for the rate of change in the momentum density of the element

$$
\begin{align*}
\frac{d g_{i}}{d t} & =\frac{\partial g_{i}}{\partial t}+u_{x} \frac{\partial g_{i}}{\partial x}+u_{y} \frac{\partial g_{i}}{\partial y}+u_{z} \frac{\partial g_{i}}{\partial z} \\
& =\frac{\partial g_{i}}{\partial t}+u_{j} \frac{\partial g_{i}}{\partial x_{j}} \tag{32.5}
\end{align*}
$$

where the first term axises from the rate of change at the point in question and the second term from the motion of the element with the components of velocity $u_{j}$. And for the rate of change of volume we can write

$$
\begin{align*}
\frac{d}{d t}(\delta v) & =\left(\frac{\partial u_{x}}{\partial x}+\frac{\partial u_{v}}{\partial y}+\frac{\partial u_{\varepsilon}}{\partial z}\right) \delta v \\
& =\frac{\partial u_{j}}{\partial x_{j}} \delta v \tag{32.6}
\end{align*}
$$

Substituting (32.5) and (32.6) in (32.4) and simplifying, we then obtain the equations of motion for our medium in the simple form desired

$$
\begin{align*}
-\frac{\partial t_{i j}}{\partial x_{j}} & =\frac{\partial g_{i}}{\partial t}+u_{j} \frac{\partial g_{i}}{\partial x_{j}}+g_{i} \frac{\partial u_{j}}{\partial x_{j}} \\
& =\frac{\partial g_{i}}{\partial t}+\frac{\partial}{\partial x_{j}}\left(g_{i} u_{j}\right) . \tag{32.7}
\end{align*}
$$

The result is a general representation for the three separate equations that correspond to taking the subscript $i$ as $x, y$, or $z$, and summing for the three axes in the case of the dummy subscript $j$.

## 33. The equation of continuity

The foregoing three equations were obtained as the outcome of our postulate as to the conservation of momentum, and we may now supplement them with the help of the principle of the conservation of mass by the equation of continuity
or

$$
\begin{gather*}
\frac{\partial g_{x}}{\partial x}+\frac{\partial g_{y}}{\partial y}+\frac{\partial g_{x}}{\partial z}=-\frac{\partial \rho}{\partial t}  \tag{33.1}\\
\frac{\partial g_{j}}{\partial x_{j}}=-\frac{\partial \rho}{\partial t} \tag{33.2}
\end{gather*}
$$

where $\rho$ is the density of mass at the point in question. Since the density of momentum g is by definition equal to the density of mass flow, this equation is an evident expression of our postulate as to the conservation of mass.

## 34. The transformation equations for the stresses $t_{i j}$

With the help of the two conservation laws of mass and momentum, we have thus obtained the equations of motion (32.7) and the equation of continuity (33.2) for a continuous medium, and in accordance with the first postulate of relativity, equations of this same form will apply to the behaviour of the medium in all systems
of coordinates in uniform relative motion. In order, however, to make any use of these relations connecting the quantities-stress $t_{i j}$, density of momentum g , and density of mass $\rho$-we must now show how the values of these quantities referred to any given system of coordinates are to be determined. To accomplish this, we shall obtain in the present section transformation equations which will permit a calculation of the components of stress $t_{i j}$ in terms of the components $t_{i v}^{0}$ as they would be directly measured by an observer moving along with the medium at the point of interest; and in the next section we shall obtain transformation equations which will similarly permit the calculation of the other quantities g and $\rho$ in terms of quantities which could be directly measured by ordinary methods.
These transformation equations for $t_{i j}, \mathrm{~g}$, and $\rho$ will themselves be based of course on our previous study of the Lorentz transformation and the conclusions drawn therefrom. And it should perhaps be emphasized that it is this introduction of the Lorentz transformation which determines the essential character of the relativistic mechanics of a continuum, since the equations of motion (32.7) and continuity (33.2) would also be true in Newtonian mechanics in all systems of coordinates if we should use the Galilean transformation instead of the Lorentz transformation.

Let us now consider the transformation for the components of the stress $t_{i j}$ from one system of coordinates to another. Since these components of stress have themselves been defined in terms of forces and the areas on which they aot, we are already well prepared to calculate the transformation equations for these quantities. In transforming the expressions for the axeas we shall merely have to allow for the Lorentz contraction ( $\$ 9$ ), which was an immediate result of tho fundamental transformation equations for spatial and temporal measurements. And in transforming the expressions for components of force we can use the results of § 25 , since as already pointed out in that section the transformation equations for forces of any origin must be the same if we are to retain the conservation of momentum in general and in all systems of coordinates.

For simplicity let us assume that our original system of coordinates $S$ has been oriented so that the material, at the point of interest in the medium, will be moving with respect to this system with the velocity $u$, parallel to the $x$-axis without components of velocity in the $y$-and $z$-directions. And let us take as our second system, so-called proper coordinates $S^{0}$, also moving in the $x$-direction with respect to $S$ with the velocity

$$
\begin{equation*}
u=V \tag{34.1}
\end{equation*}
$$

so that the material at the point and time of interest will be at rest in system $S^{0}$ in accordance with the equations

$$
\begin{equation*}
u_{x}^{0}=u_{y}^{0}=u_{z}^{0}=0 \tag{34.2}
\end{equation*}
$$

We may now easily secure expressions for the components of stress $t_{i j}$ with respect to $S$ in terms of the components $t_{i j}^{0}$ with respect to $S^{0}$. Substituting the expressions for velocity (34.1) and (34.2) into the transformation equations for force (25.3), we at once obtain

$$
\begin{equation*}
F_{x}=F_{x}^{0} \quad F_{y}=F_{y}^{0} \sqrt{ }\left(1-u^{2} / c^{2}\right) \quad F_{z}=F_{z}^{0} \sqrt{ }\left(1-u^{2} / c^{2}\right) \tag{34.3}
\end{equation*}
$$

as transformation equations connecting measurements of force in the two systems; and noting that the Lorentz contraction (9.3) will affect the transformation of areas normal to the $y$ - and $z$-axes but not those normal to the $x$-axis, we can write

$$
\begin{equation*}
A_{x}=A_{x}^{0} \quad A_{v}=A_{v}^{0} \sqrt{ }\left(1-u^{2} / c^{2}\right) \quad A_{z}=A_{z}^{0} \sqrt{ }\left(1-u^{2} / c^{2}\right) \tag{34.4}
\end{equation*}
$$

for the transformation of areas normal to the directions indicated by the subscripts. Returning then to our original definition of the components of stress (31.1) in terms of force per unit area, we easily see that the transformation equations will be $\dagger$

$$
\begin{array}{lll}
t_{x x}=t_{x x y}^{0} & t_{x y}=\frac{t_{x y}^{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} & t_{x z}=\frac{t_{x z}^{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \\
t_{y x}=t_{y x}^{0} \sqrt{ }\left(1-u^{2} / c^{2}\right) & t_{y y}=t_{y y}^{0} & t_{y z}=t_{y z}^{0} \\
t_{x x}=t_{x x}^{0} \sqrt{ }\left(1-u^{2} / c^{2}\right) & t_{x y}=t_{z y}^{0} & t_{z z}=t_{z z}^{0}
\end{array}
$$

specialized, of course, by the simplification that the direction of axes in system $S$ has been chosen so as to make the velocity $u$ of the material at the point of interest parallel to the $x$-axis.

Owing to the circumstance that the velocity of the material is zero at the point of interest with respect to the proper coordinates $S^{0}$, the ordinary principles of Newtonian mechanics can be applied in that system, which lead, as is well known, to the symmetry of the stress tensor $t_{i j}^{0}$ so that we have

$$
\begin{equation*}
t_{x y}^{0}=t_{y x}^{0} \quad t_{y z}^{0}=t_{z \|}^{0} \quad t_{z x}^{0}=t_{\lambda z}^{0} \tag{34.6}
\end{equation*}
$$

[^15]in system $S^{0}$. We note then in accordance with (34.5) the important conclusion that the components of the stress in system $S$ will not give a symmetrical array. So that in general when the point of interest is moving with respect to the coordinate system we can expect to find
\[

$$
\begin{equation*}
t_{i j} \neq t_{j i} \tag{34.7}
\end{equation*}
$$

\]

The great importance of the transformation equations for the components of stress (34.5) lies in the possibility which they provide for correlating the stress in rapidly moving material with the known behaviour of stress in stationary material.

## 35. The transformation equations for the densities of mass and momentum

In addition to the above equations (34.5) which permit us to calculate the stress at any point in our medium in terms of the stress as measured by an observer moving with the material at that point, we shall also desire-as pointed out at the beginning of the last sectionequations which will permit us to calculate the densities of mass $\rho$ and momentum $g_{i}$ in terms of quantities which could be measured by an observer moving with the material. To obtain these relations will be a somewhat long and complicated task, and in carrying out the deduction we shall have to make use of the relativistic relations between mass, energy, and momentum which is the remaining part of the postulatory basis stated in § 30, which has not yet been employed.

With the help of these relations between mass, energy, and momentum we shall first obtain an expression for the momentum of a moving portion of our modium in terms of its mass (or energy), velocity, and state of stress. This exprossion for momentum will then permit us to calculate the force acting on a stressed portion of the medium when its momentum and velocity are changed, and hence to calculate the work done and increase in energy when the material is brought from zero velocity up to the actual velocity of interest. We shall then be in a position to compute tho mass, energy, and momentum of the moving material in torms of its volocity and its mass, energy, and state of stress as they appear to an observer moving with it. We now turn to tho derivation which can be obtained along these lines.

In accordance with our idens as to the connexion between density of momentum and density of energy flow as given by (27.6), it is evident that the momentum of a moving portion of material when
subjected to stress will be due not only to the bodily motion of the mass which it contains but also to the density of energy flow arising from the work done by the forces of stress that act on its moving faces. Thus, if we have material of density $\rho$ moving with the velocity $u$ which we take for simplicity as parallel to the $x$-axis, we can write for its density of momentum in the $x$-, $y$-, and $z$-directions

$$
\begin{align*}
& g_{x}=\rho u+\frac{t_{x x} u}{c^{2}} \\
& g_{y}=\frac{t_{x y} u}{c^{2}}  \tag{35.1}\\
& g_{x}=\frac{t_{x y} u}{c^{2}}
\end{align*}
$$

since $t_{x x y} u, t_{x y} u$, and $t_{x z} u$ are evidently the densities of energy flow in the directions indicated due to the action of the forces of stress, and division by $c^{2}$ will be necessary owing to the difference in units for the measurement of mass and energy. It is an important and interesting result of relativistic mechanics that there will be in general components of momentum in a stressed body at right angles to the direction of motion.

For the total momentum of a small portion of the medium of volume $v$ we can then write in accordance with (35.1) the expressions

$$
\begin{align*}
G_{x} & =\frac{E+t_{x x} v}{c^{2}} u \\
G_{y} & =\frac{t_{x y} v}{c^{2}} u  \tag{35.2}\\
G_{s} & =\frac{t_{x z} v}{c^{2}} u
\end{align*}
$$

where for later convenience we have expressed the total mass in terms of the energy $E$ divided by $c^{2}$. And from the definition of force as equal to the rate of change of momentum we can write

$$
\begin{align*}
& F_{x}=\frac{d}{d t}\left(\frac{E+t_{x x} v}{c^{2}} u\right) \\
& F_{y}=\frac{d}{d t}\left(\frac{t_{x y} v}{c^{2}} u\right)  \tag{35.3}\\
& F_{z}=\frac{d}{d t}\left(\frac{t_{x x} v}{c^{2}} u\right)
\end{align*}
$$

for the components of force which would have to be applied to the
material in the volume $v$ in order to change its velocity $u$ parallel to the $x$-axis.

We are now ready to calculate the work done and energy input necessary to bring a given portion of our stressed material from zero velocity up to the velocity of interest. Let us start with material having the volume $v^{0}$, energy content $E^{0}$, and stress $t_{i j}^{0}$ and bring it from zero velocity to that of interest by an adiabatic acceleration parallel to the $x$-axis which leaves the condition of the material (i.e. $v^{0}, E^{0}$, and $t_{i j}^{0}$ ) unchanged when measured by an observer moving with the material. In accordance with the Lorentz contraction (9.3) we can write for the volume at the velocity $u$

$$
\begin{equation*}
v=v^{0} \sqrt{ }\left(1-u^{2} / c^{2}\right) \tag{35.4}
\end{equation*}
$$

and in accordance with the transformation equations for stress (34.5) shall have

$$
\begin{equation*}
t_{x x}=t_{x x}^{0} \tag{35.5}
\end{equation*}
$$

throughout the course of the acceleration. For the rate of energy increase we can then evidently write

$$
\begin{equation*}
\frac{d E}{d t}=F_{x} \frac{d x}{d t}-t_{x x} \frac{d v}{d t}, \tag{35.6}
\end{equation*}
$$

where the first term is the rate at which work is done by the action of the force which produces the acceleration, and the second term is the rate at which work is done by the forces of stress which act on a volume which is decreasing in its length parallel to the $x$-axis owing to the Lorentz contraction.

Writing $u$ in place of $d x / d t$, and substituting the expression for $F_{x}$ given by (35.3) we can then re-express (35.6) in the form

$$
\frac{d W}{d t}=\frac{d E}{d t} \frac{u^{2}}{c^{2}}+L \frac{u}{c^{2}} \frac{d u}{d t}+t_{x x} \frac{u^{2}}{c^{2}} \frac{d v}{d t}+t_{x x} v \frac{u}{c^{2}} \frac{d u}{d t}-t_{x x} \frac{d v}{d t},
$$

where $t_{x . x}$ has been troated as a constant in accordance with (35.5). This can easily be rewritton in the form

$$
\left(1-\frac{u^{2}}{c^{2}}\right) \frac{d}{d l}\left(H+t_{x x} v\right)=\left(E+t_{x x} v\right) \frac{u}{c^{2}} \frac{d u}{d l},
$$

which can readily be integrated between zero velocity and $u$ to give us the final result

$$
\begin{equation*}
A+t_{x x} v=\frac{E^{0}+t_{r x}^{0} v^{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)^{\prime}}} \tag{35.7}
\end{equation*}
$$

where the suporscript ${ }^{0}$ indicates the values of the quantities involved as measured by an observer at rest with respect to the medium.

This last equation, however, now permits us to write the desired expressions for the densities of mass and momentum. Dividing (35.7) by the volume $v$, noting the relation between $v$ and $v^{0}$ given by (35.4) introducing the equality of $t_{x x}$ and $t_{x x}^{0}$ given by (35.5), and changing from the density of energy to that of mass with the help of the factor $c^{2}$, we can easily obtain for the density of mass

$$
\begin{equation*}
\rho=\frac{\rho_{00}+t_{x x}^{0} u^{2} / c^{4}}{1-u^{2} / c^{2}} \tag{35.8}
\end{equation*}
$$

where $\rho_{00}$ is the proper density of the material as measured by an observer moving with it. And combining this result with (35.1) and (34.5) we obtain for the densities of momentum parallel to the three axes

$$
\begin{align*}
g_{x} & =\frac{c^{2} \rho_{00}+t_{x x}^{0}}{1-u^{2} / c^{2}} \frac{u}{c^{2}} \\
g_{y} & =\frac{t_{x y}^{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{u}{c^{2}}  \tag{35.9}\\
g_{z} & =\frac{t_{x x}^{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{u}{c^{2}}
\end{align*}
$$

These are the desired expressions which will permit us to calculate the densities of mass $\rho$ and momentum $g_{i}$, at a point in a medium moving with the velocity $u$, in terms of this velocity and the density $\rho_{00}$ and stress $t_{l j}$ as measured by an observer moving with the material. The equations are specialized for simplicity by a choice of coordinates such that the direction of motion is parallel to the $x$-axis, but are otherwise general.

It should be specially noted that these equations have been derived without any reference to the microsoopic behaviour of the ultimate particles of which the material might be thought of as composed, and the quantities occurring therein, such as density, velocity, and stress, are to be regarded as macroscopically measured. To emphasize this we have used the symbol $\rho_{00}$ to designate the proper macroscopic density of the material as measured by a local observer, since the symbol $\rho_{0}$ with a single subscript is usually used to designate a .hypothetical microscopic density. As mentioned in § 30, by adopting a macroscopic treatment, we have avoided the necessity for a quantum-mechanical treatment of the behaviour of the ultimate particles.
36. Restatement of results in terms of the (absolute) stress $p_{i j}$

The foregoing transformation equations for the components of stress and the densities of mass and momentum, together with the equations of motion and continuity, evidently provide a complete apparatus for treating the mechanios of a continuous medium. Nevertheless this apparatus may be put in a specially simple form, as will be shown below, if we now define a new array of quantities $p_{i j}$ by the equations

$$
\begin{equation*}
p_{i j}=t_{i j}+g_{i} u_{j}, \tag{3.1}
\end{equation*}
$$

where $t_{i j}$ are the components of stress at the point in question as previously defined, and $g_{i}$ and $u_{j}$ are the indisated components of momentum density and velocity at that point.

In accordance with this definition, together with the relation (34.6), we have in the special case of proper coordinates, which are moving with the point of interest, the simple relations

$$
\begin{equation*}
p_{i j}^{0}=p_{j i}^{0}=t_{i j}^{0}=t_{j i}^{0}, \tag{36.2}
\end{equation*}
$$

and making use of this result, together with the transformation equations for stress (34.5) and momentum density (35.9), we easily calculate for more genoral coordinates, in which the material at the point of interest is moving with the velocity $u$ in the $x$-direction, the transformation equations

$$
\begin{array}{lll}
p_{x x}=\frac{p_{x x}^{0}+\rho_{00} u^{\mathrm{a}}}{1-u^{0} / c^{\mathrm{a}}} & p_{x y}=\frac{p_{x \nu}^{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} & p_{x x}=\frac{p_{x x}^{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \\
p_{y x}=\frac{p_{y x}^{0}}{\sqrt{ }\left(1-u^{2} / c^{2}\right)} & p_{y y}=p_{y y}^{0} & p_{y y}=p_{y y}^{0}  \tag{36.3}\\
p_{x x}=\frac{p_{x y}^{0}}{\sqrt{\left(1-u^{9} / c^{2}\right)}} & p_{x y}=p_{v \nu}^{0} & p_{x y}=p_{x z}^{0} .
\end{array}
$$

Furthermore, the transformation equations for density of mass and momentum $(35.8,9)$ may now be re-expressed in the form

$$
\begin{equation*}
\rho=\frac{\rho_{00}+p_{x x}^{0} u^{2} / c^{4}}{1-u^{4} / c^{2}} \tag{36.4}
\end{equation*}
$$

and

$$
g_{x}=\begin{gather*}
c^{2} \rho_{00}+p_{x x}^{0} \frac{u}{1-u^{2} / c^{2}} \overline{c^{2}} \tag{36.5}
\end{gather*} \quad g_{y}=\sqrt{\left(1-u^{2} / c^{2}\right)} \frac{u}{c^{2}} \quad g_{z}=\sqrt{\sqrt{(1-1}\left(u_{x x}^{0} / c^{2}\right)} \frac{u}{c^{2}} .
$$

Finally, with the help of the definition (36.1), the equations of motion (32.7) can be expressed in the new language in the extremely
simple form

$$
\begin{equation*}
\frac{\partial p_{i j}}{\partial x_{j}}+\frac{\partial g_{i}}{\partial t}=0 \tag{36.6}
\end{equation*}
$$

and the equation of continuity (33.2) may again be written

$$
\begin{equation*}
\frac{\partial g_{j}}{\partial x_{j}}+\frac{\partial \rho}{\partial t}=0 \tag{36.7}
\end{equation*}
$$

Since the equations $(36.2,3,4,5)$ permit us to compute all the quantities occurring in the equations of motion and continuity ( $36.6,7$ ), in terms of quantities measurable by ordinary methods by a local observer moving with the material, we now have in a compact and convenient form all that is needed for treating the mechanics of a continuous medium. The transformation equations (36.3, 4, 5) are specialized for simplicity to the slight extent that we have chosen our axes in such a way that the velocity $u$ of the medium at the point in question is parallel to the $x$-axis, but are otherwise general.

It is of interest to note that although the stress $t_{i j}$ as originally defined in terms of the forces exerted by the medium on unit area did not give a symmetrical array of quantities (34.5) except in the case of proper coordinates, nevertheless the new quantities $p_{i j}$ do give a symmetrical array in all coordinates as shown by (36.2,3).

Since the forces corresponding to the $t_{i j}$ are those which one portion of the medium exerts on another, the surfaces on which the $t_{i f}$ act are at rest relative to the medium. For this reason the quantities $t_{i j}$ are sometimes called the components of relative stress. On the other hand, the new quantities $p_{i j}$ determine in accordance with (36.6) the rate of change of momentum density at a given point fixed in space as referred to the coordinate system. For this reason the quantities $p_{i j}$ are sometimes called the components of absolute stress, as was done in the heading of this section.

The introduction of the new quantities $p_{t j}$ is of great advantage in now permitting a further re-expression of the apparatus for treating the mechanics of a continuous medium in very simple four-dimensional language with the help of a generalized symmetrical four-dimensional tensor, a matter to which we now turn in the following section.

## 37. Four-dimensional expression of the mechanics of a continuous medium

To obtain an apparatus for treating the mechanics of a continuous medium in four-dimensional language we shall now return to our
fundamental idea of a four-dimensional space-time continuum with the system of Galilean coordinates ( $x^{1}, x^{2}, x^{3}, x^{4}$ ) which are related to our previous spatial and temporal coordinates by the expressions

$$
\begin{equation*}
x^{1}=x \quad x^{2}=y \quad x^{3}=z \quad x^{4}=c t \tag{19.1}
\end{equation*}
$$

and introduce a symmetrical four-dimensional tensor $T^{\mu \nu}$-the socalled energy-momentum tensor-for describing the condition of the mechanical medium at any given point in space and time. The ten independent components of this symmetrioal tensor $T^{\mu \nu}$ will be taken in such a way as to be very simply related to the ten quantities $p_{i j}$, $g_{i}$, and $\rho$, used above in treating the mechanios of a continuum, and so as to lead to a single very simple tensor equation which will be equivalent to the three equations of motion and the equation of continuity necessary for the previous treatment.
To define the energy-momentum tensor $T^{\mu \nu}$ in terms of our previous quantities, we shall first consider proper coordinates ( $x_{0}^{1}, x_{0}^{2}, x_{0}^{3}, x_{0}^{4}$ ) such that the medium at the point and time of interest has zero spatial velocities with respect to these partioular coordinates

$$
\begin{equation*}
\frac{d x_{0}^{1}}{d s}=\frac{d x_{0}^{2}}{d s}=\frac{d x_{0}^{3}}{d s}=0, \tag{37.2}
\end{equation*}
$$

and then state that in these coordinates the tensor roduces so that its components have the simple values

$$
\left.\begin{array}{rlll}
T_{0}^{\alpha \beta}= & p_{x x}^{0} & p_{x y}^{0} & p_{x z}^{0}
\end{array}\right)
$$

It is ovident that this statement completely defines the components of the tensor at the point in question in all systems of coordinates, since we can write in accordanoe with our general equation (19.8)

$$
\begin{equation*}
T^{\mu \nu}=\frac{\partial x^{\mu}}{\partial x_{0}^{\alpha}} \frac{\partial x^{\nu}}{\partial x_{0}^{\beta}} T_{0}^{\alpha \beta} \tag{37.4}
\end{equation*}
$$

as an expression for obtaining the components of this tensor in any desired new system of coordinates ( $x^{1}, x^{2}, x^{3}, x^{4}$ ), from their values in proper coordinates as given by (37.3).

We are now ready to investigate the usefulness of this newly defined four-dimensional tensor. If we transform from the original coordinates ( $x_{0}^{1}, x_{0}^{2}, x_{0}^{3}, x_{0}^{4}$ ) in which the material was at rest at the
nterest to a new set $\left(x^{1}, x^{2}, x^{3}, x^{4}\right)$ in which the material is ; parallel to the $x$-axis with the velocity $u$, we must set

$$
\begin{equation*}
x^{1}=\frac{x_{0}^{1}+u x_{0}^{4} / c}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \quad x^{2}=x_{0}^{2} \quad x^{3}=x_{0}^{3} \quad x^{4}=\frac{x_{0}^{4}+u x_{0}^{1} / c}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \tag{37.5}
\end{equation*}
$$

in accordance with the Lorentz transformation equations (20.3) with $\nabla$ put equal to -u. We then obtain in agreement with (20.4) for the differential coefficients that occur in the transformation equation (37.4) as the only non-vanishing values

$$
\begin{align*}
& \frac{\partial x^{1}}{\partial x_{0}^{1}}=\frac{\partial x^{4}}{\partial x_{0}^{4}}=\frac{1}{\sqrt{\left(1-u^{2} / c^{2}\right)}}, \\
& \frac{\partial x^{1}}{\partial x_{0}^{4}}=\frac{\partial x^{4}}{\partial x_{0}^{1}}=\frac{u / c}{\sqrt{\left(1-u^{2} / c^{2}\right)}},  \tag{37.6}\\
& \frac{\partial x^{2}}{\partial x_{0}^{2}}=\frac{\partial x^{3}}{\partial x_{0}^{3}}=1 .
\end{align*}
$$

Substituting these into (37.4) with the $T_{0}^{\alpha \beta}$ as given by (37.3) we can then readily obtain for the components of the tensor in the new coordinates the values

$$
\begin{align*}
& T^{\mu \nu}=\frac{p_{x x x}^{0}+\rho_{00} u^{2}}{1-u^{2} / c^{2}} \quad \frac{p_{x \nu}^{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \quad \frac{p_{x z}^{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \quad \frac{c^{2} \rho_{00}+p_{x x}^{0}}{1-u^{2} / c^{2}} \frac{u}{c} \\
& \frac{p_{y x}^{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \\
& p_{y v}^{0} \\
& p_{y z}^{0} \\
& \frac{p_{x \nu}^{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{u}{c} \\
& \frac{p_{z_{x}}^{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \\
& p_{z y}^{0} \\
& p_{s z}^{0} \\
& \frac{p_{x y}^{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{u}{c} \\
& \frac{c^{2} \rho_{00}+p_{x x}^{0}}{1-u^{2} / c^{2}} \frac{u}{c} \quad \frac{p_{x \nu}^{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{u}{c} \quad \frac{p_{x x}^{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{u}{c} \quad \frac{c^{2} \rho_{00}+p_{x x}^{0} u^{2} / c^{2}}{1-u^{2} / c^{2}}, \tag{37.7}
\end{align*}
$$

and comparing these values with those given by the transformation equations (36.3, 4, 5) in the previous section, we see that this reduces to the simple symmetrical array

$$
\begin{align*}
& T^{\mu \nu}=p_{x x} \quad p_{x y} \quad p_{x z} \quad c g_{x} \\
& \begin{array}{llll}
p_{y x} & p_{y y} & p_{y z} & c g_{y}
\end{array} \\
& \begin{array}{llll}
p_{z x} & p_{x y} & p_{z z} & c g_{z}
\end{array}  \tag{37.8}\\
& c g_{x} \quad c g_{y} \quad c g_{z} \quad c^{2} \rho,
\end{align*}
$$

the components of the tensor thus having the same physical significance in all systems of Galilean coordinates.

The usefulness of this energy-momentum tensor becomes at once
apparent since our earlier equations of motion and continuity can now be written in the extremely simple combined form

$$
\begin{equation*}
\partial T^{\mu \nu} / \partial x^{\nu}=0 \tag{37.8}
\end{equation*}
$$

Noting the values of the coordinates given by (37.1), it is easily seen that the four equations, obtainable from (37.9) by assigning to $\mu$ the different values $1,2,3,4$ and summing over the dummy suffix $\nu$, are as a matter of fact identical with our previous equations of motion and continuity (36.6, 7).

Since $\partial T^{\mu \nu} / \partial x^{\nu}$ is the expression in our present simple coordinates for the contracted covariant derivative of $T^{\mu \nu}$, this final equation can be regarded as expressing a tensor relation, and in accordance with the discussion of $\S 21$ this property is sufficient to secure agreement with the postulates of relativity. Hence this equation, together with the definition of $T^{\mu \nu}$ given by (37.3), may now itself be taken as a very satisfactory postulatory basis for the mechanios of a continuous medium. This starting-point will be of special value when we come to the general theory of relativity.

## 38. Applications of the mechanics of a continuous medium

It is evident that the system of mechanics, whose development we have now completed, differs in important respects from Newtonian mechanics. These differences can be most clearly seen with the help of equations $(36.4,5)$ which show not only that the mass of a moving body would depend on its velocity as already found in the case of particles, but in addition that the mass and momentum would depend on the state of stress, and that there would in general be components of momentum in a stressed body at right angles to the direction of motion.

A direct experimental test of these additional differences between Newtonian and relativistic mechanics would be very important, especially as much of the mechanics of general relativity will have to be founded on our present results. It will be noted, moreover, in accordance with the equations mentioned that these new differences from Newtonian mechanics would exist even at low velocities provided the stresses $p_{i j}^{0}=t_{i j}^{0}$ were great enough. Nevertheless, there are at present no simple mechanical examples known in which these stresses are large enough to produce appreciable deviations from Newtonian mechanics. This is unfortunate from the point of view of obtaining a direct experimental verification of the new meohanics,
but of course, on the other hand, signifies that there are no known meohanioal phenomena which disagree with the new mechanios.

Since simple direct tests of the mechanios under discussion are not feasible, our trust in its conclusions must be dependent on the coherence of the theory with the rest of physios and on its own internal coherence. The presence of such coherence has-it is believed-been made evident in the method of development which we have chosen to obtain the theory. The feeling that such coherence exists will, however, be further strengthened if we now develop some of the consequences of the theory, and show as far as possible their rational nature and relation to other fields of physics.
(a) The mass and momentum of a finite system. Starting with the equations of motion and continuity in the differential form in which they have been derived, let us first consider the results that oan then be obtained by integrating over a finite volume.

Considering first the equation of continuity (33.1) and carrying out an integration over a definite fixed volume in space, we can write for the rate of change in the mass inside that volume

$$
\begin{equation*}
\frac{d m}{d t}=\int \frac{\partial \rho}{\partial t} d v=-\iiint\left(\frac{\partial g_{x}}{\partial x}+\frac{\partial g_{v}}{\partial y}+\frac{\partial g_{x}}{\partial z}\right) d x d y d z, \tag{38.1}
\end{equation*}
$$

or by performing a part of the integration we can write this in the form
$\frac{d m}{d t}=\int \frac{\partial \rho}{\partial t} d v=-\iint\left|g_{x}\right|_{x}^{x^{\prime}} d y d z-\iint\left|g_{y}\right|_{y}^{y^{\prime}} d x d z-\iint\left|g_{z}\right|_{z}^{\left.\right|^{\prime}} d x d y$,
where the limits of integration at the boundary of the volume considered have been denoted by $x, x^{\prime}$, etc. We have thus related the rate of change of the mass inside the spatial volume considered to the density of flow across the boundary. For an isolated system this will give us the principle of the conservation of mass and also the principle of the conservation of energy on account of the interrelation of those two quantities.
In a similar way starting with the equations of motion in their original form we can obtain information by integration as to the rate of ohange in the momentum of a finite system. Here, however, we have two possibilities of procedure corresponding to the two different forms in which the equations of motion have been expressedoriginally in terms of the stresses $t_{i j}$ and later in terms of the $p_{i j}$.

Let us first consider the equations of motion in their later rather simpler form (36.6). We can then again integrate over a definite fixed volume in space, and obtain for the rate of change of the $i$ th component of momentum inside this volume

$$
\begin{equation*}
\frac{d G_{i}}{d t}=\int \frac{\partial g_{i}}{\partial t} d v=-\iiint\left(\frac{\partial p_{i x}}{\partial x}+\frac{\partial p_{i y}}{\partial y}+\frac{\partial p_{i z}}{\partial z}\right) d x d y d z \tag{38.3}
\end{equation*}
$$

or by performing a part of the integration we can write this in the form
$\frac{d G_{i}}{\partial t}$
$=\int \frac{\partial g_{i}}{\partial t} d v=-\iint\left|p_{i x}\right|_{x}^{x^{\prime}} d y d z-\iint\left|p_{i y}\right|_{y}^{y^{\prime}} d x d z-\iint\left|p_{i \varepsilon}\right|_{z}^{z^{\prime}} d x d y$,
where the limits of integration at the boundary of the volume considered have been denoted by $x, x^{\prime}$, etc. We have thus related the rate of change of the momentum inside the spatial volume considered to the values of $p_{i j}$ at the boundary. For an isolated system this will of course give us the principle of the conservation of momentum.

We may also consider the equations of motion in their earlier form (32.4)

$$
\begin{equation*}
\frac{d}{d t}\left(g_{i} \delta v\right)=-\frac{\partial t_{i j}}{\partial x_{j}} \delta v \tag{38.5}
\end{equation*}
$$

which gives the rate of change in the momentum of the element of matcrial lying at the time in question in the volume $\delta v$, instead of the rate of change in the density of momentum at the point of location. We can then integrate, this time over the material located at the instant under consideration inside a given boundary instead of over a fixed volume in space, and obtain for the rate of change in the momentum of this material

$$
\begin{equation*}
\stackrel{d\left|G_{i}\right|}{d t}=\frac{d}{d t} \int g_{i} d v=-\iiint\left(\frac{\partial t_{i x}}{\partial x}+\frac{\partial t_{i y}}{\partial y}+\frac{\partial t_{i z}}{\partial z}\right) d x d y d z \tag{38.6}
\end{equation*}
$$

or by performing a part of the integration we can write this in the form

$$
\begin{align*}
& \frac{d\left|G_{i}\right|}{d t} \\
& \quad=\frac{d}{d t} \int g_{i} d v=-\iint\left|t_{i x}\right|_{x z}^{x^{\prime}} d y d z-\iint\left|t_{i y}\right|_{y}^{y^{\prime}} d x d z-\iint\left|t_{i z}\right|_{z}^{z^{\prime}} d x d y \tag{38.7}
\end{align*}
$$

where the limits of integration at the boundary have been denoted by $x, x^{\prime}$, etc., and we used the symbol $\left|G_{i}\right|$ to denote the momentum of a given amount of the material as distinct from the momentum $G_{i}$ inside a given spatial volume. Equation (38.7) relates the rate of change in the momentum of a given amount of the material to the forces acting on its surface, and reduces again to the principle of the conservation of momentum for an isolated system.
To conclude the present section it may also be pointed out that the results given by the equations (38.2) and (38.4) for the rate of change in the mass and the three components of momentum inside a given volume of space oan be expressed with the help of our four-dimensional tensor language by a single generalized equation. For this purpose we start with the equations of motion and continuity in the very simple form given by (37.9)

$$
\begin{equation*}
\partial T^{\mu \nu} / \partial x^{\nu}=0, \tag{38.8}
\end{equation*}
$$

where $T^{\mu \nu}$ is the energy-momentum tensor as defined in § 37. By integrating over the spatial coordinates $x^{1}, x^{2}, x^{3}$ for the spatial volume of interest we obtain

$$
\begin{equation*}
\iiint\left(\frac{\partial T^{\mu 1}}{\partial x^{1}}+\frac{\partial T^{\mu 2}}{\partial x^{2}}+\frac{\partial T^{\mu 3}}{\partial x^{3}}+\frac{\partial T^{\mu}}{\partial x^{4}}\right) d x^{1} d x^{2} d x^{3}=0 \tag{38.9}
\end{equation*}
$$

and by performing a part of the integration and rearranging we can then write

$$
\begin{align*}
& \iiint \frac{\partial T^{\mu}}{\partial x^{4}} d x^{1} d x^{2} d x^{3} \\
& \quad=-\iint\left|T^{\mu 1}\right|_{x^{1}}^{x^{\prime}} d x^{2} d x^{3}-\iint\left|T^{\mu 2}\right|_{x^{4}}^{x^{3}} d x^{1} d x^{3}-\iint\left|T^{\mu 3}\right|_{x^{\prime}}^{x^{\prime}} d x^{1} d x^{2}, \tag{38.10}
\end{align*}
$$

where the limits of integration at the boundary have been denoted by $x^{1}, x^{1}$, etc.
This result may be called the energy-momentum principle as applied to a finite region. Noting the values of $T^{\mu \nu}$ as given by (37.8), we see that with $\mu$ taken as 1,2 , or 3 it relates the rate of change with the time $x^{4}$ of a component of momentum within the region with conditions at the boundary, and is equivalent to the three equations given by (38.4). And with $\mu$ taken as 4 it relates the rate of change of mass or energy with conditions at the boundary and is equivalent to (38.2). The equation thus agrees with the idea that changes in the mass, energy, and momentum within a given region are due to flow across the boundary, and in the case of an isolated
system is seen to reduce to the principles of the conservation of mass, energy, and momentum.
(b) The angular momentum of a finite system. In the case of angular momentum we shall be primarily interested in the amount of momentum associated with a finite system rather than that located in a fixed region in space. For such a system we may then define the component of angular momentum, taken for specificity around the $z$-axis, in the usual way as given by the integral

$$
\begin{equation*}
M_{s}=\int\left(x g_{y}-y g_{x}\right) d v \tag{38.11}
\end{equation*}
$$

taken over the material composing the system in which we are interested; where $x$ and $y$ are coordinates of the element of the material $d v$ and $g_{x}$ and $g_{y}$ are the indicated components of density of momentum at that point. And differentiating this with respect to the time, using (38.5) for the rate of change of the momentum of the element $d v$, we easily obtain

$$
\begin{equation*}
\frac{d M_{x}}{d t}=\frac{d}{d t} \int\left(x g_{y}-y g_{x}\right) d v=\int\left(-x \frac{\partial t_{y j}}{\partial x_{j}}+y \frac{\partial t_{x j}}{\partial x_{j}}+u_{x} g_{y}-u_{y} g_{x}\right) d v \tag{38.12}
\end{equation*}
$$

as an expression for the rate of change with time of this component of the total angular momentum of the system.

This relation can be re-expressed to advantage, however, to show the effect of forces external to the system in changing its angular momentum with the help of a somewhat complicated transformation. Considering the two first terms, we can obtain with the help of a partial integration

$$
\begin{align*}
& \int\left(-x \frac{\partial t_{y j}}{\partial x_{j}}+y \frac{\partial t_{x j}}{\partial x_{j}}\right) d v \\
& =\iiint\left(-x \frac{\partial t_{y x}}{\partial x}-x \frac{\partial t_{y y}}{\partial y}-x \frac{\partial t_{y z}}{\partial z}+y \frac{\partial t_{x x}}{\partial x}+y \frac{\partial t_{x y}}{\partial y}+y \frac{\partial t_{x z}}{\partial z}\right) d x d y d z \\
& =\iint 1-x t_{y x}+\left.y t_{x x x}\right|_{x x} ^{x^{\prime}} d y d z+\iint 1-x t_{y y}+\left.y t_{x y}\right|_{y j} ^{v^{\prime}} d x d z+ \\
& \quad \quad+\iint 1-x t_{y s}+\left.y t_{x x}\right|_{z} ^{z^{\prime}} d x d y+\iiint\left(t_{y x}-t_{x y}\right) d x d y d z, \tag{38.13}
\end{align*}
$$

where the limits of integration at the boundary of the system have been denoted by $x, x^{\prime}$, etc. In addition we can write with the help of (36.1)

$$
\begin{equation*}
t_{y x}-t_{x y}=p_{y x x}-g_{\nu} u_{x}-p_{x y}+g_{x} u_{y}=-\left(u_{x} g_{y}-u_{y} g_{x}\right) \tag{38.14}
\end{equation*}
$$

on account of the symmetry of $p_{i j}$. Substituting (38.13) and (38.14) into (38.12) we then obtain the desired result

$$
\begin{align*}
d M_{z} \mid d t= & -\iint\left|x t_{y x}-y t_{x x}\right|_{x}^{x^{\prime}} d y d z- \\
& -\iint\left|x t_{y y}-y t_{x v}\right|_{\mid y}^{p^{\prime}} d x d z-\left.\iint\left|x t_{y z}-y t_{z z}\right|\right|_{z} ^{z^{\prime}} d x d y . \tag{38.15}
\end{align*}
$$

In accordance with this expression, we see that the rate of change of the angular momentum of the system is equal to the turning moment of the exterior forces which act on it from the outside. Furthermore, for an isolated system in which these forces vanish, the equation evidently reduces to the principle of the conservation of angular momentum

$$
\begin{equation*}
d M_{z} \mid d t=0 . \tag{38.16}
\end{equation*}
$$

To complete our consideration of angular momentum we must now point out an important difference between relativistic and Newtonian mechanics. Returning to our original expression for angular momentum (38.11), let us consider a system in a steady state of uniform motion in a straight line, the momentum $\mathbf{g} d v$ of each element of volume being a constant independent of the time. Under these circumstances it might be expected that the angular momentum of the system would also be a constant independent of the time. Nevertheless, differentiating (38.11) with respect to the time, allowing for the constancy of $g d v$ for each element, we obtain for the rate of change of the angular momentum with the time the actual result

$$
\begin{equation*}
d M_{z} / d t=\int\left(u_{x} g_{y}-u_{y} g_{x}\right) d v \tag{38.17}
\end{equation*}
$$

In Newtonian mechanics, since velocity $u$ and density of momentum g were in the same direction this result would have been equal to zero. In fact we could have written in that case $g_{y}=\rho u_{y}$ and $g_{x}=\rho u_{x}$, which leads at once to the cancellation of the two terms in the bracket. In relativistic mechanics, nevertheless, we have already seen in equations (35.1) and (35.2) that we can have momentum at right angles to the direction of motion in the case of a stressed medium. Indeed, in relativistic mechanics the relation of the stress to the integrand in (38.17) is given by equation (38.14) already obtained above

$$
\left(u_{x} g_{y}-u_{y} g_{x}\right)=\left(t_{x y}-t_{y x}\right) .
$$

Hence in relativistio mechanics, owing to the lack of symmetry of the components of stress $t_{i j}$, we must conclude that the angular momentum of a stressed body can in general be changing with the time, even
when it is in a steady state of motion in a straight line; and an external turning moment oan be necessary in order to produce this change in angular momentum and maintain the body in its steady state of motion.
(c) The right-angled lever as an example. The apparently paradoxical case of the stressed right-angled lever affords an interesting
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example of the above conclusion that a turning moment may be necessary to maintain a stressed body in a uniform state of translatory motion. $\dagger$ Consider a right-angled lever as shown in Figure 3, with a pivot at the corner $B$ and opposing forces $F_{1}$ and $F_{2}$ at the two ends $A$ and $C$. Let the lever be stationary with respect to a system of proper coordinates $S^{0}$, the two lever arms being equal in this system of coordinates

$$
l_{1}^{0}=l_{2}^{0}
$$

and the two forces also being equal

$$
F_{1}^{0}=F_{2}^{0} .
$$

Let us now consider the lever as it appears using a new system of coordinates $S$ with respect to which the lever is moving in the $x$-direction with the velocity $V$. Referred to this new system of coordinates

[^16]the length $l_{1}$ of the arm which lies parallel to the $y$-axis will evidently be the same as in system $S^{0}$
$$
l_{1}=l_{1}^{0},
$$
but the other arm which lies parallel to the direction of motion will have the shorter length in accordance with the Lorentz contraction
$$
l_{2}=l_{2}^{0} \sqrt{ }\left(1-V^{2} / c^{2}\right) .
$$

Furthermore, in accordance with our transformation equations for force (25.3), we shall have for the forces acting at the two ends
and

$$
\begin{gathered}
F_{1}=F_{1}^{0} \\
F_{2}^{\prime}=F_{2}^{0} \sqrt{ }\left(1-V^{2} / c^{2}\right) .
\end{gathered}
$$

With the help of these values for the forces and lever arms we can now calculate for the turning moment acting on the lever around the pivot $B$

$$
F_{1} l_{1}-F_{2}^{\prime} l_{2}=F_{1}^{0} l_{1}^{0}-F_{2}^{0} l_{2}^{0}\left(1-V^{2} / c^{2}\right)=F_{1}^{0} l_{1}^{0} V^{2} / c^{2}=F_{1} l_{1} V^{2} / c^{2}
$$

Since the lever is obviously not rotating about the pivot $B$ when looked at either from the point of view of system $S^{0}$ or $S$, we are thus led to a simple example of a stressed body in uniform translatory motion which nevertheless needs a turning moment to maintain this state of motion.

This result is, however, in entire agreement with the conclusions reached in the preceding section, since we can easily show that the angular momentum of the system is indeed actually being increased . by a flow of energy into it at exactly the rate demanded by this turning moment. Since the force $F_{1}$ is doing the work $F_{1} V$ per second at the point $A$, a stream of energy of this amount is evidently continuously entering the system at $A$ and flowing out through the pivot at $B$, where an equal and opposite force is acting. In accordance then with our ideas as to the relation of mass and energy, we hence have the mass $F_{1} V / c^{2}$ per second entering the system at $A$ and are thus increasing its angular momentum at the rate

$$
F_{1} \frac{V}{\mathbf{c}^{2}} V l_{1}=F_{1} l_{1} \frac{V^{2}}{c^{2}} .
$$

This, however, is the very result which was found above for the turning moment aoting on the lever and we thus have the entire resolution of any apparent paradox.
(d) The complete static system. The complications, which can arise in the case of the uniform translatory motion of a stressed body, as
just illustrated by the right-angled lever which was acted on by a turning moment and yet did not turn, are much reduced if we consider the complete static system involved. In the above example this would mean the consideration of the stressed lever together with the housing which carries its pivot and carries the supports for the springs that can be thought of as exerting the forces $F_{1}$ and $F_{2}$ on its two ends. And in general we shall understand by a complete static system, an entire structure which can remain in a permanent state of rest with respect to a set of proper coordinates $S^{0}$, without the necessity for any forces from the outside.

In the first place, since such systems will evidently remain in a state of uniform translatory motion with respect to any system of Lorentz coordinates $S$, without the application of forces from outside, it is evident that no turning moment is necessary for their steady motion and in accordance with (38.16) that their angular momentum as a whole is not changing with the time.

In the second place, we can demonstrate with the help of a certain amount of calculation that the expressions for the mass and momentum of such complete systems reduce to a very simple form. This we shall now show.
With respect to a set of proper coordinates $S^{0}$, we can write the equations of motion (36.0) for the system in the form

$$
\begin{equation*}
\frac{\partial p_{i j}^{0}}{\partial x_{j}}+\frac{\partial g_{i}^{0}}{\partial t}=0 \tag{38.18}
\end{equation*}
$$

and since the velocity of all parts of the system is zero in these coordinates, the densities of momentum $g_{2}^{0}$ will everywhere have the constant value zero in accordance with (36.5), so that we can rewrite this in the form

$$
\begin{equation*}
\frac{\partial p_{j}^{0}}{\partial x_{j}}=\frac{\partial p_{i x}^{0}}{\partial x}+\frac{\partial p_{i y}^{0}}{\partial y}+\frac{\partial p_{z}^{p}}{\partial z}=0 . \tag{38.19}
\end{equation*}
$$

Let us now integrate this expression over a volume which is bounded on one side by a plane perpendicular to the $x$-axis, that cuts through the system at some arbitrary point, say $x^{\prime}$, and is completed by any surfaco whatever which lies entirely outside the system. We then have

$$
\begin{align*}
& \iiint\left(\frac{\partial p_{x x}^{0}}{\partial x}+\frac{\partial p_{i \nu}^{0}}{\partial y}+\frac{\partial p_{i z}^{0}}{\partial z}\right) d x d y d z \\
& \\
& \quad=\iint\left|p_{i x}^{0}\right|_{x}^{x^{\prime}} d y d z+\left.\iint\left|p_{i y}^{0}\right|\right|_{y} ^{y^{\prime}} d x d z+\iint\left|p_{i z s}^{0}\right|_{z}^{z_{z}^{\prime}} d x d y \tag{38.20}
\end{align*}
$$

where the limits of that part of the integration which has been performed are denoted by $x, x^{\prime}$, etc. Since, however, all these limits except $x^{\prime}$ lie outside the system itself, the 'stresses' $p_{i j}^{0}$ will all be zero at the limits except for $p_{i x}^{9}$ on the surface $x=x^{\prime}$, and (38.20) will then reduce to

$$
\begin{equation*}
\iint p_{i x}^{0} d y d z=0 \tag{38.21}
\end{equation*}
$$

over a plane which cuts through the system at any arbitrary point perpendicular to the $x$-axis. Multiplying this by $d x$ and integrating over the whole system we then obtain the useful result

$$
\begin{align*}
& \iiint p_{i x}^{0} d x d y d z=0 \\
& \iiint p_{i j}^{0} d x d y d z=0 \tag{38.22}
\end{align*}
$$

since the plane cutting the system can be taken perpendicular to any one of the three axes.

This result now permits us to obtain the desired simple expressions for the mass and momentum of the system as a whole when referred to any set of coordinates $S$. For simplicity let us take the system as moving with respect to $S$ in the $x$-direction with the velocity $u$. We can then arrive at its total mass by integrating the expression for the density given by (36.4) over the whole volume. We obtain

$$
\begin{equation*}
m=\int \rho d v=\int \frac{\rho_{00}+p_{x x}^{0} u^{2} / c^{4}}{1-u^{2} / c^{2}} \sqrt{ }\left(1-u^{2} / c^{2}\right) d v^{0} \tag{38.23}
\end{equation*}
$$

where we have substituted for the element of volume $d v$ in terms of the element of proper volume $d v^{0}$, with the help of the Lorentz contraction. Noting (38.22) this evidently gives us the simple result

$$
\begin{equation*}
m=\int \frac{\rho_{00}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} d v^{0}=\frac{m_{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \tag{38.24}
\end{equation*}
$$

where $m_{0}$ is the rest-mass of the system. And carrying out similar integrations, using the expressions for momentum density given by (36.5), we at once obtain for the total momentum of the system the components

$$
\begin{equation*}
G_{x}=\frac{m_{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} u \quad G_{y}=G_{x}=0 \tag{38.25}
\end{equation*}
$$

Hence for a complete static system the expressions for mass and momentum reduce to the same simple form that we originally found for a particle, and there are no complexities which would result from components of momentum not parallel to the velocity. Moreover, if we act on such systems with external forces which exert no turning
moment, but merely produce what may be called a quasi-stationary adiabatic acceleration that leaves the internal condition unchanged from the point of view of a local observer travelling with the system, we can then apply the previous dynamios of a partiole to the phenomena.

Vice versa this last result now permits us to regard the mechanics of a particle acted on by external forces as a special case of the mechanios of a continuous medium, if we treat the particle as a complete static system too small to be acted on by a turning moment and with an internal state which remains unchanged from the point of view of a local observer. This conclusion is satisfying as an indication of the logical coherence of our whole system of meohanics.

It may also be noted in closing that an extension of the conclusions as to the bchaviour of a complete static system to include electrical as well as mechanical phenomena may be regarded as explaining the result obtained in the well-known Trouton-Noble experiments, which demonstrated that there is no tendency for a oharged condenser moving with the earth to turn about its axis. Calculation shows that the field of a charged condenser which is in motion should exert a turning moment on the material parts of which the system is constructed, and a somewhat lengthy and complicated computation is necessary to show that this turning moment is just sufficient to account for an increase in the angular momentum of those stressed material parts which is ocourring, even when the condonsor is not turning, on account of a transverse energy flow. If, however, we regard the field and the material parts of the condenser tuken together as forming a complete static system we can at once conclude, in accordance with the previous discussion, that the system as a whole can be in uniform translatory motion without exhibiting any tendency to turn about its axis. This conclusion and the experimental findings are of courso both what would be directly demanded by the first postulate of the special theory of relativity.

## IV

## SPECIAL RELATIVITY AND ELECTRODYNAMICS

## Part I. ELECTRON THEORY

## 39. The Maxwell-Lorentz field equations

In the present chapter we shall consider the relations between special relativity and electrodynamics, basing the treatment in Part I on the point of view of the Lorentz electron theory and in Part II on a macroscopic point of view.

Since the olassical Newtonian meohanics was developed on the tacit basis of the simple Galilean transformation equations (8.7) for space and time, while the relativistic mechanics of Einstein, on the other hand, was explicitly developed on the basis of the Lorentz transformation (8.1), there are very conspicuous differences in the nature of the two resulting theories, as has been shown in the preceding chapter. In the case of electrodynamios, however, the introduction of special relativity produced a much smaller change in theory, since the development of electrodynamios in the hands of Lorentz had already actually led the way to the transformation equations now associated with his name.

On account of this small divergence between classical and relativistic eleotromagnetio theory, we can now take as a postulatory starting-point for relativistic electrodynamics the well-known Max-well-Lorentz field equations which we write in the vector form

$$
\begin{align*}
\operatorname{div} \mathrm{E} & =\rho,  \tag{39.1}\\
\operatorname{div} \mathrm{H} & =0,  \tag{39.2}\\
\operatorname{curl} \mathrm{E} & =-\frac{1}{c} \frac{\partial \mathrm{H}}{\partial t},  \tag{39.3}\\
\operatorname{curl} \mathrm{H} & =\frac{1}{c} \frac{\partial \mathrm{E}}{\partial t}+\rho \frac{\mathrm{u}}{c}, \tag{39.4}
\end{align*}
$$

where E and H are the electric and magnetic field strengths, $\rho$ is the density of electric charge, $u$ the velocity with which it is moving, and $c$ the velocity of light.

These equations were proposed by Lorentz as a basis for electrodynamics long before the modern development of quantum mechanics, and assume possibilities of attaching significance to microscopic
quantities not in accord with present modes of thought. Thus the quantities $\rho$ and $u$ occuring in these equations were regarded as giving the microscopic density of charge and velocity, specified when necessary even for points within the electron, and $E$ and $H$ were taken as the forces on unit charge and unit pole even under conditions where no actual experiments with existing test charges and poles could be conceived for measuring their values.

This difficulty with the Lorentz axioms, arising from the classical microscopic point of view adopted in their development, is unfortunate. Nevertheless, at the time of writing no completely satisfactory quantum electrodynamics appears to have been developed, and in any-case we can be sure that the conclusions drawn from the Lorentz starting-point will have much in common with later developments. Furthermore in Part II of the present chapter we shall give attention to a phenomenological treatment of the electrodynamics of ponderable bodies, which will be more closely analogous to the entirely macroscopic treatment which we were able to give to mechanics in the preceding chapter.

Several well-known conclusions that are customarily drawn directly from the Lorentz field equations may be mentioned before proceeding.

If we take the divergence of (39.4) and introduce (39.1) we at once obtain

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\operatorname{div}(\rho u)=0 \tag{39.5}
\end{equation*}
$$

since div curl H is of course cqual to zoro. This equation of continuity for the density of electric charge is an expression of the fact of the conservation of total charge.

Secondly, if we consider the field equations (39.1-4) for the case of free space with $\rho=0$, we can casily transform them with the help of equation (13) in Appendix II into the form
and

$$
\begin{align*}
& \frac{\partial^{2} \mathrm{E}}{\partial x^{2}}+\frac{\partial^{2} \mathrm{E}}{\partial y^{2}}+\frac{\partial^{2} \mathrm{E}}{\partial z^{2}}-\frac{1}{c^{2}} \frac{\partial^{2} \mathrm{E}}{\partial t^{2}}=0  \tag{39.6}\\
& \frac{\partial^{2} \mathrm{H}}{\partial x^{2}}+\frac{\partial^{2} \mathrm{H}}{\partial y^{2}}+\frac{\partial^{2} \mathrm{H}}{\partial z^{2}}-\frac{1}{c^{2}} \frac{\partial^{2} \mathrm{H}}{\partial t^{2}}=0 \tag{39.7}
\end{align*}
$$

which are the well-known wave equations for the propagation of electromagnetic disturbances in free space with the velocity $c$.

Finally, if we introduce the so-called scalar potential $\phi$ and vector
potential A with the help of the equations

$$
\begin{align*}
& \mathrm{E}=-\operatorname{grad} \phi-\frac{1}{c} \frac{\partial \mathrm{~A}}{\partial t}  \tag{39.8}\\
& \mathrm{H}=\operatorname{curl} \mathrm{A} \tag{39.9}
\end{align*}
$$

it can be shown that these new quantities can be taken so as to satisfy the differential equations
and

$$
\begin{align*}
\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}+\frac{\partial^{2} \phi}{\partial z^{2}}-\frac{1}{c^{2}} \frac{\partial^{2} \phi}{\partial t^{2}} & =-\rho  \tag{39.10}\\
\frac{\partial^{2} \mathrm{~A}}{\partial x^{2}}+\frac{\partial^{2} \mathrm{~A}}{\partial y^{2}}+\frac{\partial^{2} \mathrm{~A}}{\partial z^{2}}-\frac{1}{c^{2}} \frac{\partial^{2} \mathrm{~A}}{\partial t^{2}} & =-\rho \frac{\mathrm{u}}{c} \tag{39.11}
\end{align*}
$$

These then have the well-known solutions

$$
\begin{equation*}
\phi=\frac{1}{4 \pi} \int \frac{[p]}{r} d v \tag{39.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{A}=\frac{1}{4 \pi c} \int \frac{[\rho \mathrm{u}]}{r} d v, \tag{39.13}
\end{equation*}
$$

where the integration is to be carried out over the whole of space, $r$ is the distance from the point of interest to the element of volume $d v$, and the square brackets signify that the value of the quantity inside is to be taken at a time $r / c$ earlier than that of the instant of interest. These results taken with $(39.8,9)$ thus provide a complete solution for the field in terms of the distribution of charge and current.

## 40. The transformation equations for $\mathrm{E}, \mathrm{H}$, and $\rho$

The postulatory basis for electrodynamics provided by the field equations (39.1-4), which apply in the first instance to some particular set of coordinates, must now be extended in such a way as to include the essential ideas of the special theory of relativity. To do this we must require in accordance with the two postulates of relativity firstly that equations of exactly the same form as the above shall correctly describe electromagnetic phenomena in all sets of coordinates in uniform relative motion, secondly that the transformation equations for the kinematical quantities occurring in the above equations shall be those already provided by the Lorentz transformation, and thirdly that the equations for transforming the newly introduced electromagnetic quantities $E, H$, and $\rho$ from one set of coordinates to a second set, moving relative thereto, shall be entirely symmetrical with those for the reverse transformation except for the sign of the relative velocity between the two sets of coordinates.

Considering the transformation from an original set of coordinates $S$ to a second set $S^{\prime}$ moving relative thereto with the velocity $V$, taken for simplicity in the $x$-direction, the foregoing conditions can, as a matter of fact, all be satisfied by talzing the Lorentz transformation equations (8.1) for the coordinates $x, y, z$, and $t$, together with (10.1) for the components $u_{x}, u_{y}$, and $u_{x}$ of the velocity $u$, and by taking for the transformation of the electromagnetic quantities the equations proposed by Einstein

$$
\begin{align*}
& E_{x}=E_{x}^{\prime} \\
& E_{y}=\frac{E_{y}^{\prime}+\frac{V}{c} H_{z}^{\prime}}{\sqrt{\left(1-V^{2} / c^{2}\right)}}  \tag{40.1}\\
& E_{x}=\frac{E_{x}^{\prime}-\frac{V}{c} H_{y}^{\prime}}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \\
& H_{x}=H_{x}^{\prime} \\
& H_{y}=\frac{H_{y}^{\prime}-\frac{V}{c} E_{x}^{\prime}}{\sqrt{\left(1-V^{2} / c^{2}\right)}}  \tag{40.2}\\
& H_{z}=\frac{H_{z}^{\prime}+\frac{V}{c} E_{y}^{\prime}}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \\
& \rho=\frac{\rho^{\prime}\left(1+u_{x}^{\prime} V / c^{2}\right)}{\sqrt{\left(1-V^{2} / c^{2}\right)} .} \tag{40.3}
\end{align*}
$$

By substituting these transformation equations together with those for coordinates and velocities, the field equations (39.1-4) are indeed found by a somewhat lengthy calculation to be unchanged in form whon expressed in the primed instead of in the unprimed variables. Furthermore, on solving the above equations for the primed in terms of unprimed quantities, the equations for the roverse transformation are also found to be of the same form except for the sign of $V$. Hence these oquations do satisfy the requirements of relativity.

As a result of the combined appearance of components of $\mathrm{E}^{\prime}$ and $\mathrm{H}^{\prime}$ in tho transformation equations (40.1, 2) for both E and H , it is to be noted that the separation of an electromagnetic field into electric and magnetic portions is dependent on the state of motion of the set of coordinates which is being used. A field which would be regarded
electrostatic in system $S^{\prime}$ would have magnetic components is.
aould also be noted that the transformation equation for electric density (40.3) is such as to make total electric charge an invariant, since by the introduction of (11.1) this equation can be rewritten in the form

$$
\begin{equation*}
\frac{\rho}{\rho^{\prime}}=\frac{\sqrt{ }\left(1-u^{\prime 2} / c^{2}\right)}{\sqrt{\left(1-u^{2} / c^{2}\right)}} . \tag{40.4}
\end{equation*}
$$

This shows that the measurements of electric density in the two systems are inversely proportional to the factors which determine the Lorentz oontraction, and hence that the measurements of a total charge $e$ will agree giving us

$$
\begin{equation*}
e=e^{\prime} . \tag{40.5}
\end{equation*}
$$

This is in accordance with the idea that electric charge is essentially a quantity having disorete magnitude to be determined by counting numbers of electrons and protons, and hence necessarily invariant for different observers. Conversely, of course, this invariance could be used to establish (40.3).

## 41. The force on a moving charge

In addition to the four field equations, the Lorentz electromagnetic theory as originally developed contained as part of its postulatory basis a fifth equation for the force acting on a moving charge of electricity. It is, however, a gratifying result of the present method of development that this fifth fundamental equation can be derived with the help of the transformation equations for force obtained from the mechanics of a particle, and hence does not have to be taken as a separate axiom. $\dagger$

Consider a charge e moving with respect to system $S$ with any given velocity $V$, and for simplicity choose the direction of axes in $S$ in such a way that the motion is in the $x$-direction, giving us

$$
\begin{equation*}
u_{x}=V \quad u_{y}=0 \quad u_{z}=0 \tag{41.1}
\end{equation*}
$$

To calculate the force in system $S$ acting on this moving charge, let us now first consider the force acting on it in a second system of coordinates $S^{\prime}$, which is itself moving relative to $S$ with the same velocity $V$ as the charge $e$. Since the charge is at rest in this new system $S^{\prime \prime}$ the force acting on it in these coordinates will be immediately given as the product of charge by electric field strength,
owing to the definition of this quantity as the force acting on unit stationary charge, so that we can write at once

$$
\begin{align*}
F_{x}^{\prime} & =e^{\prime} E_{x}^{\prime} \\
F_{y}^{\prime \prime} & =e^{\prime} E_{y}^{\prime}  \tag{41.2}\\
F_{s}^{\prime} & =e^{\prime} E_{s}^{\prime} .
\end{align*}
$$

Introducing the transformation equations for force (25.3), for the invariance of electric charge (40.5), and for the components of electric field strength (40.1) and noting the values for $u_{x}, u_{y}$, and $u_{z}$ given by (41.1) we then immediately obtain

$$
\begin{align*}
& F_{x}=e E_{x} \\
& F_{y}=e\left(E_{y}-\frac{u_{x} H_{z}}{c}\right)  \tag{41.3}\\
& F_{z}=e\left(E_{z}+\frac{u_{x} H_{y}}{c}\right)
\end{align*}
$$

Removing now the specialization involved in choosing the $x$-axis parallel to the motion, we can then write in general for the force acting on a charge $e$ moving with the velocity $u$ the vector expression

$$
\begin{equation*}
\mathbf{F}=e\left(\mathbf{E}+\frac{1}{c}[\mathbf{u} \times \mathbf{H}]\right) \tag{41.4}
\end{equation*}
$$

or for the force per unit charge

$$
\begin{equation*}
\mathrm{F}=\mathrm{E}+\frac{\mathrm{l}}{\mathrm{c}}[\mathrm{u} \times \mathrm{H}], \tag{41.5}
\end{equation*}
$$

which is the desired fifth fundamental equation of the MaxwellLorentz theory of electromagnetism.
42. The energy and momentum of the electromagnetic field

With the help of the above equation and the four field equations, expressions can be obtained by well-known methods for the energy and momentum resident in an electromagnetic field. The results are so important for the theory of relativity as to warrant the presentation of the calculations by which they are obtained.

In accordance with equation (41.5) the component of force acting on a moving charge due to the magnetic field lies at right angles to the direction of motion. It hence does no work on the charge, and we can write, for the total rate at which the electromagnetic field is doing work on the charged material inside a given boundary, the expression

$$
\begin{equation*}
d W / d t=\int(\rho \mathbf{u} \cdot \mathbf{E}) d v \tag{4.2.1}
\end{equation*}
$$ where $\rho$ is the density of electric charge, and we shall regard the integration as taken over a definite fixed volume in space.

This result can be changed, however, for our present purposes with the help of the field equations, by substituting for $\rho$ u the value given by (39.4), and by adding to the integrand a quantity which is evidently zero in accordance with (39.3). We can then rewrite (42.1) in the form

$$
\frac{d W}{d t}=-\int \frac{\partial}{\partial t}\left(\frac{E^{2}+H^{2}}{2}\right) d v-c \int(\mathrm{H} \cdot \operatorname{curl} \mathrm{E}-\mathrm{E} \cdot \operatorname{curl} \mathbf{H}) d v,(42.2)
$$

and by well-known relations of vector analysis (equation 17, Appendix II) this can be rewritten in the form

$$
\begin{equation*}
\frac{d W}{d t}=-\int \frac{\partial}{\partial t}\left(\frac{B^{2}+H^{2}}{2}\right) d v-c \int[\mathrm{E} \times \mathrm{H}]_{n} d \sigma \tag{42.3}
\end{equation*}
$$

where the last term is integrated over the surface surrounding the volume under consideration and the subscript $n$ denotes the outward normal component of the vector in question.

This last equation has a simple interpretation if we include the idea of the conservation of energy as part of our postulatory basis. We must then regard the rate at which work is being done on the material within the boundary as equal to the rate at which energy is being abstracted from the electromagnetic field. The first term on the right-hand side of (42.3) can hence be interpreted as the rate of change in the energy of the electromagnetic field lying inside the volume under consideration, and the second term can be interpreted as the rate of flow of electromagnetic energy across the boundary of that volume. For the density of electromagnetic energy we can then evidently take the well-known expression

$$
\begin{equation*}
\rho=\frac{E^{2}+H^{2}}{2} \tag{42.4}
\end{equation*}
$$

and for the density of energy flow, or Poynting vector,

$$
\begin{equation*}
\mathrm{s}=c[\mathrm{E} \times \mathrm{H}] . \tag{42.5}
\end{equation*}
$$

Or, making use of the relations between mass, energy, and momentum discussed in § 27 , we can write for the density of electromagnetic mass

$$
\begin{equation*}
\rho=\frac{1}{c^{2}} \frac{E^{2}+H^{2}}{2} \tag{42.6}
\end{equation*}
$$

and for the density of momentum

$$
\begin{equation*}
\mathbf{g}=\frac{\mathbf{l}}{c}[\mathbf{E} \times \mathbf{H}] . \tag{42.7}
\end{equation*}
$$

## 43. The electromagnetic stresses

With the help of our fundamental equations we can in addition obtain the known expressions of Maxwell for the stresses in the field, which will also be important for the theory of relativity. To do this we consider the effect of the electromagnetic field in changing the momentum of electrically charged matter instead of its energy as was done in the last section.

In accordance with equation (41.5) we can write for the rate at which the electromagnetic field is changing the momentum of the charged matcrial inside a given boundary, the expression

$$
\begin{equation*}
\frac{d \mathrm{G}}{d t}=\int \rho\left(\mathrm{E}+\frac{\mathrm{l}}{c}[\mathrm{u} \times \mathrm{H}]\right) d v \tag{43.1}
\end{equation*}
$$

where we shall again regard the integration as taken over a definite fixed volume in space. And substituting for $\rho$ and $\rho u / c$ the values given by the field equations (39.1) and (39.4), this can be rewritten as

$$
\begin{aligned}
\frac{d \mathrm{G}}{d t} & =\int\left(\mathrm{E} \operatorname{div} \mathrm{E}+(\operatorname{curl} \mathrm{H}) \times \mathrm{H}-\frac{1}{c} \frac{\partial \mathrm{E}}{\partial t} \times \mathrm{H}\right) d v \\
& =\int\left(\mathrm{E} \operatorname{div} \mathrm{E}+(\operatorname{curl} \mathrm{H}) \times \mathrm{H}+\frac{1}{c} \mathrm{E} \times \frac{\partial \mathrm{H}}{\partial t}-\frac{1}{c} \frac{\partial}{\partial t}[\mathrm{E} \times \mathrm{H}]\right) d v
\end{aligned}
$$

which by (39.3) and (42.7) becomes

$$
\begin{equation*}
\frac{d \mathrm{G}}{d l}=\int\left(\mathrm{E} d i v \mathrm{E}+(\operatorname{curl} \mathrm{H}) \times \mathrm{H}+(\operatorname{curl} \mathrm{E}) \times \mathrm{E}-\frac{\partial \mathrm{g}}{\partial t}\right) d v \tag{43.2}
\end{equation*}
$$

where $g$ is the density of electromagnetic momentum in the field. Or considering for specificity the component of momentum in the $x$-direction, and writing out in detail the values for the $x$-components of the vectors involved, this will give us after a somewhat long but straightforward transformation

$$
\begin{array}{r}
d\left(I_{x}^{\prime}-\int\left[\frac{1}{d} \frac{\partial}{\partial x}\left(E_{x}^{2}-E_{y}^{2}-H_{z}^{2}+H_{x}^{2}-H_{y}^{2}-H_{z}^{2}\right)+\frac{\partial}{\partial y}\left(E_{x} E_{y}+H_{x} H_{y}\right)+\right.\right. \\
\left.+\frac{\partial}{\partial z}\left(E_{x} E_{z}+H_{x} H_{z}\right)-\frac{\partial g_{x}}{\partial t}\right] d v \tag{43.3}
\end{array}
$$

This result has a simple interprotation, however, if we now define the stresses in the field as given in general by the symmetrical expressions

$$
\begin{align*}
& p_{i i}=-\frac{1}{2}\left(E_{i}^{u}-D_{j}^{2}-L_{i}^{2}+H_{i}^{2}-H_{j}^{2}-H_{k}^{2}\right) \\
& p_{i j}=-\left(E_{i} E_{j}+H_{i} H_{j}\right) \tag{43.4}
\end{align*}
$$

which will permit us to rewrite (43.3) in the general form

$$
\begin{equation*}
\frac{d G_{i}}{d t}+\int \frac{\partial g_{i}}{\partial t} d v=-\iiint\left(\frac{\partial p_{i x}}{\partial x}+\frac{\partial p_{i y}}{\partial y}+\frac{\partial p_{i z}}{\partial z}\right) d x d y d z \tag{43.5}
\end{equation*}
$$

or, by performing a part of the integration, in the form

$$
\begin{align*}
\frac{d G_{i}}{d t} & +\int \frac{\partial g_{i}}{\partial t} d v \\
& =-\iint\left|p_{i x}\right|_{x}^{x^{\prime}} d y d z-\iint\left|p_{i y}\right|_{y}^{y^{\prime}} d x d z-\iint\left|p_{i x}\right|_{z}^{z^{\prime}} d x d y \tag{43.6}
\end{align*}
$$

where the limits of integration are denoted by $x, x^{\prime}$, etc. These equations show that the change in the total momentum, mechanical plus that of the electromagnetic field, inside the boundary may be caloulated from the electromagnetic stresses at the surface as defined by (43.4). Furthermore the appropriateness of the name electromagnetic stresses for the quantities $p_{i j}$ is now evident from the form of these equations.
44. Transformation equations for electromagnetic densities and stresses
We have thus obtained expressions in the last two sections for quantities which may be fittingly regarded as the density of electromagnetic mass, density of electromagnetic momentum, and the components of electromagnetic stress. And since these quantities are all defined with the help of equations (42.6), (42.7), and (43.4) in terms of the electromagnetic field strengths E and H , we can evidently obtain transformation equations from one set of coordinates to another with the help of the transformations (40.1) and (40.2) for the components of these two vectors. The calculations for doing this are somewhat tedious but perfectly straightforward. We obtain for the transformation from a set of coordinates $S$ to a new set $S^{\prime \prime}$ moving with the relative velocity $V$ parallel to the $x$-axis the expressions

$$
\begin{align*}
\rho & =\frac{\rho^{\prime}+p_{x x}^{\prime} V^{2} / c^{4}+2 g_{x}^{\prime} V / c^{2}}{1-V^{2} / c^{2}}  \tag{44.1}\\
g_{x} & =\frac{\left(c^{2} \rho^{\prime}+p_{x x}^{\prime}\right) V / c^{2}+\left(1+V^{2} / c^{2}\right) g_{x}^{\prime}}{1-V^{2} / c^{2}}  \tag{44.2}\\
p_{x x} & =\frac{p_{x x}^{\prime}+\rho^{\prime} V^{2}+2 g_{x}^{\prime} V}{1-V^{2} / c^{2}} \\
p_{x y} & =\frac{p_{x y}^{\prime}+g_{y}^{\prime} V}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \tag{44.3}
\end{align*}
$$

and the transformation equations for the remaining oomponents can be obtained from the above on account of the symmetry in $y$ and $z$ and of $p_{i j}$.

It should be specially noted that these equations reduce to the same form as equations (36.3-5) for the analogous mechanical quantities if the new set of coordinates $S^{\prime}$ are specially chosen with a velocity $V=u$ and the components of momentum $g_{x}^{\prime}, g_{y}^{\prime}$, and $g_{s}^{\prime}$ are set equal to zero, as was the case for the proper coordinates used in the mechanical case, and can be shown to be of exactly the same form as the mechanical equations for the more general transformation here considered.
45. Combined result of mechanical and electromagnetic actions
In the preceding chapter we obtained in § 38 expressions for the effect of mechanical actions in changing the mass (or energy) and momentum inside a given fixed spatial volume, and in the present chapter have obtained in $\$ \$ 42,43$ analogous expressions for the effect of electromagnetic actions in changing these same quantities. We may now consider the comparison and combination of the two kinds of effects. In doing so we shall distinguish between mechanical and electromagnetic quantities with the help of brackets carrying the subscripts (me) and (em) rospectively, and for brevity we shall let the double occurrence of a subscript ( $j$ ) in a given term denote as proviously a summation over the three spatial coordinates $x, y$, and $z$.

We can then write in accordance with equations (38.1) and (38.3) as expressions for the effeets of mechanical action on the mass and momentum in a given spatial volume

$$
\begin{equation*}
\int \frac{\partial}{\partial t}[\rho]_{m e} d v=-\int \frac{\partial}{\partial x_{j}}\left[g_{j}\right]_{m e} d v \tag{45.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int \frac{\partial}{\partial t}\left[g_{i}\right]_{m e} d v=-\int \frac{\partial}{\partial x_{j}}\left[p_{i j}\right]_{m e} d v . \tag{45.2}
\end{equation*}
$$

On the other hand, noting that the rate at which work is being done on matter is $c^{2}$ times the rate at which its mass is being increased, we can write with the help of the equations given in $\S \S 42,43$ as expressions for the effects of electromagnetic action again on the mechanical
mass and momentum in a given spatial volume

$$
\begin{equation*}
\int \frac{\partial}{\partial t}[\rho]_{m \Delta} d v=-\int\left\{\frac{\partial}{\partial t}[\rho]_{e m}+\frac{\partial}{\partial x_{j}}\left[g_{i}\right]_{c m}\right\} d v \tag{45.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\int \frac{\partial}{\partial t}\left[g_{i}\right]_{m e} d v=-\int\left\{\frac{\partial}{\partial t}\left[g_{i}\right]_{c m}+\frac{\partial}{\partial x_{j}}\left[p_{i j}\right]_{e m}\right\} d v \tag{45.4}
\end{equation*}
$$

Since in general there will be a simultaneous mechanical and electromagnetic action on mass and momentum, we are now tempted to combine these equations by addition to obtain the total rate of change of these quantities. Before doing this, however, we must emphasize the very different character of the considerations by which we were led to the mechanical and to the electromagnetic equations.

The mechanical equations were obtained from a macroscopic phenomenological point of view. The quantities $\rho, \mathrm{g}$, and $p_{i j}$ occurring in them are all macroscopic in character and are defined with the help of equations (36.3-5) in terms of macroscopic quantities which could be directly measured by a local observer moving with the material under consideration. Furthermore, the theoretical treatment for obtaining the equations of mechanics included no microscopic considerations, but depended on natural, although perhaps not always inevitable, extensions of conclusions drawn from actual macroscopic experiments on the conservation of mass and momentum, on the postulates of relativity and on the phenomenological behaviour of elastic bodies when at rest. Hence we can expect the treatment to be relatively unaffected by the development of quantum mechanics.

On the other hand, our development of electromagnetic theory has so far been based on the microscopic point of view adopted in the classical electron theory of Lorentz. The quantities $[\rho]_{m e},[\rho]_{c m}$, $[g]_{e m}$, and $\left[p_{i j}\right]_{e m}$ occurring in $(45.3,4)$ are microscopic in character and are regarded as referring to an exact point in space and instant in time even under conditions when no conceptual experiment can be devised for determining their values. Hence we must expect the treatment that we have given to be altered by the development of a satisfactory quantum electrodynamics, although many of the results when applied to macroscopic phenomena will certainly be unchanged.

The macroscopic character of the quantities in $(45.1,2)$ and the microscopio character of those in $(45.3,4)$ makes the immediate addition of the two kinds of action on mechanical density and
momentum logically unsound. If, however, we assume that a correct process of averaging to obtain macroscopic instead of microscopic densities would leave the electromagnetic equations $(45.3,4)$ unaltered in form, we should then feel justified in adding the two kinds of action. With some change in order we should thus obtain

$$
\begin{equation*}
\int\left\{\frac{\partial}{\partial t}[\rho]_{m e}+\frac{\partial}{\partial t}[\rho]_{e m}+\frac{\partial}{\partial x_{j}}\left[g_{j}\right]_{m e}+\frac{\partial}{\partial x_{j}}\left[g_{j}\right]_{e m}\right\} d v=0 \tag{45.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\int\left\{\frac{\partial}{\partial t}\left[g_{i}\right]_{m e}+\frac{\partial}{\partial t}\left[g_{i}\right]_{e m}+\frac{\partial}{\partial x_{j}}\left[p_{i j}\right]_{m e}+\frac{\partial}{\partial x_{j}}\left[p_{i j}\right]_{e m}\right\} d v=0 \tag{45.6}
\end{equation*}
$$

Or, combining mechanical and electromagnetic quantities which are of the same nature, and changing to the differential form, we could write

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\frac{\partial g_{j}}{\partial x_{j}}=0 \tag{45.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial g_{i}}{\partial t}+\frac{\partial p_{i j}}{\partial x_{j}}=0 \tag{45.8}
\end{equation*}
$$

for the dependence of the total densities of mass and momentum on the time. These expressions are of exactly the same form as our original equations of continuity and motion $(36.6,7)$ for the purely mechanical case.

## 46. Four-dimensional expression of the electron theory

(a) The field equations. The field equations (39.1-4) on which the electron theory is based can readily be expressed in the four-dimensional language which we have previously used for the space-time continuum. This is often very advantageous.

To obtain such an expression we shall again make use of the Galilean coordinates originally given by (20.2)

$$
\begin{equation*}
x^{1}=x \quad x^{2}=y \quad x^{3}=z \quad x^{4}=c t \tag{46.1}
\end{equation*}
$$

corresponding to the simple formula for interval

$$
\begin{equation*}
d s^{2}=-\left(d x^{1}\right)^{2}-\left(d x^{2}\right)^{2}-\left(d x^{3}\right)^{2}+\left(d x^{4}\right)^{2} \tag{46.2}
\end{equation*}
$$

which is always possible in the flat space-time of special relativity, and shall introduce two vectors on which the analysis will be made to depend.

The first of these is the so-called current vector $J^{\mu}$, which can be defined in general for any system of coordinates by the expression

$$
\begin{equation*}
J^{\mu}=\rho_{0} d x^{\mu} / d s, \tag{40.3}
\end{equation*}
$$ where $\rho_{0}$ is the proper density of electric charge at the point of interest as measured by a local observer and $d x^{\mu} / d s$ is its generalized velocity. In the special coordinates (46.1), the components of the current vector evidently become

$$
\begin{align*}
J^{\mu} & =\left(\begin{array}{lll}
\rho_{0} \frac{d x^{1}}{d s}, \quad \rho_{0} \frac{d x^{2}}{d s}, \quad \rho_{0} \frac{d x^{8}}{d s}, \quad \rho_{0} \frac{d x^{4}}{d s}
\end{array}\right) \\
& =\left(\begin{array}{lll}
\rho_{0} \frac{d x^{4}}{d s} \frac{d x^{1}}{d x^{4}}, \quad \rho_{0} \frac{d x^{4}}{d s} \frac{d x^{2}}{d x^{4}}, \quad \rho_{0} \frac{d x^{4}}{d s} \frac{d x^{3}}{d x^{4}}, \quad \rho_{0} \frac{d x^{4}}{d s}
\end{array}\right) \\
& =\left(\begin{array}{lll}
\rho \frac{u_{x}}{c}, & \rho \frac{u_{y}}{c}, & \rho \frac{u_{g}}{c},
\end{array}\right), \tag{46.4}
\end{align*}
$$

since

$$
\begin{equation*}
d s / d x^{4}=\sqrt{ }\left(1-u^{2} / c^{2}\right) \tag{46.5}
\end{equation*}
$$

is the factor for the Lorentz contraction of the moving charge.
The second vector to be introduced is the so-called generalized potential $\phi^{\mu}$, which can be defined by taking its components in the coordinates (46.1) as given by

$$
\begin{equation*}
\phi^{\mu}=\left(A_{x}, A_{y}, A_{z}, \phi\right) \tag{46.6}
\end{equation*}
$$

in terms of the ordinary vector potential $A$ and scalar potential $\phi$ previously introduced by equations (39.8-11). By applying the Lorentz transformation to the components of this vector as given by (39.12, 13), it can be shown that $\phi^{\mu}$ will depend on $A$ and $\phi$ in the way given in all systems of coordinates of the type (46.1).

With the help of the covariant associate $\phi_{\mu}$ of this generalized potential we may also define the so-called electromagnetic tensor $F_{\mu \nu}$ by the tensor equation

$$
\begin{equation*}
F_{\mu \nu}=\frac{\partial \phi_{\mu}}{\partial x^{\nu}}-\frac{\partial \phi_{\nu}}{\partial x^{\mu}} . \tag{46.7}
\end{equation*}
$$

In the special coordinates (46.1), the covariant expression for the potential will have, in accordance with (20.7) the components

$$
\begin{equation*}
\phi_{\mu}=\left(-A_{x},-A_{y},-A_{x}, \phi\right) \tag{46.8}
\end{equation*}
$$

and the components of $F_{\mu \nu}$ in terms, of the electric and magnetic field strengths E and H are easily calculated from ( $39.8,9$ ) and found to have the values

$$
\begin{array}{ccccc}
F_{\mu \nu}= & 0 & H_{z} & -H_{y} & E_{x}  \tag{46.9}\\
\square & -H_{z} & 0 & H_{x} & E_{y} \\
\square & H_{v} & -H_{x} & 0 & E_{z} \\
\boldsymbol{y} & & -E_{x} & -E_{y} & -E_{z} \\
\hline
\end{array}
$$

while in accordance with (20.8) its contravariant associate has the components

$$
\begin{gather*}
F^{\mu \nu}=  \tag{46.10}\\
\square \\
\vdots \\
\mu
\end{gather*} \begin{array}{ccccc}
0 & H_{z} & -H_{y} & -E_{x} \\
& H_{z} & 0 & H_{x} & -E_{y} \\
H_{y} & -H_{x} & 0 & -E_{z} \\
E_{x} & E_{y} & E_{z} & 0 .
\end{array}
$$

With the help of the quantities which we have thus defined, the content of the Lorentz field equations can now be expressed in very simple form by the two equations
and

$$
\begin{gather*}
\frac{\partial F_{\mu \nu}}{\partial x^{\sigma}}+\frac{\partial F_{\nu \sigma}}{\partial x^{\mu}}+\frac{\partial F_{\sigma \mu}}{\partial x^{\nu}}=0  \tag{46.11}\\
\partial F^{\mu \nu} / \partial x^{\nu}=J^{\mu} . \tag{46.12}
\end{gather*}
$$

The first of these equations is easily seen from the definition of $F_{\mu \nu}$ given by (46.7) to be an identity. It is a tensor equation true in all systems of coordinates if true in one [see equation (41), Appendix III]. The second equation must be regarded as an independent postulate and, since $\partial F^{\mu \nu} / \partial x^{\nu}$ is the form assumed in our present simple coordinates by the contracted covariant derivative of $F^{\mu \nu}$, may also be regarded as expressing a tensor relation.

Assigning to $\mu, \nu$, and $\sigma$ the different values 1, 2, 3, 4, and introducing the components of $J^{\mu}, F_{\mu \nu}$, and $F^{\mu \nu}$ which are given above by (46.4, 9,10 ), it is readily shown that the first of these equations (46.11) is equivalent to the set of equations

$$
\begin{equation*}
\frac{\partial H_{x}}{\partial x}+\frac{\partial H_{y}}{\partial y}+\frac{\partial H_{z}}{\partial z}=0 \tag{46.13}
\end{equation*}
$$

and

$$
\begin{align*}
& \frac{\partial{W_{z}}_{\partial y}^{\partial y}-\frac{\partial W_{y}}{\partial z}=-\frac{1}{c} \frac{\partial H_{x}}{\partial t}}{\frac{\partial W_{x}}{\partial z}-\frac{\partial W_{z}}{\partial x}=-\frac{1}{c} \frac{\partial H_{y}}{\partial t},} \\
& \frac{\partial E_{y}}{\partial x}-\frac{\partial E_{x}}{\partial y}=-\frac{1}{c} \frac{\partial F_{z}}{\partial t} \tag{46.14}
\end{align*}
$$

while the second equation (46.12) is equivalent to

$$
\begin{equation*}
\frac{\partial E_{x}}{\partial x}+\frac{\partial E_{y}}{\partial y}+\frac{\partial E_{z}}{\partial z}=\rho \tag{46.15}
\end{equation*}
$$

and

$$
\begin{align*}
& \frac{\partial H_{y}}{\partial y}-\frac{\partial H_{y}}{\partial z}=\frac{1}{c} \frac{\partial H_{x}}{\partial t}+\rho \frac{u_{x}}{c} \\
& \frac{\partial H_{x}}{\partial x}-\frac{\partial H_{z}}{\partial x}=\frac{1}{c} \frac{\partial E_{y}}{\partial t}+\rho \frac{u_{y}}{c},  \tag{46.16}\\
& \frac{\partial H_{y}}{\partial x}-\frac{\partial H_{x}}{\partial y}=\frac{1}{c} \frac{\partial H_{z}}{\partial t}+\rho \frac{u_{z}}{c} .
\end{align*}
$$

These equations are, however-in scalar form-the four field equations (39.1-4) on which the Lorentz electron theory is founded. The two equations $(46.11,12)$ thus furnish an extremely satisfactory start-ing-point for electromagnetic investigations.
(b) Four-dimensional expression of force on moving charge. In addition to this possibility of expressing the Lorentz field equations in four-dimensional language, it should also be noted that the expression for force (41.4), given by the fifth fundamental equation of the Lorentz theory, also has the correct four-dimensional character. This is most easily made evident by considering the possibility of constructing a contravariant vector $F^{\mu}$ with components which are related to the ordinary components of force and rate of energy change in accordance with the scheme

$$
F^{\mu}=\left(\begin{array}{cc}
\frac{F_{x}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}, & \frac{F_{y}}{\sqrt{\left(1-u^{2} / c^{2}\right)}},  \tag{46.17}\\
\sqrt{\left(1-u^{2} / c^{2}\right)} & \frac{1}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{d E}{c d t}
\end{array}\right)
$$

As a matter of fact, substituting from the fifth fundamental equation (41.4), the values for the components of force $F_{x}, F_{y}$, and $F_{z}$ acting on a charge $e$ moving with the velocity $u$, and for $d E / d t$ the work done by them, it is easily found with the help of our transformation equations ( $40.1,2$ ) and (40.5), that the quantities given by (46.17) do transform as the components of a contravariant vector. In accordance with our previous discussion of equation (28.12) this agrees, however, with a necessary property of forces of any origin.

Furthermore, substituting these values for the components of $F^{\mu}$ into our previous equation (28.10) for the force acting on a moving particle

$$
\begin{equation*}
F^{\mu}=c^{2} \frac{d}{d s}\left(m_{0} \frac{d x^{\mu}}{d s}\right) \tag{46.18}
\end{equation*}
$$

we can readily obtain the expected results
and

$$
\begin{gather*}
\frac{d}{d t}\left(\frac{m_{0} u}{\sqrt{\left(1-u^{2} / c^{2}\right)}}\right)=e\left(\mathrm{E}+\frac{1}{c}[u \times \mathrm{H}]\right) \\
\frac{d}{d t}\left(\frac{m_{0} c^{2}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}\right)=e(\mathrm{E} \cdot u) \tag{46.19}
\end{gather*}
$$

(c) Four-dimensional expression of electromagnetic energy-momentum tensor. Finally, it should be noted that we can evidently construct from the electromagnetic stresses $p_{i j}$ and the densities of electromagnetic mass $\rho$ and of momentum $g_{i}$, an electromagnetic energy-momentum tensor $\left[T^{\mu \nu}\right]_{e m}$ entirely similar in form to our previous mechanical tensor $\left[T^{\mu \nu}\right]_{m e}$, since the transformation equations (44.1-3) for the electromagnetic quantities are of exactly the same form as those for the corresponding mechanical quantities. This electromagnetic energy momentum tensor will then have the form

$$
\begin{array}{r}
\left.\left[T^{\mu \nu}\right]_{e m}=\begin{array}{cccc} 
& p_{x x} & p_{x y} & p_{x z}
\end{array}\right][\mathrm{E} \times \mathrm{H}]_{x} \\
p_{y x}  \tag{46.20}\\
p_{y y}
\end{array} p_{y z} \quad[\mathrm{E} \times \mathrm{H}]_{y},
$$

where the Maxwell stresses have the values previously given by the formulae

$$
\begin{align*}
p_{i i} & =-\frac{1}{i}\left(E_{i}^{2}-E_{j}^{2}-E_{k}^{2}+H_{i}^{2}-H_{j}^{2}-H_{k}^{2}\right),  \tag{46.21}\\
p_{i j} & =-\left(E_{i} E_{j}+H_{i} H_{j}\right) .
\end{align*}
$$

And if we permit the possibility discussed in § 45 of combining the corresponding mechanical and electrical quantities, it is evident that the equations of motion and continuity $(45.7,8)$ for a combined mechanical and electrical system could then be expressed by the four-dimensional equation

$$
\begin{equation*}
\frac{\partial T^{\mu \nu}}{\partial x^{\nu}}=\frac{\partial}{\partial x^{\mu}}\left\{\left[T^{\mu \nu}\right]_{m e}+\left[T^{\mu \nu}\right]_{e m}\right\}=0 . \tag{46.22}
\end{equation*}
$$

47. Applications of the electron theory

The foregoing completes the discussion of the relations between special relativity and electrodynamics from the point of view of the electron theory, in so far as will be necessary for our further work. The treatment shows that the Lorentz electron theory can be taken over into special relativity with almost no alteration, beyond the very agreeable one that the fundamental equations can now be taken as valid with respect to all sets of axes in uniform motion, and not merely with respect to axes at rest in a suppositious ether. This makes it possible to continue to use most previous applications of the Lorentz theory, in so far as they are not modified by quantum theory, and we shall not give special consideration to them here.

One of the most important applications of the Lorentz theory lies in the possibility of deriving Maxwell's electromagnetic field equations for ponderable matter from a consideration of the average behaviour of the electrons which such matter may be assumed to contain. The essential point of the treatment consists in relating the 'macroscopic' quantities E, D, H, B, J, and $\rho$ of the Maxwell theory to the appropriate averages which can be obtained from the 'microscopio' quantities $E, H, u$, and $\rho$ of the electron theory, and then showing that the 'macroscopic' quantities do satisfy Maxwell's equations for matter. This was successfully carried out by Lorentz himself for the case considered by Maxwell of matter at rest, while for the case of matter in motion treatments agreeing with the special theory of relativity have been given by Born $\dagger$ and by Dällenbach. $\ddagger$

For the purposes of this book, however, we shall omit any detailed consideration of this possibility of basing the electromagnetic equations for ponderable matter on those of the electron theory, and shall now turn to Part II of the present chapter in which these equations are treated from a more strictly phenomenological point of view. Such a treatment will be more in keeping with that which we were able to give to the mechanics of ponderable matter, and will avoid the uncertainties which still obscure the applications of relativity in the microscopic field of quantum mechanics and quantum electrodynamics.

[^17]
## IV

## SPECIAL RELATIVITY AND ELECTRODYNAMICS (contd.)

Part II. MACROSCOPIC THEORY

## 48. The field equations for stationary matter

In order to treat the gross electromagnetio behaviour of ponderable matter we shall follow the method of Minkowski, $\dagger$ by first assuming in accordance with available experimental information that the behaviour in the case of stationary matter is correctly described by Maxwell's theory, and then drawing conclusions as to the behaviour of moving matter with the help of the theory of relativity. Since the results of any electromagnetic experiment made on stationary matter should be describable in terms of the spatial and temporal behaviour of identifiable objects, and the special theory of relativity has provided a unique method for translating the description of such behaviour to a new system of coordinates in which the matter would have any desired uniform velocity, the proposed method of attack should lead unambiguously to an electromagnetic theory applicable to any body in a state of uniform motion. In addition we shall find that the theory we obtain would also be rigorously applicable to a system of bodies with different uniform velocitios provided they are separated by free space. For more complicated kinds of motion the theory is presumably at least a first approximation.
In accordance with Maxwell's theory, the field equations for stationary matter connecting the electric field strength E , electric displacement D , magnetic field strength H , and magnetio induction B, with the densities of charge $\rho$ and conduction current J are given by the vector expressions

$$
\begin{align*}
\operatorname{div}^{0} \mathrm{D}^{0} & =\rho^{0}  \tag{48.1}\\
\operatorname{div}^{0} \mathrm{~B}^{0} & =0  \tag{48.2}\\
\operatorname{curl}^{0} \mathrm{E}^{0} & =-\frac{1}{c} \frac{\partial \mathrm{~B}^{0}}{\partial t^{0}}  \tag{48.3}\\
\operatorname{curl} \mathrm{l}^{0} \mathrm{H}^{0} & =\frac{1}{c}\left(\frac{\partial \mathrm{D}^{0}}{\partial t^{0}}+\mathrm{J}^{0}\right), \tag{48.4}
\end{align*}
$$

where we have attached the superscript ${ }^{0}$ to the quantities involved in order to indicate that they are measured with respect to a proper system of coordinates $S^{0}$ in which the matter is at rest.

The quantities occurring in these equations are to be regarded as macroscopically determinable. Thus $\mathrm{E}^{0}, \mathrm{D}^{0}, \mathrm{H}^{0}$, and $\mathrm{B}^{0}$ are the forces per unit of electric charge and per unit of magnetic pole strength as they would be determined by considering the limit approached in ideal but nevertheless conceivable macroscopic experiments to be carried out with obtainable test charges and poles inserted at the point of interest into prescribed longitudinal or transverse crevasses cut in the matter, and $\rho^{0}$ and $\mathrm{J}^{0}$ are to be regarded as the macroscopic densities of charge and current for volume elements that can be treated as infinitesimals although large compared with intermolecular distances. Hence in so far as we restrict ourselves to problems which do not involve too small intervals of space or time our present treatment will be unaffected by the quantum-mechanical considerations which should be introduced into a correct microscopic treatment.

## 49. The constitutive equations for stationary matter

The above field equations are not sufficient in number to give a complete determination of electromagnetic phenomena but must be supplemented by further relations connecting the quantities enoployed with the constitution of the material involved. In order not to introduce too great complication, we shall take these further relations as given by the familiar simple equations of Maxwell

$$
\begin{equation*}
\mathrm{D}^{0}=\epsilon \mathrm{E}^{0} \quad \mathrm{~B}^{0}=\mu \mathrm{H}^{0} \quad \mathrm{~J}^{0}=\sigma \mathrm{E}^{0}, \tag{49.1}
\end{equation*}
$$

where the dielectric constant $\epsilon$, the magnetic permeability $\mu$, and the electrical conductivity $\sigma$ are to be regarded as known functions of the position and time.

Although the field equations (48.1-4) are regarded as holding in general for inhomogeneous and anisotropic bodies, the further results which depend on these particular constitutive equations will be limited to isotropic matter in the absence of so-called impressed electrical forces of an extraneous-for example thermal or chemicalnature.

## 50. The field equations in four-dimensional language

In our previous applications of the special theory of relativity to mechanics and to electron theory, we have first developed the treatment in terms of the coordinates ( $x, y, z$ ) and ( $t$ ) corresponding to
three-dimensional space and a separate one-dimensional time, and then followed this by a translation or parallel treatment in terms of the coordinates ( $x^{1}, x^{2}, x^{3}, x^{4}$ ) corresponding to a four-dimensional space-time continuum. The simplicity and appropriateness of the four-dimensional method has thereby been made evident. In our present application to the complicated electrodynamics of ponderable matter, we shall from the start take advantage of this powerful method, by first formulating the fundamental equations in fourdimensional language, and then translating results back into the older language when desirable.

To carry this out we now return to our earlier space-time coordinates (20.2)

$$
\begin{equation*}
x^{1}=x \quad x^{2}=y \quad x^{3}=z \quad x^{4}=c t, \tag{50.1}
\end{equation*}
$$

corresponding to the simple form (20.1) for the element of interval

$$
\begin{equation*}
d s^{2}=-\left(d x^{1}\right)^{2}-\left(d x^{2}\right)^{2}-\left(d x^{3}\right)^{2}+\left(d x^{4}\right)^{2} \tag{50.2}
\end{equation*}
$$

and introduce for treating the electrodynamics of ponderable matter two anti-symmetric electromagnetic tensors $F^{\mu \nu}$ and $H^{\mu \nu}$, which we define by stating that their components in proper coordinates ( $x_{0}^{1}, x_{0}^{2}, x_{0}^{3}, x_{0}^{4}$ ), with respect to which the material is at rest, are given in terms of the quantities appearing in the Maxwell field equations (§ 48) by the expressions
and
together with the current vector $J^{\mu}$ whose components in proper coordinates are given by

$$
\begin{equation*}
J^{\mu}=\left(\frac{J_{x}^{0}}{c}, \frac{J_{y}^{0}}{c}, \quad \frac{J_{z}^{0}}{c}, \quad \rho^{0}\right) \tag{50.5}
\end{equation*}
$$

With the help of the tensors, which we have thus defined, we can now express the content of the originally postulated Maxwell field equations by the simple tensor equations
and

$$
\begin{gather*}
\frac{\partial F_{\mu \nu}}{\partial x^{\sigma}}+\frac{\partial F_{\nu \sigma}}{\partial x^{\mu}}+\frac{\partial F_{\sigma \mu}}{\partial x^{\nu}}=0  \tag{50.6}\\
\partial H^{\mu \nu} / \partial x^{\nu}=J^{\mu} \tag{50.7}
\end{gather*}
$$

Since these are tensor equations, in the form corresponding to any set of rectangular coordinates of the type (50.1), they will be true in all such sets of coordinates if true in one. In proper coordinates, however, their identity with Maxwell's equations can readily bo verified from the definitions we have given for the tensors involved, (50.6) being equivalent to (48.2) and (48.3), and (50.7) to (48.1) null (48.4). Hence we have thus obtained a simple expression for the field equations in a form valid for matter in uniform motion as well as for matter at rest.

These equations can also be regarded as applying to the ense of several bodies moving with different uniform velocities and separated by free space, since the tensors $F^{\mu \nu}, H^{\mu \nu}$, and $J^{\mu}$ can bo trken insitie each of these bodies as reducing to the forms (50.3-5) when referred to proper coordinates moving with the material, thus gunranteroing that Maxwell's equations for stationary matter will hold for each borly. 51. The constitutive equations in four-dimensional language

The constitutive equations (49.1) connecting displncement, magnetization, and current with the properties of tho material can also easily be expressed in four-dimensional language with tho help of the tensor equations $\dagger$

$$
\begin{equation*}
H_{\alpha \beta} \frac{d x^{\alpha}}{d s}=\epsilon F_{\alpha \beta} \frac{d x^{\alpha}}{d s} \tag{51.1}
\end{equation*}
$$

$$
\begin{align*}
&\left(g_{\alpha \beta} F_{\gamma \delta}+g_{\alpha \gamma} F_{8 \beta}+g_{\alpha \delta} F_{\beta \gamma}\right) \frac{d x^{\alpha}}{d s} \\
&=\mu\left(g_{\alpha \beta} H_{\gamma \delta}+g_{\alpha \gamma} H_{\delta \beta}+g_{\alpha \delta} H_{\beta \gamma}\right) \quad d x^{\alpha} \tag{51.2}
\end{align*}
$$

and

$$
\begin{equation*}
J^{\alpha}-J_{\beta} \frac{d x^{\beta}}{d s} \frac{d x^{\alpha}}{d s}=\frac{\sigma}{c} g_{\beta \gamma} F_{\gamma \alpha} \frac{d x^{\beta}}{d s} \tag{51.3}
\end{equation*}
$$

where $\epsilon, \mu$, and $\sigma$ are the dieleotric constant, magnetic permeability, and conductivity of the material as measured by a local observer moving with it, and $d x^{\alpha} / d_{s}, d x / \beta / d s$ are components of the 'velooity' of the matter at the point of interest.

Noting that in proper coordinates $d x^{\alpha} / d s$ will be unity when $\dagger$ Weyl, Raum, Zeit, Materie, Berlin, fourth edition, 1921, p. 174.
$\alpha=4$ and otherwise zero, it is easy to verify for proper coordinates the equivalence of (51.1-3) to the original constitutive equations (49.1). Hence these new expressions for the constitutive equations, being valid in one set of coordinates, are valid in all sets of coordinates owing to their tensor character. They too can be applied in the case of several bodies in uniform motion separated by free space.

## 52. The field equations for moving matter in ordinary vector language

We have thus obtained, in the two preceding sections, expressions both for the field equations and for the constitutive equations in a four-dimensional form which can be used for matter in a state of uniform motion as well as for matter at rest. We have hence provided a complete basis for the macroscopic electrodynamios of moving matter, and no new content can be added to this basis by re-expressing it in other forms. Nevertheless, we can perhaps gain some further insight into the physical nature of the theory if we now translate the results obtained back into ordinary vector language.

To do this, let us now return to the tensors $F^{\mu \nu}, H^{\mu \nu}$, and $J^{\mu}$ defined above by their components in proper coordinates, and as a matter of convention use the same symbols without the superscript ${ }^{0}$ to designate their components in any system of coordinates of the type (50.1). In agreement with the possibility of expressing the original Maxwell equations in the form (50.6, 7), we can then evidently write the field equations in general, for matter moving with a uniform velocity as well as for stationary matter, in the original Maxwellian form (48.1-4):

$$
\begin{align*}
\operatorname{div} \mathrm{D} & =\rho  \tag{52.1}\\
\operatorname{div} \mathrm{B} & =0  \tag{52.2}\\
\operatorname{curl} \mathrm{E} & =-\frac{1}{c} \frac{\partial \mathrm{~B}}{\partial t}  \tag{52.3}\\
\operatorname{curl} \mathrm{H} & =\frac{1}{c}\left(\frac{\partial \mathrm{D}}{\partial t}+\mathrm{J}\right) \tag{52.4}
\end{align*}
$$

Furthermore, making use of the rules of tensor transformation (19.10), and the convention above by which the quantities occurring in these equations were defined, we can readily obtain as the equations for the transformation of these quantities from a given system of coordinates $S(x, y, z, t)$ to a new system $S^{\prime}\left(x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}\right)$, corresponding to new axes moving in the $x$-direction with the velocity $V$ relative to the old, the expressions

$$
\begin{align*}
& E_{x}=E_{x}^{\prime} \\
& E_{y}=\frac{E_{y}^{\prime}+\frac{V}{c} B_{z}^{\prime}}{\sqrt{\left(1-V^{2} / c^{2}\right)}}  \tag{52.5}\\
& E_{z}=\frac{E_{z}^{\prime}-\frac{V}{c} B_{y}^{\prime}}{\sqrt{\left(1-V^{2} / c^{2}\right)}}, \\
& B_{x}=B_{x}^{\prime} \\
& B_{y}=\frac{B_{y}^{\prime}-\frac{V}{c} E_{z}^{\prime}}{\sqrt{\left(1-V^{2} / c^{2}\right)}}  \tag{52.6}\\
& B_{z}=\frac{B_{z}^{\prime}+\frac{V}{c} E_{y}^{\prime \prime}}{\sqrt{\left(1-V^{2} / c^{2}\right)}}, \\
& D_{x}=D_{x}^{\prime} \\
& D_{\nu}=\frac{D_{\nu}^{\prime}+\frac{V}{c} H_{z}^{\prime}}{\sqrt{\left(1-V^{2} / c^{2}\right)}}  \tag{52.7}\\
& D_{s}=\frac{D_{z}^{\prime}-\frac{V}{c} H_{v}^{\prime}}{\sqrt{\left(1-V^{2} / c^{2}\right)}}, \\
& H_{x}=H_{x}^{\prime} \\
& H_{\nu}=\frac{H_{y}^{\prime}-\frac{V}{c} D_{z}^{\prime}}{\sqrt{\left(1-V^{2} / c^{2}\right)}}  \tag{52.8}\\
& H_{s}=\frac{H_{z}^{\prime}+\frac{V}{c} D_{y}^{\prime}}{\sqrt{\left(1-V^{2} / c^{2}\right)}}, \\
& J_{x}=\frac{J_{x}^{\prime}+\rho^{\prime} \nabla}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \\
& J_{y}=J_{y}^{\prime}  \tag{52.9}\\
& J_{s}=J_{z}^{\prime} \\
& \rho=\frac{\rho^{\prime}+J_{x}^{\prime} V / c^{2}}{\sqrt{\left(1-V^{2} / c^{2}\right)}} . \tag{52.10}
\end{align*}
$$

and

Several points of interest with respect to these results may be mentioned.

In the case of free space, it should be noted that we shall have $\mathrm{D}=\mathrm{E}, \mathrm{B}=\mathrm{H}, \mathrm{J}=0$, and $\rho=0$ and the above field equations and transformation equations will then reduce to the same form (\$§ 39 and 40 ) as the corresponding equations for the electron theory in the absence of matter. This result is of course satisfactory from the point of view of the consistency of the two methods of attack.

With regard to the physical significance of the quantities occurring in our new formulation of the field equations (52.1-4), we can assign them no immediate meaning beyond what is determined by their definition as names for the components of certain tensors as provided by a previous paragraph. With the help of the transformation equations (52.5) to (52.10), however, we can relate the values of these quantities in any desired system of coordinates $S$ with the values of the corresponding quantities as directly measured by a local observer, using proper coordinates $S^{0}$ in which the material is at rest.

Making use of this possibility together with the transformation equations for force (25.3), it can readily be shown that the forces $\mathrm{E}^{0}$ and $\mathrm{H}^{0}$ which would be found by a local observer to act on unit charge and unit pole moving with the matter, would lead to the relations
and

$$
\begin{align*}
\mathrm{E}^{*} & =\mathrm{E}+\left[\frac{\mathrm{u}}{c} \times \mathrm{B}\right]  \tag{52.11}\\
\mathrm{H}^{*} & =\mathrm{H}-\left[\frac{\mathbf{u}}{c} \times \mathrm{D}\right] \tag{52.12}
\end{align*}
$$

as expressions in terms of the variables of system $S$ for the forces acting on unit charge and unit pole which are moving with the matter with the velocity $u$. These expressions will perhaps give a feeling for the physical nature of the quantities involved.

It is also of physical interest to consider the separation of the total current J into conduction current C and convection ourrent $\rho \mathrm{u}$, in accordance with the equation of definition

$$
\begin{equation*}
\mathrm{J}=\mathrm{C}+\rho \mathrm{u} . \tag{52.13}
\end{equation*}
$$

Making this separation, we can readily obtain from the transformation equations $(52.9,10)$ the following expressions for the conduction current and charge in matter moving parallel to the $x$-axis with the

$$
\begin{align*}
& O_{x}=O_{x}^{0} \sqrt{ }\left(1-V^{2} / c^{2}\right) \\
& C_{y}=O_{y}^{0}  \tag{52.14}\\
& C_{x}=O_{x}^{0}
\end{align*}
$$

and

$$
\begin{equation*}
\rho=\frac{\rho_{0}}{\sqrt{\left(1-V^{2} / c^{2}\right)}}+\frac{C_{x}^{0} V / c^{2}}{\sqrt{\left(1-V^{2} / c^{2}\right)}} . \tag{52.15}
\end{equation*}
$$

In the case of a charged insulator moving with the velocity $V$ in the $x$-direction, this would give for the total value of $J$ to be substituted into the field equation (52.4), the purely convective term

$$
\begin{equation*}
J=\rho V=\frac{\rho_{0} V}{\sqrt{\left(1-V^{2} / c^{2}\right)}} \tag{52.16}
\end{equation*}
$$

in agreement with Rowland's celebrated discovery of the existence of a convection current.

In more general cases the separation of total current into conduction and convection currentis dependent on the system of coordinates being used. Even when the charge density is zero in proper coordinates, oharge density and convection current can appear in other coordinates, in accordance with (52.15), provided the conduction current is not zero in proper coordinates. Looked at from a microscopic point of view, this possibility-that different observers may disagree as to the relative number of positive and negative electrons in a given volume element of the material-can be shown in detail to axise only when there is relative motion between the two kinds of electrons and to depend in an entirely expected manner on the lack of agreement as to simultaneity provided by the theory of relativity. $\dagger$

## 53. The constitutive equations for moving matter in ordinary vector language

The constitutive equations connecting displacement, magnetization, and current with the properties of the material, which were given for proper coordinates in § 49 and in tensor form in § 51 , can also easily be found with the help of the equations in the preceding section to be expressible in terms of the vectors that we are now using.

Defining in analogy with (52.11) and (52.12) two new vectors by the equations
and

$$
\begin{align*}
& \mathrm{D}^{*}=\mathrm{D}+\left[\frac{\mathbf{u}}{c} \times \mathrm{H}\right]  \tag{53.1}\\
& \mathrm{B}^{*}=\mathrm{B}-\left[\frac{\mathbf{u}}{c} \times \mathrm{E}\right] \tag{53.2}
\end{align*}
$$

$\dagger$ See Laue, Das Relativitotsprinzip, Braunschweig, second edition, 1913, p. 145.
the first two of the constitutive equations can be written in the simple form

$$
\begin{equation*}
\mathrm{D}^{*}=\epsilon \mathrm{E}^{*} \quad \text { and } \quad \mathrm{B}^{*}=\mu \mathrm{H}^{*} ; \tag{53.3}
\end{equation*}
$$

and using the expressions for conduction current given by (52.14) the third constitutive equation can be written in the form

$$
\begin{align*}
& C_{x}=\sigma \sqrt{ }\left(1-u^{2} / c^{2}\right) E_{x}^{*} \\
& C_{\nu}=\frac{\sigma}{\sqrt{\left(1-u^{2} / c^{2}\right)} E_{v}^{*}}  \tag{53.4}\\
& C_{z}=\frac{\sigma}{\sqrt{\left(1-u^{2} / c^{2}\right)}} E_{x}^{*},
\end{align*}
$$

where the velocity $u$ of the moving material is taken as parallel to the $x$-axis. This latter result may be regarded as the analogue of Ohm's law for moving material.

## 54. Applications of the macroscopic theory

The foregoing has given a complete statement of the underlying basis for macroscopic electrodynamics, expressed both in fourdimensional language and in the language of ordinary vector theory. It will be seen that this basis is but little altered from that which has usually been employed in electromagnetic considerations and we shall now merely wish to consider certain consequences of the theory which are specially illuminating or of importance for our later work.
(a) The conservation of electric charge. Making use of the equation

$$
\begin{equation*}
\partial H^{\mu \nu} / \partial x^{\nu}=J^{\mu}, \tag{54.1}
\end{equation*}
$$

which is the second of our two fundamental equations $(50.6,7)$ for the macroscopic theory, we can immediately obtain the principle of the conservation of electric charge. Differentiating (54.1) with respect to $x^{\mu}$ we can evidently write

$$
\begin{equation*}
\frac{\partial J^{\mu}}{\partial x^{\mu}}=\frac{\partial^{2} H^{\mu \nu}}{\partial x^{\mu} \partial x^{\nu}}=0 \tag{54.2}
\end{equation*}
$$

where the value zero arises owing to the antisymmetry of $H^{\mu \nu}$. Writing out the expression for the first term in (54.2) in full, however, this gives

$$
\begin{equation*}
\frac{\partial J}{\partial x^{1}}+\frac{\partial J^{2}}{\partial x^{2}}+\frac{\partial J^{3}}{\partial x^{3}}+\frac{\partial J^{4}}{\partial x^{4}}=0 \tag{54.3}
\end{equation*}
$$

or in terms of our usual coordinates as given by (50.1), and the expressions for the components of $J^{\mu}$ in terms of ordinary vector language set up by the conventions introduced in § 52 , we can write
this in the form

$$
\begin{equation*}
\frac{\partial J_{x}}{\partial x}+\frac{\partial J_{y}}{\partial y}+\frac{\partial J_{z}}{\partial z}+\frac{\partial \rho}{\partial t}=0 \tag{54.4}
\end{equation*}
$$

Since J is to be regarded as the sum of the convection and conduction currents, this can be taken as an equation of continuity guaranteeing the conservation of total electric charge.
(b) Boundary conditions. Boundary conditions at the surfaces between media of different properties, quite similar to those familiar in Maxwell's theory for stationary matter, can be derived $\dagger$ from the field equations given in §52. In the case of moving matter we encounter a certain complication, however, since the field equations contain the expressions $\partial \mathrm{B} / \partial t$ and $\partial \mathrm{D} / \partial t$, for the rate of change of the vectors involved at a given point in space, and these vectors will in general be changing discontinuously at a point which is momentarily coincident with the moving boundary. If, nevertheless, we consider the rate of change with time at a point moving with the same velocity $u$ as the material itself, as given by the operator

$$
\begin{equation*}
\frac{d}{d t}=\frac{\partial}{\partial t}+(\mathbf{u} \nabla) \tag{54.5}
\end{equation*}
$$

we may expect to obtain finite rates of change even within the boundary layer.

With this in mind we may now rewrite our field equation (52.4) in the form

$$
\begin{equation*}
\operatorname{curl} \mathrm{H}+\left(\frac{\mathrm{u}}{c} \nabla\right) \mathrm{D}-\frac{\mathrm{J}}{c}=\frac{1}{c} \frac{\partial \mathrm{D}}{\partial t}+\left(\frac{\mathrm{u}}{c} \nabla\right) \mathrm{D} \tag{54.6}
\end{equation*}
$$

and conolude that the quantity on the left-hand side of this equation will everywhere be finite on account of the form of the right-hand side. Or, writing out in full the three components corresponding to the left-hand side and expressing the current $J$ as the sum of the conduction current $C$ and convection current $\rho u$, we can conclude that the following three quantities are finite

$$
\begin{align*}
& \frac{\partial H_{z}}{\partial y}-\frac{\partial H_{y}}{\partial z}+\frac{u_{x}}{c} \frac{\partial D_{x}}{\partial x}+\frac{u_{y}}{c} \frac{\partial D_{x}}{\partial y}+\frac{u_{x}}{c} \frac{\partial D_{x}}{\partial z}-\rho \frac{u_{x}}{c}-\frac{C_{x}}{c} \\
& \frac{\partial H_{x}}{\partial z}-\frac{\partial H_{z}}{\partial x}+\frac{u_{x}}{c} \frac{\partial D_{y}}{\partial x}+\frac{u_{y}}{c} \frac{\partial D_{y}}{\partial y}+\frac{u_{z}}{c} \frac{\partial D_{v}}{\partial z}-\rho \frac{u_{y}}{c}-\frac{C_{y}}{c}  \tag{54.7}\\
& \frac{\partial H_{y}}{\partial x}-\frac{\partial H_{x}}{\partial y}+\frac{u_{x}}{c} \frac{\partial D_{z}}{\partial x}+\frac{u_{y}}{c} \frac{\partial D_{z}}{\partial y}+\frac{u_{x}}{c} \frac{\partial D_{z}}{\partial z}-\rho \frac{u_{z}}{c}-\frac{C_{z}}{c} .
\end{align*}
$$

$\dagger$ Einstein and Laub, Ann. der Physik, 28, 445 (1909).

To make use of these results let us now for simplicity choose coordinates such that the boundary surface between the two media will be parallel to the $y z$-plane at the point of interest. Since differentiation with respect to $y$ and $z$ will then evidently lead to finite results, and since the conduction current $C$ may be taken as finite by hypothesis, we can evidently discard some of the terms occurring in (54.7), and take as finite the simpler quantities

$$
\begin{align*}
& \frac{u_{x}}{c}\left(\frac{\partial D_{x}}{\partial x}-\rho\right), \\
& -\frac{\partial H_{y}}{\partial x}+\frac{u_{x}}{c} \frac{\partial D_{y}}{\partial x}-\rho \frac{u_{y}}{c},  \tag{54.8}\\
& \frac{\partial H_{y}}{\partial x}+\frac{u_{x}}{c} \frac{\partial D_{x}}{\partial x}-\rho \frac{u_{x}}{c} .
\end{align*}
$$

The first of these expressions gives us
or

$$
\begin{equation*}
\frac{\partial D_{x}}{\partial x}-\rho \text { finite } \tag{54.9}
\end{equation*}
$$

$$
\begin{equation*}
\Delta D_{x}=\omega, \tag{54.10}
\end{equation*}
$$

where $\Delta D_{x}$ is the discontinuous change in the normal component of electric displacement on passing through the boundary due to any charge of surface density $\omega$ which may be present. The remaining two expressions may be combined with (54.9) to give
and

$$
\begin{aligned}
& \frac{\partial H_{y}}{\partial x}-\left(\frac{u_{x}}{c} \frac{\partial D_{x}}{\partial x}-\frac{u_{x}}{c} \frac{\partial D_{z}}{\partial x}\right) \\
& \frac{\partial H_{x}}{\partial x}-\left(\frac{u_{x}}{c} \frac{\partial D_{y}}{\partial x}-\frac{u_{y}}{c} \frac{\partial D_{x}}{\partial x}\right)
\end{aligned}
$$

as finite quantities, or since the components of the velocity $u$ are constant we can conclude that

$$
H_{y}-\left(\frac{u_{s}}{c} D_{x}-\frac{u_{x}}{c} D_{z}\right)
$$

and

$$
\begin{equation*}
H_{z}-\left(\frac{u_{x}}{c} D_{y}-\frac{u_{y}}{c} D_{x}\right) \tag{54.11}
\end{equation*}
$$

will vary continuously in passing across the boundary. These latter quantities, however, are the tangential components of the vector

$$
H^{*}=H-\left[\frac{u}{c} \times D\right]
$$

as previously defined by (52.12).

Applying similar methods to the field equation (52.3), we may now state in general

$$
\begin{equation*}
\Delta D_{n}=\omega \quad \Delta B_{n}=\Delta E_{t}^{*}=\Delta H_{t}^{*}=0 \tag{51.12}
\end{equation*}
$$

as expressions for the presence or absence of any discontinuous change that would take place in the normal or tangential components of the vectors indicated on passing across the boundary between two media. The expressions also apply at the boundary between matter and free space where the velocity of the matter $u$ is to be substituted into the expressions for $\mathrm{E}^{*}$ and $\mathrm{H}^{*}$.
(c) The Joule heating effect. If we consider the alteration which will be produced in the energy content of a small element of matter due to the action of an electromagnetic field in which it is immersed, it is evident that this can result either from the mechanical work done by the ponderomotive forces arising from the field or from the (Joule) heat generated within the element by electromagnetic action. Hence we can write for a small increment $\delta E$ in the energy of the element, in terms of work done $\delta W$ and heat generated $\delta Q$, the expression

$$
\begin{equation*}
\delta E=\delta W+\delta Q \tag{54.13}
\end{equation*}
$$

And if we restrict ourselves for simplicity to cases, where the only work done is that corresponding to the motion of the element as a whole in the field of force, we can then write for the Joule heat developed

$$
\begin{align*}
\delta Q & =-\delta W+\delta E \\
& =-F_{x} \delta x-F_{y} \delta y-F_{z} \delta z+\frac{d E}{c d t} c \delta t \tag{54.14}
\end{align*}
$$

where $F_{x}, F_{y}$, and $F_{z}$ are the components of force of electromagnetic origin acting on the element as a whole.

In accordance with the discussion of Chapter III, however, all forces of whatever origin must obey the same transformation laws, and hence in agreement with (28.12) we can take the quantities

$$
F_{\mu}=\left(\begin{array}{c}
-F_{x}  \tag{54.15}\\
\sqrt{\left(1-u^{2} / c^{2}\right)}
\end{array}, \quad \frac{-F_{y}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}, \quad \frac{-F_{x}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}, \quad \frac{1}{\left.\sqrt{\left(1-u^{2} / c^{2}\right)} \frac{d E}{c d t}\right)},\right.
$$

where $u$ is the ordinary velocity of the element, as being the components of a covariant vector in the space-time coordinates

$$
\begin{equation*}
x^{1}=x \quad x^{2}=y \quad x^{3}=z \quad x^{4}=c t . \tag{54.16}
\end{equation*}
$$

By combining (54.14) and (54.15) we can now write

$$
\begin{equation*}
\delta Q=\sqrt{ }\left(1-u^{2} / c^{2}\right) F_{\mu} \delta x^{\mu} \tag{54.17}
\end{equation*}
$$

as an expression for the increment of heat.
By the rules of tensor analysis, however, $\boldsymbol{F}_{\mu} \delta x^{\mu}$ must be a scalar invariant, having the same value in all systems of coordinates, so that we now obtain

$$
\begin{equation*}
\delta Q=\sqrt{ }\left(1-u^{2} / c^{2}\right) \delta Q_{0} \tag{54.18}
\end{equation*}
$$

as a general expression connecting the increment of heat $\delta Q$ and velocity of the element of matter $u$, as measured in any given system of coordinates, with the increment of heat $\delta Q_{0}$ as measured in proper coordinates by a local observer. The result is of special interest because of its agreement with the transformation equation for heat which we shall obtain in our development of relativistic thermodynamics.
(d) Electromagnetic energy and momentum. With the help of the field equations we can readily obtain expressions which will permit a calculation of the rates at which the energy and momentum are changing inside a boundary which lies in the free space surrounding a material body acted on by electromagnetic force.

Taking the inner product of the field equation (52.3) with H and subtracting the inner product of (52.4) with E, we obtain the result

$$
\begin{equation*}
\mathrm{E} \cdot \frac{\partial \mathrm{D}}{\partial t}+\mathrm{H} \cdot \frac{\partial \mathrm{~B}}{\partial t}+\mathrm{E} \cdot \mathrm{~J}+c(\mathrm{H} \cdot \operatorname{curl} \mathrm{E}-\mathrm{E} \cdot \operatorname{curl} \mathrm{H})=0 . \tag{54.19}
\end{equation*}
$$

Integrating this over the region inside a stationary boundary which encloses the system of interest we obtain with the help of a wellknown relation of vector analysis [equation (17), Appendix II]

$$
\begin{equation*}
\int\left(\mathrm{E} \cdot \frac{\partial \mathrm{D}}{\partial t}+\mathrm{H} \cdot \frac{\partial \mathrm{~B}}{\partial t}+\mathrm{E} \cdot \mathrm{~J}\right) d v=-c \int[\mathrm{E} \times \mathrm{H}]_{n} d \sigma \tag{54.20}
\end{equation*}
$$

where the right-hand term is integrated over the surface surrounding the volumo under consideration and the subscript $n$ denotes the outward normal component of the vector in question.

For a volume containing no ponderable matter this evidently reduces to the familiar equation

$$
\begin{equation*}
\int \frac{\partial}{\partial t}\left(\frac{E^{2}+H^{2}}{2}\right) d v=-c \int[\mathrm{E} \times \mathrm{H}]_{n} d \sigma, \tag{54.21}
\end{equation*}
$$

where the left-hand side gives the known expression for the rate at
nergy is increasing, and the right-hand side must then give s of energy flow through the boundary.
see returning to the more general equation, the left-hand side
4.20) must be an expression for the rate of energy increase even when ponderable matter is present, since the boundary was by hypothesis located in the free space surrounding the matter. Equation (54.20) can hence be used to calculate the rate at which the energy is changing inside a fixed boundary located in the free space surrounding a material system by an integration extending over the volume involved. The equation is analogous to (42.3) in the electron theory but does not furnish unique expressions for the densities of eleotromagnetic energy and momentum inside of matter.

Similarly, we can obtain an expression for the rate at which the momentum inside the boundary is changing with time from the field equations. Taking the product of the field equation (52.1) with $E$ and adding the outer product of (52.4) with $B$ we obtain the result

$$
\begin{equation*}
E \operatorname{div} D-E \rho+(\operatorname{corl} H) \times B-\frac{1}{c} \frac{\partial D}{\partial t} \times B-\frac{J}{c} \times B=0 . \tag{54.22}
\end{equation*}
$$

Changing signs, separating J into convection current $\rho \mathbf{u}$ and conduction current $\mathbf{C}$, and making use of the field equation (52.3) this can be written in the form

$$
\begin{align*}
& \rho\left(E+\frac{u}{c} \times B\right)+\frac{C}{c} \times B+\frac{1}{c} \frac{\partial}{\partial t}[\mathrm{D} \times \mathrm{B}]-E \operatorname{div} \mathrm{D}- \\
&-(\text { corl } \mathrm{H}) \times \mathrm{B}-(\text { curl } \mathrm{E}) \times \mathrm{D}=0 . \tag{54.23}
\end{align*}
$$

Or, introducing the electric and magnetic polarizations defined by

$$
\begin{array}{ll} 
& \mathrm{P}=\mathrm{D}-\mathrm{E}  \tag{54.24}\\
\text { and } & \mathrm{M}=\mathrm{B}-\mathrm{H},
\end{array}
$$

we can write

$$
\begin{array}{r}
\rho\left(\mathrm{E}+\frac{\mathrm{u}}{c} \times \mathrm{B}\right)+\frac{\mathrm{C}}{c} \times \mathrm{B}-\mathrm{E} \operatorname{div} \mathrm{P}+\mathrm{P} \times \operatorname{curl} \mathrm{E}+\mathrm{M} \times \operatorname{curl} \mathrm{H}+\frac{1}{c} \frac{\partial}{\partial t}[\mathrm{D} \times \mathrm{B}] \\
=\mathrm{E} \operatorname{div} \mathrm{E}+(\operatorname{curl} \mathrm{E}) \times \mathrm{E}+(\operatorname{curl} \mathrm{H}) \times \mathrm{H} . \tag{54.26}
\end{array}
$$

Considering for specificity the $x$-component and integrating over the region inside a fixed boundary located in the free space surrounding the system of interest, this will give us with help of a somewhat long
but straightforward transformation

$$
\begin{align*}
& \int\left\{\rho\left(\mathrm{E}+\frac{\mathrm{u}}{c} \times \mathrm{B}\right)+\frac{\mathrm{C}}{c} \times \mathrm{B}-\right. \\
& \left.\quad-\mathrm{E} \operatorname{divP}+\mathrm{P} \times \operatorname{curl} \mathrm{E}+\mathrm{M} \times \operatorname{curl} \mathrm{H}+\frac{1}{c} \frac{\partial}{\partial t}[\mathrm{D} \times \mathrm{B}]\right\}_{x} d v \\
& =\int\left\{\frac{1}{2} \frac{\partial}{\partial x}\left(E_{x}^{2}-E_{y}^{2}-E_{z}^{2}+H_{x}^{2}-H_{y}^{2}-H_{z}^{2}\right)+\frac{\partial}{\partial y}\left(H_{x} E_{y}+H_{x} H_{y}\right)+\right. \\
&  \tag{54.27}\\
& \left.\quad+\frac{\partial}{\partial z}\left(E_{x} E_{z}+H_{x} H_{z}\right)\right\} d v .
\end{align*}
$$

This equation is analogous to equation (43.3) of the electron theory and the quantities whose partial differentials appear on the righthand side give the known expressions for the Maxwell electromagnetic stresses $p_{x x}, p_{x y}$, and $p_{x x}$. In case the boundary encloses no matter the equation reduces to the familiar form

$$
\begin{equation*}
\int \frac{1}{c} \frac{\partial}{\partial t}[\mathrm{E} \times \mathrm{H}]_{x} d v=\int-\left(\frac{\partial p_{x x}}{\partial x}+\frac{\partial p_{x y}}{\partial y}+\frac{\partial p_{x z}}{\partial z}\right) d v \tag{54.28}
\end{equation*}
$$

where the left-hand side gives the known expression for the rate at which the $x$-component of momentum is increasing, and the righthand sido which can evidently be replaced by a surface integral must then give the rate of momontum flow through the boundary.

Henco, returning to the more general equation, the left-hand side of (54.27) must be an expression for the rate of momentum inorease even when ponderable matter is present, since the boundary was by hypothesis located in the free space surrounding the matter. The equation can hence bo used for calculating the rate of momentum increase by integrating over the volume involved but does not furnish unique expressions for the electromagnetic stresses inside of matter.
(e) The energy-momentum tensor. Since the macroscopic theory has not led to unique expressions for the densities of electromagnetic energy and momentum and for the electromagnetic stresses inside of matter, the construction of an electromagnotic energy-momentum tensor $\left[T^{\mu \nu}\right]_{\text {en }}$ cannot be carried out in an unambiguous manner, and several different proposals for such a tensor have actually been considered without the attainment of universal agreement. $\dagger$
In accordance with our general ideas as to the relation between

[^18]densities of momentum and energy flow as discussed in § 27, it appears that such a tensor should be symmetrical with respect to the components $T^{4 \mu}$ and $T^{\mu 4}$, and presumably in the other components since the microscopic treatment of the electron theory led to a completely symmetrical tensor. With no matter present the macroscopic theory leads unambiguously to an energy-momentum tensor of the same form as that obtained in the Lorentz theory.

Even in the absence of unambiguous values for the components of such a tensor in terms of the variable in the field equations, it seems reasonable to assume the possibility of using a combined equation of the form

$$
\begin{equation*}
\frac{\partial T^{\mu \nu}}{\partial x^{\nu}}=\frac{\partial}{\partial x^{\nu}}\left\{\left[T^{\mu \nu}\right]_{m s}+\left[T^{\mu \nu}\right]_{e m}\right\}=0 \tag{54.29}
\end{equation*}
$$

for treating the macroscopic behaviour of a combined mechanical and electromagnetic system, where $\left[T^{\mu \nu}\right]_{e m}$ is presumably a symmetrical tensor.
(f) Applications to experimental observations. As mentioned at the beginning of this section ( $\$ 54$ ), the macroscopic electromagnetio theory which has been developed with the help of special relativity does not differ greatly from those usually employed in electromagnetic considerations; indeed, for the cases of free space and of stationary bodies it is identical with that of Maxwell. For this reason we can be assured of its agreement with a great mass of experimental fact.

In the case of moving bodies, the agreement of the present electrodynamios with Rowland's discovery of the convection ourrent has already been pointed out in connexion with equation (52.16), and the result that the conduction current as given by (53.4) is proportional -except for terms of the order $u^{2} / c^{2}$-to the vector $\mathrm{E}^{*}=\mathrm{E}+[\mathrm{u} / c \times \mathrm{B}]$ is in satisfactory agreement with experiment.

The theory can also be shown to give satisfactory explanations of the Roentgen-Eichenwald experiment on the magnetic field produced by the rotation of a dielectric in an electric field, and of the $H$. A. Wilson experiment on the surface charge produced by the rotation of a dielectric in a magnetic field. These experiments were not satisfactorily explained by the Hertz theory of moving dielectrics, although the results were accounted for by the Lorentz theory. In addition, special attention should be called to the later experiments of $M$. Wilson and H. A. Wilson, $\dagger$ who repeated the original Wilson experi-

[^19]ment with an artificially constructed dielectric which had an appreciable magnetic permeability. In this case there is a disagreement between the prediction to whioh the Lorentz theory had seemed to lead, and that obtained without ambiguity from the macrosoopic electrodynamics developed in this chapter. The experimental results agreed with the latter.

## SPECIAL RELATIVITY AND THERMODYNAMICS

Part I. THE THERMODYNAMICS OF STATIONARY SYSTEMS

## 55. Introduction

In the present chapter we shall discuss the relations of special relativity to thermodynamies. These relations are found to be of two different sorts.
On the one hand, the special theory of relativity has provided us with a simple equation connecting mass and energy which permits us to calculate the change in the energy content of a thermodynamic system from its change in mass. This new relation proves to be of thermodynamic importance-without reference to the state of motion of the system considered-since it permits the calculation of thermodynamic equilibria for certain conceivable processes where our only possibility of knowing the energy changes that would accompany the process must at present be based on a knowledge of the changes in mass that would take place.

On the other hand, the special theory of relativity has provided us, through the Lorentz transformation, with a possible method of translating the experimental findings obtained by a local observer, who is stationary with respect to a thermodynamic system, into terms which would express the results for an observer with respect to whom the system is in motion. This hence leads, as first shown by Planok and by Einstein, to a thermodynamic theory for moving systems.
In Part I of the present chapter we shall consider the thermodynamics of stationary systems, first developing some well-known portions of the classical theory which will be specially useful to us later, and then exhibiting the application of the mass-energy relation of special relativity to thermodynamios by calculations of the equilibria between hydrogen and helium and between matter and radiation, assuming the possibility of their interconversion.
in Part II we shall consider the Lorentz transformation for thermodynamic quantities and the thermodynamics of moving systems. The work will include a four-dimensional formulation of thermodynamic principles which will be of particular interest when we later undertake the extension of thermodynamios to general relativity.

Before proceeding to these tasks, it is important to emphasize the macroscopic and phenomenological character of thermodynamic considerations. The principles of thermodynamics can, to be sure, be based with a certain degree of success on the microscopic considerations of statistical mechanics. Nevertheless, both on account of their historical origin and essential content, it is most satisfactory to regard the two laws of olassical thermodynamics as a generalized formulation of observations made in the actual performance of numerous macrosoopic experiments. Even the so-called third law of thermodynamios, although its content is greatly illuminated by the statistical mechanical interpretation of entropy, was originally formulated without the aid of this interpretation, and is now justified as a satisfactory principle by its dependence on a great mass of aotual experimental data. The phenomenological charaoter of thermodynamic considerations and the extended basis of experimental verification give us great confidence in thermodynamic predictions even when applied to quite new situations.

Since the considerations of the theory of relativity are also-for the prosent atleast-primarily macroscopic in character, the construction of a relativistic thermodynamios seems a natural and evident extension to undertake. The construction of a fundamentally satisfactory relativistic statistical mechanics would be in any case a complioated business and at present a somewhat dubious undertaking. Nevertheless, some progress in this direction has already been made using classical rather than quantum-mechanioal statistios as a starting-point. $\dagger$

In connexion with the phenomenological character of thermodynamios it is also of interest to emphasize once more the phenomenological character of relativistic considerations. Indeed, the formulation of the first postulate of relativity, as a generalization of failures to deteot the motion of the carth through a suppositious ether, has an interesting parallelism with the formulation of the second law of thermodynamios as a generalization of failures to construct perpetual motion machines of the so-called second kind. And the formulation of the socond postulate of relativity as expressing the results of measurements on the velocity of light from moving sources, has something in common with the formulation of the first law of thermodynamios as expressing the results obtained in measurements such as those on the mechanical equivalent of heat.
$\dagger$ Jüttner, Ann. d. Physik, 34, 856 (1911). Tolman, Phil. Mag. 28, 583 (1914).

The experimental basis for the special theory of relativity is perhaps less extended than that for thermodynamics. In addition, there is often a more complicated ohain of deductive reasoning involved in obtaining conclusions from the theory of relativity and more introduction of subsidiary hypotheses. Nevertheless, it does not appear that the mere process of combining the two theories should of itself involve any increase in uncertainty, and the main principles of relativistic thermodynamios can certainly be accepted with considerable confidence. Those applications which involve most in the way of subsidiary hypotheses must of course be regarded with the most suspicion. It is, however, one of the main functions of theoretical science, not merely to describe in complicated fashion those facts that are already known, but to extrapolate as wisely as may be into regions yet unexplored but pregnant with human interest.

## 56. The first law of thermodynamics and the zero point of energy content

In accordance with the ideas underlying the science of thermodynamios, the energy contained in a system is a definite function of its state and can only be changed when the state of the system is itself altered. When such a change in state takes place, it is important for the purposes of thermodynamios to distinguish two different modes of transfer by which the energy content may be affected, namely the flow of heat and the performance of work.

Recognizing these two possibilities, the first law of thermodynamios then states the principle of the conservation of energy in the form

$$
\begin{equation*}
\Delta E=Q-W, \tag{56.1}
\end{equation*}
$$

where $\Delta E$ is the increase in energy content corresponding to some given change in state, and $Q$ and $W$ are respectively the heat flow into the system from the surroundings and the work done by the system on the surroundings when a partioular process takes place that leads to the given change in state. The equation may be regarded as an expression of the principle of the conservation of energy, since it excludes the possibility of creation or destruction of energy within any region by equating the change in its energy content to a transfer through the boundary in the form of heat or work.

The special theory of relativity has in no way destroyed our ideas as to the conservation and localization of energy, $\dagger$ nor modified our

[^20]ideas as to the possibility of distinguishing between heat and work. Hence in the extension of thermodynamics to special relativity the first law can evidently be taken over unaltered in the form given by (56.1).

The theory of relativity has, however, provided an important supplement to the above equation by giving us the additional relation connecting energy with mass as discussed in $\$ 827$ and 29 (d). In accordance with this new relation we can also express the increase in the energy of a system $\Delta E$ in terms of its increase in mass $\Delta m$, by the equation,

$$
\begin{equation*}
\Delta E=c^{2} \Delta m \tag{56.2}
\end{equation*}
$$

where $c$ is the velocity of light. And this equation will make it possible to apply the calculations of thermodynamios to processes where a change in mass furnishes the only information as to energy content.

Furthermore, although the first law equation (56.1) gives information only as to changes in energy content and provides no unique zero point of energy content, it may be noted that our previous generalization of the relativistic relation (56.2) to the form

$$
\begin{equation*}
E=c^{2} m \tag{56.3}
\end{equation*}
$$

suggests that the absence of all mass can rationally be taken as the zero point of energy content.

## 57. The second law of thermodynamics and the starting-point for entropy content

In addition to its energy $H$, thermodynamics also recognizes the entropy $S$ of a system as a definite function of its state. Furthermore, just as the first law relates the energy change in a system to the heat absorbed and work done when some process occurs which changes the state of the system, so too the second law of thermodynamics relates the change in entropy content of the system to the character of the process by which the ohange in state is brought about.

In order to obtain a definition of entropy and a statement of the second law it is first necessary to distinguish between irreversible and reversible processes, the former being actual processes by which the state of a system may be changed without presenting the possibility of restoring both the system and its surroundings to their original condition, and the latter being ideal processes-approached as a limit by actual processes as they are made more efficient-of such a nature that the system and its surroundings could both be returned to their original condition.

With the help of this distinction, we can now define the change in the entropy content of a system, which accompanies a change in its state, by the equation

$$
\begin{equation*}
\Delta S=\int_{\mathrm{rev}} \frac{d Q}{T}, \tag{57.1}
\end{equation*}
$$

where $T$ is the temperature for each element of heat $d Q$ transferred across the houndary from the surroundings into the system, and the integration-as indicated by the subscript [rev]-is to be taken for the case of an ideal reversible process by which the given change in state could be thought of as brought about. Moreover, in the light of this definition, we can then state the second law of thermodynamios in the general form

$$
\begin{equation*}
\Delta S \geqslant \int \frac{d Q}{T}, \tag{57.2}
\end{equation*}
$$

where the integral can now be taken for any process under consideration by which the system goes from its initial to its final state, and the sign 'is greater than' is to be used unless the process actually is reversible.

In accordance with these expressions, and our previous statement that the entropy oontent of a system is a definite function of its state, it is evident that the quantity $\int d Q / T^{\prime}$ will have the same maximum value for all reversible processes that result in a given change in the state of a system and a smaller valuc for all irreversible processes that result in the samo change of state. We are thus provided by the sccond law with a oritcrion for distinguishing between reversible and irreversible processes and at least a partial description of their character which will be found to lead to specific conclusions of interest and importance.

To complete our consideration as to the nature of entropy we must also inquire as to the total entropy oontent of a system. Just as the statement of the first law furnished no unique zero point for energy contents, so the above two expressions which give the substance of the sccond law, are merely statements as to changes in entropy content and furnish no unique zero point for entropy contents. In the oase of energy we have soen that a rational zero point of energy could be provided by the mass-energy relationship of the theory of relativity. In the case of entropy a zero point-or more strictly a useful starting-point-is provided by the so-called third law of thermodynamics as discovered and formulated by Nernst and Planok.

In accordance with the third law of thermodynamics, there is no change in entropy content

$$
\begin{equation*}
\Delta S_{T=0}=0 \tag{57.3}
\end{equation*}
$$

for any change-at the absolute zero of temperature-in the state of a system which is composed both initially and finally of pure orystalline substances. As a result of this principle it becomes specially convenient to take the value zero

$$
\begin{equation*}
S_{T=0}=0, \tag{57.4}
\end{equation*}
$$

for the entropy of all pure orystalline substances at the absolute zero, and with this as a starting-point then take as their entropy under other conditions the increase which occurs in changing the substance to the particular condition of interest. With this convention it is evident that the entropy increase accompanying any change of state can then be obtained by subtracting the sum of the entropies assigned to the initial substances under the conditions in question from that for the final substances.

As mentioned above in § 55, a deeper insight into the nature of the third law of thermodynamios can be obtained with the help of the statistical-meohanical interpretation of entropy, which showsspeaking somewhat loosely-that the assignment of zero entropy to a pure crystal at the absolute zero corresponds to the complete lack of disorder in the atomic arrangement of such a crystal. Considerations of this mioroscopic kind can be specially important in critioizing the application of the third law in cases which involve internuclear reactions or the complete transformation of matter into radiation as will be undertaken in $\S \delta 66$ and 67 . From our present point of view, however, since we desire to remain as far as possible on the macroscopic phenomenological level, it is perhaps most important to emphasize that the third law of thermodynamics oan now be regarded-at least for the oase of ordinary chemical reactions-as an empirical principle which is well supported by a mass of data obtained particularly undor the direction and leadership of Nernst and of Lewis.
58. Heat content, free energy, and thermodynamic potential

In addition to the fundamental thermodynamic quantities energy and entropy, it also proves useful to introduce three further defined quantities $H, A$, and $F$ which may be called for convenience by the usual but somewhat misleading names-heat content, free energy, and thermodynamic potential.

Restricting ourselves to systems which have the same pressure and temperature in all parts, these quantities may then be defined by the equations

$$
\begin{align*}
& H=E+p v,  \tag{58.1}\\
& A=E-T S,  \tag{58.2}\\
& F=E-T S+p v=H-T S, \tag{58.3}
\end{align*}
$$

where $E, S, T, p$, and $v$ are respectively the energy, entropy, temperature, pressure, and volume of the system under consideration.

It will be noted from the above expressions that $H, A$, and $F$ are respectively the $\chi, \psi$, and $\zeta$ of Gibbs. $\dagger$ Furthermore, $A$ is the free energy as originally defined by Helmholtz, $\ddagger$ and $F$ is the quantity usually called free energy by chemists.§ The nature of the three new quantities and reasons for the names by which they are denoted can be seen from the following considerations.
If we consider a system which is kept under constant pressure in such a manner that the only work it can do on the surroundings will be due to change in volume against this pressure, we can write from equation (58.1)

$$
\begin{aligned}
\Delta H & =\Delta E+p \Delta v \\
& =\Delta E+W,
\end{aligned}
$$

or in accordance with the first law equation (56.1)

$$
\begin{equation*}
\Delta H=Q . \tag{58.4}
\end{equation*}
$$

Hence for such processes the heat absorbed is equal to the increase in the quantity called heat-content. The designation heat-content is, nevertheless, not a happy one since the above simple relation is not true for processes in general. In addition, the designation heat-content unfortunately suggests-in agreement with the abandoned caloric theory-the incorrect use of the term heat to characterize a portion of the energy actually contained within a system, instead of its correct use to characterize a portion of the energy being transferred across the boundary separating the system from its surroundings.

Turning next to a system which is kept at constant temperature, we can write from equation (58.2)

$$
\Delta A=\Delta E-T \Delta S
$$

$\dagger$ Gibbs, 'On the Equilibrium of Heterogeneous Substances', Collected Works, vol. i, p. 87, New York, 1928.
$\ddagger$ Helmholtz, Berl. Ber. 1, 22 (1882).
§ Lewis,'Journ. Amer. Chem. Soc. 35, 14 (1913).
and, making use of the first and second laws (56.1) and (67.2), we can substitute

$$
\begin{align*}
\Delta E & =Q-W \\
T \Delta S & \geqslant Q, \tag{58.5}
\end{align*}
$$

which leads to the result

$$
\begin{equation*}
W \leqslant-\Delta A \tag{58.6}
\end{equation*}
$$

In accordance with this relation, the work which can be done on its surroundings by a system maintained at constant temperature cannot be greater than the decrease in the quantity which has been called its free energy. This makes the reason for the name obvious, although it must be emphasized that the result obtained applies, of course, only to isothermal processes.

Finally considering a system which is kept both at constant temperature and under constant pressure, we can write from equation (58.3)

$$
\Delta F=\Delta E-T \Delta S+p \Delta v,
$$

and again substituting the results of the first and second laws as given by (58.5) we obtain the expression

$$
\begin{equation*}
W-p \Delta v \leqslant-\Delta F \tag{58.7}
\end{equation*}
$$

In accordance with this relation, for a system maintained under the conditions specified, the total work which can be done by the system on its surroundings diminished by that done against the pressure under which it is maintained cannot be greater than the decrease in its thermodynamic potential $F$. Since the excess work, over and above that which must be expended in any case against the external pressure, is often the portion of special interest on account of its availability for accomplishing dosired results, the thermodynamic potential $F$ is also often called-in particular by chemists-the free energy of the system. The relation given by (58.7) applies of course only to isothermal isopiestic processes.

## 59. General conditions for thermodynamic change and equilibrium

With the help of the foregoing wo can now investigate the conditions which are necessary if a thermodynamic system is to undergo change or to be in a state of equilibrium. This we shall do first for isolated systems which cannot interact with the surroundings, then for systems which are maintained at constant volume and temperature, and finally for systems maintained at constant pressure and temperature.

In the case of an isolated system, the heat $Q$ absorbed in any change of state will necessarily be zero owing to the postulated lack of any interaction with the surroundings. Hence, substituting into the second law expression (57.2) we obtain

$$
\begin{equation*}
\Delta S \geqslant 0 \tag{59.1}
\end{equation*}
$$

as a necessary condition for any change that takes place in the state of an isolated system. In accordance with this result the entropy of an isolated system cannot decrease but will increase with the time if irreversible processes take place, or at the limit remain constant if reversible processes take place. Moreover, if the system is in a state of maximum possible entropy, such that variations in its condition cannot lead to further increase in entropy, as denoted by the formulation

$$
\begin{equation*}
\delta S=0, \tag{59.2}
\end{equation*}
$$

the system will evidently be in a condition of thermodynamic equilibrium where further changes will be impossible. In applying this condition to simple homogeneous systems, it is to be noted that holding the energy and volume constant will be sufficient to secure the necessary lack of interaction with the surroundings.

Turning next to the case of systems subject to external constraints which maintain constant volume and temperature, we can evidently write

$$
\Delta E=Q
$$

in accordanoe with the first law equation (56.1), since the external work will be zero on account of the constancy of volume. Combining this result with the second law expression (57.2), and making use of the constancy of temperature, we then obtain

$$
T \Delta S \geqslant \Delta E,
$$

or introducing the definition of free energy (58.2)

$$
\begin{equation*}
-\Delta A \geqslant 0 \tag{59.3}
\end{equation*}
$$

as a necessary condition for any change of state at constant volume and temperature. In accordance with this result, the free energy of a system maintained under these conditions can only decrease or remain constant with the time, and the condition for thermodynamic equilibrium will be that for a minimum value of the free energy, as denoted by the formulation

$$
\begin{equation*}
\delta A=0 . \tag{59.4}
\end{equation*}
$$

Similarly, in the case of systems subject to external constraints
which maintain constant pressure and temperature, we can write

$$
\Delta E=Q-p \Delta v
$$

in accordance with the first law, and combining with the second law obtain a decrease in thermodynamio potential

$$
\begin{equation*}
-\Delta F \geqslant 0 \tag{69.5}
\end{equation*}
$$

as a necessary condition for any change in state, and a minimum of thermodynamic potential as denoted by

$$
\begin{equation*}
\delta F=0 \tag{59.6}
\end{equation*}
$$

as the condition for thermodynamic equilibrium.
The foregoing conditions for thermodynamic change and equilibrium prove very useful in predicting the behaviour of physicalchemical systems. The first pair of conditions as given by (59.1) and (59.2), for the case of an isolated system subject to no external constraints, seem perhaps the most fundamental, since by the inclusion of a sufficient region within the boundary of the system to be con-sidered-or indeed if allowable by considering the universe as a whole-we can undertake the treatment of any situation of interest. The third pair of conditions as given by (59.5) and (59.6), for the case of a system maintained at constant pressure and temperature, is often the most useful on account of our frequent interest in the equilibrium of a system at some specified pressure and temperature-for example atmospheric pressure and room temperature.
60. Conditions for change and equilibrium in homogeneous systems
In order to apply the foregoing conditions for thermodynamic change and equilibrium to determine the behaviour of any given system, we should have to know the dependence of its entropy, free energy, or thermodynamic potential on the variables used for the description of its state. The form of this dependence must, of course, be worked out for the particular system under consideration, and in the present section we shall investigate this form for the case of simple homogeneous systems. This can be done with the help of an equation which combines the requirements of the first and second laws.

Consider a simple system-having uniform pressure, temperature, and composition throughout-whose state can be completely specified by the energy $E$, volume $v$, and number of mols $n_{1}, n_{2}, \ldots, n_{n}$ of the different substances which it contains. Since the entropy $S$ of a
system is a definite function of its state, we can then evidently write in accordance with the principles of the differential calculus

$$
\begin{equation*}
d S=\frac{\partial S}{\partial E} d E+\frac{\partial S}{\partial v} d v+\frac{\partial S}{\partial n_{1}} d n_{1}+\ldots+\frac{\partial S}{\partial n_{n}} d n_{n} \tag{60.1}
\end{equation*}
$$

as an expression for the dependence of the entropy of this system on the variables determining its state.

For an infinitesimal reversible change solely in energy and volume we can evidently write, however, in accordance with the first and second laws

$$
\begin{equation*}
d S=\frac{d Q}{T}=\frac{d E+p d v}{T} \tag{60.2}
\end{equation*}
$$

which gives us for the partial differentials with respect to energy and volume the well-lnown expressions

$$
\begin{equation*}
\frac{\partial S}{\partial E}=\frac{1}{\bar{T}} \quad \text { and } \quad \frac{\partial S}{\partial v}=\frac{p}{T} \tag{60.3}
\end{equation*}
$$

where $p$ and $T$ are the pressure and temperature. Substituting these expressions, equation (60.1) can now be written in the more useful form

$$
\begin{equation*}
d S=\frac{1}{T} d E+\frac{p}{T} d v+\frac{\partial S}{\partial n_{1}} d n_{1}+\ldots+\frac{\partial S}{\partial n_{n}} d n_{n} \tag{60.4}
\end{equation*}
$$

With the help of this equation and our previous definitions of free energy and thermodynamic potential, it is also possible to derive useful expressions for the dependence of these latter quantities on the variables which determine the state of a system. To carry this out we have only to differentiate the equations $(58.2,3)$ by which free energy and thermodynamic potential were defined, which will give us

$$
\begin{equation*}
d A=d E-S d T-T d S \tag{60.5}
\end{equation*}
$$

and

$$
\begin{equation*}
d F=d E-S d T-T d S+v d p+p d v \tag{60.6}
\end{equation*}
$$

and then substitute the expression for $d S$ given by ( 60.4 ).
Doing this we can then write the three parallel expressions for the dependence of entropy, free energy, and thermodynamic potential on the state of the system

$$
\begin{align*}
d S & =\frac{1}{T} d E+\frac{p}{T} d v+\left(\frac{\partial S}{\partial n_{1}}\right)_{E, v} d n_{1}+\ldots+\left(\frac{\partial S}{\partial n_{n}}\right)_{E, v} d n_{n}  \tag{60.7}\\
d A & =-S d T-p d v-T\left(\frac{\partial S}{\partial n_{1}}\right)_{E, v} d n_{1}-\ldots-T\left(\frac{\partial S}{\partial n_{n}}\right)_{E, v} d n_{n}  \tag{60.8}\\
d F & =-S d T+v d p-T\left(\frac{\partial S}{\partial n_{1}}\right)_{E, v} d n_{1}-\ldots-T\left(\frac{\partial S}{\partial n_{n}}\right)_{E, v} d n_{n}, \tag{60.9}
\end{align*}
$$

where subscripts have been introduced to prevent mistake as to the variables held constant when differentiating the entropy with respect to the variables determining the composition.

These equations are of such a form that in using them it is evident that we are to treat entropy as a function of energy, volume, and com-position-free energy as a function of temperature, volume, and com-position-and thermodynamic potential as a function of temperature, pressure, and composition. Doing so, we can now write for the partial derivatives with respect to composition the useful relations

$$
\begin{equation*}
-T\left(\frac{\partial S}{\partial n_{i}}\right)_{E, v}=\left(\frac{\partial A}{\partial n_{i}}\right)_{T, v}=\left(\frac{\partial F}{\partial n_{i}}\right)_{T, p} \tag{60.10}
\end{equation*}
$$

where the subscripts indicate the variables in addition to those giving the composition which are taken as regarded as determining the quantities $S, A$, and $F$.

With the help of the above considerations, we may now easily investigate the possibilities for change in the composition of a homogeneous system by chemical reactions involving the substances present. To do this let us consider any possible chemical reaction which might be written down for these substances, and denote by $\delta n_{1}, \delta n_{2}, \ldots, \delta n_{i}, \ldots, \delta n_{n}$ the changes that would occur in composition if this reaction should proceed to an infinitesimal extent. We can then write for the infinitesimal changes in entropy, free energy, or thermodynamic potential that would accompany such an infinitesimal reaction proceeding under the respective conditions of constant $E$ and $v$, constant $T$ and $v$, or constant $T$ and $p$, the expressions

$$
\begin{align*}
& (\delta S)_{E, v}=\sum_{i}\left(\frac{\partial S}{\partial n_{i}}\right)_{K, v} \delta n_{i}, \\
& (\delta A)_{T, v}=\sum_{i}\left(\frac{\partial A}{\partial n_{i}}\right)_{T, v} \delta n_{i},  \tag{60.11}\\
& (\delta F)_{T, p}=\sum_{i}\left(\frac{\partial F}{\partial n_{i}}\right)_{T, p} \delta n_{i},
\end{align*}
$$

whero tho summation is to be takon over all tho substances involved in the reaction.

In accordance with the preceding soction (§ 59), however, we can take the occurrence of a maximum of entropy, a minimum of free energy, or a minimum of thermodynamic potential, under the respective conditions specified, as a criterion of thermodynamic
equilibrium. Hence, noting the relation given by ( 60.10 ), we can now use as the criterion of chemical stability any one of the three following expressions which proves most convenient for the particular problem

$$
\begin{align*}
& \sum_{i}\left(\frac{\partial S}{\partial n_{i}}\right)_{E, v} \delta n_{i}=0  \tag{60.12}\\
& \sum_{i}\left(\frac{\partial A}{\partial n_{i}}\right)_{T, v} \delta n_{i}=0  \tag{60.13}\\
& \sum_{i}\left(\frac{\partial F}{\partial n_{i}}\right)_{T, p} \delta n_{i}=0 \tag{60.14}
\end{align*}
$$

and these expressions will hold for each reaction which has no thermodynamic tendency to proceed.

In case the system is not in a state of chemical equilibrium, the quantities given above will not be equal to zero for all possible reactions that might occur. Thus if we have a homogeneous isolated system of constant energy and volume, and there is a reaction for which the quantity given in (00.12) is greater than zero, the progress of this reaction would lead to an increase in ontropy, and we can expect it to take place and continue until the values of the coefficients $\left(\partial S / \partial N_{i}\right)$ become such that equilibrium is reached (see $\S 63$ ).

Although the criteria for chemical stability given above have been obtained from a consideration of the possibility of chemical reaction in a finite homogeneous system subject to specified external restraints, they can be applied in general since the tendency for a chemical reaction to take place is determined solely by conditions at the point of interest. Thus if $\phi$ is the density of entropy at any particular point, there will be no tendency for chemical reaction at that point, provided we have in agreement with (60.12) the relation

$$
\begin{equation*}
\sum_{i}\left(\frac{\partial \phi}{\partial c_{i}}\right)_{\rho, \bar{v}} \delta c_{i}=0 \tag{60.15}
\end{equation*}
$$

where the quantities $\left(\partial \phi / \partial c_{i}\right)_{p, \bar{v}}$ denote rates of change in entropy density with concentration at constant energy density $\rho$ and specific volume $\bar{v}$, and the quantities $\delta c_{i}$ denote the infinitesimal changes in concentration of the different reacting substances which would accompany the progress of the reaction under those conditions.

## 61. Uniformity of temperature at thermal equilibrium

We have now developed sufficient apparatus for thermodynamic considerations so that we can proceed to develop consequences of
interest. In the present section and the two following ones we shall consider three well-known principles, commonly employed in the classical thermodynamics, in accordance with which (i) a state of thermal equilibrium would necessarily be characterized by uniformity of temperature; (ii) thermodynamic processes taking place at a finite rate would necessarily be irreversible; and (iii) the final state of an isolated system would necessarily be one of maximum entropy where further change would be impossible.

These three principles have been obtained in the past with the help of the ideas of the classical thermodynamics by such simple and direct methods as to seem inescapable, and have frequently been made the basis for philosophic reflection on the nature of the universe as a whole. Nevertheless, when we consider the extension of thermodynamics to general relativity in the later parts of this book we shall find that all three of these principles must be regarded as subject to exception.
To investigate the distribution of temperature at thermal equilibrium, let us consider the transfer of a small amount of heat $d Q$ from one part of an isolated system at temperature $T_{1}$ to a second part at the lower temperature $T_{2}$. In accordance with the expression of the second law of thermodynamics given by (57.2), we can evidently write for the increase in the entropies of the two parts of the system

$$
d S_{1} \geqslant-\frac{d Q}{T_{1}} \quad \text { and } \quad d S_{2} \geqslant \frac{d Q}{T_{2}}
$$

and hence by addition for the change in entrony of the whole system

$$
\begin{equation*}
d S \geqslant-\frac{d Q}{T_{1}}+\frac{d Q}{T_{2}}>0 \tag{61.1}
\end{equation*}
$$

the value being greater than zero since $T_{1}$ is greator than $T_{2}$ by hypothesis.
In accordance with this result, an isolated system having parts at different temperatures would not be in a state of thermodynamic equilibrium since a process could occur which would lead to an increase in entropy, in contradiction to the criterion for equilibrium given by (59.2). In the classical thermodynamies we are thus led to the general conclusion that there is a tendency for heat to flow from regions of higher to those of lower temperature, and that uniform temperature throughout is a necessary condition for thermal equilibrium.

In our later development of relativistic thermodynamics, however, we shall find a necessity for modifying this conclusion when different portions of the system under consideration are at different gravitational potentials (see § 129). Roughly speaking, the reason for the modification can be said to lie in the fact that heat must be regarded as having weight. Hence on the transfer of heat from a place of higher to a place of lower gravitational potential, the quantity abstracted at the upper level is less than that added at the lower level and the analysis that led to (61.1) is no longer valid. Defining temperature as that which would be measured by a local observer using proper coordinates, the result obtained in the relativistic treatment will actually show the necessity for a definite temperature gradient at thermal equilibrium to prevent the flow of heat from places of higher to those of lower gravitational potential.

## 62. Irreversibility and rate of change

The second familiar principle used in the classical thermodynamics, to which we wish to draw attention, is the conclusion that thermodynamic processes which take place at a finite rate are necessarily irreversible. The common reason for belief in this principle lies in the general idea that thermodynamic processes would necessarily have to be carried out at an infinitesimally slow rate in order to secure that maximum efficiency which would be needed for reversibility. A detailed analysis of the application of this idea to a specific typioal example will make the reasons for the principle clearer, and will indicate the possibility for later modification when we treat the extension of thermodynamics to general relativity.

As a thermodynamic system sufficiently typical to illustrate the different kinds of processes that must be considered, let us take a mixture of gases, enclosed in a cylinder provided with a movable piston. Any change in the thermodynamic state of this system must involve either the transfer of heat, or of work, between the system and its surroundings, or be due solely to a change in internal conditions. We may consider these three possibilities seriatim.

First of all, it is evident from our knowledge of the phenomena of heat conduction that the transfer of heat between the system and its surroundings at a finite rate could only occur as the accompaniment of a finite temporature gradient. It would thus involve the transfer of heat from regions of higher to those of lower temperature, and hence
in accordance with (61.1) of the preceding section there would be an increase in entropy for the system and its surroundings taken as a whole. Since this whole, however, could itself be regarded as an isolated system, such an increase in entropy would involve irreversibility in accordance with our treatment of isolated systems in §59, and hence we can allow no transfer of heat into the system at a finite rate if the process is to be reversible.

Turning next to the exchange of energy between the system and its surroundings by the performance of work, this could be accomplished in the case of the system mentioned by an expansion of the gases which would force the piston out in such a way as to do work on some suitable external mechanism for storing potential energy. In order to carry this out reversibly, however, it is evident that the force exerted on the external mechanism during the expansion could not be less than the force necessary to recompress the gases on reversal of the direction of motion. It is evident, nevertheless, that this could not be accomplished with a finite rate of expansion-in the first place because of the friction that would accompany a finite velocity of the piston, and in the second place because the flow of gases necessary to fill in the space left by the moving piston would not take place rapidly enough to maintain as great a gas pressure on the piston during expansion as would be present during compression. Since similar considerations could be applied to other modes of doing work, we are led to the general conclusion that the system can do no work on its surroundings at a finite rate and still maintain reversibility.

Since the system cannot interact reversibly with its surroundings either by the transfer of heat or work at a finite rate, we must now inquire into the possibility of internal processes. Furthermore, since the system can have no interaction with its surroundings it may now be treated as isolated, and these internal processes in accordance with (59.1) must lead to no increase in entropy if we are to maintain reversibility.

For the system considered, the possible internal processes could be the transfer of heat from one portion of the gases to another inside the cylinder, the performance of work by one portion of the gases on another on account of pressure differences, the diffusion of one of the component gases from a place of higher to one of lower concentration, or the chemical reaction of the gases among themselves. None of these processes, however, could take place at a finite rate without increase
in entropy and hence irreversibility. The transfer of heat and work inside the system at a finite rate would of course be just as irreversible as the transfer between system and surroundings considered above, and we must conclude that the temperature and pressure would have to be uniform throughout the contents of the cylinder. Furthermore, the diffusion of a mol of gas from concentration $c_{1}$ to $c_{2}$ at constant temperature would be accompanied by the increase in entropy $R \ln \left(c_{1} / c_{2}\right)$, without reference to the rate at which it took place. And finally, in accordance with our knowledge of chemical kinetics and the criterion for change in an isolated system given by (59.1), if any chemical reaction were possible which did not lead to increase in entropy it would on the average take place as often in the forward and reverse directions without resulting change in composition.

Hence for the simple system considered we are led to the conclusion that no processes, with or without interaction between system and surroundings, could take place both reversibly and at a finite rate. Furthermore, the system treated is sufficiently typical to illustrate the line of thought by which this result has come to be regarded as a general principle for use in connexion with the classical thermodynamics.

It remains to point out a reason for exceptions to this principle which we shall later find resident in the extension of thermodynamics to general relativity. This will be found to lie in the possibility for changes in the proper volume of an element of matter-as measured by a local observer-due to changes in gravitational potentials which are neglected in the classical theory. We were led above to the conclusion that a reversible increase in the volume of the gas could not take place at a finite rate because of friction that would develop and because of a falling off in outward pressure that would accompany the flow of gas to fill in the space left by the moving piston. In relativistic mechanics, however, we shall find possibilities for a change in proper volume without friction and with a complete balance between internal and external pressures, and hence shall be led to different thermodynamic conclusions.

## 63. Final state of an isolated system

The third principle of the classical thermodynamics which we wish to consider is the conclusion that the final state of an isolated system
would necessarily be one of maximum entropy where further change would be impossible. The justification for this principle in the classical thermodynamics is found to depend on the first and second laws in a relatively simple manner.

In accordance with the first law of classical thermodynamics the energy content of an isolated system must remain constant, and in accordance with the second law-see $\S \S 59$ and 62 -its entropy must increase with the time as a result of any actual thermodynamic changes that take place in it. Hence if there is an upper limit, giving the maximum possible entropy of the system, this will determine the final state of the system, where in accordance with (59.2) further change will be impossible.
The proof that a maximum upper limit of entropy would exist can be carried out in detail by the methods of the classical thermodynamics for any specified isolated system chosen as typical. More generally it is evident that the entropy of a system can be regarded as a function of its energy, volume, and sufficient further variables to determine its internal configuration and constitution, and since the energy of an isolated system will be constant we need only to consider the dependence of entropy on the volume and internal variables. In the case of unconfined gases, however, this dependence is such that with constant energy content a final state of infinite dilution and complete dissociation into atoms would be one of maximum entropy. And in the case of systems held together by their own coherence a final state of maximum entropy would be obtained when the internal variables have adjusted themselves to the most favourable values possible in the restricted range permitted by the fixed value of the energy.
For example, in the case of a homogeneous system of constant energy and volume, the considerations of § 60 have shown that the condition for a given chemical reaction to take place would be given by the expression (see 00.12)

$$
\begin{equation*}
\sum_{i}\left(\frac{\partial S}{\partial n_{i}}\right)_{E, v} \delta n_{i}>0, \tag{63.1}
\end{equation*}
$$

where $\delta n_{1}, \delta n_{2}, \ldots, \delta n_{i}, \ldots$ denote the changes in the number of mols of the different interacting substances which would occur if the reaction in question should proceed to an infinitesimal extent. And since the value of any individual differential coeffioient ( $\partial S / \partial n_{i}$ ) is aotually
found to deorease with increasing values of $n_{i}$ it is evident that continued reaction would ultimately lead to a condition of maximum entropy.

By considerations such as these the classical thermodynamics has been led to the belief that isolated systems would approach a final state of maximum possible entropy where further change would not take place. In our later extension of thermodynamics to general relativity, however, this conclusion will be modified by the fact that relativistic mechanics does not require a constant value for what may be called the total proper energy of an isolated system, and this removes the restriction on the adjustment of variables to secure increased entropy imposed in the classical thermodynamics by the principle of the conservation of energy.

## 64. Energy and entropy of a perfect monatomic gas

As a preparation for later applications we may now treat several matters of a more specific nature. In the present section we shall give expressions for the energy and entropy of a perfect monatomic gas.

For the relation between the pressure, volume, and temperature of such a gas we can take the perfect gas laws in the form

$$
\begin{equation*}
p v=N k T \tag{64.1}
\end{equation*}
$$

where $N$ is the number of molecules present, and Boltzmann's constant $k$ is the ordinary gas law constant $R$ for one mol of the gas divided by the number of molecules in a mol (Avogadro's number $A$ )

$$
\begin{equation*}
k=R / A \tag{64.2}
\end{equation*}
$$

Furthermore, in accordance with experiment and the simplest considerations of the kinetic theory, we can write

$$
\begin{equation*}
C_{v}=\frac{8}{2} N k \quad \text { and } \quad C_{p}=\frac{5}{2} N k \tag{64.3}
\end{equation*}
$$

for the heat capacities of such a gas at constant volume and constant pressure respectively, and in addition can take $\dagger$

$$
\begin{equation*}
E_{\mathrm{k} \mid n}=\frac{3}{2} N k T \tag{64.4}
\end{equation*}
$$

as an expression for the translational kinetic energy of the molecules at temperature $T$.

[^21]See Jüttner and Tolman, loc. cit.

Making use of the fundamental starting-point for energy content provided by the mass-energy relationship of Einstein, as discussed in § 56, we can then take for the total energy of such a gas the sum of the energy due to the rest-mass $m$ of the particles themselves, and the above value for the kinetic energy, in accordance with the expression

$$
\begin{equation*}
E=N m c^{2}+\frac{3}{2} N l c T \tag{64.5}
\end{equation*}
$$

This result will be of importance when we desire to consider the possible transformation of matter into radiation, or the possible transformation of one kind of atoms into another as in the formation of helium out of hydrogen, since the store of internal energy $N m c^{2}$ can then be drawn upon.

For the dependence of the entropy of a perfect gas on temperature and volume, we can evidently write

$$
\begin{equation*}
d S=C_{v} \frac{d T}{T}+\frac{p d v}{T} \tag{64.6}
\end{equation*}
$$

since $\left(C_{v} d T+p d v\right)$ would be the heat absorbed in a reversible change of temperature and volume. And substituting the values of $C_{v}$ and $v$ given by (64.1) and (64.3) and integrating we obtain

$$
\begin{equation*}
S={ }_{2}^{5} N k \log T-N k \log p+\text { const. } \tag{64.7}
\end{equation*}
$$

as an expression for the entropy of $N$ molecules of perfect monatomic gas at temperature $T$ and pressure $p$. Or introducing the concentration of the gas $c$ as given by the gas laws in the form

$$
\begin{equation*}
p=\frac{N}{v} k T=c k T \tag{64.8}
\end{equation*}
$$

we can also rewrite the above expression for entropy in the equivalent form

$$
\begin{equation*}
S=\frac{3}{2} N k \log T-N k \log c+\text { const } . \tag{64.9}
\end{equation*}
$$

The value of the constant of integration occurring in equation (64.7) can be taken proportional to the number of molecules $N$, but is of course othcrwise undetermined, until we choose some specifio zero point for entropy contents. Taking the zero of entropy-in accordance with the third law of thermodynamics (§57)-to be that for the substance in the form of a pure crystal at the absolute zero, we can then determine the constant from a knowledge of the reversible heat of evaporation from the crystalline to the gaseous form. This can readily be done theoretically $\dagger$ and leads to the well-known

[^22]Sackur-Tetrode equation for the entropy of a monatomic gas

$$
\begin{equation*}
S=\frac{5}{2} N k \log T-N k \log p+N k \log \frac{(2 \pi m)^{\sharp}(k e)^{\frac{1}{2}}}{h^{3}} \tag{64.10}
\end{equation*}
$$

or in terms of concentration

$$
\begin{equation*}
S=\frac{3}{2} N k \log T-N k \log c+N k \log \frac{(2 \pi m k)^{\frac{9}{2}} e^{\frac{6}{3}}}{h^{\frac{3}{2}}} \tag{64.11}
\end{equation*}
$$

where the additive constant is seen to depend on the mass $m$ per molecule for the particular gas in question, and on certain universal constants, the base of the natural system of logarithms e, Boltzmann's constant $k$, and Planck's constant $h$. The actual dependence of the entropy of monatomic gases on these quantities in the way stated may now be regarded as a satisfactorily tested empirical fact.

The quantity given by equations $(64.10,11)$ is often spoken of as the absolute entropy of the gas. Since such a designation might be misleading, however, it is well to emphasize that this quantity is in any case-both theoretically and experimentally-the increase in entropy that would accompany a change in state of the substance considered from the form of a pure crystal at the absolute zero to that of a perfect monatomic gas under the conditions specified.

For practical calculations equations $(64.10,11)$ can be written in the following forms for the entropy per mol of gas at a given concentration $c$ or at a given pressure $p$ :
and

$$
\begin{equation*}
S=\frac{8}{2} R \log T-R \log c+\frac{3}{2} R \log M+S_{0} \tag{64.12}
\end{equation*}
$$

where the logarithms are to the base $e$, the entropy $S$ and gas constant $R$ are in calories per mol per degree centigrade, $T$ is in degrees centigrade absolute, $M$ is the molecular weight of the gas in grammes, $c$ is in mols per cubic centimetre, $p$ is in normal atmospheres, and the constants have the values $\dagger$

$$
\begin{align*}
& S_{0}=-11.0533  \tag{64.14}\\
& S_{0}^{\prime}=-2.29852 \tag{64.15}
\end{align*}
$$

calories per mol per degree centigrade. The expressions are, of course, for monatomic gasos.

Expressions for the energy and entropy of gases composed of more complicated molecules, where allowance must be made for the rota-

[^23]tion of the molecule as a whole and if necessary also for the oscillation of the atoms within the molecule, can also be obtained, but will not be necessary for the applications that will be undertaken.

## 65. Energy and entropy of black -body radiation

In the present section we shall give the well-known expressions for the energy and entropy of black-body radiation, for use in our later applications.

As shown by the work of Stefan and Boltzmann, the energy density $u$ for radiation in equilibrium with the walls of a hollow enclosure at temperature $T$ is given by the formula

$$
\begin{equation*}
u=a T^{\mathbf{4}} \tag{65.1}
\end{equation*}
$$

where Stefan's constant $a$ has the value $\dagger$

$$
\begin{equation*}
a=7.6237 \times 10^{-15} \tag{65.2}
\end{equation*}
$$

in ergs per cubic centimetre per degree centigrade to the fourth power. Furthermore, the pressure of this radiation is given by

$$
\begin{equation*}
p=\frac{a}{3} T^{4} . \tag{65.3}
\end{equation*}
$$

In accordance with (65.1) we may then write for the total energy of the radiation present at equilibrium in a hollow enclosure of volume $v$ at temperature $T$

$$
\begin{equation*}
E=a v T^{4} . \tag{65.4}
\end{equation*}
$$

Furthermore, in accordance with the above expressions, we can evidently write for the heat absorbed when the volume of the enclosure is incroased by a reversible isothermal expansion

$$
\begin{aligned}
d Q & =d E+d W \\
& =a T^{4} d v+\frac{1}{8} a T^{4} d v \\
& =\frac{4}{3} a T^{4} d v,
\end{aligned}
$$

and hence for the increase in the entropy content of the enclosure

$$
d S=\frac{{ }_{3}^{3}}{3} a T^{3} d v .
$$

This expression can now be integrated, however, to give the total entropy increase corresponding to an increase in the volume from zero to $v$. We thus obtain, for the total entropy of the radiation at equilibrium in a hollow enclosure of volume $v$ at temperature $T$, the expression

$$
\begin{equation*}
S={ }_{8}^{4} a v T^{3} . \tag{65.5}
\end{equation*}
$$

Moreover, this quantity could be strictly spoken of as the absolute created inside the enclosure.

As a further important characteristic of black-body radiation we may also note that the energy distribution among the different frequencies is given at equilibrium by the Planck law

$$
\begin{equation*}
d u=8 \pi \frac{h \nu^{3}}{c^{3}} \frac{1}{e^{h \nu / k T}-1} d \nu . \tag{65.6}
\end{equation*}
$$

## 66. The equilibrium between hydrogen and helium

As an interesting thermodynamic application of the relation between mass and energy provided by the theory of relativity, we may now consider the possible formation of helium out of hydrogen in accordance with a quasi-chemical reaction which we can write in the form

$$
\begin{equation*}
4 \mathrm{H}=\mathrm{He} . \tag{66.1}
\end{equation*}
$$

If the hydrogen atom does consist of one proton and one electron and the helium atom of a nucleus containing four protons and two electrons surrounded by two external electrons-as it seems reasonable to believe-such an internuclear reaction should be entirely possible. Furthermore, since the mass of the helium atom is considerably less than that of four hydrogen atoms there should be a great evolution of heat accompanying this process and hence in accordance with the qualitatively correct principle of Berthelot a great tendency for the reaction to occur. In the present section we shall calculate the conditions of equilibrium for this postulated process. $\dagger$

To do this it will be most convenient to take the criterion for chemical equilibrium in the form given by our previous equation (60.14)

$$
\begin{equation*}
\sum_{i}\left(\frac{\partial F}{\partial n_{i}}\right)_{T, p} \delta n_{i}=0 \tag{66.2}
\end{equation*}
$$

where the quantities $\delta n_{i}$ are the changes in number of mols of the different substances present which would occur if the reaction under test should proceed to an infinitesimal extent, and the quantities $\left(\partial F / \partial n_{i}\right)$ are the rates of change in the thermodynamic potential of the system at constant temperature and pressure per mol of the substance indicated. Applying this criterion to the reaction between
hydrogen and helium as given by (66.1), and using the subscripts 1 and 2 to refer to hydrogen and helium respectively we can write the requirement for equilibrium in the form

$$
\left(\frac{\partial F}{\partial n_{1}}\right)_{T, p} \delta n_{1}+\left(\frac{\partial F}{\partial n_{2}}\right)_{T, p} \delta n_{2}=0
$$

or since we shall necessarily have four hydrogen atoms used for each helium atom formed we can substitute

$$
-\delta n_{1}=4 \delta n_{3}
$$

and obtain

$$
\begin{equation*}
-4\left(\frac{\partial F}{\partial n_{1}}\right)_{T, p}+\left(\frac{\partial F}{\partial n_{2}}\right)_{T, p}=0 \tag{66.3}
\end{equation*}
$$

as a relation which must hold at equilibrium.
To use this equation in our present problem, we may assume the hydrogen and helium both sufficiently dilute, so that they can be treated as perfect monatomic gases at their partial pressures and the temperature of the mixture. The thermodynamic potential per mol of hydrogen or helium produced in the mixture can then be taken as equal to the actual thermodynamic potential for one mol of that gas in a pure stato at the temperature and pressure thus given. And since these thermodynamio potentials will themselves be calculable in terms of tho energy $E$, pressure $p$, volume $v$, and temperature $T$ of the gas in question from the cquation of definition (58.3)

$$
F=E+p v-T S
$$

the condition of equilibrium (66.3) can now be rewritten in the form

$$
\begin{equation*}
\left(E_{2}+p_{2} v-T S_{2}\right)-4\left(E_{1}+p_{1} v-T S_{1}\right)=0 \tag{66.4}
\end{equation*}
$$

where the subscripts 1 and 2 again refer to hydrogen and helium, $E_{1}$ and $E_{2}$ being the energies and $S_{1}$ and $S_{2}$ the entropies of a mol of pure hydrogen or helium at the temperature $T$ and the pressures $p_{1}$ and $p_{2}$ respectively, which are the partial pressures in the equilibrium mixturo.

For the cnergy difference between a mol of helium and 4 mols of hydrogen, allowing for tho relativistic relation between mass and energy, we may write in accordance with (64.5)

$$
\begin{equation*}
E_{2}-4 E_{1}=\left(M_{2}-4 M_{1}\right) c^{2}-8 R T \tag{66.5}
\end{equation*}
$$

where $M_{1}$ and $M_{2}$ are tho molecular weights of hydrogen and helium, thus placing the energy change equal to the change in internal energy plus the change in the kinetio energy of the molecules. Furthermore, for the pressure-volume products we may write in accordance with the gas laws

$$
\begin{equation*}
p_{2} v-4 p_{1} v=-3 R T \tag{6i,6}
\end{equation*}
$$

Finally, for the entropies we can use the values provided by the Sackur-Tetrode equation in the form (64.13), which will give us

$$
\begin{align*}
& -T S_{2}+4 T S_{1} \\
& \quad=\frac{15}{2} R T \log T-R T \log \frac{p_{1}^{4}}{p_{2}}+\frac{3}{2} R T \log \frac{M_{1}^{4}}{M_{2}}+3 \cdot T^{T} S_{0}^{\prime} \tag{313.7}
\end{align*}
$$

Substituting these expressions into the equilibrium condition (66.4) and solving, we then obtain as an expression for the equilibrium constant for the reaction

$$
\begin{equation*}
\log \frac{p_{2}}{p_{1}^{4}}=-\frac{\left(M_{2}-4 M_{1}\right)}{R T} c^{2}-\frac{15}{2} \log T+\frac{8}{2} \log \frac{M_{2}}{M_{1}^{1}}-\frac{3 S_{0}^{\prime}}{R}+\frac{15}{2}, \tag{6in.K}
\end{equation*}
$$

where $p_{1}$ and $p_{2}$ are the equilibrium pressures of hydrogen and helium.

To obtain numerical results with the help of this equation, wo may take for the molecular weights of monatomic hydrogen and helium the 1932 atomic weights 1.0078 and 4.002 gm ., thus neglecting the small fraction of the isotope of hydrogen of approximate woight 2 recently discovered. For the other quantities we may use the values of Birge, $\dagger$ for the velocity of light $c=2.90796 \times 10^{10} \mathrm{~cm}$. sec. ${ }^{-1}$, for the gas constant $R=8.31360 \times 10^{7}$ erg. deg. ${ }^{-1} \mathrm{~mol}^{-1}$ or $1 \cdot 948.43$ cal. deg. ${ }^{-1} \mathrm{~mol}^{-1}$, and for $S_{0}^{\prime}=-2.29852$ cal. cleg. ${ }^{-1} \mathrm{~mol}^{-1}$ corrisponding to taking the pressures in atmospheres. Substituting these values and changing to logarithms to the base 10 , we then ohtain with sufficient accuracy for our present purposes

$$
\begin{equation*}
\log \frac{p_{2}}{p_{1}^{4}}=\frac{1 \cdot 371 \times 10^{11}}{T}-7 \cdot 5 \log T+5 \cdot 648 \tag{6ti.0}
\end{equation*}
$$

where the equilibrium pressures $p_{1}$ and $p_{2}$ of hydrogen and helinm are in atmospheres. Or denoting the total pressure of the mixture by

$$
\begin{equation*}
p=p_{1}+p_{2} \tag{6it.10}
\end{equation*}
$$

and letting $\alpha$ be the fraction of helium which would bo dissociated into hydrogen at equilibrium we can also easily rewrite this aquation in the form

$$
\begin{equation*}
\log \frac{256 p^{8} \alpha^{4}}{(1-\alpha)(1+3 \alpha)^{3}}=-\frac{1.371 \times 10^{11}}{T}+7.5 \log T-5 \cdot 648 \tag{63.11}
\end{equation*}
$$

In accordance with these results, we see that there would be an extremely great thermodynamic tendency for hydrogen to ohange over into helium unless we should go to extremely high temperatures and low pressures. This tendency arises because of the great evolution of energy accompanying the formation of helium from hydrogen corresponding to a loss in mass which is not large in grammes per mol formed, but very large in ergs on account of the appoarance of the square of the velocity of light as the conversion faotor. Thus in accordance with (66.9) we should have

$$
\begin{equation*}
\frac{p_{2}}{p_{1}^{4}}=1 \quad \text { at } \quad T \simeq 2 \times 10^{\circ}{ }^{\circ} \mathrm{C} \tag{66.12}
\end{equation*}
$$

and hence should need a temperature over $10^{\circ}$ degrees absolute in order to have monatomic hydrogen at one atmosphere in equilibrium with helium at that same pressure. And in accordance with (60.11), even at a temperature of a million degrees and a pressure as low as $10^{-100}$ atmospheres, the fraction of helium $\alpha$ dissocinted into monatomic hydrogen would only be

$$
\alpha=10^{-00,000}\left\{\begin{array}{l}
T=10^{60} \mathrm{C}  \tag{66.13}\\
p=10^{-100} \mathrm{~atm}
\end{array}\right.
$$

These calculations have been mado for the equilibrium betweon unionized helium and unionized monatomic hydrogen. Nevertheless, the free energy changes, accompanying such processes as ionization or ordinary chemical reaction, are so small compared with that for the internuclear reaction as not to change the goncral conolusion that hydrogen would in any case be almost completely transformed into helium at equilibrium under all but the most extreme conditions of high temperature and low pressure.

This result must now be compared with tho known facts concerning the presence of hydrogen and helium on the oarth, and in the sun and other stars. On the carth it is well known that hydrogen shows as yet no discovered tendency to go over into holium. Hydrogon at terrestrial temperatures and pressures is of course largely in the diatomic form or combined with oxygen to form water. As noted above, however, this would not appreciably diminish the thermodynamic tendency to form helium. Furthormore, it is well known from spectral data that hydrogen in the unionized monatomic form and unionized helium are both found in appreciable amounts in the chromosphere of the sun and in stars of a number of classes at temperatures ranging say from 6,000 to 20,000 degrees absolute and at pressures enormously greater than the $10^{-100}$ atmospheres mentioned above. We must hence conclude in general that the observed concentrations of hydrogen and helium in the universe are very far from correspondence with the amounts calculated for equilibrium.

Similar conclusions, as to a discrepancy between relative amounts calculated for thermodynamic equilibrium and actually observed, have been obtained by Urey and Bradley $\dagger$ for the case of a considerable number of isotopes which could be conceivably transformed into each other by internuclear reactions, of the type given by the example

$$
\mathrm{C}^{12}+\mathrm{O}^{17}=\mathrm{C}^{13}+\mathrm{O}^{16}
$$

The method of calculation is similar to that employed above for the equilibrium between hydrogen and helium. The calculations have the advantage that the effect of deviations from the perfect gas laws -which might arise under the actual conditions obtaining when equilibrium is established-would tend to cancel out by affecting both reactants and products in the same way. The calculations have the disadvantage, however, of smaller and at least in some cases less certain mass changes, and of less general information as to the relative abundance in the universe as a whole of the substances involved. The actual relative abundances of the isotopes in terrestrial material was found not to be in agreement with the relative abundances that would be calculated for equilibrium conditions at any assigned temperature.

To account for the discrepancy, between the observed concentration of hydrogen on the earth or in the sun and stars and that calculated for equilibrium, three general types of explanation present themselves. First, it is possible that helium cannot be formed out of the constituents of hydrogen as assumed; secondly, the theoretical basis for the calculations may not be justified at some point; and thirdly, hydrogen may actually have a thermodynamic tendency to go over into helium but the reaction be so slow that equilibrium has not been attained.

The reasons for believing in the possible formation of helium and the other higher elements from the constituents of hydrogen lie in the approximate whole number relations between atomic weights, in the observed emission of electrons and protons where certain nuclei are decomposed either artificially or by radioactive disintegration, and $\dagger$ Urey and Bradley, Phys. Phev. 38, 718 (1931).
in the general simplification and reduction in number of necessary independent assumptions obtained with the help of this hypothesis. These reasons are strong but certainly not conclusive evidence that. helium can be formed from hydrogen, since our present knowledge as to the number and nature of fundamental particles, suoh as positive and' negative electrons, protons, and neutrons, is not complete. If helium oannot be produced solely from the constituents of hydrogen the treatment given is of course not applicable.
The theoretical basis for the calculations might be wrong either on account of the expression used for the energy change that would accompany the reaction, or on account of the expression used for the entropy change. The energy ohange was calculated with the help of Einstein's mass-energy relationship. This principle forms such a simple and integral part of the theory of relativity that we should be loth to abandon it. The entropy change was calculated with the help of the Sackur-Tetrode expression for the entropy of monatomic gases. This expression undoubtedly gives correctly that part of the entropy whioh is associated with the unordered spatial arrangement and motion of the atoms as a whole, but neglects any possible disorder within the nucleus. Nevertheless, we should have to assume an enormous increase in the internal disorder within protons or electrons themselves in going from helium to hydrogen in order to change the nature of the conclusions in the direction of higher concentrations of hydrogen.

The most probable explanation for the high concentration of hydrogen in the observable portion of the universe appears to lie, hence, in the assumption of an exceedingly slow rate for the reaction by which hydrogen would go over into helium, coupled with the hypothesis that even larger amounts of hydrogen were present in the universe in the past.

The assumption of great slowness for the reaction is in itself entirely reasonable. If the reaction took place in accordance with the simple mechanism

$$
4 \mathrm{H} \rightarrow \mathrm{He}
$$

it would be of a very high order-the fourth-and in addition the nuclei of the hydrogen atoms would then be hindered in coming into intimate contact by the presence of the valency electrons. And if the reaction took place in accordance with the mechanism

$$
4 \mathrm{H}^{+}+2 \mathrm{E}^{-} \rightarrow \mathrm{He}^{++}
$$ electrostatic repulsion. Hence, except under extreme conditions of pressure and temperature, we should in any case expect the reaction to be very slow.

On the other hand, the assumption of even larger amounts of hydrogen present in the universe in the past, at once introduces us to difficulties of the well-known kind, always enoountered in the application of the seoond law over long time-intervals. In the case at hand, even if one assume a very small rate of reaction, we can still ask why the equilibrium concentration of hydrogen has not been reached in the infinite past time presumably available for transformation into helium. The consideration of such difficulties will form an important part of our later work. For the time being we may content ourselves with pointing out that the high concentration of hydrogen, the lack of equilibrium ratios for the relative amounts of the isotopes, and the presence of still undisintegrated radioactive substances are all phenomena of a similar kind, which indicate the possibility that the present composition of the matter in this portion of the universe results from a past history that involved exceedingly high temperatures.

## 67. The equilibrium between matter and radiation

As a second thermodynamic application of the relativistic relation between mass and energy, we may now consider the possible transformation of matter into radiation. This process, which is often called the annihilation of matter, would occur if negative electrons and protons or negative and positive electrons should be able to combine, with a resulting mutual neutralization of electric oharge, and a change of the energy corresponding to their total mass into the form of electromagnetic radiation. We have, of course, at the present time no direct evidence that such a process ever does ocour, although at least in the case of negative and positive electrons it seems highly probable. Nevertheless the annihilation of matter, together with the transformation of hydrogen into helium, have both of them seemed attractive hypotheses to astrophysioists in order to account for the long life during which energy emission has taken place from the sun and other stars.

Assuming for the time being the possibility of such a transformation, we shall investigate in the present section the conditions for
thermodynamic equilibrium between matter and radiation. Such an investigation was first made by Stern, $\dagger$ and later with a somewhat altered point of view by the present writer. $\ddagger$

To carry out the investigation we shall find it most convenient to employ the criterion for equilibrium given by equation (59.2)

$$
\begin{equation*}
(\delta S)_{E, v}=0 \tag{67.1}
\end{equation*}
$$

in accordance with which the entropy of a system maintained at constant energy and volume would be at a maximum. In order to use this criterion we shall need expressions both for the energy and entropy of a system containing an interacting mixture of matter and radiation. To obtain these expressions, we shall take the matter as being in the form of a perfect monatomic gas, and shall assume matter and radiation both sufficiently dilute so that we shall be justified in neglecting interaction and regarding the total energy and entropy as the sum of the usual expressions for the energies and entropies of the two constituents.

For the total energy of a system containing $N$ molecules of mass $m$ in volume $v$ and at temperature $T$, we may then write in accordance with equations (64.5) and (65.4)

$$
\begin{equation*}
E=N m c^{2}+\frac{3}{2} N l c T+a v T^{4} \tag{67.2}
\end{equation*}
$$

where the first term allows for the internal energy associated with the mass of the molecules, as is necessary if we are to contemplate the transformation of matter into radiation, and the other two terms give the kinetic energy of the monatomic molcoules and the energy of the radiation.

For the entropy of the gas contained in the system we shall find it most convenient to use the expression in torms of concentration us given by (64.9) $\quad S=3 N k \log T-N k \log c+$ const.,
and for the entropy of the radiation we can use the expression given by (65.5)

$$
\begin{equation*}
S={ }_{3}^{4} a v T^{3} \tag{67.4}
\end{equation*}
$$

The additive constant in (67.3) must be taken proportional to the number of molecules $N$, but will otherwise be determined by the choioe of starting-point for entropy valucs, and in combining tho two expressions for entropy we must use the same starting-point for the entropy of matter and radiation if their inter-conversion is to be

[^24] considered. In order to do this let us write $N k \log b e^{8}$ as an expression for the constant, where the particular form is taken merely in the interests of simplicity in the final formula, and $b$ is a quantity whose value by hypothesis shall be such as to secure the necessary identity of starting-point. Adding the two expressions we can then write for the total entropy of our mixture
\[

$$
\begin{equation*}
S=\frac{8}{2} N k \log T-N k \log (N / v)+N k \log b e^{\frac{1}{4}}+\frac{4}{3} a v T^{8} . \tag{67.5}
\end{equation*}
$$

\]

In accordance with our criterion for equilibrium, this quantity is to be a maximum at constant energy and volume. Taking the variation with respect to $N$ and $T$, keeping $v$ constant, we can then write

$$
\begin{align*}
& \left.\delta S=\left\{\begin{array}{l}
6 \\
6
\end{array} \log T-k \log (N / v)-k+k \log b e\right\}\right\} \delta N+ \\
& +\left(\frac{3}{2} N k / T+4 a v T^{2}\right) \delta T=0, \tag{67.6}
\end{align*}
$$

together with the subsidiary equation for the constancy of the energy

$$
\begin{equation*}
\delta E=\left(m c^{2}+\frac{8}{2} k T\right) \delta N+\left(\frac{3}{2} N k+4 a v T^{8}\right) \delta T=0 \tag{67.7}
\end{equation*}
$$

as the necessary conditions for equilibrium. And by combining these two equations and solving, we easily obtain as the desired expression for the concentration of monatomic gas in equilibrium with radiation at temperature $T$ the simple expression

$$
\begin{equation*}
N / v=b T^{\mathrm{B}} e^{-m \mathrm{c}^{\mathrm{t}} / k T}, \tag{67.8}
\end{equation*}
$$

which shows that the equilibrium concentration of matter would increase with rise in temperature.

In order to obtain specific values from this equation for the equilibrium concentration of matter at any given temperature we need to have a value for the constant $b$. Empirically we have of course no direot knowledge as to what this value should be. Theoretically, however, we know that its value must be such as to give the same starting-point to the entropy of matter and radiation, and the treatment given to the problem by Stern was equivalent to assuming that the entropies of a hollow enolosure containing radiation, and of matter in the form of a pure crystal, would both approach zero on cooling down to the absolute zero of temperature. The justification for the first part of this assumption seems reasonable, since there would be no radiation at all left in the enclosure at absolute zero. The justification for the second part of the assumption seems less certain, however, since it takes for the total entropy of matter only that part which would be connected with the disordered positions and motions
of the component atoms and neglects other possibilities. Nevertheless, this assumption is probably the best that we can make at present.

Assuming that we are justified in taking as the total entropy of matter that which it has over and above the entropy of a pure crystal at the absolute zero, we can easily proceed since it is evident that the term in (67.5), containing the constant $b$, can then be set equal to the last term in our previous expression (64.11) for the entropy increase in going from a crystal at the absolute zero to the form of gas. This will give us

$$
N k \log b e^{\frac{4}{4}}=N k \log \frac{(2 \pi m k)^{4} e^{\frac{4}{4}}}{h^{3}}
$$

and on solving for $b$ and substituting into (67.8), we obtain Stern's expression for the concentration of monatomic gas in equilibrium with radiation at the temperature $T$

$$
\begin{equation*}
\frac{N}{v}=\left(\frac{2 \pi m k}{\tilde{h}^{2}}\right)^{\sharp} T^{\sharp} e^{-m c^{c} / k T} . \tag{67.9}
\end{equation*}
$$

For the purposes of practical calculation, by substituting values for the universal constants, this can be rewritten in the form

$$
\begin{equation*}
c=3.143 \times 10^{-4} M^{4} T^{1} e^{-1.081 \times 10^{11} M / T}, \tag{67.10}
\end{equation*}
$$

where $c$ is the concentration in mols per cubic centimetre and $M$ is the molecular weight in grams.
In accordance with these expressions it is immediately evident that the calculated equilibrium concentration of matter would be exceedingly low except at enormously high temperatures on account of the great effect of the negative exponent $-m c^{2} / k T$. Thus for a gas of molecular weight one composed of simple neutral particles (neutron gas) whose mass could be directly transformed into radiation, the calculated equilibrium concentration even at $10^{9}$ degrees centigrade would only be

$$
\begin{equation*}
c=10^{-4888} \frac{\mathrm{mols}}{\mathrm{~cm}^{3}} \text { or } N=6.06 \times 10^{-4683} \frac{\text { molecules }}{\mathrm{cm} .^{3}} \tag{67.11}
\end{equation*}
$$

Instead of considering the equilibrium between radiation and a gas composed of simple neutral particles, it might seem more in correspondence with actuality to consider the equilibrium between radiation and a mixture of negative electrons and protons of masses $m_{1}$ and $m_{2}$, or of negative and positive electrons, produced from radiation in equal numbers in order to maintain electrical neutrality. The treatment of this case can also easily be carried out by the
methods employed above and leads in place of (67.9) to the expression

$$
\begin{equation*}
\frac{N}{v}=\left(\frac{2 \pi \sqrt{ }\left(m_{1} m_{2}\right) k}{h^{2}}\right)^{\#} T e^{-\left(m_{1}+m_{2}\right) c^{2} / 2 k \cdot T} \tag{37.12}
\end{equation*}
$$

for the equal concentrations $N / v$ of the two kinds of particle, where the average mass of the two particles $\left(m_{1}+m_{2}\right) / 2$ now appeans in the negative exponent. The result still leads, of course, to excessively low equilibrium concentrations of matter.

To account for the enormous discrepancy between the observed concentrations of matter and radiation in the universe, and what would be calculated for thermodynamic equilibrium, similar comsiderations present themselves as in the previous case of the possible transformation of hydrogen into helium. Thus it is possible, first that matter and radiation are not interconvertible as assumed, secondly that the theoretical basis for the calculations is not justified at some point, and thirdly that matter does have a groat tendeney to go over into radiation, but that the change is so slow that equilibrium has not been attained.
In the case of the present problem, it is felt that the actual weurrence of combinations between negative and positive clectrons to form radiation is highly probable, $\dagger$ but the general question of the possible transformation of all kinds of matter, includingr neutrons and protons, into radiation is less certain. To justify such un assump)tion we have little to go on except the fact that matter and radiation both have mass, and hence-accepting the principle of the conservation of mass-we can tell how much radiation would bo formerl from a given amount of matter. It seems entirely possible, howover, that some forms of matter contain entities which cannot be changed into radiation.

With regard to the theoretical basis for the calculations, special emphasis must be laid on the uncertainties involved in ohtaining a value for the constant $b$ in equation (67.8) by taking the ontropy of matter in the crystalline form at the absolute zero as the correct starting-point. This is certainly an appropriate procedure in considering the transformation of one kind of matter into anrothor by ordinary chemical reaction, but is much more dubious for processes which would actually involve the destruction of fundamental purticles, since it neglects the possibility of entropy resident within their,

[^25]structure. It is to be noted, nevertheless, that we have no theory of such entropy inside the particles, and perfectly enormous stores of such entropy would be necessary to overcome the great effect of the negative exponent $-m c^{2} / k T$ in leading to low concentrations of matter.

With regard to the rate of reaction by which radiation might be formed from matter, theoretical computation has indicated a very high rate for the mutual annihilation of positive and negative electrons, $\dagger$ and this is perhaps in agreement with the apparent lack of accumulation of the positive electrons which we now know to be continuously driven out from terrestrial matter by the bombardment of cosmic rays. In the case of other processes we have no information. The mutual annihilation of one proton and one electron would be a complicated process involving the production of two light quanta under just the necessary conditions to satisfy the conservation laws and might well have a low a priori probability of occurrence. Nevertheless, it is possible that the rate of annihilation would have to be exceedingly small if we should desire to account both for the total concentration of matter and the relative concentrations of its different forms by assuming general equilibrium at a very high temperature at some time in the past.

In spite of the uncertainties which attend the foregoing treatment of the equilibrium between matter and radiation, and to a lesser extent that for the equilibrium between hydrogen and helium, it is believed that the methods of calculation employed are instructive, and the results obtained are at least of some interest in our present state of knowledge. It is perhaps specially interesting to note that thermodynamic calculations can be made which are logical and consequent, even at a time when our ignorance of necessary facts precludes a definite assertion as to their actual applicability to the physical situation proposed. Such an experimentation with 'if' 'then' considerations can be of great importance both to the intellect and the imagination.

$$
\dagger \text { Oppenheimer, Phys. Rev. 35, } 930 \text { (1930). }
$$

## oPECTAL RELATIVITY AND THERMODYNAMICS (contd.)

Part II. THE THERMODYNAMICS OF MOVING SYSTEMS

## 68. The two laws of thermodynamics for a moving system

In Part I of this chapter we have considered the classical thermodynamics of stationary systems, and have investigated the effect of the theory of relativity only in so far as it has provided a new means for determining the energy content of a system. We must now turn to the more far-reaching effects of relativity in providing, as first shown by Planck $\dagger$ and by Einstein, $\ddagger$ a satisfactory theory for the treatment of thermodynamic systems which are in motion relative. to the set of axes which are being used by the observer.

As a basis for the theory we shall find it possible to use the two laws of thermodynamics written in exactly their previous forms:

$$
\begin{equation*}
\Delta E=Q-W \tag{68.1}
\end{equation*}
$$

for the energy change of a system in terms of heat absorbed and work done, and

$$
\begin{equation*}
\Delta S \geqslant \int \frac{d Q}{T} \tag{68.2}
\end{equation*}
$$

for the entropy change in terms of heat absorbed and temperature. In applying these expressions, however, it will now be understood that the quantities, energy, entropy, heat, work, and temperature which appear therein are to be assigned the values which are appropriate to the particular set of axes which is being used, with reference to which the thermodynamic system under consideration is not necessarily at rest but may be in a state of uniform translatory motion.

The justification for using the above expressions (68.1) and (68.2), as giving the content of the first and second laws of thermodynamics when applied to systems in a state of uniform motion, will depend on the fact that the transformation equations for the quantities involved will be such as to make the validity of these expressions, in a set of coordinates with respect to which a thermodynamic system is in motion, equivalent to their validity in proper coordinates with respect to which the system is at rest. In these latter coordinates,

[^26]however, these expressions are merely a statement of the classical first and second laws for which we assume that there is adequate empirical justification.

We may now turn to a consideration of the Lorentz transformation equations for the quantities involved.
69. The Lorentz transformationfor thermodynamic quantities

For most of our purposes it will be sufficient if we limit our treatment to simple systems containing a thermodynamic fluid which can exert an equal pressure in all directions but cannot withstand shear, and whose state can be specified by two variables such as energy and volume or temperature and pressure. Such a limitation is familiar in thermodynamic discussions and its introduction will make it sufficient for the present to consider the Lorentz transformation only for the quantities-volume, pressure, energy, work, heat, entropy, and temperature.

The first four of these quantities are of a mechanical nature, and the equations for their transformation have already been given or implied in what has preceded and will not be subject to alteration on account of thermodynamic considerations. Nevertheless, in order to unify our treatment we shall also give here, on the basis of earlier principles, a discussion of the Lorentz transformation of these quantities, especially as some simplification is introduced by the limitation which we have placed on the kind of stress which the fluid can withstand. The transformation equations for the new quantities heat, entropy, and temperature must be-in accordance with our previous remarkssuch as to make the validity of the two laws of thermodynamics (68.1) and (68.2) in any given set of coordinates equivalent to their validity in propor coordinates, with respect to which the thermodynamio system is at rest. This requirement with one acceptable addition, which will appear in obtaining the transformation equation for entropy, is sufficient to lead to a unique solution.

It will prove most convenient to have our transformation equations in a form which relates the quantity of interest in a given set of coordinatos $S$ with quantities as measured in proper coordinates $S^{0}$ by a local observer moving with the thermodynamic system in question. We now proceed to obtain suoh equations.
(a) Volume and pressure. For the volume $v$ of a thermodynamic system moving with the uniform velocity $u$ we can immediately write
in accordance with our previous consideration of the Lorentz contraction

$$
\begin{equation*}
v=v_{0} \sqrt{ }\left(1-u^{2} / c^{2}\right) \tag{69.1}
\end{equation*}
$$

where $v_{0}$ is the volume as measured in proper coordinates.
For the pressure $p$ we can base the Lorentz transformation on the definition of pressure as force per unit area and on the known transformation equations for force. To do this let us temporarily use for simplicity axes chosen in such a way that the velocity $u$ of the system of interest will be parallel to the $x$-axis. For the forces $F_{x}, F_{y}$, and $F_{s}$ acting on surfaces of the system which lie perpendicular to the indicated axes we can then evidently write in accordance with the transformation equations for force (25.3)

$$
\begin{align*}
& F_{x}=F_{x}^{0} \\
& F_{y}=F_{y}^{0} \sqrt{ }\left(1-u^{2} / c^{2}\right),  \tag{69.2}\\
& F_{z}=F_{z}^{0} \sqrt{ }\left(1-u^{2} / c^{2}\right),
\end{align*}
$$

where $F_{x}^{0}, F_{y}^{0}$, and $F_{z}^{0}$ are the forces acting on these same surfaces as measured in proper coordinates $S^{0}$. Hence, since an area perpendicular to the $x$-axis will not be affected by the Lorentz contraction, while areas perpendicular to the other two axes will be contracted in the ratio of $\sqrt{ }\left(1-u^{2} / c^{2}\right): 1$, we at once obtain the simple result

$$
\begin{equation*}
p=p_{0} \tag{69.3}
\end{equation*}
$$

as the transformation equation for pressure. This result will be seen to be merely a specialization of the general transformation equations for the components of stress (34.5), for the case now being considered, in which the stresses reduce to a hydrostatic pressure

$$
\begin{equation*}
p=t_{x x}=t_{y y}=t_{x y} \quad t_{i j}=0 \quad(i \neq j) \tag{69.4}
\end{equation*}
$$

(b) Energy. To obtain an expression for the energy of our moving system we shall start with the system in a state of rest, in the internal condition which is to be considered, and then determine the work necessary to bring it to the velocity of interest by a quasi-stationary adiabatic aoceleration which will not disturb that internal conditionas measured by a local observer-which we desire to consider. To carry this out we shall first need to obtain an expression for the force acting during the process of acceleration.

In accordance with our previous discussions of the relation between density of momentum and density of energy flow, see $\S 27$ and 35 , it
is evident that we can write, in the case of a fluid of density $\rho$ and pressure $p$, moving with the velocity $u$,

$$
\begin{equation*}
\mathbf{g}=\rho \mathbf{u}+\frac{\rho \mathbf{u}}{c^{2}} \tag{69.5}
\end{equation*}
$$

as an expression for the density of momentum, where the first term is the density of momentum associated with the mass motion of the fluid, and the second term allows for the additional momentum that is associated with the flow of energy resulting from work done on the moving fluid by the pressure acting on it. And introducing the relation between mass and energy we can then write

$$
\begin{equation*}
\mathbf{G}=\frac{E+p v}{c^{2}} \mathbf{u}, \tag{69.6}
\end{equation*}
$$

as an expression for the total momentum of the fluid in volume $v$, in entire agreement with our previous more general equations (35.2). This then gives us

$$
\begin{equation*}
\mathrm{F}=\frac{d}{d t}\left(\frac{E+p v}{c^{2}} \mathbf{u}\right) \tag{69.7}
\end{equation*}
$$

as the desired expression for the external force that will accompany the acceleration of the system.

We are now ready to calculate the work done and energy increase associated with a change in velocity. This will evidently be the sum of the work done by the external force $\mathbf{F}$, and by the action of the pressure $p$ on the changing volume $v$ of the system, so that we can put for the rate of change in energy

$$
\begin{equation*}
\frac{d E}{d t}=\mathrm{F} \cdot \mathrm{u}-p \frac{d v}{d t} \tag{69.8}
\end{equation*}
$$

In applying this result to the process to be considered we can take in accordance with (69.1) and (69.3).

$$
\begin{equation*}
p=p_{0} \quad \text { and } \quad v=v_{0}\left(1-u^{2} / c^{2}\right), \tag{69.9}
\end{equation*}
$$

where $p_{0}$ and $v_{0}$ will be constants, since we desire to carry out the acceleration in such a way as to leave $p_{0}$ and $v_{0}$ for the state of the system as measured by a local observer with the unchanged values which are of interest to us. Making use of the constancy of $p$ thus provided, and substituting (69.7) for $F$, we can then write

$$
\frac{d E}{d t}=\frac{d E}{d t} \frac{u^{2}}{c^{2}}+p \frac{u^{2}}{c^{2}} \frac{d v}{d t}+\frac{E+p v}{c^{2}} u \frac{d u}{d t}-p \frac{d v}{d t},
$$

or by transposing,

$$
\left(1-\frac{u^{2}}{c^{2}}\right) \frac{d}{d t}(E+p v)=\frac{E+p v}{c^{2}} u \frac{d u}{d t},
$$ which can easily be integrated to give us

$$
E+p v=\frac{\text { const. }}{\sqrt{\left(1-u^{2} / c^{2}\right)}}
$$

Evaluating the constant by considering the value of $B+p v$ at $u=0$, we can then write

$$
\begin{equation*}
E+p v=\frac{E_{0}+p_{0} v_{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \tag{69.10}
\end{equation*}
$$

or in accordance with (69.9)

$$
\begin{equation*}
E=\frac{E_{0}+p_{0} v_{0} u^{2} / c^{2}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \tag{09.11}
\end{equation*}
$$

as the desired transformation equations for energy. The result will readily be seen to be a specialization of our previous equation (35.7) for the case that the stress reduces to a simple hydrostatic pressure.
(c) Work. To obtain an expression for the work done when the internal state of the system is changed, keeping the velocity $u$ constant, we must remember in accordance with the principles of relativistic mechanics that the momentum of a system can change even at constant velocity if its energy changes, and hence an external force which does work may be necessary to maintain the constant velocity. For the work $d W$ accompanying a change in internal state at constant velocity we can then write

$$
\begin{equation*}
d W=p d v-\mathrm{u} \cdot d \mathrm{G} \tag{69.12}
\end{equation*}
$$

where the first term gives the work done against the pressure and the second term takes care of the work associated with the external force necessary to maintain constant velocity. Or substituting from (69.8) for the case of constant velocity, we can put

$$
\begin{equation*}
d W=p d v-\frac{u^{2}}{c^{2}} d(E+p v) \tag{00.13}
\end{equation*}
$$

Introducing (69.1), (69.3), and (69.10) this gives us
or

$$
\begin{align*}
d W & =\sqrt{ }\left(1-u^{2} / c^{2}\right) p_{0} d v_{0}-\frac{u^{2} / c^{2}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} d\left(E_{0}+p_{0} v_{0}\right) \\
d W & =\sqrt{ }\left(1-u^{2} / c^{2}\right) d W_{0}-\frac{u^{2} / c^{2}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} d\left(E_{0}+p_{0} v_{0}\right) \tag{00.14}
\end{align*}
$$

as an expression for the work $d W$ in terms of quantities which are measured in proper coordinates.
(d) Heat. The quantities whose transformation equations havo just been considered were of a mechanical nature and no new
principles beyond those of our previous mechanics were introduced into their treatment. Turning now to the first of the non-mechanical quantities heat, we can obtain its transformation equation from the requirement that the first law of thermodynamics as given by (68.1) is to hold both in the set of coordinates $S$ that are being employed and in proper coordinates $S^{0}$.

In accordance with (68.1) we can write

$$
\begin{equation*}
d Q=d E+d W \tag{69.15}
\end{equation*}
$$

for a small element of heat absorbed; and substituting for $d E$ and $d W$ from (69.11) and (69.14), we obtain for the case of a change in internal state without change in velocity
or

$$
\begin{gathered}
d Q=\frac{d E_{0}+d\left(p_{0} v_{0}\right) u^{2} / c^{2}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}+\sqrt{ }\left(1-u^{2} / c^{2}\right) d W_{0}-\frac{d E_{0}+d\left(p_{0} v_{0}\right)}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{u^{2}}{c^{2}} \\
d Q=\sqrt{ }\left(1-u^{2} / c^{2}\right)\left(d E_{0}+d W_{0}\right) .
\end{gathered}
$$

Since the first law of thermodynamics, however, must certainly hold in proper coordinates we may put

$$
\begin{equation*}
d Q_{0}=d E_{0}+d W_{0} \tag{69.16}
\end{equation*}
$$

and are thus uniquely led to the transformation equation for heat

$$
\begin{align*}
d Q & =\sqrt{ }\left(1-u^{2} / c^{2}\right) d Q_{0}  \tag{69.17}\\
Q & =\sqrt{ }\left(1-u^{2} / c^{2}\right) Q_{0}
\end{align*}
$$

or
With this transformation equation for heat, the validity of the first law in any given coordinate system $S$ is then seen to be equivalent to its validity in proper coordinates $S^{0}$, which agrees with the justification proposed in § 68 for our choice of fundamental principles. The transformation equation (69.17) will also be seen to be in complete agreement with equation (54.18) obtained in our previous investigation of the Joule heating effect.
(e) Entropy. In order to obtain the transformation equation for entropy we shall add to our thermodynamic requirements for systems in a state of rest or uniform motion, the requirement that the entropy of a system would be unaltered by a reversible adiabatic change in velocity without absorption of heat. This addition is evidently in acceptable agreement with our ideas as to reversible processes and as to the significance of entropy.

Considering now a thermodynamic system in some internal state of interest and originally at rest with the entropy $S_{0}$, we can then accelerate it to the velocity $u$ reversibly and adiabatically without change in its internal state, and hence without change either in its proper entropy $S_{0}$ or entropy $S$ with respect to the coordinate system actually being used. We are thus led to the simple transformation equation for entropy

$$
\begin{equation*}
S=S_{0} \tag{69.18}
\end{equation*}
$$

In further justification it may also be noted that this result is in agreement with the statistical mechanical interpretation of entropy in terms of probability, since the probability of finding a system in a given state should evidently be independent of the velocity of the observer relative to it.
(f) Temperature. Finally with the help of the second law of thermodynamics (68.2), and the transformation equations for heat and entropy just obtained, the transformation for temperature becomes immediately evident. In accordance with the second law we have

$$
\Delta S \geqslant \int \frac{d Q}{T}
$$

and substituting (69.17) and (69.18) we obtain

$$
\Delta S_{0} \geqslant \int \frac{\sqrt{ }\left(1-u^{2} / c^{2}\right) d Q_{0}}{T}
$$

In proper coordinates, however, the second law must certainly hold in the simple classical form

$$
\Delta S_{0} \geqslant \int \frac{d Q_{0}}{T_{0}^{\prime}}
$$

so that we can at once take

$$
\begin{equation*}
T=\sqrt{ }\left(1-u^{2} / c^{2}\right) T_{0} \tag{69.19}
\end{equation*}
$$

as the transformation equation for temperature.
The transformation equations for all three of the non-mechanical quantities $Q, S$, and $T$ have thus been taken so that the validity of the two laws of thermodynamics in a given coordinate system $S$ is equivalent to their validity in proper coordinates $S^{0}$, which was the justification proposed in § 68 for our choice of fundamental principles.

To conclude the section we may now collect into one place the transformation equations for thermodynamic quantities, for convenience of future reference.

$$
\begin{aligned}
& v=v_{0} \sqrt{ }\left(1-u^{2} / c^{2}\right) \\
& p=p_{0} \\
& E=\frac{E_{0}+p_{0} v_{0} u^{2} / c^{2}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}
\end{aligned}
$$

$$
\begin{align*}
d W & =\sqrt{ }\left(1-u^{2} / c^{2}\right) d W_{0}-\frac{u^{2} / c^{2}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} d\left(E_{0}+p_{0} v_{0}\right)  \tag{69.20}\\
d Q & =\sqrt{ }\left(1-u^{2} / c^{2}\right) d Q_{0} \\
S & =S_{0} \\
T & =\sqrt{ }\left(1-u^{2} / c^{2}\right) T_{0}
\end{align*}
$$

## 70. Thermodynamic applications

From the foregoing equations it is immediately evident that the thermodynamic equations for moving systems differ from those for stationary systems only in terms of the second order or higher in $u / c$. Hence the direct empirical verification of the applications of this extension of thermodynamios is hardly to be expected. There are, however, two simple conceptual applications, which we may now develop as illustrating the internal consistency of the theory.
(a) Carnot cycle involving change in velocity. Our first application will be the consideration of a simple reversible cycle involving the transfer of heat from a stationary to a moving heat reservoir. The process may be regarded as analogous to the Carnot cycle of ordinary thermodynamics, and the result obtained will illustrate the consistency of our transformation equation for temperature.

Consider a simple system $S$ (the engine), containing a fluid which will be kept at the constant pressure $p=p_{0}$ throughout the cycle, and two heat reservoirs $R_{1}$ being at temperature $T_{1}$ and at rest, and $R_{2}$ being at temperature $T_{2}$ and moving with the velocity $u$. In the initial state ( $a$ ) of the system let it be at rest with the same temperature $T_{a}=T_{1}$ as the reservoir $R_{1}$, and having the energy content and volume $E_{a}$ and $v_{a}$; and let the first step of the cycle consist in a change to state (b) by the reversible isopiestic absorption of heat from the reservoir $R_{1}$. For the heat $Q_{1}$ absorbed from the reservoir and the work $W_{1}$ done by the system we can evidently write

$$
\begin{equation*}
Q_{1}=E_{b}-E_{a}+p\left(v_{b}-v_{a}\right) \tag{70.1}
\end{equation*}
$$

$$
\begin{equation*}
W_{1}=p\left(v_{b}-v_{a}\right) \tag{70.2}
\end{equation*}
$$

and
In the second step of the cycle let us change to state (c) by a reversible adiabatic acceleration to the same velocity $u$ as that of the reservoir $R_{2}$, keeping the internal condition of the system unaltered as measured by a local observer moving therewith. There will be no heat change in this process and the work done will be

$$
\begin{equation*}
W_{2}=E_{b}-E_{c} . \tag{70.3}
\end{equation*}
$$

By hypothesis let the temperature of the system in state (c) be the same as that of the reservoir $R_{2}$, and let the third step of the cycle consist in the reversible transfer to the reservoir of a certain amount of heat $-Q_{2}$ whose value will be determined later. The work $W_{3}$ done by the system during this process will be in part due to a change in volume under the constant pressure $p$, and in part due to a change in momentum even at the constant velocity $u$ as previously discussed. Making use of equation (69.13) we can then evidently write for the heat absorbed and work done during this step

$$
\begin{gather*}
Q_{2}=Q_{2}  \tag{70.4}\\
W_{3}=p\left(v_{d}-v_{c}\right)-\left(u^{2} / c^{2}\right)\left\{E_{d}-E_{c}+p\left(v_{d}-v_{c}\right)\right\} . \tag{70.5}
\end{gather*}
$$

and
Finally, by hypothesis let the heat transferred in the above step be just sufficient so that the system can be returned to its original state ( $a$ ) by a reversible deceleration which leaves the internal condition unaltered as measured by a local observer. There will be no heat change in this process and the work done will be

$$
\begin{equation*}
W_{4}=E_{d}-E_{a} \tag{70.6}
\end{equation*}
$$

We have now completed the cycle and are ready to apply the two laws of thermodynamics.

In accordance with the first law of thermodynamios, the total heat absorbed by the system in this cycle must be equal to the total work done, since the system finally arrives in its initial state with its original energy content. Hence we can evidently write

$$
\begin{equation*}
Q_{1}+Q_{2}=W_{1}+W_{2}+W_{3}+W_{4} \tag{70.7}
\end{equation*}
$$

and on solving for $Q_{2}$ and substituting the above values for the other quantities, this is found to lead to the result

$$
\begin{equation*}
Q_{2}=\left\{\left(E_{d}+p v_{d}\right)-\left(E_{c}+p v_{c}\right)\right\}\left\{1-u^{2} / c^{2}\right\} . \tag{70.8}
\end{equation*}
$$

In accordance with (69.10), however, we can evidently put

$$
E_{d}+p v_{d}=\frac{E_{a}+p v_{a}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \quad \text { and } \quad E_{c}+p v_{c}=\frac{E_{b}+p v_{b}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}
$$

since the cycle was carried out in such a way that the internal condition of the system as measured by a local observer moving therewith was the same in states (d) and (a), and in states (c) and (b). Substituting in (70.8) this then gives us

$$
Q_{2}=\left\{E_{a}-E_{b}+p\left(v_{a}-v_{b}\right)\right\} \sqrt{ }\left(1-u^{2} / c^{2}\right),
$$

or in accordance with (70.1)

$$
\begin{equation*}
Q_{2}=-Q_{1} \sqrt{ }\left(1-u^{2} / c^{2}\right) \tag{70.9}
\end{equation*}
$$

On the other hand, in accordance with the second law of thermodynamics, we can evidently write

$$
\begin{equation*}
\frac{Q_{1}}{T_{1}}+\frac{Q_{2}}{T_{2}}=0 \tag{70.10}
\end{equation*}
$$

since the total entropy change of the system will be zero for the oycle. And substituting (70.9) in (70.10) we obtain the result

$$
\begin{equation*}
T_{2}=T_{1} \sqrt{ }\left(1-u^{2} / \mathrm{c}^{2}\right) . \tag{70.11}
\end{equation*}
$$

In accordance with the process described, the quantity $T_{1}$ occurring in this expression is the temperature of the system $S$ (the engine) when at rest and the quantity $T_{2}$ is the temperature to which it falls when its velocity is raised to $u$ by a process which does not change its internal condition as measured by a local observer moving therewith. The result is in complete agreement with the transformation equation for temperature (69.19) obtained above by somewhat different considerations.
(b) The dynamics of thermal radiation. As a second application of the considerations developed in this chapter we may consider the dynamics of a hollow enclosure filled with black-body radiation, and moving with the velocity $u$.

In accordance with (65.3) and (65.4) the energy and pressure for such a system will have the values
and

$$
\begin{align*}
& E_{0}=a v_{0} T_{0}^{4}  \tag{70.12}\\
& p_{0}=\frac{1}{3} a T_{0}^{4} \tag{70.13}
\end{align*}
$$

when measured by a local observer who is moving with the same velocity as the enclosure. Hence, making use of (69.11), we can write for the energy with reference to coordinates such that the system has the velocity $u$

$$
\begin{align*}
E & =\frac{a u_{0} T_{0}^{4}+\frac{1}{8} a v_{0} T_{0}^{4} u^{2} / c^{2}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \\
& =E_{0} \frac{1+\frac{1}{3} u^{2} / c^{2}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}, \tag{70.14}
\end{align*}
$$

and ir accordance with (69.6) and (69.10) we can write for the momentum of the system

$$
\begin{align*}
\mathrm{G} & =\frac{a v_{0} T_{0}^{4}+\frac{1}{3} a v_{0} T_{0}^{4}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{\mathbf{u}}{c^{2}} \\
& =\frac{4}{3} \frac{E_{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \frac{\mathbf{u}}{c^{2}} \tag{70.15}
\end{align*}
$$

These expressions for the energy and momentum of a moving 'Hohlraum' are of interest because of their agreement with the conolusions obtained by Mosengeil directly from the electromagnetic theory of radiation without the explicit use of relativity.

## 71. Use of four-dimensional language in thermodynamics

In our development of the dynamics of a mechanical medium it was found possible to express the content of the laws for the conservation of mass, energy, and momentum in four-dimensional language by a single equation (37.9) having the simple form

$$
\begin{equation*}
\partial T^{\mu \nu} / \partial x^{\nu}=0, \tag{71.1}
\end{equation*}
$$

where the components of the energy-momentum tensor $T^{\mu \nu}$ are related to densities of mass, energy, and momentum and to the stresses in the manner given by the table of components (37.8). And this equation can be employed to investigate the energy changes within a mechanical medium for use in connexion with the first law of thermodynamics.

In the present section we shall show the possibility of expressing the second law of thermodynamics in a four-dimensional form. This will be important for our later extension of thermodynamics to general relativity.

To obtain the desired result let us start with the second law of thermodynamios in its original form (68.2), and consider a small element of any given thermodynamic fluid or medium as the system to which we apply it. If $\delta v$ is the volume of this element and $\phi$ is the density of entropy at the point where the element is located, the entropy content of the element will be $\phi \delta v$, and we can evidently write in accordance with the second law

$$
\begin{equation*}
\frac{d}{d t}(\phi \delta v) \delta t \geqslant \frac{\delta Q}{T} \tag{71.2}
\end{equation*}
$$

as an expression which relates the change in this entropy content in the infinitesimal time $\delta t$ with the heat $\delta Q$ which flows into the element during that time interval and the temperature $T$ at the point in question.

Expanding the left-hand side of this expression we obtain

$$
\left(\frac{d \phi}{d t} \delta v+\phi \frac{d \delta v}{d t}\right) \delta t \geqslant \frac{\delta Q}{T},
$$

and, substituting evident expressions in terms of partial derivatives for the two total derivatives with respect to the time, this becomes

$$
\left(u_{x} \frac{\partial \phi}{\partial x}+u_{y} \frac{\partial \phi}{\partial y}+u_{s} \frac{\partial \phi}{\partial z}+\frac{\partial \phi}{\partial t}\right) \delta v \delta t+\left(\phi \frac{\partial u_{x}}{\partial x}+\phi \frac{\partial u_{y}}{\partial y}+\phi \frac{\partial u_{s}}{\partial z}\right) \delta v \delta t \geqslant \frac{\delta Q}{T},
$$

where $u_{x}, u_{y}$, and $u_{s}$ are the components of the velocity of the fluid at the point under consideration. Combining terms this result can be written in the simpler form

$$
\begin{equation*}
\left[\frac{\partial}{\partial x}\left(\phi u_{x}\right)+\frac{\partial}{\partial y}\left(\phi u_{y}\right)+\frac{\partial}{\partial z}\left(\phi u_{z}\right)+\frac{\partial \phi}{\partial t}\right] \delta v \delta t \geqslant \frac{\delta Q}{T}, \tag{71.3}
\end{equation*}
$$

or, introducing expressions for $u_{x}, u_{y}, u_{x}$, and $\delta v$ in terms of the coordinates $x, y, z$, and $t$, in the form

$$
\begin{equation*}
\left[\frac{\partial}{\partial x}\left(\phi \frac{d x}{d t}\right)+\frac{\partial}{\partial y}\left(\phi \cdot \frac{d y}{d t}\right)+\frac{\partial}{\partial z}\left(\phi \frac{d z}{d t}\right)+\frac{\partial \phi}{\partial t}\right] \delta x \delta y \delta z \delta t \geqslant \frac{\delta Q}{T} . \tag{71.4}
\end{equation*}
$$

In order to re-express this result in four-dimensional language, let us now return to our fundamental idea of a four-dimensional spacetime continuum characterized by the formula for interval (20.1)

$$
\begin{equation*}
d s^{2}=-\left(d x^{1}\right)^{2}-\left(d x^{2}\right)^{2}-\left(d x^{3}\right)^{2}+\left(d x^{4}\right)^{2} \tag{71.5}
\end{equation*}
$$

in terms of the space-time coordinates ( $x^{1}, x^{2}, x^{3}, x^{4}$ ) where

$$
\begin{equation*}
x^{1}=x \quad x^{2}=y \quad x^{3}=z \quad x^{4}=c t . \tag{71.6}
\end{equation*}
$$

Introducing these new coordinates we can then evidently rewrite (71.4) in the form

$$
\left[\frac{\partial}{\partial x_{1}}\left(\phi \frac{d x^{1}}{d x^{4}}\right)+\frac{\partial}{\partial x^{2}}\left(\phi \frac{d x^{2}}{d x^{4}}\right)+\frac{\partial}{\partial x^{3}}\left(\phi \frac{d x^{3}}{d x^{4}}\right)+\frac{\partial \phi}{\partial x^{4}}\right] \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \geqslant \frac{\delta Q}{T},
$$

or, by an obvious substitution, in the form

$$
\begin{align*}
& {\left[\frac{\partial}{\partial x^{1}}\left(\phi \frac{d s}{d x^{4}} \frac{d x^{1}}{d s}\right)+\frac{\partial}{\partial x^{2}}\left(\phi \frac{d s}{d x^{4}} \frac{d x^{2}}{d s}\right)+\frac{\partial}{\partial x^{3}}\left(\phi \frac{d s}{d x^{4}} \frac{d x^{3}}{d s}\right)+\right.} \\
& \left.\quad+\frac{\partial}{\partial x^{4}}\left(\phi \frac{d s}{d x^{4}} \frac{d x^{4}}{d s}\right)\right] \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \geqslant \frac{\delta Q}{T} . \tag{71.7}
\end{align*}
$$

In accordance with the formula for interval (71.5), however, it is evident that $d_{s} / d x^{4}$ is equal to the factor which gives the Lorentz contraction

$$
\begin{equation*}
d s / d x^{4}=\sqrt{ }\left(1-u^{2} / c^{2}\right) \tag{71.8}
\end{equation*}
$$

for matter moving with the velocity at the point in question. Furthermore, since entropy in accordance with (69.18) is an invariant for the Lorentz transformation, we can evidently write as the transformation equation for entropy density

$$
\begin{equation*}
\phi=\frac{\phi_{0}}{\sqrt{\left(1-u^{2} / c^{2}\right)}} \tag{71.9}
\end{equation*}
$$

Hence by combining (71.8) and (71.9) we shall be able to put

$$
\begin{equation*}
\phi \frac{d s}{d x^{4}}=\phi_{0} . \tag{71.10}
\end{equation*}
$$

In addition, in accordance with the transformation equations for heat and temperature (69.17) and (69.19) we can put

$$
\begin{equation*}
\frac{\delta Q}{T}=\frac{\delta Q_{0}}{T_{0}} \tag{71.11}
\end{equation*}
$$

where $T_{0}$ and $\delta Q_{0}$ are the temperature and the heat that enters the element as measured by a local observer moving therewith.

Substituting (71.10) and (71.11), our expression (71.7) for the requirements of the second law can then be written in the symmetrical form

$$
\begin{align*}
& {\left[\frac{\partial}{\partial x^{1}}\left(\phi_{0} \frac{d x^{1}}{d s}\right)+\frac{\partial}{\partial x^{2}}\left(\phi_{0} \frac{d x^{2}}{d s}\right)+\frac{\partial}{\partial x^{3}}\left(\phi_{0} \frac{d x^{3}}{d s}\right)+\right.} \\
& \left.\quad+\frac{\partial}{\partial x^{4}}\left(\phi_{0} \frac{d x^{4}}{d s}\right)\right] \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \geqslant \frac{\delta Q_{0}}{T_{0}} . \tag{71.12}
\end{align*}
$$

Introducing the summation convention this can be written in the shorter form

$$
\begin{equation*}
\frac{\partial}{\partial x^{\mu}}\left(\phi_{0} \frac{d x^{\mu}}{d s}\right) \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \geqslant \frac{\delta Q_{0}}{T_{0}} \tag{71.13}
\end{equation*}
$$

Or defining the entropy vector $\mathbb{S}^{\mu}$, in terms of proper entropy density $\phi_{0}$ and generalized velocity of the fluid $d x^{\mu} / d s$, by the equation

$$
\begin{equation*}
S^{\mu}=\phi_{0} \frac{d x^{\mu}}{d s} \tag{71.14}
\end{equation*}
$$

we may finally write the very simple equation

$$
\begin{equation*}
\frac{\partial S^{\mu}}{\partial x^{\mu}} \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \geqslant \frac{\delta Q_{0}}{T_{0}} . \tag{71.15}
\end{equation*}
$$

The foregoing equations (71.12), (71.13), and (71.15) express the requirements of the second law of thermodynamics in the desired four-dimensional form which will be valid for any space-time coordinates of the type (71.6). They are of the form assumed by tensor equations of rank zero in 'rectangular' coordinates of this type, and can be written by a slight modification in a general tensor form valid in 'curvilinear' coordinates as well. This latter form will provide the basis for our later extension of thermodynamics to general relativity.

## VI

## THE GENERAL THEORY OF RELATTIVITY

Part I. THE FUNDAMENTAL PRINCIPLES OF GENERAL RELATIVITY

## 72. Introduction

Einstein's theory of relativity may bè regarded as based on the fundamental idea of the relativity of all motion. In accordance with this idea we can detect and measure the motion of a given body relative to other bodies, but cannot assign any meaning to its absolute motion.

The special theory of relativity makes only a restricted use of this general idea, since it merely assumes the relativity of uniform translatory motion in a region of free space where gravitational effects can be neglected. As a result of this assumption we are led to the conclusion that the laws of physics for the description of phenomena in free space must be independent of the velocity of the particular observer who makes measurements for their determination, and must hence have the same form and content when referred to different sets of Cartesian axes which are in uniform relative translatory motion. Making use of this conclusion, the special theory of relativity then guides us in determining the necessary form of the laws of physics when expressed in the coordinates corresponding to any desired set of unaccelerated Cartesian axes, assuming that the effects of gravitation can be neglected. The special theory of relativity, however, makes no hypothesis as to the relativity of all kinds of motion, gives no discussion of the form of the laws of physics when referred to more general coordinates corresponding, for example, to spatial axes in non-uniform motion, and provides no treatment of gravitational action.

The general theory of relativity, to which we now turn, attempts, on the other hand, to make full use of the general idea of the relativity of all kinds of motion. In the first place, this immediately leads to a consideration of the laws of physics when referred to any kind of space-time coordinates, and to the conclusion that these laws must be expressible in a form which is independent of the particular space-time coordinates chosen, since otherwise the difference in form could provide a criterion for judging the absolute motion of the spatial framework used in the construction of different systems of
coordinates. In the second place the programme thus initiated is also found to involve a consideration of the effects of gravitational action. This arises from the fact that the expression of the equations of physios in a form which is independent of the coordinate system does not in general prevent a change in their numerical content when we change from one system of coordinates to another, and it is only by relating suoh changes in numerical content to conceivable changes in gravitational field that we are able to eliminate oriteria for absolute motion and to preserve the idea of the relativity of all kinds of motion. This, however, is found to lead to a complete theory of gravitational action. Hence by a natural extension of the fundamental basis, the general theory of relativity leads to a satisfactory solution of the two obvious problems which were left untouched by the special theory of relativity.

The assumption that the laws of physics can be expressed in a form which is independent of the coordinate system is oalled the principle of covariance, and the actual hypothesis by which gravitational considerations are introduced into the development has been named the principle of equivalence, for reasons which will appear later. We may now undertake the detailed consideration of these two principles and their more immediate consequences.

## 73. The principle of covariance

In accordance with the principle of covariance the general laws of physics can be expressed in a form which is independent of the choice of space-time coordinates. In the present section we shall first discuss the justification for the introduction of this hypothesis, the theoretical and practical nature of the consequences that could follow its adoption, and the methods by which it is to be used. We shall then consider two simple and important examples of the employment of the principle, which are furnished by the covariant expression of the formula for space-time interval and by the covariant expression for the equations of motion for free particles and light rays.
(a) Justification for the principle of covariance. As already indicated in the preceding section, our primary motive in introducing the principle of covariance can be regarded as residing in our desire to make full use of the idea of the relativity of all kinds of motion. If the general laws of physics could not be expressed in a form which is the same for all space-time coordinate systems we could take the differences in form for different coordinate systems as an evidence of differences in
the absolute motion of the spatial frameworks used in setting up the space-time coordinate systems. This we avoid by the introduction of the principle of covariance, even though we shall later find-as already mentioned-that invariance of form alone is still not sufficient to preserve the relativity of all kinds of motion.

Although our original motive for introducing the principle of covariance may thus be thought of as furnished by the idea of the relativity of motion, there is an even more immediate justification for believing in its validity. As emphasized by Einstein the laws of physics are to be regarded as a codification of the results of experimental observations, and these consist in the last analysis in the determination of space-time eoincidences. $\dagger$ The recording of such space-time coincidences is, of course, conveniently carried out with the help of some system of space-time coordinates. Nevertheless, the actual physical behaviour can be in no way affected by the coordinate system used, which may be introduced by the experimenter in any arbitrary way which suits his convenience or fancy. As a result of this independence of physical reality and coordinate system, we are then led to the conviction that the laws of physios-whatever they may be-can be expressed in a form which makes no reference to any particular coordinate system, and we are further strengthened in this conviction by the great success which the mathematician has already had in devising language-in particular that of the tensor calculusfor the covariant expression of geometrical and physical relations. We thus come to regard the principle of covariance as in any case an inescapable axiom, and to regard it as merely a task-possibly difficult but theoretically possible-for the mathematician to find a form, invariant to coordinate transformation, for the expression of any desired physical law.
(b) Consequences of the principle of covariance. The full appreciation of this inescapable character of the principle of covariance has an immediate effect on our estimate of the theoretical consequences that could follow from the adoption of the principle. If the laws of physics-whatever they might be-could in any case be expressed. in invariant form, given sufficient ingenuity on the part of the investigator, it becomes at once evident that the adoption of the principle imposes no necessary restriction on the nature of these laws. Hence the very reasoning that leads to our certainty of belief
in the validity of the principle of oovariance, has at the same time robbed the principle of any absolutely necessary consequences, a conclusion first presented by Kretschmann $\dagger$ and concurred in by Einstein. $\ddagger$
Nevertheless, as further emphasized by Einstein, the explicit use of the principle of covariance does have important actual consequences in our investigation of the axioms of physics. In searching for the appropriate axioms, we shall wish to eliminate unsuspected assumptions that could arise from the use of any particular coordinate system. Hence from the very start we shall desire to express our axioms by covariant equations that make no use of a partioular coordinate system. This, however, has important actual consequences, since we are then led to adopt as axioms, not such principles as appear simple when we use some special coordinate system, but such principles as can be simply expressed by covariant equations that are independent of the coordinates. There is, moreover, a certain theoretical justification for this mode of procedure, since even without any belief in the necessary simplicity of nature it is evident that our progress in understanding must lie in a process of successive approximation that starts with the provisional use of simple expressions, and as stated above to eliminate unsuspected assumptions these must be stated in covariant language. Hence the adoption and use of the principle does have great heuristic value, as illustrated, for example, by the fact that it would certainly be practically impossible to take the Newtonian law of gravitation as an appropriate axiom, since its expression in covariant language would undoubtedly be too complicated either for comprehension or use.
(c) Method of obtaining covariant expressions. In the actual omployment of the principle of covariance, we are enormously assisted in our task of expressing the fundamental axioms or principles of physics in covariant form by the use of the tensor calculus, developed by Ricci and Levi-Civita, since as we have already seen in § 19 the expression of a physical law by a tensor equation has exactly the same form in all systems of space-time coordinates. Hence in the development of general relativity we are at once led to seek expressions for the fandamental postulates of physics in the form of tensor equations, and are greatly helped in this task by the fact that we have

[^27]already found tensor equations for many of the principles of the special theory of relativity.

Although the tensor analysis is thus of the greatest importance for the development of general relativity, it would be wrong to assume, as has sometimes been done with unfortunate results in the past, that we must limit ourselves to the use of tensor equations in investigating the fundamental principles of physics. The fact that all tensor equations are necessarily covariant equations does not, of course, eliminate the possibility of covariant equations which are not tensor equations. Indeed the frequent use of covariant equations connecting tensor densities-instead of tensors-is a specially simple and familiar example to the contrary. In addition Einstein's development of the equations of relativistic mechanics in a covariant form containing the pseudo-tensor density of potential energy and momentum has been of great importance in obtaining an insight into mechanics, and we shall not hesitate to employ it in this book.
(d) Covariant expression for interval. In the development of the special theory of relativity we have found that the principles of physics can be treated with great effectiveness with the help of a fourdimensional space-time geometry, characterized by the formula for the element of interval

$$
\begin{equation*}
d s^{2}=-d x^{2}-d y^{2}-d z^{2}+c^{2} d t^{2} \tag{73.1}
\end{equation*}
$$

where $x, y, z$, and $t$ are our usual spatial and temporal variables. In the development of the general theory of relativity we shall find the use of the idea of a four-dimensional space-time continuum even more necessary, and in accordance with the principle of covariance shall need a covariant expression for the formula for interval by which the geometry can be characterized. As a preliminary step in this direction let us first examine the possibility of re-expressing this special relativity formula for interval in covariant form.

The expression for interval given by (73.1) is not a completely covariant one, since it retains unaltered form only for the limited class of transformations discussed in § 17. These include the Lorentz transformation to a new set of variables $x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}$, corresponding to new Cartesian axes moving with uniform velocity relative to the old, but with more general transformations, corresponding, for example, to a change to accelerated axes or even to the mere change to spatial polar coordinates, the form will not be unaltered.

It is easily possible, however, to re-express the formula for interval in covariant language, since we immediately recognize (73.1) as the simplified expression in 'rectangular' coordinates for the general tensor relation

$$
\begin{equation*}
d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu} \tag{73.2}
\end{equation*}
$$

whioh is valid in any coordinates, using the appropriate values for the components $g_{\mu \nu}$ of the metrical tensor and summing as indicated over all values of $\mu, \nu=1,2,3,4$.

To demonstrate the existence of this possibility in detail, we have merely to note in the first place that our covariant expression (73.2) is indeed equivalent to the original expression for interval (73.1) with the specially simple values for the components of the metrical tensor

$$
\begin{gather*}
g_{11}=g_{22}=g_{33}=-1 \quad g_{44}=c^{2} \\
g_{\mu \nu}=0 \quad(\mu \neq \nu), \tag{73.3}
\end{gather*}
$$

and then to show in the second place that by any arbitrary transformation to new coordinates the formula for interval will still be left in the form (73.2).

To prove this, let us consider an arbitrary change to any desired new set of general (curvilinear) coordinates $x^{1}, x^{2}, x^{3}, x^{4}$ which are related to the original (rectangular) coordinates $x, y, z, t$ in any way

$$
\begin{equation*}
x^{\mu}=x^{\mu}(x, y, z, t), \tag{73.4}
\end{equation*}
$$

which is consistent with the necessary conditions of continuity and unambiguity. Making use of the relations between the two systems of coordinates we can then write

$$
\begin{gather*}
d x=\frac{\partial x}{\partial x^{1}} d x^{1}+\frac{\partial x}{\partial x^{2}} d x^{2}+\frac{\partial x}{\partial x^{3}} d x^{3}+\frac{\partial x}{\partial x^{4}} d x^{4}  \tag{73.5}\\
\cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \\
d t=\frac{\partial t}{\partial x^{1}} d x^{1}+\frac{\partial t}{\partial x^{2}} d x^{2}+\frac{\partial t}{\partial x^{3}} d x^{3}+\frac{\partial t}{\partial x^{4}} d x^{4}
\end{gather*}
$$

for the differentials of the old variables in terms of the new. By squaring these and introducing into (73.1) we then obtain

$$
d s^{2}=\left[-\left(\frac{\partial x}{\partial x^{1}}\right)^{2}-\left(\frac{\partial y}{\partial x^{1}}\right)^{2}-\left(\frac{\partial z}{\partial x^{1}}\right)^{2}+c^{2}\left(\frac{\partial t}{\partial x^{1}}\right)^{2}\right]\left(d x^{1}\right)^{2}+
$$

$$
\begin{align*}
& +\left[-\left(\frac{\partial x}{\partial x^{4}}\right)^{2}-\left(\frac{\partial y}{\partial x^{4}}\right)^{2}-\left(\frac{\partial z}{\partial x^{4}}\right)^{2}+c^{2}\left(\frac{\partial t}{\partial x^{4}}\right)^{2}\right]\left(d x^{4}\right)^{2} \\
& +2\left[-\frac{\partial x}{\partial x^{1}} \frac{\partial x}{\partial x^{2}}-\frac{\partial y}{\partial x^{1}} \frac{\partial y}{\partial x^{2}}-\frac{\partial z}{\partial x^{1}} \frac{\partial z}{\partial x^{2}}+c^{2} \frac{\partial t}{\partial x^{1}} \frac{\partial t}{\partial x^{2}}\right] d x^{1} d x^{2}+ \tag{73.6}
\end{align*}
$$

which is seen to be still in the form (73.2), as was to be proved.
It should be noted from the form of (73.6), that the $g_{\mu \nu}$ will always be symmetrical in $\mu$ and $\nu$. It should also be remarked that the tensor character of $g_{\mu \nu}$ is immediately evident, since in accordance with the postulated invariance of interval we can write for any pair of coordinate systems $x^{\prime \mu}$ and $x^{\mu}$ the equivalent expressions

$$
\begin{equation*}
d s^{2}=g_{\mu \nu}^{\prime} d x^{\prime \mu} d x^{\nu \nu}=g_{\alpha \beta} d x^{\alpha} d x^{\beta} \tag{73.7}
\end{equation*}
$$

which will evidently give us

$$
\begin{equation*}
g_{\mu \nu}^{\prime}=\frac{\partial x^{\alpha}}{\partial x^{\prime \mu}} \frac{\partial x^{\beta}}{\partial x^{\prime \nu}} g_{\alpha \beta} \tag{73.8}
\end{equation*}
$$

as the transformation equation for the $g_{\mu \nu}$, and this is in agreement with the general equation (19.10) that we have given for the definition of tensors.

The generally covariant tensor expression (73.2) which we havo thus obtained for the element of interval now makes it possible to treat the facts of special relativity using not only our usual coordinates $x, y, z, t$, but also using any set of general coordinates $x^{1}, x^{2}, x^{3}, x^{4}$ which we may desire to introduce. At the present stage of the argument we have only demonstrated the justice of using this covariant formula in the absence of gravitational action when the principles of the special theory are actually valid. Nevertheless, we shall show in the next section [ (§ $74(e)]$ with the help of the principle of equivalence that we shall also have a measure of justification for using this same formula in the more general case when gravitational action is involved, when no coordinates can be found which would make it possible to express the formula for interval throughout the whole of space-time in the original simple form (73.1).
(e) Covariant expression for the trajectories of free particles and light rays. As a second example of the introduction of the idea of eovariance we may now consider the covariant expression of the equations governing the motion of free particles and light rays. The possibility of obtaining such a covariant expression has already been
shown in § 28 . in our discussion of the four-dimensional treatment of the mechanios of a partiole as given by the special theory of relativity. A somewhat more complete treatment from our present point of view will, however, be useful.
In accordance with the special theory of relativity the behaviour of a free particle would be governed by Newton's first law of motion, so that the particle would move in a straight line with constant components of velocity

$$
\begin{equation*}
\frac{d x}{d t}=u_{x} \quad \frac{d y}{d t}=u_{y} \quad \frac{d z}{d t}=u_{z}, \tag{73.9}
\end{equation*}
$$

where $x, y$, $z$, and $t$ are our usual spatial and temporal variables. And by combining these expressions with the formula for space-time interval (73.1), we canre-express them in the four-dimensional form

$$
\begin{align*}
& \frac{d x}{d s}=\frac{u_{x}}{\sqrt{\left(c^{2}-u^{2}\right)}} \\
& \frac{d y}{d s}=\frac{u_{y}}{\sqrt{\left(c^{2}-u^{2}\right)}}  \tag{73.10}\\
& \frac{d z}{d s}=\frac{u_{z}}{\sqrt{\left(c^{2}-u^{2}\right)}} \\
& \frac{d t}{d s}=\frac{1}{\sqrt{\left(c^{2}-u^{2}\right)}}
\end{align*}
$$

Interpreting this result, we see that the four-dimensional 'velocity' of a free particle would be a vector with constant components, and that its four-dimensional trajectory would hence be a straight line.

By differentiating these expressions a second time with respect to the element of interval, we can re-express the conditions for the fourdimensional trajectory in the form

$$
\begin{equation*}
\frac{d^{2} x}{d s^{2}}=\frac{d^{2} y}{d s^{2}}=\frac{d^{2} z}{d s^{2}}=\frac{d^{2} t}{d s^{2}}=0 . \tag{73.11}
\end{equation*}
$$

Furthermore, these conditions can also be expressed in accordance with the known properties of the straight line by the single equation

$$
\begin{equation*}
\delta \int d s=0 \tag{73.12}
\end{equation*}
$$

which states that the total interval olong the trajectory shall be an extremum for small variations which vanish at the two limits of integration. This final form of expression is, however, a tensor
(scalar) equation which makes no reference to any particular coordinates and would lead to the same results in all systems of coordinates.

We thus have no difficulty in finding a covariant expression for the motion which could be assumed by a free particle in accordance with the special theory of relativity. Moreover, just as in the case of the covariant expression for interval, it is to be emphasized that we shall later find (§ $74 e$ ) a certain justification, with the help of the principle of equivalence, for taking our covariant expression (73.12) for the trajectory as also valid in the presence of gravitational fields when no coordinates are possible such that the formula for interval could be written throughout in the simple form (73.1). In this case equation (73.12) is the general condition for a geodesic, of which the straight line is a special case.

In making practical use of the condition for a geodesic it is usually convenient to replace (73.12) by the equivalent equations

$$
\begin{equation*}
\frac{d^{2} x^{\sigma}}{d s^{2}}+\{\mu \nu, \sigma\} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}=0, \tag{73.13}
\end{equation*}
$$

which can easily be obtained from (73.12) by familiar methods by substituting the general formula for interval (73.2). The Christoffel three-index symbols with 'curly' brackets occurring in (73.13) are defined by

$$
\begin{equation*}
\{\mu \nu, \sigma\}=\frac{1}{2} g^{\sigma \lambda}\left(\frac{\partial g_{\mu \lambda}}{\partial x^{\nu}}+\frac{\partial g_{\nu \lambda}}{\partial x^{\mu}}-\frac{\partial g_{\mu \nu}}{\partial x^{\lambda}}\right) \tag{73.14}
\end{equation*}
$$

while three-index symbols with 'square' brackets are defined by

$$
\begin{equation*}
[\mu \nu, \sigma]=\frac{1}{2}\left(\frac{\partial g_{\mu \sigma}}{\partial x^{\dot{\nu}}}+\frac{\partial g_{\nu \sigma}}{\partial x^{\mu}}-\frac{\partial g_{\mu \nu}}{\partial x^{\sigma}}\right), \tag{73.15}
\end{equation*}
$$

neither of these quantities being tensors. It will be immediately seen from (73.13) that the general conditions for a geodesic do reduce in the case of the 'flat' space-time of special relativity to the simple form (73.11), since for the coordinates $x, y, z, t$ the components of the metrical tensor $g_{\mu \nu}$ will then be constants and the three-index symbols will vanish.

Turning to the case of light rays, the equations of motion will be the same as for the case of particles with the additional restriction

$$
\begin{equation*}
d s=0 \tag{73.16}
\end{equation*}
$$

already discussed in § 21, corresponding to the fixed value for the velocity of light in free space.

The foregoing discussions of the covariant expression for interval and of the covariant expressions for the motion of particles and light rays give typioal examples of the possibility of re-expressing the principles of the special theory of relativity in a covariant form which permits the use of any desired 'curvilinear' coordinates $x^{1}, x^{2}, x^{3}, x^{4}$ instead of the usuul 'rectilinear' coordinates $x, y, z, t$. In both cases we shall later obtain with the help of the principle of equivalence (§ $74 e$ ) a measure of justification for taking these covariant expressions as valid not only in the case of the 'flat' space-time of special relativity, but also in the case of the 'curved' space-time which we shall find to be associated with the presence of permanent gravitational fields.

## 74. The principle of equivalence

We may now turn to an examination of the principle of equivalence, which furnishes the second main element in the general theory of relativity and the one which leads to the necessary introduction of gravitational fields and 'curved' space-time into the considerations. We must first discuss the method of formulating this principle which is a somewhat more involved matter than in the case of the principle of covariance.
(a) Formulation of the principle of equivalence. Metric and gravitation. The principle of equivalence gives specific expression to the correspondence between the results which would be obtained by an observer who makes measurements in a gravitational field using a frame of reference which is held stationary, and the results obtained by a second observer who makes measurements in the absence of gravitational field but using an accelerated frame of reference. In a qualitative way it is immediately evident that some measure of correspondence between the two sets of measurements should exist, since both observers would find an acceleration with respect to their frames of reference for all free particles left to their own motion.

To obtain a precise expression of the principle, we may first consider the hypothetical limiting case of a non-accelerated observer in a porfeotly uniform gravitational field, as contrasted with a uniformly accelerated observer in a region of free space where the gravitational field can be neglected. In this case the principle of equivalence makes the definite assertion that the results obtained by the two observers in performing any given physical experiment will be precisely
identical, provided of course that the observer in free space is given an acceleration, relative to the non-accelerated axes of the special theory of relativity, which is equal and opposite to the gravitational acceleration found by the other observer.

An alternative expression of the principle of equivalence can also be given which is often more convenient for use. Having asserted the complete equivalence between the two observers, we appreciate that the equivalence will have to persist when we make analogous changes in their states of motion. Thus if the observer in the field is himself allowed to fall freely with the natural acceleration due to gravity, and the forced acceleration given to the observer in free space is reduced to zero, they must still obtain identical results in any given experiment that they may perform. In other words, for a freely falling observer in a uniform gravitational field the effects of gravitation would be abolished. Hence the principle of equivalence can also be taken as the assertion that it is always possible in the case of a uniform gravitational field to transform to space-time coordinates such that the effects of gravity will not appear.
In the general case of non-uniform fields, the statement of the principle of equivalence has to be modified since the natural acceleration due to gravity would be different in different parts of the field. Nevertheless, we may still maintain for a sufficiently small region that the effects of gravitation could be removed by the use of freely falling axes, having the natural acceleration due to gravity for that region. This is illustrated, for example, by the temporary and limited abolition of gravitational action which would be obtained inside a freely falling lift at the surface of the earth. Hence the principle of equivalence may be finally formulated by the statement that it is always possible at any space-time point of interest to transform to coordinates such that the effects of gravity will disappear over a differential region in the neighbourhood of that point, which is taken small enough so that the spatial and temporal variation of gravity within the region may be neglected.
The recognition, which the principle of equivalence thus gives to the possibility of permanent gravitational fields which cannot be completely transformed away by choice of coordinate system, leads at once to an intimate relation between metrio and gravitation. In accordance with the special theory of relativity, coordinates $x, y$, $z, t$ can be chosen such that throughout space-time the formula for
interval can be written in the simple form

$$
\begin{equation*}
d s^{2}=-d x^{2}-d y^{2}-d z^{2}+c^{2} d t^{2} \tag{74.1}
\end{equation*}
$$

where the metrical tensor has the constant values

$$
\begin{gather*}
g_{11}=g_{22}=g_{33}=-1 \quad g_{44}=c^{2} \\
g_{\mu \nu}=0 \quad(\mu \neq \nu) . \tag{74.2}
\end{gather*}
$$

In accordance with the above, however, it will not be possible in the case of permanent gravitational fields to find coordinates such that the components of the metrical tensor assume these values except in the neighbourhood of some selected point, and we shall find it necessary to use the more general formula for interval

$$
\begin{equation*}
d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu} \tag{74.3}
\end{equation*}
$$

where the components of the metrical tensor may be any function of the coordinates

$$
\begin{equation*}
g_{\mu \nu}=g_{\mu \nu}\left(x^{1}, x^{2}, x^{3}, x^{4}\right) \tag{74.4}
\end{equation*}
$$

There is thus an intimate relation between metric and gravitation to be more precisely investigated as we proceed. Using the language of our four-dimensional geometry, however, we can already say that the absence of gravitational field corresponds to the metric for a 'flat' space-time and the presence of any given permanent gravitational field corresponds to the metric for some particular kind of 'curved' space-time.
(b) Principle of equivalence and relativity of motion. We may next consider the relation of the principle of equivalence to the fundamental idea of the relativity of all kinds of motion.

The first step towards the preservation of this idea lay in the introduction of the principle of covariance, in accordance with which the equations of physics can be expressed in a form the same for all coordinate systems, thus removing the possibility of using essential differences in form as a criterion of absolute differences in motion. As already mentioned, nevertheless, this alone is not necessarily sufficient to preserve the idea of the relativity of all kinds of motion, since equations of the same form can exhibit essential differences in numerical content which could be used as possible criteria of absolute motion. At this point, however, the introduction of the principle of equivalence can be regarded as the second step in preserving the idea of the relativity of all kinds of motion, since with the help of this principle it proves possible, if so desired, to interpret the essential changes in numerical content which are actually found to accompany
changes in coordinate system as due to changes in gravitational field rather than to changes in the absolute state of motion of the axes of reference.

To illustrate this by a specific example we may concentrate our attention on the simple case of two observers in free space, the first being regarded as in a state of rest or uniform motion and the second as accelerated. In spite of the principle of covariance which allows the two observers to treat, for example, the motion of free particles by equations of exactly the same form, it is evident that they must find essential differences in numerical content, since the first observer would find no motion relative to himself for a free particle which he places in his immediate neighbourhood and the second observer would find a definite motion for such a test particle owing to his own state of acceleration. And this difference could be interpreted by the second observer as a definite criterion for the absolute character of his acceleration, if the principle of equivalence did not enter at this point and permit him-as we have seen above-to ascribe the acceleration of free particles with equal justice as being due to the presence of a gravitational field.

To treat this same example somewhat more mathematically, let.us consider that the unaccelerated observer uses a coordinate system corresponding to our usual spatial and temporal variables $x, y, z$, and $t$ and to the formula for interval

$$
\begin{equation*}
d s^{2}=-d x^{2}-d y^{2}-d z^{2}+c^{2} d t^{2} \tag{74.5}
\end{equation*}
$$

On the other hand, let us assume that the second observer, who can be taken as moving relative to the first with the acceleration $a$ in the $x$-direction, uses the coordinates $x^{\prime}, y^{\prime}, z^{\prime}$, and $t^{\prime}$ as given by

$$
\begin{equation*}
x^{\prime}=x-\frac{1}{2} a t^{2} \quad y^{\prime}=y \quad z^{\prime}=z \quad t^{\prime}=t \tag{74.6}
\end{equation*}
$$

in accordance with the usual transformation to accelerated axes, which we may certainly regard as a reasonable change at least at low velocities. Substituting from (74.6) into (74.5) we then find as the formula for interval for the second observer the expression

$$
\begin{equation*}
d s^{2}=-d x^{\prime 2}-d y^{\prime 2}-d z^{\prime 2}+\left(c^{2}-a^{2} t^{\prime 2}\right) d t^{\prime 2}-2 a t^{\prime} d x^{\prime} d y^{\prime} . \tag{74.7}
\end{equation*}
$$

Examining the two formulae for interval (74.5) and (74.7), we immediately appreciate their essential difference in content, in spite of the fact that both formulae are in agreement with the generally
covariant expression for interval

$$
d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu}
$$

since in the one case the components of the metrical tensor $g_{\mu \nu}$ have the simple constant values $-1, c^{2}, 0$, and in the other case are considerably more complicated. This difference, moreover, is immediately reflected in a difference in the experimental results which the two observers obtain. Thus although both observers can use the same covariant equations (73.13) previously given

$$
\frac{d^{2} x^{\sigma}}{d s^{2}}+\{\mu \nu, \sigma\} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}=0
$$

to describe the motion of free particles, the first observer will find that the application of this equation leads to the general result

$$
\begin{equation*}
\frac{d^{2} x}{d s^{2}}=\frac{d^{2} y}{d s^{2}}=\frac{d^{2} z}{d s^{2}}=\frac{d^{2} t}{d s^{2}}=0 \tag{74.8}
\end{equation*}
$$

while the second observer will obtain a more complicated result which reduces for the case of particles having negligible velocity to

$$
\begin{equation*}
\frac{d^{2} x^{\prime}}{d s^{2}}=\frac{-a}{c^{2}-a^{2} t^{2}} \quad \frac{d^{2} y^{\prime}}{d s^{2}}=\frac{d^{2} z^{\prime}}{d s^{2}}=\frac{d^{2} t^{\prime}}{d s^{2}}=0 \tag{74.0}
\end{equation*}
$$

In accordance with the principle of equivalence, nevertheless, the second observer is permitted to interpret this difference in experimental results-arising from the changed values of the components of the metrical tensor-as due to the presence of a gravitational field rather than to any absolute quality in his state of motion.

As a result of the foregoing discussion, we now appreciate in general that the principle of equivalence will permit us, if we so desire, to interpret the change in the content of the equations of physics when we change to a new coordinate system as due to a change in gravitational field rather than to a change in the absolute motion of the spatial framework. This, however, is sufficient to preserve the idea of the relativity of all motion. Thus the changed results, that we ordinarily describe as being due to a change in our reference framework from a state of rest to a state of accelerated motion, can also be described as due to the changed gravitational field which results when the reference system is left at rest and the remainder of the universe is accelerated in the opposite direction. Acceleration as well as velocity thus partakes in the quality of relativity. Similarly the effects accompanying the change, ordinarily described as that
from stationary to rotating axes, can only be regarded as due to the relative rotation of the axes and the gravitating bodies in the rest of the universe.
We shall later have further examples of the validity of the idea of the relativity of all kinds of motion, a very instructive one being given by the discussion in 79 (c) of the so-called clock paradox. In general, the possibility of contradictions to this idea may now be regarded as satisfactorily removed by the introduction of the prinoiple of equivalence.
(c) Justification for the principle of equivalence. Although the general idea of the relativity of all kinds of motion thus provides a strong motive for the acceptance of the principle of equivalence, our justification for the introduction of this principle can also be based on more immediate grounds. Unlike the principle of covariance, the principle of equivalence cannot be regarded as a necessarily inescapable axiom of physics, since it makes perfectly definite statements as to the interrelated character of coordinate systems and gravitational fields which might or might not be true. Hence it is also unlike the principle of covariance in demanding necessary physical consequences, and our final justification for the introduction of the principle must depend on the comparison of these predicted consequences with the results of observation and experiment.

The simplest of these consequences is the conclusion that the gravitational acceleration of all bodies would have to be the same when tested in the same gravitational field, since the presence and amount of this acceleration would be solely a function of the coordinate system used. Hence the far-reaching discovery of Galileo that all bodies fall at the same rate, and the precise tests of this law furnished in the case of ordinary materials by the exhaustive investigations of Ebtvos and in the case of radioactive material by the work of Southerns, can be regarded as furnishing immediate support for the principle of equivalence.
In addition to this simple, but nevertheless very general and well tested, consequence of the principle of equivalence, we shall see in § 80 that the general theory of relativity leads to the Newtonian theory of gravitation as a first and very close approximation. Hence the accurately confirmed laws of celestial mechanics can also be regarded as furnishing support for the building-stones upon which the theory is based.

Finally, moreover, our belief in the principles of the general theory of relativity receives the compelling sanction provided by the three so-called crucial tests, § 83, which distinguish between the predictions of the approximate Newtonian theory and those of the more precise Einstein theory. So that we must regard all the postulates of the theory as being very satisfactorily chosen.

In addition to these observational verifications, which justify the introduction of the principle of equivalence, we must also assign a high importance to our intuitive appreciation of the rationality of assuming the abolition of gravitational effects for a freely falling observer, and to our intellectual appreciation of the simplicity, clarity, and effectiveness of the postulate that we thus obtain. These qualities of intuitive rationality and of intellectual simplicity, clarity, and effectiveness, which bespeak so unmistakably the insight and genius of Einstein, furnish of themselves of course no evidence of correspondence with experimental and observational fact. They are, nevertheless, necessary qualities for those principles which the human mind is willing to use as the fundamental postulates for science, and their presence must hence be regarded as also furnishing important justification for the acceptance of the principle of equivalence.
(d) Use of the principle of equivalence in generalizing the principles of special relativity. Natural and proper coordinates. In accordance with the principle of equivalence we can always choose coordinates so as to make the effects of gravity disappear in the immediate neighbourhood of any space-time point of interest, over a differential region taken small enough so that we can neglect the spatial and temporal variations of gravity for the range involved. In the absence of gravity, however, the principles of the special theory of relativity can be regarded as being valid. Hence the principle of equivalence can also be understood as requiring the possibility of choosing coordinates such that the general statements of the laws of physics will reduce in the immediate neighbourhood of any desired point to forms previously given by the special theory of relativity in terms of our usual spatial and temporal variables $x, y, z$, and $t$, or more simply in terms of the so-called Galilean coordinates introduced in § 20:

$$
x^{1}=x, \quad x^{2}=y, \quad x^{8}=z, \quad x^{4}=c t
$$

Such coordinates may be called natural coordinates for the point in question. In these coordinates, in accordance with the special
relativity formula for interval, the components of the metrical tensor $g_{\mu \nu}$ will assume, at the chosen point of interest, their previous simple values $-1,+1$, and 0 , and the first differential coefficients of the $g_{\mu \nu}$ with respect to these coordinates will be zero at that point. In general, however, the second differential coefficients will not be zero except for the special case of space-time that actually is flat. It will thus be seen that the assumption of approximate correctness for the special theory of relativity in the immediate neighbourhood of any desired space-time point is analogous to the approximate replacement of a curved surface by its tangent plane at a given point of interest, made use of in geometrical considerations.

For any given space-time point there will be an infinite number of different possible systems of natural coordinates, which can be obtained by rotating the spatial axes to different orientations, and by making the Lorentz transformation to different velocities of the origin. Among these different systems we shall often be specially interested in coordinates which are so chosen that some particular observer with his measuring instruments or some particular thing such as a given particle of matter will be at least momentarily at rest with respect to the spatial axes. Such systems may be called proper coordinates for the observer or thing in question, and by § 18 a transformation to such coordinates can of course always be made.

The possibility thus furnished by the principle of equivalence of using natural coordinates gives us a powerful instrument for use in determining the general laws of physics, since we now require that they must in any case be of such form, when expressed in natural coordinates, that they will reduce at the selected point to their previously obtained special relativity forms. This provides a procedure for testing covariant expressions which may be proposed as general laws of physics, and eliminating those which do not agree with the principle of equivalence. The method of course does not lead to necessarily unique results, since more than one generalization of the principles of special relativity having the required property can be possible. Nevertheless, in many cases the simplest possible generalizations which present themselves are found to provide satisfactory principles.
(e) Interval and trajectory in the presence of gravitational fields. In our discussion of the principle of covariance [see $\S 73(d)$ and $73(e)]$, it has already been intimated that we shall adopt the covariant forms,
in which the special relativity formulae for the element of interval and for the trajectories of free particles and light rays can be expressed, as also valid in the 'curved' space-time associated with permanent gravitational fields. We must now show that this does agree with the requirements of the principle of equivalence as just discussed above.

To show this in the case of the formula for interval

$$
\begin{equation*}
d s^{2}=g_{\mu \nu} d x x^{\mu} d x^{\nu} \tag{74.10}
\end{equation*}
$$

we must first prove that a transformation of coordinates is always possible such that the first differential coefficients of the components of the metrical tensor $g_{\mu \nu}$ will become zero at any selected point. This, however, is a well-known theorem of differential geometry which demonstrates that it is always possible to reduce to such 'geodesic coordinates'. To do this we first transfer the origin of coordinates to the point of interest and then change from unprimed to primed variables by the substitution

$$
\begin{equation*}
x^{\epsilon}=g_{\mu}^{\epsilon} x^{\prime} \mu-\frac{1}{2}\{\alpha \beta, \epsilon\}_{0} g_{\mu}^{\alpha} g_{\nu}^{\beta} x^{\prime \mu} x^{\prime \nu} \tag{74.11}
\end{equation*}
$$

where $\{\alpha \beta, \epsilon\}_{0}$ is the value of the three-index symbol at the origin. It is then readily proved that we shall have the relations $\dagger$

$$
\begin{equation*}
\frac{\partial g_{\mu \nu}^{\prime}}{\partial x^{\prime \alpha}}=0 \tag{74.12}
\end{equation*}
$$

holding at the origin in the new coordinates. Having seoured the desired constancy at the origin for the components of the metrical tensor, the further transformation to coordinates such that the components $y_{\mu \nu}$ will assume at that point the prescribed values $-1, c^{2}, 0$ or $\pm 1,0$ can then be secured by familiar methods. Hence the choice of the covariant expression (74.10) as the general relativity formula for interval, in the presence as well as in the absence of gravitational fields, is in agreement with the requirements of the principle of equivalence.

Turning next to the covariant expression

$$
\begin{equation*}
\frac{d^{2} x^{\sigma}}{d s^{2}}+\{\mu \nu, \sigma\} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}=0 \tag{74.13}
\end{equation*}
$$

as given by the special theory of relativity (73.13) for the trajectory of a free particle or light ray, we see at once that this is also suitable to take as a postulate which will be applicable in general relativity in the presence of gravitational fields, since in natural coordinates the

[^28]Christoffel three-index symbols (73.14) will evidently vanish at the point of interest in accordance with (74.12), and the general formula (74.13) will reduce to the special relativity form (73.11)

$$
\begin{equation*}
\frac{d^{2} x^{\sigma}}{d s^{2}}=0 . \tag{74.14}
\end{equation*}
$$

Furthermore, the additional limitation

$$
\begin{equation*}
d s=0 \tag{74.15}
\end{equation*}
$$

which must be used in the case of light rays oan evidently be appropriately taken as a general condition also in the presence of gravitational fields. The conditions for a geodesic as given by (74.13) can thus be postulated as also applying to the motion of particles or light rays in a gravitational field. This gives an enormous step forward in the direction of securing a complete theory of gravitation, a step which of course must be justified, when the time comes, by comparison with the observational data of astronomy.

The fundamental tensor $g_{\mu \nu}$ occurs both in the formula for interval (74.10) and in the formula for trajectory (74.13). In the formula for interval it appears as a set of metrical quantities which determine the nature of the space-time geometry by relating the measured values of different intervals to the corresponding coordinate differences. In the formula for trajectory the first derivatives of the $g_{\mu \nu}$ with respect to the coordinates appear in the Christoffel three-index symbol in a certain analogy with the appearance of the derivatives of the Newtonian gravitational potential in the older expressions for trajectory. This dual character of the fundamental tensor may be recognized by referring to the ten independent quantities $g_{\mu \nu}$ either as the components of the metrical tensor or as the gravitational potentials in the Einstein theory of gravitation. The dependence of the geometry of space-time and hence also of space itself on gravitation, arising from this dual character of the fundamental tensor, is a noteworthy result of the general theory of relativity.

The rather abstract quality of the formula for interval (74.10) must not be allowed to obscure the fact of its reference to matters which are completely observational in character. Any interval expressed by the formula (74.10) will be either space-like, time-like, or singular in character according as $d s^{2}$ is negative, positive, or zero. By transformation to suitably chosen proper coordinates $x, y, z, t$, the
expression for any space-like interval can be thrown into the form

$$
\begin{equation*}
-d s^{2}=d x^{2}+d y^{2}+d z^{2}, \tag{74.16}
\end{equation*}
$$

and the expression for any time-like interval into the form

$$
\begin{equation*}
d s^{2}=c^{2} d t^{2} \tag{74.17}
\end{equation*}
$$

which makes the corresponding proper length or proper time immediately determinable from the readings of suitably taken metre sticks or clocks.

Similarly the formula for trajectory (74.13) refers to observational situations, since the time-like interval $d s$ is then the proper time for a local observer moving with the particle in question, and the rate of change of the coordinates of the particle with this quantity can be observationally determined.
75. The dependence of gravitational field and metric on the distribution of matter and energy. Principle of Mach
In addition to the principles of covariance and equivalence we must evidently introduce some further element into the theory of gravitation. With the help of the two foregoing principles we have learned to interpret the fundamental tensor $g_{\mu \nu}$ in its metrical aspect as determining the nature of space-time geometry and in its gravitational aspect as determining the motion of particles and light rays. We have so far, nevertheless, no laws for the actual dependence of the values of the $g_{\mu \nu}$ on the coordinates, beyond that provided by the very general notion that 'flat' space-time corresponds to the absence of intrinsic gravitational action and that 'curved' space-time corresponds to the presence of permanent gravitational fields. Hence we must now seek, as the third element in the relativistic theory of gravitation, a precise statement of the laws giving the dependence of the metrical and gravitational field on space-time position, which will permit the calculation of gravitational effects in the presence of any given distribution of matter and energy.

In accordance with the Newtonian theory of gravitation the action of gravity at any point in space at a given instant is determined by the location of the surrounding matter, and this general idea with suitable modifications must evidently be taken over into the relativistic theory of gravitation since the Newtonian theory is in any case an exceedingly close first approximation. In Newtonian theory the dependence of the gravitational potential $\psi$ on the distribution of matter of density $\rho$ is
given by Poisson's equation

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi}{\partial y^{2}}+\frac{\partial^{2} \psi}{\partial z^{2}}=4 \pi k \rho, \tag{75.1}
\end{equation*}
$$

where $k$ is the gravitational constant. In the relativistic theory of gravitation modifications will be necessary, in the first place since we shall need to calculate the ten components of the metrical tensor or gravitational potentials $g_{\mu \nu}$ instead of the single gravitational potential $\psi$ of the Newtonian theory, and in the second place beoause the special theory of relativity has provided us with relations between mass, energy, and momentum which indicate that covariant expressions are to be obtained by making use of all ten components of the energy-momentum tensor $T_{\mu \nu}$, rather than by singling out some single quantity which we could call the density of matter.

Our general aim, hence, will be to obtain a covariant equation connecting the $g_{\mu \nu}$ with the $T_{\mu \nu}$ which will be the analogue of Poisson's equation, and which will lead to the same results as the Newtonian theory to a first approximation. Before proceeding to the complete solution of this task, however, it will first be profitable to consider two special cases, that of the field corresponding to the special theory of relativity, and that of a field in empty space but in the neighbourhood of gravitating bodies.

The general hypothesis that the metrical field is determined by the distribution of matter and energy may be called the prinoiple of Mach. $\dagger$
76. The field corresponding to the special theory of relativity. The Riemann-Christoffel tensor
The special theory of relativity can be regarded as developed on the assumption of a 'flat' space-time, whioh neglects the presence of intrinsic gravitational fields, and the results obtained may be regarded as approximately correct in what may be called the free space at great distances from gravitating bodies. We may now inquire into the covariant expression of the conditions necessary for the 'flat' space-time corresponding to the special theory.

[^29]To obtain this we must first consider the Riemann-Christoffel tensor, which can be expressed in terms of the Christoffel three-index symbols by the equation

$$
\begin{equation*}
R_{\mu \nu \sigma}^{\tau}=\{\mu \sigma, \alpha\}\{\alpha \nu, \tau\}-\{\mu \nu, \alpha\}\{\alpha \sigma, \tau\}+\frac{\partial}{\partial x^{\nu}}\{\mu \sigma, \tau\}-\frac{\partial}{\partial x^{\sigma}}\{\mu \nu, \tau\} . \tag{76.1}
\end{equation*}
$$

The tensor character of this expression can be readily demonstrated. In accordance with the form given and the definition of the threeindex symbols (73.14), it. will be seen that the tensor is constructed solely from the components of the metrical tensor $g_{\mu \nu}$ and their first and second derivatives with respect to the coordinates. It can be shown, moreover, that the only tensors which can be thus constructed solely from the fundamental tensor without going beyond the second derivatives are themselves functions of the $g_{\mu \nu}$ and $R_{\mu \nu v} \cdot$

The conditions for 'flat' space-time can now be expressed by setting the Riemann-Christoffel tensor equal to zero, giving us the covariant equation

$$
\begin{equation*}
R_{\mu \nu \sigma}^{\tau}=0 \tag{76.2}
\end{equation*}
$$

This equation is evidently a necessary condition, since in the case of 'flat' space-time we know that it is possible to choose coordinates which will make the components of $g_{\mu \nu}$ constants, and thus give all the Christoffel three-index symbols the value zero. The proof oan also be given that the vanishing of the Riemann-Christoffel tensor is a sufficient condition for the possibility of choosing coordinates which will make all the components of $g_{\mu \nu}$ constants, as first shown by Lipschitz. $\dagger$

The tensor equation (76.2) thus expresses the conditions necessary for the validity of the special theory of relativity and for the absence of permanent gravitational fields, which cannot be transformed away by a suitable choice of coordinates. In the actual universe the density of matter is found to be approximately uniform as far as the Mount Wilson 100 -inch telescope can penetrate, at least to over $10^{8}$ light years; and there is no reason to believe that there is any region in the universe where the gravitational field could actually be completely transformed away. Indeed the mere presence of physical measuring instruments would be accompanied by an irreducible gravitational field. In other words, that which we have hitherto designated as the free space in which the special theory of

$$
\dagger \text { Lipschitz, Crelle's Journ., 70, } 71 \text { (1869). }
$$

relativity would be exactly true presumably does not exist in the actual universe except as an idealization. Nevertheless, it is evident that the principles of the special theory of relativity are approximately true even in the permanent gravitational field at the surface of the earth, and would be valid to an extremely high degree of approximation in internebular space. The use of the special theory of relativity as an abstract idealization thus seems entirely legitimate.

## 77. The gravitational field in empty space. The contracted Riemann-Christoffel tensor

Since the equation obtained by setting the Riemann-Christoffel tensor equal to zero would eliminate the possibility of permanent gravitational fields, it is evident that we must seek some less stringent relation for the gravitational field in the empty space in the neighbourhood of gravitating bodies.
We can arrive at such a less stringent relation with the help of the contracted Riemann-Christoffel tensor whioh is obtained by setting $\sigma=\tau$ in (76.1) and summing. This gives us the tensor

$$
\begin{equation*}
\left.R_{\mu \nu}=\{\mu \sigma, \alpha\}\{\alpha \nu, \sigma\}-\{\mu \nu, \alpha\} \alpha \sigma, \sigma\right\}+\frac{\partial}{\partial x^{i}}\{\mu \sigma, \sigma\}-\frac{\partial}{\partial x^{\sigma}}\{\mu \nu, \sigma\}, \tag{77.1}
\end{equation*}
$$

which, with the help of equation (37) in Appendix III and a change in order and in dummy suffixes, can also be written in the simplified form

$$
\begin{align*}
& R_{\mu \nu}= \\
& -\frac{\partial}{\partial x^{\alpha}}\{\mu \nu, \alpha\}+\{\mu \alpha, \beta\}\{\nu \beta, \alpha\}+\frac{\partial^{2}}{\partial x^{\mu} d x^{\nu}} \log \sqrt{-g}-\{\mu \nu, \alpha\} \frac{\partial}{\partial x^{\alpha}} \log \sqrt{-g} . \tag{77.2}
\end{align*}
$$

As the field equations in empty space but nevertheless in the neighbourhood of gravitating masses, Einstein has proposed the relation

$$
\begin{equation*}
R_{\mu \nu}=0, \tag{77.3}
\end{equation*}
$$

which would evidently be true when the condition for 'flat' spacetime (76.2) is satisfied, but could also be true under less stringent conditions.

The theoretical justification for the choice of this equation will become apparent in the next section, where it will be possible to regard it as a limiting case of the more general equation for gravitational field in the presence of matter; and the very exact observational
justification provided by the observed motions of the planets will be considered in § 83.

## 78. The gravitational field in the presence of matter and energy

We must now turn to the complete solution of the fundamental problem outlined in § 75, of obtaining a covariant relation between the gravitational potentials $g_{\mu \nu}$ and components of the energymomentum tensor $T_{\mu \nu}$ which will be the appropriate relativistic analogue of Poisson's equation

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi}{\partial y^{2}}+\frac{\partial^{2} \psi}{\partial z^{2}}=4 \pi k \rho, \tag{78.1}
\end{equation*}
$$

which in the Newtonian theory of gravitation conneots the single gravitational potential $\psi$ with the density of matter $\rho$ and the gravitational constant $k$.

In obtaining a solution of this fundamental problem Einstein had several kinds of consideration to assist him. In the first place, in agreement with the preliminary outline of the problem given in §75, we may expect that the relativistio analoguie of Poisson's equation will be a relation connecting all ten gravitational potentials $g_{\mu \nu}$ with the distribution of matter and energy as given by the ten components of the energy-momentum tensor $T_{\mu \nu}$. In the second place, in accordance with the principle of covariance, we shall desire to express this result in covariant form, which will suggest the search for a tensor of the second rank, constructed from the $g_{\mu \nu}$ and their derivatives with respect to the coordinates, which can be equated to the energy-momentum tensor $T_{\mu \nu}$. In the third place, since Poisson's equation does not involve higher derivatives of the Newtonian potential than the second, it will be natural to assume that it will not be necessary-at least in first approximation-to use a tensor containing higher derivatives of the $g_{\mu \nu}$ than the second. Finally, in accordance with the principle of equivalence, we know that the energy-momentum tensor is a quantity whose ordinary divergence can be made to vanish at any selected point by the use of natural coordinates, since in the special theory of relativity we have already obtained, in Galilean coordinates, the relation (37.9)

$$
\begin{equation*}
\frac{\partial T^{\mu \nu}}{\partial x^{\nu}}=0 \tag{78.2}
\end{equation*}
$$

in the treatment given in § 37 to the mechanics of a continuous medium.

These considerations were sufficient to suggest as the relativistic analogue of Poisson's equation, the tensor equation first proposed by Einstein

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}+\Lambda g_{\mu \nu}=-\kappa T_{\mu \nu} \tag{78.3}
\end{equation*}
$$

where $R_{\mu \nu}$ is the contracted Riemann-Christoffel tensor, $\boldsymbol{R}$ is the invariant obtained by the further contraction of this tensor, $\Lambda$ is a constant, the so-called cosmologioal constant whose significance will be considered in more detail later, $\kappa$ is a constant which is related to the ordinary constant of gravitation by a factor to be obtained in § 80 when Poisson's equation is obtained as a first approximation, and $T_{\mu \nu}$ is the energy-momentum tensor which is defined for the purpose of general relativity by assigning to its components in proper coordinates-and hence in any set of natural coordinates-the values which it would have in accordance with the special theory of relativity.

This relation satisfactorily fulfils all the conditions mentioned above. It reduces in the case of weak gravitational fields to Poisson's equation as a first approximation as will be shown in § 80. It connects the ten gravitational potentials $g_{\mu \nu}$ and their derivatives with the components of the energy-momentum tensor $T_{\mu \nu}$. It satisfies the principle of covariance by being a tensor equation valid in all systems of coordinates if valid in one. And it contains no derivatives of the $g_{\mu \nu}$ higher than the second.

Furthermore, it is to be noted that it secures the validity of (78.2) in natural coordinates in a very fundamental manner, since it can readily be shown from the definition of the Riemann-Christoffel tensor that the relation

$$
\begin{equation*}
\left(R^{\mu \nu}-\frac{1}{2} R g^{\mu \nu}+\Lambda g^{\mu \nu}\right)_{\nu}=0 \tag{78.4}
\end{equation*}
$$

is a necessary identity with any constant value for $\Lambda$; and this will give as the fundamental equation of mechanics in any system of coordinates
or

$$
\begin{gather*}
\left(T^{\mu \nu}\right)_{\nu}=\frac{\partial T^{\mu \nu}}{\partial x^{\nu}}+\{\alpha \nu, \mu\} T^{\alpha \nu}+\{\alpha \nu, \nu\} T^{\mu \alpha}=0  \tag{78.5}\\
\frac{\partial T^{\mu \nu}}{\partial x^{\nu}}=0 \tag{78.6}
\end{gather*}
$$

in the special case of natural coordinates where the Christoffel threeindex symbols vanish. Moreover, it is to be emphasized in this connexion, in the first place that ( $R^{\mu \nu}-\frac{1}{2} R g^{\mu \nu}+\Lambda g^{\mu \nu}$ ), with $\Lambda$ an arbitrary constant, can be shown to be the most general tensor of the second rank constructed solely from the $g_{\mu \nu}$ and their first and second derivatives whose contracted covariant derivative (78.4) would be identically equal to zero, and in the second place that four identical relations must necessarily be present since otherwise the solution of the ten field equations (78.3) for the ten $g_{\mu \nu}$ would not permit the four-fold transformation of coordinates which must necessarily be possible.

We are thus impelled with considerable force at least to the tentative acceptance of Einstein's relation (78.3) as the appropriate field equations for the relativistic theory of gravitation. The complete justification for accepting this relation must of course depend on the correspondence between the predictions which it provides and the results of observation. To test this correspondence we can make use of the field equations (78.3) with any given distribution of matter and energy to predict the dependence of the tensor $g_{\mu \nu}$ on the coordinates used, and then compare the predicted values of the $g_{\mu \nu}$ with observed values of the $g_{\mu \nu}$. Theoretically, these observed values could of course be obtained from the direct measurement of space-like and time-like intervals with the help of the formula for interval $d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu}$. Practically, however, such direct measurements cannot be carried out with sufficient accuracy even to distinguish between 'flat' and 'curved' space-time, and our accurate determinations of the $g_{\mu \nu}$ depend on the measurement of astronomical motions, followed by the calculation of the $g_{\mu \nu}$ with the help of the formula for trajectory

$$
\begin{equation*}
\frac{d^{2} x^{\sigma}}{d s^{2}}+\{\mu \nu, \sigma\} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}=0 \tag{78.7}
\end{equation*}
$$

By raising indices, the field equations (78.3) can be written in the different forms

$$
\begin{align*}
-\kappa T_{\mu \nu} & =R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}+\Lambda g_{\mu \nu}  \tag{78.8}\\
-\kappa T_{\mu}^{\nu} & =R_{\mu}^{\mu}-\frac{1}{2} R g_{\mu}^{\nu}+\Lambda g_{\mu}^{\nu}  \tag{78.9}\\
-\kappa T^{\mu \nu} & =R^{\mu \nu}-\frac{1}{2} R g^{\mu \nu}+\Lambda g^{\mu \nu} \tag{78.10}
\end{align*}
$$

and by the contraction of (78.9) we can evidently write

$$
\begin{equation*}
\kappa T=R-4 \Lambda \tag{78.11}
\end{equation*}
$$

In empty space with all the components of the energy-momentum tensor equal to zero we see, by combining (78.8) and (78.11), that the
field equations will then reduce to the simple form

$$
\begin{equation*}
\boldsymbol{R}_{\mu \nu}=\Lambda g_{\mu \nu} \tag{78.12}
\end{equation*}
$$

Nevertheless, as already stated in the preceding section § 77, we shall actually find in empty space that the motions of the planets correspond with great precision to the even simpler field equations

$$
\begin{equation*}
R_{\mu \nu}=0 \tag{78.13}
\end{equation*}
$$

Therefore, since we shall find later [see, for example, equation (82.10)] that the effects of the $\Lambda$-term would increase with the size of the region considered, we may conclude that the unspecified constant $\Lambda$, introduced above in order to obtain the most general expression with a vanishing covariant derivative (78.4), is either actually equal to zero or in any case small enough so that its effects are inappreciable within a region of the size of the solar system. Hence, in many of our considerations at the very least, we shall be justified in setting $\Lambda$ equal to zero, and taking the field equations in the simpler form

$$
\begin{equation*}
-\kappa T_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu} \tag{78.14}
\end{equation*}
$$

together with

$$
\begin{equation*}
\kappa T=R \tag{78.15}
\end{equation*}
$$

as the result of contraction.
For regions of great size, on the other hand, it can be shown that effects could result even from a very small value of $\Lambda$. Hence for cosmological considerations we shall retain the possibility that the quantity $\Lambda$, customarily known as the cosmological constant, may not necessarily be exactly equal to zero.

We are now ready to consider a number of the simpler applications of general relativity, some of which will be specially important in illustrating the correspondence between theory and observation.

## VI

## THE GENERAL THEORY OF RELATIVITY (contd.)

Part II. ELEMENTARY APPLICATIONS OF GENERAL RELATIVITY

## 79. Simple consequences of the principle of equivalence

As already noted, unlike the principle of covariance, the principle of equivalence cannot be regarded as a necessarily inescapable axiom of physics, but must be considered as a definite postulate whose consequences are to be tested by comparison with observation and experiment. We may now consider certain simple qualitative and semi-quantitative consequences that can be drawn directly from this principle without the full apparatus of the general theory of relativity.
(a) The proportionality of weight and mass. The most important of these simple consequences of the principle of equivalence is the conclusion, already mentioned in §74(c), that the gravitational acceleration of all bodies would have to be the same when tested in the same gravitational field, since the presence and amount of this acceleration would by this principle be solely a function of the coordinate system used. The result is in immediate agreement with the fundamental discovery of Galileo that different bodies do fall at the same rate in the earth's gravitational field.
Since the gravitational acceleration $g$ of a body at the surface of the earth is connected, in the language of Newton's second law of motion, with its mass $m$ and the gravitational force acting on it or weight $W$ by the equation

$$
\begin{equation*}
W=m g, \tag{79.1}
\end{equation*}
$$

the above result can also be stated as requiring a constant proportionality between weight and mass for different bodies. The precise and exhaustive tests of this proportionality made on ordinary materials by Eठtvoss, $\dagger$ and the similar experiments on radioactive materials made by Southerns $\ddagger$ are in complete agreement with the theoretical conclusion.
(b) Effect of gravitational potential on the rate of a clock. In accordance with the principle of equivalence there should be an agreement between the results obtained by a uniformly accelorated

[^30]observer who makes measurements in the absence of any intrinsic gravitational field, and those obtained in similar experiments by a stationary observer in the presence of a uniform gravitational field. Since we can easily make approximate calculations as to the nature of the results obtained by the accelerated observer, this provides a simple method for investigating certain of the effects of gravity.

This method can be readily applied to determine the effect of differences in gravitational potential on the observed rate of clooks. Let us first consider an observer in the absence of any intrinsic gravitational field who is subject to the constant acceleration $g$, and is provided with two identically constructed clocks placed one ahead of the other on a line parallel to the direction of acceleration at a distance apart $h$. Let the clocks have the natural period $\tau_{0}$, and let light signals be sent at the end of each period from one clock to the other to permit a comparison of their observed rates.

Since the time necessary for a signal to pass between the two clocks will be approximately

$$
t=\frac{h}{c}
$$

where $c$ is the velocity of light, the forward clock will acquire the added velocity in the direction of motion

$$
v=g t=g \frac{h}{c}
$$

in the interval necessary for light to pass from the rear to the forward clock. Hence by the ordinary Doppler effect when the rates of the clocks are compared, the period of the rear clock, when measured in terms of that of the forward clock with the help of the arriving light signals, will be found to be approximately

$$
\begin{equation*}
\tau=\tau_{0}\left(1+\frac{v}{c}\right)=\tau_{0}\left(1+\frac{g h}{c^{2}}\right) . \tag{79.2}
\end{equation*}
$$

With the help of the principle of equivalence, however, this result can be at once reinterpreted as also applying to the analogous situation of two stationary clocks separated by a distance $h$ in the direction of a uniform gravitational field of intensity $g$, so that we may immediately write as a consequence of (79.2)

$$
\begin{equation*}
\tau_{2}=\tau_{1}\left(1+\frac{\Delta \psi}{c^{2}}\right) \tag{79.3}
\end{equation*}
$$

for the relation connecting the periods $\tau_{2}$ and $\tau_{1}$ of the two identically
constructed clocks with their difference in gravitational potential $\Delta \psi=g h$, the olock at the lower potential having the longer observed period.

Furthermore, since time measurements could be made with the help of the period of light corresponding to any given spectral line, we can evidently regard different atoms of the same substance as furnishing the identically constructed clocks necessary for the validity of the above relation. Hence, making use of (79.3) together with the relation between the period and wave-length of light, we are at once led to the conclusion that there should be an observed shift $\delta \lambda$ of the approximate amount

$$
\begin{equation*}
\delta \lambda=\lambda \frac{\Delta \psi}{c^{2}} \tag{79.4}
\end{equation*}
$$

in the wave-length $\lambda$ of light which passes through a difference in gravitational potential of amount $\Delta \psi$, in travelling from the point of origin to that where the observation is made. The observational verification of this result will be more particularly mentioned in §83 (c), in connexion with the three so-called crucial tests of relativity.
(c) The clock paradox. The foregoing relation between the rate of a clock and its gravitational potential has also been found to furnish the solution for a well-known paradox, which can arise when the behaviour of clocks is treated in accordance with the principles of special relativity without making due allowance for the principles of the general theory.

Consider two identically constructed clocks $A$ and $B$, originally together and at rest, and let a force $F_{1}$ be then applied for a short time to clock $B$ giving it the velocity $u$ with which it then travels away from $A$ at a constant rate for a time which is long compared with that necessary for the acceleration. At the end of this time let a second force $F_{2}$ be applied in the reverse direction which brings $B$ to rest and starts it back towards $A$ with the reversed velocity $-u$. And finally, when it has returned to the neighbourhood of $A$, let the clock $B$ be brought once more to rest by the action of a third force $F_{3}$.

Since by hypothesis the time intervals necessary for the acceleration and deceleration of clock $B$ are made negligibly short compared with the time of travel at the constant velocity $u$, we can then write, in accordance with the decreased rate of a moving clock given by the
special theory of relativity (see § 9),

$$
\begin{equation*}
\Delta t_{A}=\frac{\Delta t_{B}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}=\Delta t_{B}\left(1+\frac{1}{2} \frac{u^{2}}{c^{2}}+\ldots\right) \tag{79.5}
\end{equation*}
$$

as an expression connecting the measurements $\Delta t_{A}$ and $\Delta t_{B}$-on the two different clocks-of the elapsed time necessary for the clock $B$ to move out from $A$ and return. In accordance with this expression we are thus led to the definite conclusion that clock $B$ would register a smaller number of divisions than clock $A$ at the end of the indicated experiment.

At first sight, nevertheless, this conclusion-obtained quite correctly from the special theory of relativity-appears incompatible with the idea of the relativity of all motion, since it should then be equally as acceptable to regard $B$ as the clock which remains at rest and consider $A$ as moving away with the velocity - $u$ and returning with the velocity $+u$. And taking $A$ as the moving clock, it then seems as if $A$ should be the clock that registers the smaller number of divisions.

The apparent paradox is, however, readily solved with the help of the general theory of relativity, if we do not neglect the actual lack of symmetry between the treatment given to the clock $A$ which was at no time subjected to any force, and that given to the clook $B$ which was subjected to the successive forces $F_{1}, F_{2}$, and $F_{3}$ when the relative motion of the clocks was changed. To preserve this same state of affairs in a valid description of the experiment, talking $A$ as the moving clock and $B$ as the one which remains at rest, we may assume that the changes in the relative motion of the two clocks are produced by the temporary introduction of homogeneous gravitational fields, which are allowed to act freely on $A$ in such a way as to produce the desired changes in velocity without $A$ experiencing any force, and in such a way as to necessitate the action of the same forces on $B$ as before in order to maintain it at rest. This then gives us a valid description of the identical experiment in the new language, and we can easily calculate the relation which would now be expected between the two time measurements $\Delta t_{A}$ and $\Delta t_{B}$.

To do this, let us first put
and

$$
\begin{align*}
& \Delta t_{A}=\tau_{A}+\tau_{A}^{\prime}+\tau_{A}^{\prime \prime}+\tau_{A}^{\prime \prime \prime}  \tag{79.6}\\
& \Delta t_{B}=\tau_{B}+\tau_{B}^{\prime}+\tau_{B}^{\prime \prime}+\tau_{B}^{\prime \prime \prime} \tag{79.7}
\end{align*}
$$

where $\tau_{A}$ and $\tau_{B}$ are the time measurements referred to the two clocks during which the clock $A$ is now regarded as having the uniform velocity $u$, and $\tau_{A}^{\prime}, \tau_{A}^{\prime \prime}, \tau_{A}^{\prime \prime \prime}$ and $\tau_{B}^{\prime}, \tau_{B}^{\prime \prime}, \tau_{B}^{\prime \prime \prime}$ are the times needed for the three changes in the velocity of $\boldsymbol{A}$ which are brought about at the beginning, middle, and end of the experiment by the temporary introduction of an appropriate gravitational field as mentioned above. And let us take these latter intervals as very short compared with the time during which $A$ is in uniform motion, in correspondence with the previous description of the experiment.

Since the clock $A$ is now the one which moves, we can in the first place write in accordance with the special theory of relativity to the desired order of precision

$$
\begin{equation*}
\tau_{A}=\tau_{B}\left(1-\frac{1}{2} \frac{u^{2}}{c^{2}}+\ldots\right), \tag{79.8}
\end{equation*}
$$

in contrast to the previous relation (79.5) where $B$ was taken as the moving clock. Furthermore, since the two clocks will be at practically the same potential when the gravitational fields are introduced at the beginning and end of the experiment, we can evidently write with sufficient precision

$$
\begin{equation*}
\tau_{A}^{\prime}=\tau_{B}^{\prime} \quad \text { and } \quad \tau_{A}^{\prime \prime \prime}=\tau_{B}^{\prime \prime \prime} \tag{79.9}
\end{equation*}
$$

On the other hand, when the gravitational field is introduced at the middle of the experiment to produce the necessary reversal in the motion of $A$, the two clocks will be at a great distance from each other, and we must evidently write in accordance with our previous treatment

$$
\begin{equation*}
\tau_{A}^{\prime \prime}=\tau_{B}^{\prime \prime}\left(1+\frac{\Delta \psi}{c^{2}}\right) \tag{79.10}
\end{equation*}
$$

where $\Delta \psi$ is their difference in gravitational potential at that time.
This difference in potential, however, is given in terms of the distance between the two clocks $\hbar$ and the gravitational acceleration $g$ by the simple expression

$$
\Delta \psi=h g .
$$

Furthermore, we can evidently put

$$
h=\frac{1}{2} u \tau_{B},
$$

since $2 h$ is the total distance travelled at the speed $u$, and can write

$$
g=\frac{2 u}{\tau_{B}^{\mu}}
$$

since $2 u$ is the total change in velocity in the time $\tau_{B}^{\prime \prime}$. Substituting
these three expressions we can then write (79.10) in the more useful form

$$
\begin{equation*}
\tau_{A}^{\prime \prime}=\tau_{B}^{\prime \prime}+\tau_{B} \frac{u^{2}}{c^{2}} \tag{79.11}
\end{equation*}
$$

and combining this equation with the previous equations (79.6-9) we obtain

$$
\begin{aligned}
\Delta t_{A} & =\tau_{B}\left(1-\frac{1}{2} \frac{u^{2}}{c^{2}}+\ldots\right)+\tau_{B}^{\prime}+\tau_{B}^{\prime \prime}+\tau_{B} \frac{u^{2}}{c^{2}}+\tau_{B}^{\prime \prime \prime} \\
& =\tau_{B}\left(1+\frac{1}{2} \frac{u^{2}}{c^{2}}+\ldots\right)+\tau_{B}^{\prime}+\tau_{B}^{\prime \prime}+\tau_{B}^{\prime \prime},
\end{aligned}
$$

or to our order of approximation, since the primed quantities are very short compared with $\tau_{B}$,

$$
\begin{equation*}
\Delta t_{A}=\Delta t_{B}\left(1+\frac{1}{2} \frac{u^{2}}{c^{2}}\right) \tag{79.12}
\end{equation*}
$$

Comparing this result with the earlier equation (79.5), we now see that whother we consider $A$ or $B$ to be the clock which moves we obtain the same expression for the relative readings of the two clocks, to the order of approximation that has been employed. The treatment of the problem without approximation would involve the full apparatus of the general theory of relativity.

The solution thus provided for the well-known clock paradox of the special theory gives a specially illuminating example of the justification for regarding all kinds of motion as relative, that has been made possible by the adoption of the general theory of relativity.

A similar treatment can also be given with entire success to the difference in rate between a clock placed at the centre of a rotating platform and a second clock fixed to the periphery of the platform. If the platform is taken as rotating, the peripheral clock will be regarded as having a slower rate than the central clock because of its velocity of motion. On the other hand, if the platform is taken as at rest and the remainder of the universe as rotating in the opposite direction, the slower rate of the peripheral clock will be ascribed to its position of lower gravitational potential corresponding to the gravitational interpretation which would then be given to centrifugal action. The general idea of the relativity of all kinds of motion will thus again be preserved, since we can with equal success treat the platform or the remainder of the universe as subject to the rotation.

## 80. Newton's theory as a first approximation

As our next application of the general theory, we may now show that Newton's theory of gravitation can be regarded as giving a first approximation to the more rigorous results of the general theory of relativity, with the quantity $g_{44}$ of the general theory closely related to the gravitational potential $\psi$ of the Newtonian theory. To demonstrate this, we must show in the first place that the Newtonian motion of a free particle would agree in first approximation with that predicted from the relativistic equations of motion, and in the second place that the field equation of Poisson can be regarded as a first approximation to the more general field equations of Einstein. In doing so, we may restrict our considerations to very weak static fields and to test particles having very small velocities compared with that of light, since the Newtonian theory was only developed to cover such cases. Hence we may take the line element as differing only slightly from the special relativity form, as expressed in Galilean coordinates,

$$
\begin{equation*}
d s^{2}=-\left(d x^{1}\right)^{2}-\left(d x^{2}\right)^{2}-\left(d x^{3}\right)^{2}+\left(d x^{4}\right)^{2} \tag{80.1}
\end{equation*}
$$

with components of $g_{\mu \nu}$ which have very closely the special relativity values

$$
\begin{align*}
g_{11} \simeq g_{22} & \simeq g_{33} \simeq-1 \quad g_{44} \simeq 1  \tag{80.2}\\
g_{\mu \nu} & \simeq 0 \quad(\mu \neq \nu)
\end{align*}
$$

and which are independent of the time

$$
\begin{equation*}
\frac{\partial g_{\mu \nu}}{\partial x^{4}}=0 \tag{80.3}
\end{equation*}
$$

Furthermore, we may take the components for the generalized velocity of our test particles as having the approximate values

$$
\begin{equation*}
\frac{d x^{1}}{d s} \simeq \frac{d x^{2}}{d s} \simeq \frac{d x^{3}}{d s} \simeq 0 \quad \frac{d x^{4}}{d s} \simeq 1 \tag{80.4}
\end{equation*}
$$

(a) Motion of free particle in a weak gravitational field. We are now ready to consider the motion of a free test particle in such a weak field.

In accordance with the theory of relativity [see § $74(e)$ ], the trajectory of a free particle will be given in general by the equations for a geodesic (74.13)

$$
\frac{d^{2} x^{\sigma}}{d s^{2}}+\{\mu \nu, \sigma\} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}=0
$$

and in the present simplified case these will reduce for $\sigma=1,2,3$ as
a result of equations (80.4), to the approximate form

$$
\begin{equation*}
\frac{d^{2} x^{\sigma}}{d\left(x^{4}\right)^{2}}+\{44, \sigma\}=0 \tag{80.5}
\end{equation*}
$$

Furthermore, in accordance with the definition for the three-index symbols (73.14) and the approximate values for the $g_{\mu \nu}$ given by (80.2), we can write

$$
\{44, \sigma\}=\frac{1}{2} g^{\sigma \sigma}\left(\frac{\partial g_{4 \sigma}}{\partial x^{4}}+\frac{\partial g_{4 \sigma}}{\partial x^{4}}-\frac{\partial g_{44}}{\partial x^{\sigma}}\right)
$$

where the summation convention is suspended; and on account of the static nature of the field expressed by (80.3), this leads to the simplified result

$$
\begin{equation*}
\{44, \sigma\}=\frac{1}{2} \frac{\partial g_{44}}{\partial x^{\sigma}}, \tag{80.6}
\end{equation*}
$$

which on substitution into (80.5) gives

$$
\begin{equation*}
\frac{d^{2} x^{\sigma}}{d\left(x^{4}\right)^{2}}=-\frac{1}{2} \frac{\partial g_{44}}{\partial x^{\sigma}} \tag{80.7}
\end{equation*}
$$

This result, however, can easily be rewritten in a form familiar in the Newtonian theory of gravitation if we introduce our usual spatial and temporal variables by their relation with Galilean coordinates

$$
\begin{equation*}
x^{1}=x \quad x^{2}=y \quad x^{3}=z \quad x^{4}=c t \tag{80.8}
\end{equation*}
$$

and define the Newtonian potential $\psi$ in terms of $g_{44}$ by the expression

$$
\frac{\psi}{c^{2}}=\frac{g_{44}}{2}+\text { const } .
$$

or

$$
\begin{equation*}
\frac{\psi}{c^{2}}=\frac{g_{44}-1}{2} \quad g_{44}=1+\frac{2 \psi}{c^{2}} \tag{80.9}
\end{equation*}
$$

where the additive constant has been so chosen as to make the potential $\psi$ approach the value zero in the free space at great distances from gravitating bodies where $g_{44}$ approaches its special relativity value unity. Substituting (80.8) and (80.9) in (80.7), we can then write our result in the well-known Newtonian form

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}=-\frac{\partial \psi}{\partial x} \quad \frac{d^{2} y}{d t^{2}}=-\frac{\partial \psi}{\partial y} \quad \frac{d^{2} z}{d t^{2}}=-\frac{\partial \psi}{\partial z} \tag{80.10}
\end{equation*}
$$

(b) Poisson's equation as an approximation for Einstein's field equations. To complete the justification for this interpretation of the Newtonian potential $\psi$, we must also show that Einstein's relativistic field equations will give us as a first approximation the same
dependence of $\psi$ on the distribution of matter as Poisson's equation in the Newtonian theory of gravitation.

To do this we note, in accordance with the expression for the energy-momentum tensor (37.8) given by the special theory of relativity in the coordinates ( $x^{1}, x^{2}, x^{3}, x^{4}$ ), that the components of the energy-momentum tensor will in the present case all be approximately zero except for the component

$$
T^{44}=c^{2} \rho
$$

provided we do have a weak static field as has been assumed, and provided the mechanical stresses $p_{i j}$ are negligible compared with the density of energy as is true in ordinary applications. Hence on account of the specially simple values for the components of the metrical tensor $g_{\mu \nu}$ given by (80.2) which will be involved in the raising and lowering of suffixes, we can write for the application in hand

$$
\begin{equation*}
T^{144}=T_{4}^{4}=T_{44}=T=c^{2} \rho \tag{80.11}
\end{equation*}
$$

with all other components of the energy-momentum tensor $T_{\mu \nu}$ equal to zero.

Combining (80.11), moreover, with equations (78.14) and (78.15) we see for the case in hand that the relativistic field equations will now provide the simple result
or

$$
\begin{align*}
-\kappa c^{2} \rho & =R_{44}-\frac{1}{2} \kappa c^{2} \rho g_{44} \\
R_{44} & =-\frac{\kappa c^{2} \rho}{2} \tag{80.12}
\end{align*}
$$

And examining the expression for $R_{\mu \nu}$ given by (77.1)-since products of the Christoffel three-index symbols can be neglected on account of the weakness of the field and derivatives with respect to the time are zero in a static field-we can rewrite this in the form

$$
\frac{\partial}{\partial x^{\sigma}}\{44, \sigma\}=\frac{\kappa c^{2} \rho}{2},
$$

or finally by the introduction of (80.6) in the form of the desired equation

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}}\left(\frac{g_{44}}{2}\right)+\frac{\partial^{2}}{\partial y^{2}}\left(\frac{g_{44}}{2}\right)+\frac{\partial^{2}}{\partial z^{2}}\left(\frac{g_{44}}{2}\right)=\frac{\kappa c^{2} \rho}{2} . \tag{80.13}
\end{equation*}
$$

This equation, however, is in complete agreement with Poisson's equation (75.1) in the Newtonian theory of gravitation, provided we again take

$$
\frac{\psi}{c^{2}}=\frac{g_{44}}{2}+\text { const } .
$$

as in (80.9), and assign to the constant $\kappa$ the value

$$
\begin{equation*}
\kappa=\frac{8 \pi k}{c^{4}} \tag{80.14}
\end{equation*}
$$

where $k$ is the ordinary constant of gravitation and $c$ is the velocity of light.

We thus complete the demonstration that Newton's theory of gravitation can be regarded as a first approximation for the more complete theory of gravitation furnished by the general theory of relativity. Furthermore, since it can be shown to be an exceedingly close approximation-for fields of the strength encountered in the more usual applications of gravitational theory-we can now regard all the well-tested results of celestial mechanics as furnishing important support for the relativistic theory of gravitation.

## 81. Units to be used in relativistic calculations

Equation (80.14) provides a definite value, in terms of the usual constant of gravity $k$ and the velocity of light $c$, for the constant $\kappa$ in Einstein's field equations (78.3), and this makes it possible to obtain numerical conclusions from these equations for comparison with observational results. Substituting the values $\dagger$
$c=2.99796 \times 10^{10} \mathrm{~cm} . \mathrm{sec} .^{-1}$ and $k=6.664 \times 10^{-8} \mathrm{~cm} .^{3} \mathrm{gm} .^{-1} \mathrm{sec} .^{-2}$
we obtain

$$
\begin{equation*}
\kappa=\frac{8 \pi k}{c^{4}}=2.073 \times 10^{-49} \mathrm{~cm} .^{-1} \mathrm{gm} . .^{-1} \mathrm{sec} .^{2} \tag{81.1}
\end{equation*}
$$

This value of $\kappa$ is dependent in the first place on the fact that we are using the centimetre-gramme-second system of units, and in the second place on the fact that we have taken the components of the energy-momentum tensor $T^{\mu \nu}$ when referred to Galilean coordinates (37.8) as having the dimensions of energy density instead of mass density as is sometimes done.

By changing at this point, however, to a new system of units, some simplification can be introduced into the writing of relativistic equations and the effect of any arbitrary convention as to the dimensions of $T^{\mu \nu}$ can be eliminated. To do this we may retain the centimetre as the unit of length and then choose the units of time and mass so as to give the velocity of light in free space $c$, and the coustant of

[^31]gravitation $k$ the values unity
\[

$$
\begin{equation*}
c=1 \quad k=1 \tag{81.3}
\end{equation*}
$$

\]

With this choice of units, the energy and mass of a given system will have in accordance with (27.4) the same numerical value

$$
\begin{equation*}
E=m, \tag{81.4}
\end{equation*}
$$

so that the two different proposals mentioned above for setting up the energy-momentum tensor will lead to the same numerical result. Furthermore, the constant $\kappa$ will now have the simple value

$$
\begin{equation*}
\kappa=8 \pi \tag{81.5}
\end{equation*}
$$

and the relativistic field equations (78.8) can be written in the form

$$
\begin{equation*}
-8 \pi T_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}+\Lambda g_{\mu \nu} \tag{81,6}
\end{equation*}
$$

In any computations which follow we shall assume the use of these units. The results of the computations, however, can easily be translated into c.g.s. units with the help of the following relations connecting the values for lengths, times, and masses $L, T, M$ in c.g.s. units with their values $l, t, m$ in the new units.

$$
\begin{align*}
L & =l \mathrm{~cm} \\
T & =\frac{t}{2.998 \times 10^{10}}=3.335 \times 10^{-11} t \mathrm{sec}  \tag{81.7}\\
M & =\frac{\left(2.998 \times 10^{10}\right)^{2}}{6.664 \times 10^{-8}} m=1.349 \times 10^{28} \mathrm{mgm}
\end{align*}
$$

## 82. The Schwarzschild line element

As a specially important application of the general theory of relativity, we may next consider the problem of obtaining an expression for the line element or formula for interval in the empty space surrounding a gravitating point particle. The complete solution of this problem was first obtained by Schwarzschild $\dagger$ and is of great significance, since it provides a treatment of the gravitational field surrounding the sun for use in discussing the three crucial tests, that distinguish between the predictions of the Newtonian theory of gravitation and the more exact predictions of the theory of relativity.

The methods of solving this problem are so well known that it will be sufficient for our purposes to indicate the derivation. In accordance with the static and spherically symmetrical nature of the field which would surround an attracting point particle, it can be shown

[^32]necessarily possible (see § 95) to choose coordinates $r, \theta, \phi$, and $t$ such that the line element will be of the simple form
\[

$$
\begin{equation*}
d s^{2}=-e^{\lambda} d r^{2}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+e^{\nu} d t^{2} \tag{82.1}
\end{equation*}
$$

\]

where $\lambda$ and $\nu$ are functions of $r$ alone. Furthermore, the components of the energy-momentum tensor $T_{\mu}^{\nu}$ corresponding to this formula for interval [see the later equations (95.3)] are known to have the values

$$
\begin{align*}
& 8 \pi T_{1}^{1}=-e^{-\lambda}\left(\frac{\nu^{\prime}}{r}+\frac{1}{r^{2}}\right)+\frac{1}{r^{2}} \\
& 8 \pi T_{2}^{2}=8 \pi T_{3}^{8}=-e^{-\lambda}\left(\frac{\nu^{\prime \prime}}{2}-\frac{\lambda^{\prime} \nu^{\prime}}{4}+\frac{\nu^{\prime 2}}{4}+\frac{\nu^{\prime}-\lambda^{\prime}}{2 r}\right) \\
& 8 \pi T_{4}^{4}=e^{-\lambda}\left(\frac{\lambda^{\prime}}{r}-\frac{1}{r^{2}}\right)+\frac{1}{r^{2}}  \tag{82.2}\\
& 8 \pi T_{\mu}^{\nu}=0 \quad(\mu \neq \nu)
\end{align*}
$$

where the primes indicate differentiation with respect to $r$, and the cosmological constant $\Lambda$ has been taken as zero.

In the empty space surrounding our particle, nevertheless, all the components of the energy-momentum tensor will evidently be equal to zero. Combining the first and third of these equations, this then leads to the result

$$
\begin{equation*}
\lambda^{\prime}=-\nu^{\prime} \tag{82.3}
\end{equation*}
$$

and, combining with the second of the above equations, we obtain

$$
\begin{equation*}
\nu^{\prime \prime}+\nu^{\prime 2}+\frac{2 \nu^{\prime}}{r}=0 \tag{82.4}
\end{equation*}
$$

which is easily seen to have the solution

$$
\begin{equation*}
e^{\nu}=a+\frac{b}{r} \tag{82.5}
\end{equation*}
$$

where $a$ and $b$ are constants of integration.
At great distances from the particle, however, where $r$ approaches infinity, we must expect the line element to approach the special relativity form

$$
\begin{equation*}
d s^{2}=-d r^{2}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+d t^{2} \tag{82.6}
\end{equation*}
$$

with $e^{\lambda}=e^{\nu}=1$, in the units adopted in the preceding section. As a result, equation (82.5) can then be rewritten in the form

$$
\begin{equation*}
e^{\nu}=1-\frac{2 m}{r}, \tag{82.7}
\end{equation*}
$$

where the constant $a$ has been set equal to unity and the constant $b$ has been called $-2 m$ to correspond to the later physical interpretation
of $m$ as the mass of the particle. And as a further result, in accordance with (82.3), we must also evidently have

$$
\begin{equation*}
e^{-\lambda}=1-\frac{2 m}{r} \tag{82.8}
\end{equation*}
$$

and these expressions when introduced into the first and third of equations (82.2) will also secure the values zero for $T_{1}^{1}$ and $T_{4}^{4}$.

Hence, substituting (82.7) and (82.8) into the general expression (82.1), we can now write, for the line element in the neighbourhood of an attracting point particle, the Schwarzschild solution

$$
\begin{equation*}
d s^{2}=-\frac{d r^{2}}{1-2 m / r}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+\left(1-\frac{2 m}{r}\right) d t^{2} \tag{82.9}
\end{equation*}
$$

Since this result has been obtained with the help of expressions (82.2) for the components of the energy-momentum tensor $T_{\mu}^{\mu}$ in which the cosmological constant $\Lambda$ has been set equal to zero, the solution corresponds, in accordance with (78.12) and (78.13), to Einstein's original field equations for the case of empty space

$$
R_{\mu \nu}=0
$$

It is also easily possible, however, to employ the complete expressions for the energy-momentum tensor (see 95.3) without omitting the cosmological term, and this is found to lead to the result

$$
\begin{equation*}
d s^{2}=-\frac{d r^{2}}{1-\frac{2 m}{r}-\frac{\Lambda}{3} r^{2}}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+\left(1-\frac{2 m}{r}-\frac{\Lambda}{3} r^{2}\right) d t^{2} \tag{82.10}
\end{equation*}
$$

which corresponds to the more general possibility for the field equations in empty space

$$
R_{\mu \nu}=\Lambda g_{\mu \nu}
$$

Comparing the two expressions for the line element (82.9) and (82.10), we now see as already remarked in § 78 that the effect of the $\Lambda$ term on the field surrounding an attracting point particle would increase with the size of the region considered. Hence, since the motions of the planets are actually given with great accuracy by (82.9), we can conclude that $\Lambda$ is in any case small enough not to produce appreciable effects within a region of the order of size of the solar system.

The particular form for the Schwarzschild line element given by (82.9) is of course dependent on the coordinate system which is being used, and the forms which it assumes in other coordinate systems are
sometimes more useful. Substituting $\bar{r}$ in place of $r$ with the help of the relation

$$
\begin{equation*}
r=\left(1+\frac{m}{2 \bar{r}}\right)^{2} \bar{r} . \tag{82.11}
\end{equation*}
$$

we readily obtain the Schwarzschild line element in the form

$$
\begin{equation*}
d s^{2}=-\left(1+\frac{m}{2 \bar{r}}\right)^{4}\left(d \bar{r}^{2}+\bar{r}^{2} d \theta^{2}+\bar{r}^{2} \sin ^{2} \theta d \phi^{2}\right)+\frac{(1-m / 2 \bar{r})^{2}}{(\overline{1}+m / 2 \bar{r})^{2}} d t^{2}, \tag{82.12}
\end{equation*}
$$

and by substituting 'rectangular coordinates'

$$
\begin{equation*}
x=\bar{r} \sin \theta \cos \phi \quad y=\bar{r} \sin \theta \sin \phi \quad z=\bar{r} \cos \theta \tag{82.13}
\end{equation*}
$$

this can be written in the form

$$
\begin{equation*}
d s^{2}=-\left(1+\frac{m}{2 r}\right)^{4}\left(d x^{2}+d y^{2}+d z^{2}\right)+\frac{(1-m / 2 r)^{2}}{(1+m / 2 r)^{2}} d t^{2} \tag{82.14}
\end{equation*}
$$

where we now have $r=\sqrt{ }\left(x^{2}+y^{2}+z^{2}\right)$.
These new coordinates may be called isotropic, since the formula for interval is symmetrical in $x, y$, and $z$. At great distances from the central particle where terms of the order of $(m / r)^{2}$ and higher can be neglected in comparison with unity, this expression for the Schwarzschild line element reduces to the approximate form
with

$$
\begin{equation*}
d s^{2}=-\left(1+\frac{2 m}{r}\right)\left(d x^{2}+d y^{2}+d z^{2}\right)+\left(1-\frac{2 m}{r}\right) d t^{2} \tag{82.15}
\end{equation*}
$$

83. The three crucial tests of relativity

We must now turn to the actual correspondence between the Schwarzschild expression for the line element surrounding an attracting point particle and the observational facts of astronomy. The methods of investigating this correspondence are so well known that it will be sufficient for our purposes merely to indicate the treatment. $\dagger$

We may first consider the motion of the planets in the gravitational field of the sun. Since the planets can be regarded as free particles, their space-time trajectories will be given in accordance with the theory of relativity [see $\S 74(e)$ ] by the equations for a geodesic (74.13)

$$
\begin{equation*}
\frac{d^{2} x^{\sigma}}{d s^{2}}+\{\mu \nu, \sigma\} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}=0 . \tag{83.1}
\end{equation*}
$$

Since the field surrounding the sun can be regarded as that due to an attracting point particle, the values of the Christoffel three-index
$\dagger$ We follow the treatment of Eddington, The Mathematical Theory of Relativity, Cambridge, 1923. symbols to be used in (83.1) will be those for the Schwarzschild line element, which we shall use in the form in which it was derived (82.9) and these-in so far as they do not vanish-are known to be given (see 95.2) by the expressions
$\{11,1\}=\frac{1}{2} \frac{d \lambda}{d r}\{21,2\}=\frac{1}{r}$
$\{31,3\}=\frac{1}{r}$
$\{41,4\}=\frac{1}{2} \frac{d \nu}{d r}$
$\{12,2\}=\frac{1}{r} \quad\{22,1\}=-r e^{-\lambda}$
$\{32,3\}=\operatorname{oot} \theta$

$$
\{44,1\}=\frac{e^{\nu-\lambda}}{2} \frac{d \nu}{d r}
$$

$\{13,3\}=\frac{1}{r} \quad\{23,3\}=\cot \theta \quad\{33,1\}=-r \sin ^{2} \theta e^{-\lambda}$
$\{14,4\}=\frac{1}{2} \frac{d \nu}{d r}$
$\{33,2\}=-\sin \theta \cos \theta$,
provided we substitute for $\lambda$ and $\nu$ the values for the Schwarzschild line element given by (82.7) and (82.8).

Introducing these expressions for the Christoffel symbols into (83.1), we then obtain for the four possible cases $\sigma=1,2,3,4$
$\frac{d^{2} r}{d s^{2}}+\frac{1}{2} \frac{d \lambda}{d r}\left(\frac{d r}{d s}\right)^{2}-r e^{-\lambda}\left(\frac{d \theta}{d s}\right)^{2}-r \sin ^{2} \theta e^{-\lambda}\left(\frac{d \phi}{d s}\right)^{2}+\frac{e^{\nu-\lambda}}{2} \frac{d \nu}{d r}\left(\frac{d t}{d s}\right)^{2}=0$,
$\frac{d^{2} \theta}{d s^{2}}+\frac{2}{r} \frac{d r}{d s} \frac{d \theta}{d s}-\sin \theta \cos \theta\left(\frac{d \phi}{d s}\right)^{2}=0$,
$\frac{d^{2} \phi}{d s^{2}}+\frac{2}{r} \frac{d r}{d s} \frac{d \phi}{d s}+2 \cot \theta \frac{d \phi}{d s} \frac{d \theta}{d s}=0$,
$\frac{d^{2} t}{d s^{2}}+\frac{d \nu}{d r} \frac{d r}{d s} \frac{d t}{d s}=0$,
as the equations which would govern the motion of a planet. These equations can be readily simplified, however, by choosing coordinates such that the planet is originally moving in the plane $\theta=\frac{1}{2} \pi$. This will make $d \theta / d s$ and $\cos \theta$ both initially equal to zero and hence in accordance with (83.4) permanently equal to zero, so that the equations will reduce to the simpler form

$$
\begin{align*}
& \frac{d^{2} r}{d s^{2}}+\frac{1}{2} \frac{d \lambda}{d r}\left(\frac{d r}{d s}\right)^{2}-r e^{-\lambda}\left(\frac{d \phi}{d s}\right)^{2}+\frac{e^{\nu-\lambda}}{2} \frac{d \nu}{d r}\left(\frac{d t}{d s}\right)^{2}=0  \tag{83.7}\\
& \frac{d^{2} \phi}{d s^{2}}+\frac{2}{r} \frac{d r}{d s} \frac{d \phi}{d s}=0  \tag{83.8}\\
& \frac{d^{2} t}{d s^{2}}+\frac{d \nu}{d s} \frac{d t}{d s}=0 \tag{83.9}
\end{align*}
$$

These equations can now easily be handled since the original expression (82.1) for the line element itself provides one integral and two of the equations, (83.8) and (83.8), can readily be integrated by inspection. We thus obtain

$$
\begin{aligned}
& e^{\lambda}\left(\frac{d r}{d s}\right)^{2}+r^{2}\left(\frac{d \phi}{d s}\right)^{2}-e^{\nu}\left(\frac{d t}{d s}\right)^{2}+1=0, \\
& \frac{d \phi}{d s}=\frac{h}{r^{2}}, \\
& \frac{d t}{d s}=k e^{-\nu}
\end{aligned}
$$

as the first integrals of the above equations, where $h$ and $k$ are constants of integration. And by combining the first and third of these equations, and substituting the values for $\lambda$ and $\nu$ given by (82.7) and (82.8), we obtain as the relativistic equations for the motion of a planet

$$
\begin{gather*}
\left(\frac{d r}{d s}\right)^{2}+r^{2}\left(\frac{d \phi}{d s}\right)^{2}-\frac{2 m}{r}\left(1+r^{2} \frac{d \phi^{2}}{d s^{2}}\right)=k^{2}-1  \tag{83.10}\\
r^{2} \frac{d \phi}{d s}=h, \tag{83.11}
\end{gather*}
$$

where $r$ and $\phi$ are the spatial coordinates originally introduced, $m$ and $k$ are constants, and $d s$ is an element of proper time as measured by a local clock moving with the planet.

This puts the relativistic equations for the orbit of a planet in a form suitable for comparison with the two Newtonian equations, resulting from the application of the ordinary laws for the conservation of energy and of angular momentum,

$$
\begin{gather*}
\left(\frac{d r}{d t}\right)^{2}+r^{2}\left(\frac{d \phi}{d t}\right)^{2}-\frac{2 m}{r}=\text { const. }  \tag{83.12}\\
r^{2} \frac{d \phi}{d t}=\text { const. } \tag{83.13}
\end{gather*}
$$

where $m$ is the mass of the sun expressed in the units of § 81, and where we must now regard $r$ and $\phi$ as ordinary polar coordinates and $d t$ as an ordinary time interval as used in prerelativistic considerations which neglected the possibility of effects of motion and of curvature on spatial and temporal measurements.

Since these effects of motion and of curvature would be extremely small for the slow velocities of the planets and in the nearly 'flat'
space-time surrounding the sun, $\dagger$ and since the added term $r^{2} d \phi^{2} / d s^{2}$ occurring in (83.10) would be very small compared with unity, being as it is the square of the transverse velocity of the planet divided by the square of the velocity of light, the reasons can now be appreciated for the high order of accuracy obtained in the application of the Newtonian theory of gravitation to the field of celestial mechanios.

There are, nevertheless, three consequences which can be obtained from the Schwarzschild line element which can be used to distinguish between the relativistic and Newtonian theories of gravitation. To these we must now turn our attention.
(a) The advance of perihelion. The first of these three crucial tests of relativity is made possible by the fact that the added term in the relativistic equation (83.10), as compared with the analogous Newtonian equation (83.12), leads to planetary orbits with a slow rotation of perihelion instead of to the perfectly closed elliptical orbits of the older theory.

Substituting (83.11) into (83.10), differentiating with respect to $\phi$, and for simplicity putting

$$
\begin{equation*}
u=\frac{1}{r} \tag{83.14}
\end{equation*}
$$

we can easily obtain

$$
\begin{equation*}
\frac{d^{2} u}{d \phi^{2}}+u=\frac{m}{h^{2}}+3 m u^{2} \tag{83.15}
\end{equation*}
$$

$\dagger$ In accordance with the Schwarzschild line element, the spatial geometry around the sun would be characterized by the formula for interval

$$
d u^{2}=\frac{d r^{2}}{1-2 m / r}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}
$$

instead of by the usual formula for flat space

$$
d u^{2}=d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2} .
$$

Even at the surface of the sun, however, the term $2 \mathrm{~m} / \mathrm{r}$ would be only about $4 \times 10^{-6}$ and at the distance of the earth would drop to about $2 \times 10^{-8}$. Hence the space around the sun is sufficiently flat so that the coordinates $r, \theta$, and $\phi$ for the position of a planet could not be distinguished from the values assigned on the basis of considerations that neglect spatial curvature.

Furthermore, in accordance with the form of the line element, the relation between increments in proper time $d s$ as measured on the planet and in coordinate time $d t$ would be given by

$$
\frac{d s^{2}}{d t^{2}}=1-\left(\frac{1}{1-2 m / r} \frac{d r^{2}}{d t^{2}}+r^{2} \frac{d \theta^{2}}{d t^{2}}+r^{2} \sin ^{2} \theta \frac{d \phi^{2}}{d t^{2}}+\frac{2 m 2}{r}\right),
$$

where the second term would be very small compared with unity, being for example about $3 \times 10^{-8}$ in the case of the earth. Hence the two kinds of time could also not be distinguished in describing the orbit of a planet.

Our present considerations give a concrote illustration of the fact that deviations of the $g_{\mu \nu}$ from their Galilean values, which are small from the metrical point of view, can be very important from the gravitational point of view.
as a relativistic equation for a planelary orbit, to be compared with the analogous Newtonian equation

$$
\begin{equation*}
\frac{d^{2} u}{d \phi^{2}}+u=\frac{m}{\bar{h}^{2}} . \tag{83.16}
\end{equation*}
$$

Since the added term $3-m u^{2}$ on the right-hand side of (83.15) is easily seen with the help of (83.11) to be very small compared with $m / h^{2}$, the difference between the relativistic and Newtonian equations is only slight. Hence in solving the relativistio equation (83.15) we may take as a first approximation the well-known solution of the Newtonian equation (83.16)

$$
\begin{equation*}
u=\frac{m}{h^{2}}\{1+8 \cos (\phi-\omega)\} \tag{83.17}
\end{equation*}
$$

where $e$ is the eccentricity of the orbit and $\omega$ the longitude of perihelion. By substituting this solution back into (83.15) it then becomes possible to obtain

$$
\begin{equation*}
u=\frac{m}{\bar{h}^{2}}\left\{1+e \cos \left(\phi-\omega-\frac{3 m^{2}}{\bar{h}^{2}} \phi\right)\right\} \tag{83.18}
\end{equation*}
$$

as a satisfactory second approximation. This result can then be interpreted by assigning per revolution of the planet an advance in the longitude of its perihelion of the amount

$$
\begin{equation*}
\delta \omega=\frac{6 \pi m^{2}}{h^{2}} \tag{83.19}
\end{equation*}
$$

Mercury is the only one of the solar planets for which the predicted advance is sufficient to be observationally determinable with certainty. The predicted advance in the longitude of perihelion amounts in the case of Mercury to 42.9 seconds of arc per century and the observational advance to 43.5 seconds. $\dagger$ The agreement must be regarded as satisfactory.
(b) The gravitational deflexion of light. The second of the three crucial tests of relativity is furnished by the deflexion of light in passing through the gravitational field in the neighbourhood of the sun.

In accordance with the general theory of relativity [see § 74 (e)], the trajectory of a light ray as well as that of a free partiole should be governed by the equations for a geodesic, with the added condition $d s=0$ for the interval associated with the motion. Hence, by

[^33] introducing this further condition, our previous equation for the orbit of a planet (83.15) should also be applicable to the path of light rays in the field of an attracting point particle. In accordance with (83.11), it is evident, moreover, that the effect of this further condition can be obtained by setting $h=\infty$ in (83.15) and writing
with
\[

$$
\begin{gather*}
\frac{d^{2} u}{d \phi^{2}}+u=3 m u^{2}  \tag{83.20}\\
u=\frac{1}{r} \tag{83.21}
\end{gather*}
$$
\]

as an equation for the path of a ray of light in the neighbourhood of an attracting point particle of mass $m$.

In the absence of the disturbing term $3 m u^{2}$, the solution for (83.20) could be taken as the equation

$$
\begin{equation*}
r \cos \phi=R \tag{83.22}
\end{equation*}
$$

for a straight line which passes the attracting point at the distance $R$. And by substituting (83.22) back into (83.20) it is possible to obtain

$$
\begin{equation*}
r \cos \phi=R-\frac{m}{R}\left(r \cos ^{2} \phi+2 r \sin ^{2} \phi\right) \tag{83.23}
\end{equation*}
$$

as a satisfactory second approximation. Changing to Cartesian coordinates, which can be taken as approximately valid in the nearly Euclidean space surrounding the sun, this can be rewritten in the form

$$
\begin{equation*}
x=R-\frac{m}{R} \frac{x^{2}+2 y^{2}}{\sqrt{\left(x^{2}+y^{2}\right)}} \tag{83.24}
\end{equation*}
$$

For large values of $y$ this gives us

$$
x=R-\frac{m}{\bar{R}}( \pm 2 y),
$$

where the upper sign is to be used for $y$ positive and the lower sign for $y$ negative. Hence for the angle between the asymptotic directions of the ray we obtain

$$
\begin{equation*}
\theta=\frac{4 m}{R} \tag{83.25}
\end{equation*}
$$

For a ray of light which grazes the sun's limb this leads to an angle of deflexion of 1.75 seconds of arc. This prediction can be tested by observations made at times of total eclipse on the apparent positions of stars whose light has passed close to the limb of the sun. The results must be regarded as in exceedingly satisfactory correspondence with theory. The first and quite good cheoks on the relativistic
theory were obtained by the British eclipse expeditions of 1919, and the most satisfactory data at present are presumably those of Campbell and Trumpler $\dagger$ who obtained the results $1.72^{\prime \prime} \pm 0.11^{\prime \prime}$ and $1 \cdot 82^{n} \pm 0 \cdot 15^{n}$ with two different sizes of cameras in the 1922 expedition of the Lick Observatory.

It is interesting to point out that the relativistic expression for the deflexion of light passing a mass $m$, as given by (83.25), is twice as great as would be calculated from the simple Newtonian theory for a particle travelling with the velocity of light.

To obtain the Newtonian result we may consider the particle to be travelling approximately parallel to the $y$-axis and to pass the mass $m$ at the distance $x=R$. For the acceleration in the $x$-direction we can then write

$$
\frac{d^{2} x}{d t^{2}}=-\frac{m x}{\left(x^{2}+y^{2}\right)^{2}}
$$

or with sufficient approximation for our present purposes

$$
\frac{d^{2} x}{d y^{2}}=-\frac{m R}{\left(R^{2}+y^{2}\right)^{4}}
$$

solving and choosing the constants of integration so as to make $d x / d y=0$ and $x=R$ at $y=0$, we easily obtain as the approximate trajectory for large values of $y$

$$
x=R-\frac{m}{\bar{R}}( \pm y)
$$

giving for the angle between the asymptotic directions

$$
\theta=\frac{2 m}{R}
$$

which is half the previous result (83.25).
This large difference between the relativistic and quasi-Newtonian results makes the observational check of the former all the more significant.
(c) Gravitational shift in spectral lines. As the third crucial test of the gencral theory of relativity, we have the dependence of the wavelength of light on the gravitational potential of its source, already approximately treated in $\S 79(b)$ with the help of the principle of equivalence. Making use of the Schwarzschild line element, we may now investigate somewhat more in detail the shift that would be

[^34] expected in the period of spectral lines originating at the surface of the sun or other star. This can be done very easily.

On the one hand, in accordance with the Schwarzschild line element (82.9) and the relation $d s=0$ for the trajectory of light, we note that the velocity of light originating at the surface of the star would be given in terms of the coordinates $r$ and $t$ by the expression

$$
\begin{equation*}
\frac{d r}{d t}=\left(1-\frac{2 m}{r}\right), \tag{83.26}
\end{equation*}
$$

which is seen to be independent of the coordinate $t$. We may hence conclude that successive light impulses which are separated by the coordinate period $\delta t$ when they originate at the surface of the star would still be separated by this coordinate period on reaching a stationary observer.

On the other hand, we note in accordance with the Schwarzschild line element that the proper period $\delta s$ for a stationary atom and its coordinate period $\delta t$ would be connected by the relation

$$
\begin{equation*}
\delta s=\sqrt{\left(1-\frac{2 m}{r}\right) \delta t .} \tag{83.2}
\end{equation*}
$$

Hence since the proper period of an atom should be independent of its location, and since we have seen above that the coordinate period of light is in the present oase unaltered by transmission, we can now write

$$
\begin{equation*}
\frac{\lambda+\delta \lambda}{\lambda}=\frac{\delta t}{\delta s}=\frac{1}{\sqrt{\{1-(2 m / r)\}}} \simeq 1+\frac{m}{r} \tag{83.28}
\end{equation*}
$$

for the ratio of the observed wave-lengths of light corresponding to a given spectral line which originates in the one case at the surface of the star at $r$ and in the other case at a great distance from the star where the observer himself is looated.

In the case of light originating on the surface of the sun this should lead to a very small shift towards the red to the extent

$$
\begin{equation*}
\frac{\delta \lambda}{\lambda}=2 \cdot 12 \times 10^{-8} \tag{83.29}
\end{equation*}
$$

In the ease of the very dense companion to Sirius, however, the shift should be about thirty times as great. In both cases the agreement between theory and observation is now satisfactory as a result of the work of St. John $\dagger$ and of Adams. $\ddagger$

[^35]The satisfactory verification of the general theory of relativity provided by these three crucial tests may well be emphasized. The verification is all the more significant, since the advance in the perihelion of Mercury was the only one of the three phenomena in question which was actually known at the time when Einstein's theory was developed, and the effects of gravitation both in determining the path and wave-length of light had not even been observed as qualitative phenomena prior to their prediction by the theory of relativity.

It is also remarkable that Einstein's development of relativity was in no sense the result of a mere attempt to account for a small known difference between the observed orbit of Meroury and that predicted by Newtonian theory, but was the full flowering of a complicated theoretical structure, growing from fundamental principles whose main justification seemed to lie in their inherent qualities of reasonableness and generality. The extraordinary success of a theory, obtained by those methods of intellectualistic approach, whose dangers have been so evident since the time of Galileo, well bespeaks the genius of the founder.
The observational verification which the theory of relativity has already received must make us regard it as a distinct advance over Newtonian theory, and can encourage us to proceed now to the consideration of further developments where the possibilities for observational verification are not always immediately present.

## VII

## RELATIVISTIC MECHANICS

Part I. SOME GENERAL MECHANICAL PRINCIPLES
84. The fundamental equations of relativistic mechanics

In the present chapter we shall undertake a somewhat detailed development of certain consequences of relativistic mechanios that are needed for our further work or that appear to be especially illuminating. These consequences are all implicitly contained in the field equation of Einstein

$$
\begin{equation*}
-8 \pi T^{\mu \nu}=R^{\mu \nu}-\frac{1}{2} R g^{\mu \nu}+\Lambda g^{\mu \nu}, \tag{84.1}
\end{equation*}
$$

which connects the distribution of matter and energy with the geometry of space-time, by relating the energy-momentum tensor $T_{\mu \nu}$ to the fundamental metrical tensor $g_{\mu \nu}$ and its derivatives. And it is the business of relativistic mechanics to investigate with the help of this equation the principles which govern the energy-momentum tensor, and hence determine the behaviour of matter and energy.

For many purposes the full import of the above equation will not be necessary. The right-hand side of (84.1) gives a quantity whose tensor divergence is known to be identically equal to zero. Hence, we may write as an immediate consequence of (84.1)

$$
\begin{equation*}
\left(T^{\mu \nu}\right)_{\nu}=0 \tag{84.2}
\end{equation*}
$$

and from this simple equation alone we can then draw many important conclusions as to the behaviour of matter and energy. Indeed, since this equation reduces in natural coordinates to the form

$$
\begin{equation*}
\frac{\partial T^{\mu \nu}}{\partial x^{\nu}}=0, \tag{84.3}
\end{equation*}
$$

which we took in § 37 as an expression for the fundamental equations of mechanics in special relativity, it will now be natural to refer to (84.2) as the general relativity expression for the fundamental equations of mechanics.

Expanding this expression in accordance with the rules for covariant differentiation, the fundamental equations of mechanics can also be written in the form

$$
\begin{equation*}
\frac{\partial T^{\mu \nu}}{\partial x^{\nu}}+\{\alpha \nu, \mu\} T^{\alpha \nu}+\{\alpha \nu, \nu\} T^{\mu \alpha}=0 \tag{84.4}
\end{equation*}
$$

and by lowering the suffix $\mu$ in the form

$$
\begin{equation*}
\frac{\partial T_{\mu}^{\nu}}{\partial x^{\nu}}-\{\mu \nu, \alpha\} T_{\alpha}^{\nu}+\{\alpha \nu, \nu\} T_{\mu}^{\alpha}=0 \tag{84.5}
\end{equation*}
$$

Furthermore, by introducing in place of the energy-momentum tensor the corresponding tensor-density

$$
\begin{equation*}
\mathfrak{I}_{\mu}^{\nu}=T_{\mu}^{\nu} \sqrt{-g} \tag{84.6}
\end{equation*}
$$

this can be rewritten in accordance with well-known transformations (equation (47), Appendix III) in the simpler forms
and

$$
\begin{align*}
& \frac{\partial \mathfrak{T}_{\mu}^{\nu}}{\partial x^{\nu}}-\frac{1}{2} \mathfrak{T}^{\alpha \beta} \frac{\partial g_{\alpha \beta}}{\partial x^{\mu}}=0  \tag{84.7}\\
& \frac{\partial \mathfrak{T}_{\mu}^{\nu}}{\partial x^{\nu}}+\frac{1}{2} \mathfrak{I}_{\alpha \beta} \frac{\partial g^{\alpha \beta}}{\partial x^{\mu}}=0 . \tag{84.8}
\end{align*}
$$

## 85. The nature of the energy-momentum tensor. General expression in the case of a perfect fluid

In order to obtain physical conclusions from these fundamental equations of mechanics, we must of course apply them to some particular kind of physical medium for which we actually know the dependence of the energy-momentum tensor on observable properties of the medium. We shall hence desire explicit expressions for the energy-momentum tensor $T^{\mu \nu}$ in terms of quantities which can be determined by ordinary methods of measurement. In accordance with the principle of equivalence, we can obtain such expressions by the covariant generalization of expressions for the energy-momentum tensor which have already been provided in the special theory of relativity.

In the case of a purely mechanical medium, whose state at any point can be specified by the mechanical stresses $p_{i j}$ and density $\rho_{00}$ as measured by a local observer, we have already found in the special theory of relativity that the energy-momentum tensor can be defined, by taking $\dagger$

$$
\begin{array}{rccc}
T_{0}^{\alpha \beta}=p_{x x}^{0} & p_{x y}^{0} & p_{x z}^{0} & 0  \tag{85.1}\\
p_{y x}^{0} & p_{y y}^{0} & p_{y z}^{0} & 0 \\
p_{z x}^{0} & p_{z y}^{0} & p_{z z}^{0} & 0 \\
0 & 0 & 0 & \rho_{00}
\end{array}
$$

as the components of the energy-momentum tensor in a special set

[^36]of Gadilean coordinates so chosen that the material is at rest in these coordinates at the position and time of interest. Turning to the general theory of relativity, however, it is evident from the principle of equivalence that the energy-momentum tensor would also have to reduce to this same array in proper coordinates ( $x_{0}^{1}, x_{0}^{2}, x_{0}^{8}, x_{0}^{4}$ ) for any given point of interest. Hence the same array also gives us a definition of the energy-momentum tensor for a mechanioal medium in general relativity by stating its components in a ohosen system of proper coordinates. To obtain its components in any other coordinate system ( $x^{2}, x^{2}, x^{3}, x^{4}$ ), we have then merely to employ the rule for tensor transformation
\[

$$
\begin{equation*}
T^{\mu \nu}=\frac{\partial x^{\mu}}{\partial x_{0}^{\alpha}} \frac{\partial x^{\nu}}{\partial x \beta} T_{0}^{\alpha \beta}, \tag{85.2}
\end{equation*}
$$

\]

which allows us to compute the desired components-with the help of the derivatives connecting the new system of coordinates with the original proper system-in terms of the proper density $\rho_{00}$ and stresses $p_{i j}^{9}$ as measured by a local observer using ordinary physioal methods. Vice versa, if we know the components of the energy-momentum in a given set of coordinates, the possibility is presented of calculating the proper stresses and density with the help of the reverse transformation.

Although the foregoing equation (85.2) gives us a general expression for the energy-momentum tensor of a mechanioal medium in any desired system of coordinates, its actual content will be dependent on the derivatives connecting these coordinates with some set of proper coordinates. In the oase of a perfeet fluid, however, it is readily possible to introduce substitutions which will eliminate the explioit appearance of the proper coordinates, and give an expression which depends in a clearer way on the aotual coordinate system which is being employed.

In the case of a perfect fuid, which we define as a meohanioal medium incapable of exerting transverse stresses, the only components of stress for a looel observer will be those corresponding to the proper hydrostatio pressure $p_{0}$, so that the energy-momentum tensor will then have in proper coordinates the simple set of components

$$
\begin{align*}
& T_{0}^{11}=T_{0}^{122}=T_{0}^{93}=p_{0} \quad T_{0}^{44}=p_{00} \\
& T_{1 \alpha \beta}=0 \quad(\alpha \neq \beta), \tag{85.3}
\end{align*}
$$

and substituting these values into the general expression for the
energy-momentum tensor given by (85.2), we can then write as an expression for it

$$
\begin{equation*}
T^{\mu \nu}=\frac{\partial x^{\mu}}{\partial x_{0}^{1}} \frac{\partial x^{\nu}}{\partial x_{0}^{1}} p_{0}+\frac{\partial x^{\mu}}{\partial x_{0}^{2}} \frac{\partial x^{\nu}}{\partial x_{0}^{2}} p_{0}+\frac{\partial x^{\mu}}{\partial x_{0}^{3}} \frac{\partial x^{\nu}}{\partial x_{0}^{s}} p_{0}+\frac{\partial x^{\mu}}{\partial x_{0}^{4}} \frac{\partial x^{\nu}}{\partial x_{0}^{4}} \rho_{00}, \tag{85.4}
\end{equation*}
$$

where ( $x_{0}^{1}, x_{0}^{2}, x_{0}^{3}, x_{0}^{4}$ ) are proper coordinates for the point under consideration and $\left(x^{1}, x^{2}, x^{3}, x^{4}\right)$ are the coordinates of actual interest.

To simplify this expression for the energy-momentum tensor, we can write in the first place for the contravariant components of the metrical tensor in the desired coordinates in terms of their values in proper coordinates

$$
g^{\mu \nu}=\frac{\partial x^{\mu}}{\partial x_{0}^{\alpha}} \frac{\partial x^{\nu}}{\partial x_{0}^{\beta}} g_{0}^{\alpha \beta},
$$

which on substituting the simple values in proper coordinates gives us

$$
\begin{equation*}
g^{\mu \nu}=-\frac{\partial x^{\mu}}{\partial x_{0}^{2}} \frac{\partial x^{\nu}}{\partial x_{0}^{1}}-\frac{\partial x^{\mu}}{\partial x_{0}^{2}} \frac{\partial x^{\nu}}{\partial x_{0}^{2}}-\frac{\partial x^{\mu}}{\partial x_{0}^{3}} \frac{\partial x^{\nu}}{\partial x_{0}^{3}}+\frac{\partial x^{\mu}}{\partial x_{0}^{4}} \frac{\partial x^{\nu}}{\partial x_{0}^{4}} . \tag{85.5}
\end{equation*}
$$

And in the second place, we can evidently write for the macrosoopic velocity of the fluid with respect to the desired coordinates

$$
\frac{d x^{\mu}}{d s}=\frac{\partial x^{\mu}}{\partial x_{0}^{1}} \frac{d x_{0}^{1}}{d s}+\frac{\partial x^{\mu}}{\partial x_{0}^{2}} \frac{d x_{0}^{2}}{d s}+\frac{\partial x^{\mu}}{\partial x_{0}^{3}} \frac{d x_{0}^{3}}{d s}+\frac{\partial x^{\mu}}{\partial x_{0}^{4}} \frac{d x_{0}^{4}}{d s},
$$

which reduces to

$$
\begin{equation*}
\frac{d x^{\mu}}{d s}=\frac{\partial x^{\mu}}{\partial x_{0}^{4}} \tag{85.6}
\end{equation*}
$$

owing to the value zero for the spatial components of velocity and the value unity for its temporal component in proper coordinates.

Substituting (85.5) and (85.6) in (85.4), we can then express the energy-momentum tensor for a perfect fluid in the very useful and general form

$$
\begin{equation*}
I^{\mu \nu}=\left(\rho_{00}+p_{0}\right) \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}-g^{\mu \nu} p_{0} \tag{85.7}
\end{equation*}
$$

where $\rho_{00}$ and $p_{0}$ are the proper macroscopic density and pressure of the fluid and the quantities $d x^{\mu} / d s$ are the components of the macroscopic velocity of the fluid with respect to the actual coordinate system that is being used.

Since a disordered distribution of radiation can be regarded as a perfect fluid characterized by its density and pressure, with the specially simple relation

$$
\begin{equation*}
\rho_{00}=3 p_{0} \tag{85.8}
\end{equation*}
$$

connecting these two quantities, see $\S 65$, it also proves possible to use the above equation (85.7) together with this additional restriction
as the expression for the energy-momentum tensor for such a distribution of radiation, provided we now take $d x^{\mu} / d s$ as the velocitywith respect to the coordinate system that is being used-of an observer who himself finds on the average no net flow of energy (see the later work of § 109).

We shall find the expression for the energy-momentum tensor of a perfect fluid given by (85.7) extremely useful in our later work. For more complicated mechanical media which exert transverse stresses, and for fluids in which heat flow is taking place it is not applicable. Furthermore, for electromagnetic fields which are more complicated than a disordered distribution of radiation we should have to use the more general expression for the energy-momentum tensor, which will be developed in the next chapter. Nevertheless, many important problems can be investigated with the help of models composed of a perfect fluid.

## 86. The mechanical behaviour of a perfect fluid

To illustrate the physical significance of the fundamental equations of mechanics which were discussed in § 84, we may now apply them to the case of a perfect fluid with the help of the expression for its energy-momentum tensor which we have just obtained. For simplicity and to obtain insight into the physical nature of the results we shall express them in terms of proper coordinates for some particular point of interest.

Using proper coordinates, it is evident that the general equations of mechanics (84.4) will reduce to the form

$$
\begin{equation*}
\frac{\partial T^{\mu \nu}}{\partial x^{\nu}}=0, \tag{86.1}
\end{equation*}
$$

owing to the null value for the Christoffel three-index symbols in proper coordinates. Furthermore, in proper coordinates the components of the metrical tensor will assume their Galilean values and their first differential coefficients will vanish at the point of interest so that we can write

$$
\begin{equation*}
g_{\mu \nu}=g^{\mu \nu}= \pm 1,0 \quad \frac{\partial g_{\mu \nu}}{\partial x^{\alpha}}=\frac{\partial g^{\mu \nu}}{\partial x^{\alpha}}=0 \tag{86.2}
\end{equation*}
$$

In addition, the spatial and temporal components of the velocity of the fluid will have the values

$$
\begin{equation*}
\frac{d x}{d s}=\frac{d y}{d s}=\frac{d z}{d s}=0 \quad \frac{d t}{d s}=1 \tag{86.3}
\end{equation*}
$$

at the point of interest. Finally, since we can write as a result of the general form of the formula for interval

$$
1=g_{11} \frac{d x}{d s} \frac{d x}{d s}+2 g_{12} \frac{d x}{d s} \frac{d y}{d s}+\ldots+g_{44} \frac{d t}{d s} \frac{d t}{d s}
$$

it is evident that we must have as a consequence of differentiating both sides of this expression the relation

$$
\begin{equation*}
\frac{\partial}{\partial x^{\alpha}}\left(\frac{d t}{d s}\right)=0 \tag{86.4}
\end{equation*}
$$

at the point of interest, since the differentiation of all terms in the above expression except the last, followed by substitution of (86.2) and (86.3), would evidently lead to null results. Hence in proper coordinates at the point of interest the derivatives of the temporal component of velocity will vanish, although the derivatives of the spatial components will not in general be zero even at that point.

The foregoing equations together with our expression for the energymomentum tensor of a perfect fluid

$$
\begin{equation*}
T^{\mu \nu}=\left(\rho_{00}+p_{0}\right) \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}-g^{\mu \nu} p_{0} \tag{86.5}
\end{equation*}
$$

are all that is necessary for the investigation.
Substituting into (86.1) for the case $\mu=1$, we easily obtain

$$
\frac{\partial p_{0}}{\partial x}+\left(\rho_{00}+p_{0}\right) \frac{\partial}{\partial t}\left(\frac{d x}{d s}\right)=0
$$

as the only terms that survive, and in accordance with (86.3) and (86.4) this can be rewritten in the form

$$
\begin{equation*}
\frac{\partial p_{0}}{\partial x}+\left(\rho_{00}+p_{0}\right) \frac{d u_{x}}{d t}=0 \tag{86.6}
\end{equation*}
$$

where $d u_{x} / d t$ is the acceleration of the fluid parallel to the $x$-axis. Remembering, however, the contribution to momentum to be expected from the work done by mechanical forces such as the pressure, as discussed in § 35, and not forgetting that the velocity of the fluid is zero at the point of interest in the coordinates which we are using, it is at once evident that this result is what would be expected as a consequence of the usual relation between force and rate of change of momentum. Similar equations will of course be obtained for the cases $\mu=2$ and 3.

For the case $\mu=4$, we obtain by substitution into (86.1) as the
only surviving terms

$$
\begin{aligned}
& \frac{\partial}{\partial x}\left[\left(\rho_{00}+p_{0}\right) \frac{d x}{d s} \frac{d t}{d s}\right]+\frac{\partial}{\partial y}\left[\left(\rho_{00}+p_{0}\right) \frac{d y}{d s} \frac{d t}{d s}\right]+ \\
& \quad+\frac{\partial}{\partial z}\left[\left(\rho_{00}+p_{0}\right) \frac{d z}{d s} \frac{d t}{d s}\right]+\frac{\partial}{\partial t}\left[\left(\rho_{00}+p_{0}\right)\left(\frac{d t}{d s}\right)^{2}\right]-\frac{\partial p_{0}}{\partial t}=0,
\end{aligned}
$$

and in accordance with (86.3) and (86.4), this can be rewritten in the form

$$
\rho_{00}\left(\frac{\partial u_{x}}{\partial x}+\frac{\partial u_{y}}{\partial y}+\frac{\partial u_{x}}{\partial z}\right)+\frac{\partial \rho_{00}}{\partial t}+p_{0}\left(\frac{\partial u_{x}}{\partial x}+\frac{\partial u_{y}}{\partial y}+\frac{\partial u_{x}}{\partial z}\right)=0
$$

which on multiplication by

$$
\begin{equation*}
\delta v_{0}=\delta x \delta y \delta z, \tag{86.7}
\end{equation*}
$$

where $\delta v_{0}$ is the proper volume of an element of the fluid, gives us

$$
\begin{equation*}
\frac{d}{d t}\left(\rho_{00} \delta v_{0}\right)+p_{0} \frac{d}{d t}\left(\delta v_{0}\right)=0 \tag{86.8}
\end{equation*}
$$

which states that for proper coordinates the rate of change in the energy of an element of the fluid can be calculated in the expected way from the rate at which work is being done against the external pressure.

Using proper coordinates, the application of the equations of relativistic mechanics to a perfect fluid thus leads to expressions which have an immediate interpretation in terms of physical measurements. Furthermore, for a local observer at rest in the fluid, who examines an element of the fluid small enough so that gravitational ourvature can be neglected, we find the same laws of mechanical behaviour as we should predict from our previous knowledge of the energy-momentum principle. In addition, using natural coordinates in which the fluid is not at rest at the point of interest, results can readily be obtained which are in agreement with what would be expected from the more complicated expressions for the energy, momentum, and stress of a moving fluid which were developed for the special theory of relativity in Chapter III. In more general coordinates, however, the physical interpretation of the equations of mechanics will be less direct as we shall see in later sections.
As we have shown above, a local observer at rest in a fluid, who examines an element of the surrounding medium small enough so that gravitational curvature can be neglected, will find the same mechanical behaviour as we should have been inclined to predict
from our previous knowledge of the energy-momentum prinoiple. Furthermore, it may be emphasized that we can expect, as a result of the principle of equivalence, some similar familiar findings in the case of a local observer who measures the electrodynamic or thermodynamic behaviour of a small element of the fluid in his immediate neighbourhood. Nevertheless, it must not be forgotten, in the general theory of relativity, that proper coordinates can be expected to lead to simple relations only in the immediate neighbourhood of a selected point. The mistake must not be made, for example, of supposing that the energy-momentum principle in its special relativity form would hold in general relativity over a region of finite size.

This can be well illustrated with the help of the equation

$$
\begin{equation*}
\frac{d}{d t_{0}}\left(\rho_{00} \delta v_{0}\right)+p_{0} \frac{d}{d t_{0}}\left(\delta v_{0}\right)=0, \tag{86.9}
\end{equation*}
$$

which we have just derived, connecting the rate of energy change which a local observer would find for a small element of fluid in his neighbourhood with the rate at which work is being done on the surroundings. The result for the individual element agrees with what we might expect from our usual ideas as to the conservation and transfer of energy. It should be noted, however, that this same equation can evidently be applied to each one of all the elements into which the total fluid of a finite system could be divided. And, with positive pressure throughout, we shall later find that this leads to possibilities for isolated systems in which the proper energy ( $\rho_{00} \delta v_{0}$ ) of every element of the fluid is decreasing when the system is expanding or increasing when the system is contracting.

This fact that the sum total of the proper energies of the elements of a fluid which make up an isolated system is not necessarily constant seems at first sight quite strange. It corresponds, however, in Newtonian gravitational theory to the necessity of ascribing potential energy to the gravitational field in order to preserve the principle of the conservation of energy. And in the next two sections we shall see how the analogous treatment of potential gravitational energy and momentum is to be carried out in the general theory of relativity.

The result that the sum total of the proper energies of the elements of a fluid is not necessarily conserved proves to be of great importance for relativistic thermodynamics. We shall later see (§ 131) that this removes restrictions on the possibilities for entropy increase in an
isolated system which were imposed in the olassioal thermodynamios by the ordinary principle of the conservation of energy.

In conclusion, it should be specially noted in accordanoe with (86.8) that perfect fluids have been defined in such a way as to behave adiabatioally when examined by a local observer-the proper energy of an element of the fluid being subject to change as a result of external work but not as the result of heat-flow. This circumstance should be kept in mind in using perfect fluids for the construction of conceptual models.

## 87. Re-expression of the equations of mechanics in the form of an ordinary divergence

Although meohanical principles can often be applied most readily with the help of the forms in whioh we have already expressed the fundamental equations of relativistic mechanios in § 84, it will be necessary to re-express these equations in the form of an ordinary divergence in order to obtain for finite systems the analogues of the classical principles for the conservation of energy and momentum. This oan be done with the help of a somewhat lengthy but well-known consideration which we may now consider in outline. $\dagger$
We first define the so-called Lagrangian function $\mathfrak{I}$ in terms of the Christoffel three-index symbols by the equation

$$
\begin{equation*}
\mathscr{L}=\sqrt{-g} g^{\mu \nu}[\{\mu \alpha, \beta\{\nu \beta, \alpha\}-\{\mu \nu, \alpha\}\{\alpha \beta, \beta\}] . \tag{87.1}
\end{equation*}
$$

Since the combination of Christoffel symbols appearing inside the square brackets is not itself a tensor, the quantity $\mathbb{I}$ is not a scalar density. Nevertheless, since equation (87.1) is taken as defining $\mathfrak{L}$ in all systems of coordinates, we shall be able to find its value in any coordinates and oan construct non-tensor but nevertheless covariant equations in whioh it ocours.

Taking a small variation in $\mathfrak{L}$ with respect to the quantities on which it depends, it is found possible after considerable simplification to write this in the form

$$
\begin{align*}
\delta \mathfrak{E}= & {[-\{\mu \alpha, \beta\}\langle\nu \beta, \alpha\}+\{\mu \nu, \alpha\}\{\alpha \beta, \beta\}] \delta\left(g^{\mu \nu} \sqrt{-g}\right)+} \\
& +\left[-\{\mu \nu, \alpha\}+\frac{1}{2} g_{\mu}^{\alpha}(\nu \beta, \beta\}+\frac{1}{2} g_{\nu}^{\alpha}\{\mu \beta, \beta\}\right] \delta\left\{\frac{\partial}{\partial x^{\alpha}}\left(g^{\mu \nu} \sqrt{-g}\right)\right\} . \tag{87.2}
\end{align*}
$$

Hence if we now regard $\mathfrak{L}$ as a function of the two new quantities

[^37]defined by
\[

$$
\begin{equation*}
g^{\mu \nu}=g^{\mu \nu} \sqrt{-g} \quad \text { and } \quad g_{\alpha}^{\mu \nu}=\frac{\partial}{\partial x^{\alpha}}\left(g^{\mu \nu} \sqrt{-g}\right), \tag{87.3}
\end{equation*}
$$

\]

we can write

$$
\begin{equation*}
\frac{\partial \mathbb{Q}}{\partial g^{\mu \nu}}=-\{\mu \alpha, \beta\}\{\nu \beta, \alpha\}+\{\mu \nu, \alpha\}\{\alpha \beta, \beta\} \tag{87.4}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial \Omega}{\partial g_{\alpha}^{\mu \nu}}=-\{\mu \nu, \alpha\}+\frac{1}{2} g_{\mu}^{\alpha}\{\nu \beta, \beta\}+\frac{1}{2} q_{\nu}^{\alpha}\{\mu \beta, \beta\} . \tag{87.5}
\end{equation*}
$$

With the help of these two expressions for the dependence of $\mathbb{Q}$ on the variables $g^{\mu \nu}$ and $g_{\alpha}^{\mu \nu}$, we can now obtain several useful equations containing $\mathfrak{I}$ which will be needed in the present section or later. Comparing (87.4) and (87.5) with the expression for the contracted Riemann-Christoffel tensor given by (77.1), it will be seen on examination that we can write this in the form

$$
\begin{equation*}
\frac{\partial}{\partial x^{\alpha}} \frac{\partial \mathbb{L}}{\partial \mathrm{g}_{\alpha}^{\mu \nu}}-\frac{\partial \mathbb{L}}{\partial \mathrm{g}^{\mu \nu}}=R_{\mu \nu} \tag{87.6}
\end{equation*}
$$

This result shows a formal resemblance to the equations of motion in the classical Lagrangian form in agreement with the name that we have given to the function $\mathcal{R}$. Furthermore, multiplying (87.4) and (87.5) by $\mathrm{g}^{\mu \nu}$ and $\mathrm{g}_{\alpha}^{\mu \nu}$ it can be shown after some simplifioation that we can write

$$
\begin{align*}
& \mathrm{g}^{\mu \nu} \frac{\partial \Omega}{\partial g^{\mu \nu}}=-\Omega  \tag{87.7}\\
& g_{\alpha}^{\mu \nu} \frac{\partial \Omega}{\partial g_{\alpha}^{\mu \nu}}=2 \Omega . \tag{87.8}
\end{align*}
$$

For the scalar density $\Re$ we can then obtain the expresson

$$
\begin{align*}
\mathfrak{R} & =g^{\mu \nu} R_{\mu \nu} \sqrt{-g}=g^{\mu \nu} R_{\mu \nu} \\
& =\mathrm{g}^{\mu \nu} \frac{\partial}{\partial x^{\alpha}} \frac{\partial \mathbb{Q}}{\partial \mathrm{g}_{\alpha}^{\mu \nu}}-\mathrm{g}^{\mu \nu} \frac{\partial \mathbb{R}}{\partial \mathrm{g}^{\mu \nu}} \\
& =\frac{\partial}{\partial x^{\alpha}}\left(\mathrm{g}^{\mu \nu} \frac{\partial \mathbb{R}}{\partial \mathrm{g}_{\alpha}^{\mu \nu}}\right)-g_{\alpha}^{\mu \nu} \frac{\partial \mathbb{L}}{\partial \mathrm{g}_{\alpha}^{\mu \nu}}-\mathrm{g}^{\mu \nu} \frac{\partial \mathbb{R}}{\partial \mathrm{g}^{\mu \nu}} \\
& =\frac{\partial}{\partial x^{\alpha}}\left(\mathrm{g}^{\mu \nu} \frac{\partial \mathbb{Q}}{\partial \mathrm{g}_{\alpha}^{\mu \nu}}\right)-\mathbb{L} . \tag{87.9}
\end{align*}
$$

We are now ready to undertake the re-expression of the fundamental equations of mechanics in the form of an ordinary divergence. To do this we shall wish to transform the second term in the previous form for the equations of mechanics given by (84.8). In accordance
with the original field equations (84.1), we can write

$$
\begin{align*}
-8 \pi \mathfrak{I}_{\mu \nu} d g^{\mu \nu} & =\left(R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}+\Lambda g_{\mu \nu}\right) \sqrt{-g} d g^{\mu \nu} \\
& =R_{\mu \nu} \sqrt{-g} d g^{\mu \nu}-\frac{1}{2} R \sqrt{-g} g_{\mu \nu} d g^{\mu \nu}+\Lambda \sqrt{-g} g_{\mu \nu} d g^{\mu \nu} \\
& =R_{\mu \nu} \sqrt{-g} d g^{\mu \nu}+R d \sqrt{-g}-2 \Lambda d \sqrt{-g} \\
& =R_{\mu \nu} \sqrt{-g} d g^{\mu \nu}+g^{\mu \nu} R_{\mu \nu} d \sqrt{-g}-2 \Lambda d \sqrt{-g} \\
& =R_{\mu \nu} d\left(g^{\mu \nu} \sqrt{-g}\right)-2 \Lambda d \sqrt{-g} \tag{87.10}
\end{align*}
$$

where we have made use of equation (39) in Appendix III, in going from the second to the third of the above expressions. Substituting the value for $R_{\mu \nu}$ in terms of the Lagrangian function given by (87.6), and the value of $g_{\beta}^{\mu_{\nu}}$ corresponding to the equation of definition (87.3) we then obtain

$$
\begin{align*}
& -8 \pi \mathfrak{I}_{\mu \nu} \frac{\partial g^{\mu \nu}}{\partial x^{\beta}}=\mathrm{g}_{\beta}^{\mu \nu}\left(\frac{\partial}{\partial x^{\alpha}} \frac{\partial \mathbb{Q}}{\partial \mathrm{g}_{\alpha}^{\mu \nu}}-\frac{\partial \mathfrak{Q}}{\partial \mathrm{g}^{\mu \nu}}\right)-2 \Lambda \frac{\partial \sqrt{-g}}{\partial x^{\beta}} \\
& =\frac{\partial}{\partial x^{\alpha}}\left(g_{\beta}^{\mu \nu} \frac{\partial \mathbb{R}}{\partial g_{\alpha}^{\mu \nu}}\right)-\frac{\partial}{\partial x^{\alpha}} g_{\beta}^{\mu \nu} \frac{\partial \mathbb{L}}{\partial g_{\alpha}^{\mu \nu}}-g_{\beta}^{\mu \nu} \frac{\partial \mathbb{R}}{\partial g^{\mu \nu}}-2 \Lambda \frac{\partial \sqrt{-g}}{\partial x^{\beta}} \\
& =\frac{\partial}{\partial x^{\alpha}}\left(g_{\beta}^{\mu \nu} \frac{\partial \mathbb{Q}}{\partial g_{\alpha}^{\mu \nu}}\right)-\frac{\partial \mathbb{Q}}{\partial g_{\alpha}^{\mu \nu}} \frac{\partial}{\partial x^{\beta}} g_{\alpha}^{\mu \nu}-\frac{\partial \mathbb{Q}}{\partial g^{\mu \nu}} \frac{\partial}{\partial x^{\beta}} g^{\mu \nu}-2 \Lambda \frac{\partial \sqrt{-g}}{\partial x^{\beta}} \\
& =\frac{\partial}{\partial x^{\alpha}}\left(\mathrm{g}_{\beta}^{\mu \nu} \frac{\partial \mathbb{R}}{\partial g_{\alpha}^{\mu \nu}}\right)-\frac{\partial \mathbb{R}}{\partial x^{\beta}}-2 \Lambda \frac{\partial \sqrt{-g}}{\partial x^{\beta}} \\
& =\frac{\partial}{\partial x^{\alpha}}\left[g_{\beta}^{\mu \nu} \frac{\partial \mathfrak{L}}{\partial g_{\alpha}^{\mu \nu}}-g_{\beta}^{\alpha} \mathfrak{Q}-2 g_{\beta}^{\alpha} \Lambda \sqrt{-g}\right] . \tag{87.11}
\end{align*}
$$

To make use of this result, let us now define a new quantity, which may be called the pseudo-tensor density of gravitational energy and momentum, by the equation

$$
\begin{equation*}
\mathrm{t}_{\beta}^{\alpha}=\frac{1}{16 \pi}\left[-\mathrm{g}_{\beta}^{\mu \nu} \frac{\partial \mathfrak{Q}}{\partial \mathrm{g}_{\alpha}^{\mu \nu}}+g_{\beta}^{\alpha} \mathfrak{Q}+2 g_{\beta}^{\alpha} \Lambda \sqrt{-g}\right] . \tag{87.12}
\end{equation*}
$$

In accordance with this definition together with (87.11) we shall evidently have

$$
\begin{equation*}
\frac{\partial \dot{\mu}_{\mu}^{\nu}}{\partial x^{\nu}}=\frac{1}{2} \mathfrak{I}_{\alpha \beta} \frac{\partial g^{\alpha \beta}}{\partial x^{\mu}} . \tag{87.13}
\end{equation*}
$$

And substituting in (84.8), we may now write the equations of mechanios in the desired form of an ordinary divergence

$$
\begin{equation*}
\frac{\partial}{\partial x^{\nu}}\left(\mathfrak{I}_{\mu}^{\nu}+\Psi_{\mu}^{\nu}\right)=0 . \tag{87.14}
\end{equation*}
$$

This equation is not a tensor equation, both because the quantity $t_{\mu}^{\nu}$ is not a true tensor density and because the expression is that for an ordinary divergence instead of a tensor divergence. Nevertheless, $t_{\mu}^{\nu}$ is a quantity which is defined in all systems of coordinates by (87.12), and the equation is a covariant one valid in all systems of coordinates. Hence we may have no hesitation in using this very beautiful result of Einstein.

In accordance with the definition of $t_{\mu}^{\mu}$ given by (87.12) and the values for the quantities occurring therein as given by previous equations of this section, it will be noted that the value of $t_{\mu}^{\nu}$ at any point will be determined by the values for the components of the metrical tensor $g_{\alpha \beta}$ and their first derivatives $\partial g_{\alpha \beta} / \partial x y$ at that point. Furthermore, if we use natural coordinates for the particular point of interest it is seen that the expression for $\dot{t}_{\mu}^{\nu}$ will then reduce to

$$
\begin{equation*}
8 \pi t_{\mu}^{\nu}=g_{\mu}^{\nu} \Lambda \sqrt{-g} \tag{87.15}
\end{equation*}
$$

which by combining with the expression for the energy-momentum tensor (84.1) will also give us in these coordinates

$$
\begin{equation*}
-8 \pi\left(\mathfrak{I}_{\mu}^{\nu}+\mathrm{\dagger}_{\mu}^{\nu}\right)=\left(R_{\mu}^{\nu}-\frac{1}{2} R g_{\mu}^{\nu}\right) \sqrt{-g} \tag{87.16}
\end{equation*}
$$

Since $f_{\mu}$ is not a true tensor density, however, we shall not have these simple results in all coordinate systems.

## 88. The energy-momentum principle for finite systems

With the help of our new expression for the principles of mechanics, we may now obtain an important result which may be regarded as the relativistic analogue of the ordinary laws of the conservation of energy and momentum.

To do this, let us take $x^{1}, x^{2}$, and $x^{3}$ as being space-like coordinates and $x^{4}$ the time-like coordinate, and apply equation (87.14) to a given finite system of intercst by multiplying by $d x^{1} d x^{2} d x^{3}$ and integrating at some given 'time' $x^{4}$ over the spatial region in question. Carrying this out, we at once obtain with some rearrangement of terms

$$
\begin{align*}
& \iiint \frac{\partial}{\partial x^{4}}\left(\mathfrak{T}_{\mu}^{4}+\mathrm{t}_{\mu}^{4}\right) d x^{1} d x^{2} d x^{3} \\
& \quad=-\iiint\left[\frac{\partial}{\partial x^{1}}\left(\mathfrak{I}_{\mu}^{1}+\mathrm{t}_{\mu}^{1}\right)+\frac{\partial}{\partial x^{2}}\left(\mathfrak{I}_{\mu}^{2}+\mathrm{t}_{\mu}^{2}\right)+\frac{\partial}{\partial x^{3}}\left(\mathfrak{I}_{\mu}^{3}+\mathrm{t}_{\mu}^{3}\right)\right] d x^{1} d x^{2} d x^{3}, \tag{88.1}
\end{align*}
$$

and taking the limits of integration corresponding to the region as being constants $x^{1}$ to $x^{\prime 1}, x^{2}$ to $x^{\prime 2}$, etc. independent of the 'time' $x^{4}$,
this can be rewritten in the form

$$
\begin{align*}
& \frac{d}{d x^{4}} \iiint\left(\mathfrak{I}_{\mu}^{4}+\mathrm{t}_{\mu}^{4}\right) d x^{1} d x^{2} d x^{3}=-\iint\left|\mathfrak{I}_{\mu}^{1}+\mathrm{t}_{\mu}^{1}\right|_{x^{1}}^{x^{\prime 2}} d x^{2} d x^{3}- \\
& -\iint\left|\mathfrak{I}_{\mu}^{2}+\mathrm{t}_{\mu}^{2}\right|_{x^{4}}^{x^{\prime 2}} d x^{1} d x^{3}-\iint\left|\mathfrak{I}_{\mu}^{3}+\mathrm{t}_{\mu}^{3}\right|_{x^{3}}^{x^{3}} d x^{1} d x^{2} \tag{88.2}
\end{align*}
$$

by performing the indicated integrations on the right-hand side of (88.1).

Equation (88.2) as written is true in all sets of coordinates, owing to its immediate dependence on the covariant equation (87.14). The interpretation and use of the equation are often simplified, however, if we choose coordinates in such a way that the limits of integration $x^{1}, x^{\prime 1}$, etc., which must be taken in order to include the region in question, actually lie on the boundary surface which separates the system from its surroundings. Thus, for example, quasi-Cartesian coordinates $x, y, z$ with the limits of integration $x$ to $x^{\prime}, y$ to $y^{\prime}$, and $z$ to $z^{\prime}$, lying on the actual boundary of the system, are preferable for our present purposes to polar coordinates $r, \theta$, and $\phi$ with the limits of integration 0 to $r, 0$ to $\pi$, and 0 to $2 \pi$, in which case $r$ would be the only limit actually lying on the boundary. The increased simplicity of the properly chosen coordinates arises from the fact that the righthand side of (88.2) is then determined solely by the values assumed by $\mathfrak{I}_{\mu}^{1}, \mathfrak{t}_{\mu}^{1}$, etc. at the boundary of the system and is not dependent on their values within the system. Having chosen coordinates in the way suggested, equation (88.2) then states that the rate of change with the 'time' $x^{4}$ of the volume integral on the left-hand side is equal to the sum of the surface integrals on the right side, which has a value that is entirely determined by conditions prevailing at the boundary separating the system from its surroundings.

Equation (88.2) is thus of the proper form to be considered as the expression of a conservation law provided we regard the right-hand side as defining a flux through the boundary. Furthermore, if we consider the limiting case of 'flat' space-time where the special theory of relativity would be valid, equation (88.2) could then be rewritten using Galilean coordinates in the form

$$
\begin{align*}
& \frac{d}{d x^{4}} \iiint T_{\mu}^{4} d x^{1} d x^{2} d x^{3} \\
& \quad=-\iint\left|T_{\mu}^{1}\right|_{x^{2}}^{x^{\prime 2}} d x^{2} d x^{3}-\iint\left|T_{\mu}^{2}\right|_{x^{1}}^{x^{\prime 2}} d x^{1} d x^{3}-\iint\left|T_{\mu}^{3}\right|_{x^{3}}^{x^{3}} d x^{1} d x^{2} \tag{88.3}
\end{align*}
$$

since $\mathrm{t}_{\mu}^{\mu}$ would then be zero, in accordance with (87.15) and the value $\Lambda=0$ for the case of 'flat' space-time, and $\mathfrak{I}_{\mu}^{\nu}$ would equal $T_{\mu}^{\nu}$ owing to the value unity for $\sqrt{-g}$ in these coordinates. Referring, however, to our previous equation (38.10) we see that (88.3) is entirely equivalent with $\mu=1,2,3$ to the special relativity expression resulting from the law of the conservation of the three components of linear momentum, and with $\mu=4$ to the result of the law of the conservation of energy. $\dagger$

Hence we may now take (88.2) as the analogue in general relativity of the usual energy-momentum principle if we define

$$
\begin{equation*}
J_{\mu}=\iiint\left(\mathfrak{T}_{\mu}^{4}+\mathfrak{f}_{\mu}^{4}\right) d x^{1} d x^{2} d x^{3} \tag{88.4}
\end{equation*}
$$

with $\mu=1,2,3$ as the expressions for the components of momenta of the region, and with $\mu=4$ as the expression for its energy. And in accordance with this definition we may now regard the quantities $\mathfrak{T}_{\mu}^{4}$ as the densities of material energy and momentum and the $\mathfrak{t}_{\mu}^{4}$ as densities of potential gravitational energy and momentum. This necessity of including potential energy and momentum in order to secure the analogue of the usual energy-momentum principle is in agreement with the possibilities for the sum total of the proper energy of an isolated system not to remain constant which were mentioned at the end of $\S 86$.

As a result of our definition (88.4), the quantities $J_{\mu}$ which we may regard as representing the energy and momenta of a finite system are not the components of a true covariant vector. They are, however, defined by (88.4) for all systems of coordinates and the equations in which they appcar are covariant equations true in all systems of coordinates.

The physical significance of the quantities $J_{\mu}$ can be most easily grasped in the case of an isolated system. Consider an isolated system enclosed by a boundary located in the surrounding empty space at a sufficient distance so that we are justified in neglecting the curvature of space-time for points on the boundary and beyond. The spatial region insido this boundary can then be regarded as generating a tube in a surrounding 'flat' space-timo, and wo can choose coordinates in such a way that they will go continuously over into some

[^38]particular set of special relativity Galilean coordinates in the region outside this tube.

Using these coordinates it is then evident that the general energymomentum principle (88.2) will reduce for such an isolated system to the simple principles of the conservation of energy and momentum

$$
\begin{equation*}
\frac{d J_{\mu}}{d x^{4}}=0 \tag{88.5}
\end{equation*}
$$

since the right-hand side of (88.2) will now be zero in accordance with (87.16), if we take the curvature of space-time as negligible at the boundary of the tube as assumed.
Furthermore, it may be shown that the quantities $J_{\mu}$ are independent of any changes that we may make in the coordinate system inside the tube, provided the changed coordinate system still coincides with the original Galilean system in regions outside the tube. To see this we merely have to note that a third auxiliary coordinate system could be introduced coinciding with the common Galilean coordinate system in regions outside the tube, and coinciding inside the tube for one value of the 'time' $x$ (as given outside the tube) with the original coordinate system and at a later 'time' $x^{4}$ with the ohanged coordinate system. Then, since in accordance with (88.5) the values of $J_{\mu}$ would be independent of $x^{4}$ in all three coordinate systems, we can conclude that the values would have to be identical for the three coordinate systems.

In addition, it can be shown that the quantities $J_{\mu}$ would transform like the components of a four-dimensional vector for the linear transformations which could be introduced to change to any desired new set of Gadilean coordinates for the region outside the tube. The rigorous proof of this, nevertheless, is somewhat complicated and we need not include it here. $\dagger$

As a result of the foregoing, we then see that the physioal significance of the quantities $J_{\mu}$ in the case of an isolated system can be appreciated from the four properties of reducing at the limit to the quantities which we have already taken as energy and momenta in the special theory of relativity, of obeying a conservation law when we use coordinates that are Galilean in the flat space-time outside the system, of being independent of the choice of coordinates within the

[^39]region of appreciable space-time curvature, and of depending on different Galilean systems of coordinates in the surrounding 'flat' space-time in an analogous manner to the quantities $m_{0} d x^{\mu} / d s$ which can be regarded (see 28.4) as determining the momenta and energy of a single particle in special relativity. This should assist in giving us a feeling for the physical nature of these quantities.
89. The densities of energy and momentum expressed as divergences
For some of our further applications of the energy-momentum principle, it will now be desirable to re-express the quantities $\left(\mathfrak{N}_{\mu}^{4}+\mathrm{t}_{\mu}^{4}\right)$, which we regard as giving the densities of energy and momentum, themselves in the form of divergences. To do this, we may first combine the expressions for $\mathfrak{I}_{\mu}^{\nu}$ and $\dot{t}_{\mu}^{\nu}$ given by (84.1) and (87.12) and write
\[

$$
\begin{equation*}
8 \pi\left(\mathfrak{T}_{\mu}^{\nu}+\mathrm{t}_{\mu}^{\nu}\right)=-\mathfrak{R}_{\mu}^{\nu}+\frac{1}{2} g_{\mu}^{\nu} \mathfrak{R}-\frac{1}{2} g_{\mu}^{\alpha \beta} \frac{\partial \mathfrak{L}}{\partial \mathfrak{g}_{\nu}^{\alpha} \beta}+\frac{1}{2} g_{\mu}^{\nu} \mathfrak{L}, \tag{89.1}
\end{equation*}
$$

\]

where it is interesting to note that the $\Lambda$-term cancels out even if the cosmological constant is not exactly equal to zero. Substituting from (87.6) and (87.9) we obtain

$$
8 \pi\left(\mathfrak{I}_{\mu}^{\nu}+t_{\mu}^{\nu}\right)=-\mathfrak{g}^{\alpha \nu} \frac{\partial}{\partial x^{\gamma}} \frac{\partial \mathfrak{R}}{\partial g_{\gamma}^{\mu \alpha}}+\mathfrak{g}^{\alpha} \frac{\partial \mathfrak{R}}{\partial \mathfrak{g}^{\mu \alpha}}+\frac{1}{2} g_{\mu}^{\nu} \frac{\partial}{\partial x^{\gamma}}\left(\mathfrak{g}^{\alpha \beta} \frac{\partial \mathfrak{R}}{\partial g_{\gamma}^{\alpha \beta}}\right)-\frac{1}{2} g_{\mu}^{\alpha \beta} \frac{\partial \mathfrak{R}}{\partial \mathfrak{g}_{\nu}^{\alpha \beta}},
$$

and this can evidently be rewritten in the form

$$
\begin{align*}
& 8 \pi\left(\mathfrak{T}_{\mu}^{\nu}+\psi_{\mu}^{\nu}\right)=\frac{\partial}{\partial x^{\gamma}}\left(-g^{\alpha \nu} \frac{\partial \mathfrak{R}}{\partial g_{\gamma}^{\mu \alpha}}+\frac{1}{2} g_{\mu}^{\nu} g^{\alpha \beta} \frac{\partial \mathfrak{Q}}{\partial g_{\gamma}^{\alpha \beta}}\right)+ \\
& +g_{\gamma}^{\alpha \nu} \frac{\partial \mathcal{L}}{\partial g_{\gamma}^{\mu \alpha}}+\mathfrak{g}^{\alpha \nu} \frac{\partial \mathcal{L}}{\partial \mathfrak{g}^{\mu \alpha}}-\frac{1}{2} \mathrm{~g}_{\mu}^{\alpha \beta} \frac{\partial \mathbb{L}}{\partial \mathfrak{g}_{\nu}^{\alpha \beta}} . \tag{89.2}
\end{align*}
$$

From the definitions which we have given for the quantities entering into this expression, it can be shown, nevertheless, by a rather lengthy but straightforward computation $\dagger$ that the sum of the last three terms of the expression will be identically equal to zero. This then permits us to write the divergence

$$
\begin{equation*}
8 \pi\left(\mathfrak{T}_{\mu}^{\nu}+\mathrm{t}_{\mu}^{\nu}\right)=\frac{\partial}{\partial x^{\gamma}}\left(-g^{\alpha \nu} \frac{\partial \mathcal{I}}{\partial g_{\gamma}^{\mu \alpha}}+\frac{1}{2} g_{\mu}^{\nu} \mathrm{g}^{\alpha \beta} \frac{\partial \mathbb{R}}{\partial \mathrm{g}_{\gamma}^{\alpha \beta}}\right) \tag{89.3}
\end{equation*}
$$

as a useful relation for calculating the relativistic densities of energy and momentum.

## 90. Limiting values for certain quantities at a large distance from an isolated system

In the following section we shall wish to use equation (89.3) to obtain expressions for the total energy and momentum of an isolated material system. As a preliminary, we shall first calculate the limiting values which would be approached at large distances from the system by oertain of the quantities which can occur on the righthand side of this expression.
In carrying out the computations, we shall use a system of quasiGalilean coordinates $(x, y, z, t)$ which are chosen so that the material system of interest is permanently located in the neighbourhood of the origin $x=y=z=0$, and so ohosen that the line element will approach the Galilean form at very great distances from this origin. As a consequence we can then assign to the line element at sufficient distances from the origin the approximate Schwarzschild form given by (82.15)

$$
\begin{equation*}
d s^{2}=-\left(1+\frac{2 m}{r}\right)\left(d x^{2}+d y^{2}+d z^{2}\right)+\left(1-\frac{2 m}{r}\right) d t^{2} \tag{90.1}
\end{equation*}
$$

with

$$
\begin{equation*}
r=\sqrt{ }\left(x^{2}+y^{2}+z^{2}\right) \text { and } m=\text { oonstant }, \tag{90.2}
\end{equation*}
$$

since at sufficient distanoes the field will be spherioally symmetrical owing to the location of the material system, and will be static owing to the isolation, whioh we shall regard as requiring the metric at these distances to be unaffected by changes taking place within the material system itself.
Neglecting terms of the order of ( $m / r$ ) compared with unity, it is easily found that the Christoffel three-index symbuls corresponding to this line element will be of the forms

$$
\begin{align*}
& \{\mu \mu, \mu\}=-\frac{m}{r^{2}} \frac{\partial r}{\partial x^{\mu}} \\
& \{\mu \mu, \nu\}=\frac{m}{r^{2}} \frac{\partial r}{\partial x^{\nu}} \\
& \{\nu \mu, \mu\}=\{\mu \nu, \mu\}= \pm \frac{m}{r^{2}} \frac{\partial r}{\partial x^{\nu}} \quad \begin{array}{l}
\mu=4 \\
\mu \neq 4
\end{array} \\
& \{\mu \nu, \sigma\}=0, \tag{90.3}
\end{align*}
$$

where $\mu, \nu$, and $\sigma$ represent different indioes. In using these expressions it will be noted in accordance with (90.2) that certain of these quantities will be zero owing to the independence of $r$ and $x^{4}=t$.
With the help of these expressions for the Christoffel symbols, and
the expression for $\partial \mathbb{I} / \partial g_{\alpha}^{\mu \nu}$ given by (87.5), we can now obtain explicit expressions for quantities which can oocur on the right-hand side of (89.3) which will be needed in the next section. We oalculate to the same order of approximation as the expressions for the Christoffel symbols

$$
\begin{aligned}
& g^{\alpha 4} \frac{\partial \mathbb{Q}}{\partial g_{1}^{1 \alpha}}=\frac{\partial \mathbb{Q}}{\partial g_{1}^{14}}=-\{14,1\}+\frac{1}{2}\{4 \epsilon, \epsilon\}=0 \\
& g^{\alpha 4} \frac{\partial \Omega}{\partial g_{2}^{1 \alpha}}=\frac{\partial \Omega}{\partial g_{2}^{14}}=-\{14,2\}=0 \\
& \mathfrak{g}^{\alpha 4} \frac{\partial \mathfrak{Q}}{\partial \mathfrak{g}_{1}^{4 \alpha}}=\frac{\partial \mathfrak{Q}}{\partial \mathfrak{g}_{1}^{4}}=-\{44,1\}=-\frac{m}{r^{2}} \frac{\partial r}{\partial x} \\
& \mathfrak{g}^{\alpha \beta} \frac{\partial \mathbb{I}}{\partial g_{1}^{\alpha \beta}}=-\frac{\partial \mathbb{Q}}{\partial \mathfrak{g}_{1}^{11}}-\frac{\partial \mathbb{Q}}{\partial g_{1}^{22}}-\frac{\partial \mathbb{R}}{\partial \mathfrak{g}_{1}^{88}}+\frac{\partial \mathbb{R}}{\partial g_{1}^{44}} \\
& =+\{11,1\}-\frac{1}{2}\{1 \epsilon, \epsilon\}-\frac{1}{2}\{1 \epsilon, \epsilon\}+\{22,1\}+\{33,1\}-\{44,1\} \\
& =\frac{m}{r^{2}}\left\{-\frac{\partial r}{\partial x}-\left(-\frac{\partial r}{\partial x}-\frac{\partial r}{\partial x}-\frac{\partial r}{\partial x}+\frac{\partial r}{\partial x}\right)+\frac{\partial r}{\partial x}+\frac{\partial r}{\partial x}-\frac{\partial r}{\partial x}\right\} \\
& =\frac{2 m}{r^{2}} \frac{\partial r}{\partial x} \text {. }
\end{aligned}
$$

Extending these results with the help of the symmetry in $x, y$, and $z$, and replacing the derivatives of $r$ with respeot to the coordinates by the direction cosines for the radius veotor, we can then write

$$
\begin{align*}
& g^{\alpha 4} \frac{\partial \mathfrak{R}}{\partial g_{1}^{1 \alpha}}=g^{\alpha 4} \frac{\partial \mathfrak{Q}}{\partial g_{2}^{i \alpha}}=g^{\alpha 4} \frac{\partial \mathfrak{I}}{\partial g_{3}^{1 \alpha}}=0  \tag{90.4}\\
& \mathrm{~g}^{\alpha 4} \frac{\partial \mathfrak{R}}{\partial \mathrm{~g}_{1}^{4 \alpha}}=-\frac{m}{r^{2}} \cos (n x) \\
& g^{\alpha 4} \frac{\partial \mathfrak{Q}}{\partial g_{2}^{4 \alpha}}=-\frac{m}{r^{2}} \cos (n y)  \tag{90.5}\\
& g^{\alpha \alpha} \frac{\partial \mathcal{L}}{\partial g_{3}^{4 \bar{\alpha}}}=-\frac{m}{r^{2}} \cos (n z) \\
& \mathrm{g}^{\alpha \beta} \frac{\partial \mathcal{Q}}{\partial g_{1}^{\alpha \beta}}=\frac{2 m}{r^{2}} \cos (n x) \\
& \mathrm{g}^{\alpha \beta} \frac{\partial \boldsymbol{\Omega}}{\partial g_{\Omega}^{\alpha \beta}}=\frac{2 m}{r^{2}} \cos (n y)  \tag{90.6}\\
& \mathrm{g}^{\alpha \beta} \frac{\partial \mathbb{Q}}{\partial g_{\mathrm{g}}^{\alpha \beta}}=\frac{2 m}{r^{2}} \cos (n z),
\end{align*}
$$

as a list which gives the limitiug values at large distances from the material system for those quantities which we shall need in the next section.

## 91. The mass, energy, and momentum of an isolated system

With the help of the foregoing values, we may now obtain expressions for the energy and components of momentum of an isolated system. In accordance with (88.4) and (89.3), we can write for the energy of the system

$$
\begin{align*}
U & =J_{4}=\iiint\left(\mathfrak{\Upsilon}_{4}^{4}++_{4}^{4}\right) d x d y d z \\
& =\frac{1}{8 \pi} \iiint \frac{\partial}{\partial x^{\gamma} \gamma}\left(-8^{\alpha 4} \frac{\partial \mathbb{R}}{\partial g_{\gamma}^{4 \alpha}}+\frac{1}{2} g^{\alpha \beta} \frac{\partial \mathcal{R}}{\partial g_{\gamma}^{\alpha \beta}}\right) d x d y d z, \tag{99:1}
\end{align*}
$$

provided we take the integration over a sufficient volume surrounding the system of interest. Taking this volume as a sphere of radius $r$ around the origin, noting the summation implied by the double occurence of the dummy $\gamma$, using Gauss's theorem to transform the first three terms of the summation to a surface integral, and noting the values given by ( $90.5,6$ ) which will be assumed by quantities on the right-hand side of (91.1) at sufficient values of $r$, we then obtain

$$
\begin{align*}
& U=\frac{1}{8 \pi} \iint \frac{2 m}{r^{2}}\left\{\cos ^{2}(n x)+\cos ^{2}(n y)+\cos ^{2}(n z)\right\} d \sigma+ \\
& \quad+\frac{1}{8 \pi} \frac{\partial}{\partial t} \iiint\left(-g^{\alpha 4} \frac{\partial \Omega}{\partial g_{\alpha}^{\alpha \alpha}}+\frac{1}{2} g^{\alpha \beta} \frac{\partial \Omega}{\partial g_{\beta}^{\alpha \beta}}\right) d x d y d z . \tag{91.2}
\end{align*}
$$

The first term in this expression is immediately seen to have the value $m$. The second term in the expression cannot be explicitly computed, however, since it involves an integration over the whole volume of the sphere which inoludes regions in the neighbourhood of the origin where we know nothing about the nature of the line element. Nevertheless, since $U$ is a constant in accordance with the conservation of energy for an isolated system expressed by (88.5), and since $m$ is a constant as by hypothesis it determines the static field at large distances, it is evident that the second term on the right-hand side of (91.2) must also be a constant; and hence indeed have the value zero owing to the impossibility for the integral involved to change permanently at a constant finite rate. We thus obtain for the energy of our isolated system Einstein's very satisfactory result

$$
\begin{equation*}
U=m . \tag{91.3}
\end{equation*}
$$

The momentum of the system with respect to the coordinates being used oan be similarly determined. In accordance with (88.4) and (89.3) we can write for the component of momentum in the $x$-direction

$$
\begin{aligned}
J_{1} & =\iiint\left(\mathfrak{T}_{1}^{4}+\mathrm{t}_{1}^{4}\right) d x d y d z \\
& =\frac{1}{8 \pi} \iiint \frac{\partial}{\partial x^{\gamma}}\left(-\mathrm{g}^{\alpha 4} \frac{\partial \mathbb{R}}{\partial g_{\gamma}^{1 \alpha}}\right) d x d y d z,
\end{aligned}
$$

and treating this in the same way as we did (91.1), noting the zero values for terms in the integrand which will arise from (90.4), we obtain

$$
\begin{equation*}
J_{\mathrm{I}}=\frac{1}{8 \pi} \frac{\partial}{\partial t} \iiint\left(-\mathrm{g}^{\alpha 4} \frac{\partial \mathbb{I}}{\partial g_{4}^{\alpha \alpha}}\right) d x d y d z=0 \tag{91.4}
\end{equation*}
$$

where the value zero rises from reasoning similar to that given in the immediately preceding paragraph.

Summarizing, we may now write for the three components of momentum $J_{1}, J_{2}$, and $J_{3}$ and for the energy $J_{4}=U$ of an isolated material system permanently located at the origin of a system of quasi-Galilean coordinates of the kind used

$$
\begin{equation*}
J_{\mu}=(0,0,0, m) \tag{91.5}
\end{equation*}
$$

The value zero for the three components of momentum arises of course from our particular choice of coordinates, having the system of interest at rest so to speak at the origin. The value $m$ obtained for the energy of the system seems very appropriate, since it shows that the total energy of an isolated object is also the quantity, occurring in the approximate Schwarzschild expression, which determines the gravitational field at large distances from that object.

Making use of the possibility, already mentioned at the end of § 88, of showing that the components of $J_{\mu}$ would transform like those of a covariant vector, for linear transformations which change from one system of Galilean coordinates to another in the surrounding 'flat' space-time, we could also write in agreement with (91.5) the more general contravariant expression

$$
\begin{equation*}
J^{\mu}=m \frac{d x^{\mu}}{d_{s}}, \tag{91.6}
\end{equation*}
$$

where $d x^{\mu} / d s$ may be regarded as corresponding roughly to the velocity of the system as a whole with respect to the particular set of coordinates in use.
92. The energy of a quasi-static isolated system expressed by an integral extending only over the occupied space
For certain purposes both of the expressions for the energy of an isolated system

$$
\begin{equation*}
U=\iiint\left(\mathfrak{T}_{4}^{4}+\mathrm{t}_{4}^{4}\right) d x d y d z \quad \text { and } \quad U=m \tag{92,1}
\end{equation*}
$$

may be unsatisfactory. The first of these expressions suffers from the fact that the indicated integration will in general have to be carried out over a volume which is large compared with the actual system of interest, since $t_{4}^{4}$ is not in general equal to zero in empty space. And the second expression suffers from the fact that it gives no method of computing the energy from the actual distribution of matter and radiation within the system. For a particular class of systems, which may be called quasi-static, another expression can be obtained that is sometimes more usable.

Substituting into the first of the two expressions (92.1) the value for the density of potential gravitational energy $t_{4}^{4}$ given by (87.12), we obtain

$$
U=\iiint\left(\mathfrak{X}_{4}^{4}+\frac{\mathfrak{L}}{16 \pi}-\frac{1}{16 \pi} \mathfrak{g}_{4}^{\alpha \beta} \frac{\partial \mathfrak{R}}{\partial \mathfrak{g}_{4}^{\alpha \beta}}\right) d x d y d z
$$

where the cosmological term has been omitted since the application will be to small systems which can be regarded as surrounded by 'flat' space-time. Introducing the expression for $\mathcal{R}$ given by (87.9) this becomes

$$
U=\iiint\left[\mathfrak{I}_{4}^{4}-\frac{\Re}{16 \pi}+\frac{1}{16 \pi} \frac{\partial}{\partial x^{\prime}}\left(\mathfrak{g}^{\alpha \beta} \frac{\partial \mathfrak{R}}{\partial \mathfrak{g}_{\gamma}^{\alpha \beta}}\right)-\frac{1}{16 \pi} \mathfrak{g}_{4}^{\alpha \beta} \frac{\partial \mathfrak{R}}{\partial \mathfrak{g}_{4}^{\alpha \beta}}\right] d x d y d z
$$

Furthermore, substituting for $\Re$, in agreement with (78.11), the wellknown expression

$$
\mathfrak{R}=8 \pi \mathfrak{I}=8 \pi\left(\mathfrak{I}_{1}^{1}+\mathfrak{I}_{2}^{2}+\mathfrak{I}_{8}^{8}+\mathfrak{T}_{4}^{4}\right),
$$

expanding the third term of the integrand, and then combining with the fourth term, the expression for $U$ can be rewritten in the form

$$
\begin{align*}
U= & \iiint \frac{1}{2}\left(\mathfrak{T}_{4}^{4}-\mathfrak{T}_{1}^{1}-\mathfrak{T}_{2}^{2}-\mathfrak{T}_{3}^{3}\right) d x d y d z+ \\
& +\frac{1}{16 \pi} \iiint\left[\frac{\partial}{\partial x}\left(\mathfrak{g}^{\alpha \beta} \frac{\partial \mathfrak{Q}}{\partial g_{1}^{\alpha \beta}}\right)+\frac{\partial}{\partial y}\left(\mathfrak{g}^{\alpha \beta} \frac{\partial \mathfrak{R}}{\partial \mathfrak{g}_{2}^{\alpha \beta}}\right)+\frac{\partial}{\partial z}\left(\mathfrak{g}^{\alpha \beta} \frac{\partial \Omega}{\partial g_{8}^{\alpha \beta}}\right)\right] d x d y d z+ \tag{92.2}
\end{align*}
$$

$$
+\frac{1}{16 \pi} \iiint g^{\alpha \beta} \frac{\partial}{\partial t}\left(\frac{\partial \mathfrak{R}}{\partial \mathfrak{g}_{4}^{\alpha \beta}}\right) d x d y d z .
$$

To proceed, let us now introduce the definite requirement that the coordinates $(x, y, z, t)$ be chosen so as to be of the quasi-Galilean type used in the two preceding sections, with the physical system of interest permanently located at the origin. The second integral on the right-hand side of (92.2) can then be readily evaluated with the help of Gauss's theorem, by taking the region of integration as a sphere and introducing the values given by (90.6) at the distant boundary. We thus obtain for the second integral the value $\frac{1}{2} m$ which in accordance with (91.3) is also equal to $\frac{1}{2} U$. Substituting in (92.2) we then obtain

$$
\begin{align*}
& U=\iiint\left(\mathfrak{T}_{4}^{4}-\mathfrak{I}_{1}-\mathfrak{I}_{2}^{2}-\mathfrak{I}_{3}^{3}\right) d x d y d z+ \\
&+\frac{1}{8 \pi} \iiint \mathfrak{g}^{\alpha \beta} \frac{\partial}{\partial t}\left(\frac{\partial \mathfrak{S}}{\partial \mathrm{~g}_{4}^{\alpha \beta}}\right) d x d y d z \tag{92.3}
\end{align*}
$$

Finally let us define a quasi-static system as one in which changes are taking place with the 'time' $t$ slowly enough so that the second term on the right-hand side of (92.3) is negligible compared with the first. This will, of course, be strictly true when we are interested in quiescent states of temporary or permanent equilibrium. For such systems we can then uso the simple expression for the energy $\dagger$

$$
\begin{equation*}
U=\iiint\left(\mathfrak{T}_{4}^{4}-\mathfrak{I}_{1}^{1}-\mathfrak{I}_{2}^{2}-\mathfrak{T}_{3}^{3}\right) d x d y d z \tag{92.4}
\end{equation*}
$$

And this expression has the great advantage that it can be evaluated by integrating only over the region actually occupied by matter or electromagnetic energy, since the values of $\mathfrak{T}_{\mu}^{\nu}$ will be zero in empty space.

[^40]
## VII

## RELATIVISTIC MECHANICS (contd.)

Part II. SOLUTIONS OF THE FIELD EQUATIONS

## 93. Einstein's general solution of the field equations in the case of weak fields

As mentioned at the beginning of this chapter, the principles of relativistic mechanics are all implicitly contained in Einstein's field equations

$$
\begin{equation*}
-8 \pi T_{\mu}^{\nu}=R_{\mu}^{\nu}-\frac{1}{2} R g_{\mu}^{\nu}+\Lambda g_{\mu}^{\nu}, \tag{93.1}
\end{equation*}
$$

which connects the energy-momentum tensor with the geometry of space-time. In the preceding part of the chapter we have investigated those mechanical conclusions which arise from the fact that the tensor divergence of the energy-momentum tensor $T_{\mu}^{\nu}$ must be equal to zero, since the tensor divergence of the right-hand side of (93.1) is known to be identically equally to zero. In what follows we shall be interested in the more complete problem of obtaining solutions for the ten differential equations denoted by (93.1), which will permit us to correlate the components of the energy-momentum tensor $T_{\mu}^{\nu}$ as directly as may be with the components of the metrical tensor $g_{\mu \nu}$.

In the case of weak enough fields this problem has been completely solved by Einstein's approximate solution of these field equations. In the case of strong fields we can obtain no general solution of the equations, but by introducing special assumptions as to the physical nature of the system under consideration, can obtain a number of simplified expressions relating the components of $T_{\mu}^{\nu}$ to the components of $g_{\mu \nu}$ and its derivatives which prove to be useful in solving the equations in particular cases.

We may first consider Einstein's general approximate solution. To obtain this solution we shall assume the gravitational field so weak that we can employ coordinates which are nearly Galilean in character, and can hence represent the components of the metrical tensor by the expression

$$
\begin{equation*}
g_{\mu \nu}=\delta_{\mu \nu}+h_{\mu \nu}, \tag{93.2}
\end{equation*}
$$

where the $\delta_{\mu \nu}$ are the constant Galilean values for the $g_{\mu \nu} \pm 1$ and 0 , and the $h_{\mu \nu}$ are small correction terms. The quantities $h_{\mu \nu}$ and their derivatives with respect to the coordinates will be regarded as terms of the first order whose squares may be neglected. We shall also find
it convenient to introduce the quantities

$$
\begin{equation*}
h_{\mu}^{\lambda}=\delta^{\lambda \alpha} h_{\mu \alpha} ; \quad h=h_{\alpha}^{\alpha}=\delta^{\sigma \lambda} h_{\sigma \lambda} \tag{93.3}
\end{equation*}
$$

where the $\delta^{\mu \nu}$ are the Galilean values of the $g^{\mu \nu}$.
Turning now to the expression for the contraoted RiemannChristoffel tensor given by (77.1), it is evident by neglecting higher order terms that we can write correct to the first order

$$
\begin{aligned}
R_{\mu \nu}= & \frac{\partial}{\partial x^{\nu}}\{\mu \sigma, \sigma\}-\frac{\partial}{\partial x^{\sigma}}\{\mu \nu, \sigma\} \\
= & \frac{\partial}{\partial x^{\nu}}\left(\frac{1}{2} \delta^{\sigma \lambda}\left\{\frac{\partial h_{\mu \lambda}}{\partial x^{\sigma}}+\frac{\partial h_{\sigma \lambda}}{\partial x^{\mu}}-\frac{\partial h_{\mu \sigma}}{\partial x^{\lambda}}\right\}\right)- \\
& \quad-\frac{\partial}{\partial x^{\sigma}}\left(\frac{1}{2} \delta^{\sigma \lambda}\left\langle\frac{\partial h_{\mu \lambda}}{\partial x^{\nu}}+\frac{\partial h_{\nu \lambda}}{\partial x^{\mu}}-\frac{\partial h_{\mu \nu}}{\partial x^{\lambda}}\right\}\right) \\
= & \frac{1}{2} \delta^{\sigma \lambda}\left(\frac{\partial^{2} h_{\sigma \lambda}}{\partial x^{\mu} \partial x^{\nu}}-\frac{\partial^{2} h_{\mu \sigma}}{\partial x^{\nu} \partial x^{\lambda}}-\frac{\partial^{2} h_{\nu \lambda}}{\partial x^{\sigma} \partial x^{\mu}}+\frac{\partial^{2} h_{\mu \nu}}{\partial x^{\sigma} \partial x^{\lambda}}\right) .
\end{aligned}
$$

Rearranging, introducing the quantities defined by (93.3), and changing dummy suffixes, this can be rewritten as

$$
\begin{equation*}
R_{\mu \nu}=\frac{1}{2} \delta^{\sigma \lambda} \frac{\partial^{2} h_{\mu \nu}}{\partial x^{\sigma} \partial x^{\lambda}}+\frac{1}{2}\left(\frac{\partial^{2} h}{\partial x^{\mu} \partial x^{\nu}}-\frac{\partial^{2} h_{\mu}^{\alpha}}{\partial x^{\nu} \partial x^{\alpha}}-\frac{\partial^{2} h_{\nu}^{\alpha}}{\partial x^{\mu} \partial x^{\alpha}}\right) . \tag{93.4}
\end{equation*}
$$

We shall now show the possibility of satisfying this relation by the two equations
and

$$
\begin{gather*}
R_{\mu \nu}=\frac{1}{2} \delta^{\sigma \lambda} \frac{\partial^{2} h_{\mu \nu}}{\partial x^{\sigma} \partial x^{\lambda}}  \tag{93.5}\\
\frac{\partial^{2} h}{\partial x^{\mu} \partial x^{\nu}}-\frac{\partial^{2} h_{\mu}^{\alpha}}{\partial x^{\nu} \partial x^{\alpha}}-\frac{\partial^{2} h_{\nu}^{\alpha}}{\partial x^{\mu} \partial x^{\alpha}}=0 . \tag{93.6}
\end{gather*}
$$

In accordance with (93.5), and our original expression for the energy-momentum tensor (93.1), omitting the cosmological term, we can evidently write

$$
\begin{align*}
-16 \pi T_{\mu}^{\nu} & =2 R_{\mu}^{\nu}-g_{\mu}^{\nu} R \\
& =\delta^{\sigma \lambda} \frac{\partial^{2}}{\partial x^{\partial} \partial x^{\lambda}}\left(h_{\mu}^{\nu}-\frac{1}{2} \delta_{\mu}^{\nu} h\right)  \tag{93.7}\\
& =\left(-\frac{\partial^{2}}{\partial x^{2}}-\frac{\partial^{2}}{\partial y^{2}}-\frac{\partial^{2}}{\partial z^{2}}+\frac{\partial^{2}}{\partial t^{2}}\right)\left(h_{\mu}^{\nu}-\frac{1}{2} \delta_{\mu}^{\nu} h\right)
\end{align*}
$$

This 'wave equation' has the well-known solution familiar in the theory of retarded potentials

$$
\begin{equation*}
\left(h_{\mu}^{\nu}-\frac{1}{2} \delta_{\mu}^{\nu} h\right)=\frac{1}{4 \pi} \int \frac{\left[-16 \pi T_{\mu}^{\nu}\right]}{r} d x d y d z \tag{93.8}
\end{equation*}
$$

where the integration is to be oarried out over the whole spatial volume, $r$ is the distance from the point of interest where the value of ( $h_{\mu}^{\nu}-\frac{1}{2} \delta_{\mu}^{\nu} h$ ) is desired to the particular element of volume $d x d y d z$ under consideration, and the square brackets indicate that we are to use the value of $T_{\mu}^{\nu}$ at a time earlier than that of interest by the interval needed for a signal to pass with unit velocity from the element $d x d y d z$ under consideration to the point of interest.

To complete our justification for this solution we must show that it also secures the validity of (93.6). From the differentiation of (93.8), we can write

$$
\frac{\partial}{\partial x^{\alpha}}\left(h_{\mu}^{\alpha}-\frac{1}{2} \delta_{\mu}^{\alpha} h\right)=-4 \int \frac{\left[\left(\partial / \partial x^{\alpha}\right) T_{\mu}^{\alpha}\right]}{r} d x d y d z
$$

In accordance with (93.7), nevertheless, $T_{\mu}^{\alpha}$ is a quantity of the first order, and hence in accordance with the fundamental relation for the divergence of the energy-momentum tensor (84.5), its divergence will be a quantity of the second order, and we can write to our order of approximation

$$
\frac{\partial h_{\mu}^{\alpha}}{\partial x^{\alpha}}=\frac{1}{2} \frac{\partial h}{\partial x^{\mu}} .
$$

Substituting this, however, together with the analogous expression in $\nu$, we immediately see that this will secure the necessary validity of (93.6).

The approximate solution of Einstein's field equations which we have thus justified

$$
\begin{equation*}
\left(h_{\mu}^{\nu}-\frac{1}{2} \delta_{\mu}^{\nu} h\right)=-4 \int \frac{\left[T_{\mu}^{\nu}\right]}{r} d x d y d z \tag{93.9}
\end{equation*}
$$

proves to be very useful in permitting for the case of weak fields a straightforward calculation of the small deviations $h_{\mu \nu}$ from the Galilean values for the metrical tensor, whenever the energymomentum tensor is given as a function of the coordinates. Although the method of treatment provided by this solution is limited to weak fields, it should be specially noted that there is no limitation as to the velocity of the matter producing the field; and this provides a great step forward from the Newtonian level of treatment where there was great uncertainty as to the mechanism and velocity with which gravitational effects would be propagated.

In accordance with the interpretation which we have for the righthand side of (93.9), it is evident that we must now think of gravitational effects as propagated in the present coordinates with unit
velocity, that is, with the same velocity as light. Furthermore, in accordance with the 'wave equation' (93.7), it is evident that we may expect gravitational waves carrying energy and propagated with this velocity. The emission and absorption of such waves, which to be sure may be expected to carry only extremely small amounts of energy, have been investigated by Einstein. $\dagger$

The solution (93.9) has been used by Thirring and Lense $\ddagger$ to discuss the effect of the rotation of a central astronomical body on the surrounding gravitational field and hence on the motion of satellites. The effects of such rotations are too small to be of practical astronomical interest. The solution has also been used by Thirring§ to investigate the theoretical problem of the gravitational field inside a thin rotating shell of matter, with the interesting and clarifying result that the rotation of the shell leads as might be expected to analogues of the centrifugal and coriolis forces of ordinary mechanics. In the next chapter the solution will be used in investigating the gravitational field produced by pencils and pulses of light.

## 94. Line elements for systems with spherical symmetry

Although we have no general solution for Einstein's field equations, except in the above case of weak fields, wo can nevertheless often proceed by assuming a form for the solution which corresponds to the nature of the physical problem under consideration, and then investigating the properties of this proposed form. Thus, for example, if the physical system of interest is such that we know that its structure is spatially spherically symmetrical, wo can feel sure that coordinates can be chosen in such a way that the line element for the system will exhibit this symmetry.

As the most general form of line element exhibiting spherical symmetry we may evidently write

$$
\begin{equation*}
d s^{2}=-e^{\lambda} d r^{2}-e^{\mu}\left(r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+e^{\nu} d t^{2}+\mathbf{2} a d v d t \tag{94.1}
\end{equation*}
$$

where $\lambda, \mu, \nu$, and $a$ are functions of $r$ and $t$ alone and the coofficients $-e^{\lambda},-e^{\mu}$, and $+e^{\nu}$ have been choson in the exponential form in order to distinguish clearly between the space-like coordinates $r, \theta$, and $\phi$ and the time-liko coordinate $t$.

This general form of spherically symmetrical line olement can,

[^41]however, be subjected to simplifying transformations. To do this we may first introduce a new variable $r^{\prime}$ in accordance with the equation
\[

$$
\begin{equation*}
r^{\prime 2}=e^{\mu} r^{2} \tag{94.2}
\end{equation*}
$$

\]

Making this substitution, and dropping primes, it is easily seen that the line element is then expressible in the form

$$
\begin{equation*}
d s^{2}=-e^{\lambda} d r^{2}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+e^{\nu} d t^{2}+2 a d r d t \tag{94.3}
\end{equation*}
$$

where $\lambda, \nu$, and $a$ are now new functions of the new $r$ and of $t$.
A further simplification which will eliminate the cross product can now be made by substituting a new time variable $t^{\prime}$ in accordance with the equation

$$
\begin{equation*}
d t^{\prime}=\eta\left(a d r+e^{\nu} d t\right), \tag{94.4}
\end{equation*}
$$

where $\eta$ is an integrating factor which will make the right-hand side a perfect differential. In accordance with (94.4) we shall have

$$
\begin{equation*}
e^{\nu} d t^{2}+2 a d r d t=\frac{d t^{\prime 2}}{\eta^{2} e^{\nu}}-\frac{a^{2}}{e^{\nu}} d r^{2} \tag{94.5}
\end{equation*}
$$

so that on substitution into (94.3), and dropping primes, we can then express the line element in the simple standard form

$$
\begin{gather*}
d s^{2}=-e^{\lambda} d r^{2}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+e^{\nu} d t^{2} \\
\lambda=\lambda(r, t) \quad \nu=\nu(r, t) \tag{94.6}
\end{gather*}
$$

where $\lambda$ and $\nu$ are functions of the present $r$ and $t$ alone. $\dagger$
The possibility of eliminating a single cross product by the use of an integrating factor as in (94.4) greatly simplifies the treatment of problems exhibiting spherical symmetry.

For some purposes a somewhat different form of the line element for cases of spherical symmetry is more convenient. This may be obtained from (94.6) by introducing a new variable $r^{\prime}$ in accordance with the equation

$$
\begin{equation*}
\frac{d r^{\prime}}{r^{\prime}}=e^{1 \lambda} \frac{d r}{r} \tag{94.7}
\end{equation*}
$$

Making this substitution, and dropping primes, the line element can then be expressed in the form

$$
\begin{gather*}
d s^{2}=-e^{\mu}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+e^{\nu} d t^{2} \\
\mu=\mu(r, t) \quad \nu=\nu(r, t), \tag{94.8}
\end{gather*}
$$

where $\mu$ and $\nu$ are now functions of the present $r$ and $t$. And by an

[^42]obvious further substitution this can also be rewritten in the form
\[

$$
\begin{gather*}
d s^{2}=-e^{\mu}\left(d x^{2}+d y^{2}+d z^{2}\right)+e^{\nu} d t^{2} \\
\mu=\mu(r, t) \quad \nu=\nu(r, t) \quad r=\sqrt{ }\left(x^{2}+y^{2}+z^{2}\right) \tag{94.9}
\end{gather*}
$$
\]

These two latter systems of coordinates may be called isotropic.

## 95. Static line element with spherical symmetry

We must now turn to a more detailed examination of the foregoing proposed forms of solution for the field equations. To assist in obtaining actual solutions from them, we shall desire explicit expressions for the Christoffel three-index symbols and for the components of the energy-momentum tensor in terms of the quantities used in expressing these proposed line elements.

We may first consider physical systems which are statio as well as spherically symmetrical. In accordance with (94.6) we can then write our line element in the standard form

$$
\begin{gather*}
d s^{2}=-e^{\lambda} d r^{2}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+e^{\nu} d t^{2} \\
\lambda=\lambda(r) \quad \nu=\nu(r) . \tag{95.1}
\end{gather*}
$$

The Christoffel three-index symbols corresponding to this form of line element can easily be evaluated from the definition given by (73.14) and are well known to have the values

$$
\begin{array}{ll}
\{11,1\}=\frac{1}{2} \lambda^{\prime} & \{21,2\}=1 / r \\
\{12,2\}=1 / r & \{22,1\}=-r e^{-\lambda} \\
\{13,3\}=1 / r & \{23,3\}=\cot \theta \\
\{14,4\}=\frac{1}{2} \nu^{\prime} &  \tag{95.2}\\
\{31,3\}=1 / r & \{41,4\}=\frac{1}{2} \nu^{\prime} \\
\{32,3\}=\cot \theta & \{44,1\}=\frac{1}{2} e^{\nu-\lambda_{\nu}} \\
\{33,1\}=-r \sin ^{2} \theta e^{-\lambda} & \\
\{33,2\}=-\sin \theta \cos \theta &
\end{array}
$$

where accents denote differentiation with respect to $r$, and all further three-index symbols vanish.

Using these values of the three-index symbols the components $R_{\mu \nu}$ of the contracted Riemann-Christoffel tensor can then be computed with the help of (77.2), and the components $T_{\mu \nu}$ of the energy-momentum tensor obtained from (81.6). It is simplest to express these in the form of the mixed tensor. The only ones which do
not vanish are found to be

$$
\begin{aligned}
& 8 \pi T_{1}^{1}=-e^{-\lambda}\left(\frac{\nu^{\prime}}{r}+\frac{1}{r^{2}}\right)+\frac{1}{r^{2}}-\Lambda \\
& 8 \pi T_{2}^{2}=8 \pi T_{8}^{3}=-e^{-\lambda}\left(\frac{\nu^{\prime \prime}}{2}-\frac{\lambda^{\prime} \nu^{\prime}}{4}+\frac{\nu^{\prime 2}}{4}+\frac{\nu^{\prime}-\lambda^{\prime}}{2 r}\right)-\Lambda \\
& 8 \pi T_{4}^{4}=e^{-\lambda}\left(\frac{\lambda^{\prime}}{r}-\frac{1}{r^{2}}\right)+\frac{1}{r^{2}}-\Lambda .
\end{aligned}
$$

Instead of taking the line element in the form (94.6), we could of course also use it in the isotropic form (94.8)

$$
\begin{gather*}
d s^{2}=-e^{\mu}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+e^{\nu} d t^{2} \\
\mu=\mu(r) \quad \nu=\nu(r) . \tag{95.4}
\end{gather*}
$$

The Christoffel symbols corresponding to this form in the case of a static system are

$$
\begin{array}{ll}
\{11,1\}=\frac{1}{2} \mu^{\prime} & \{21,2\}=1 / r+\frac{1}{2} \mu^{\prime} \\
\{12,2\}=1 / r+\frac{1}{2} \mu^{\prime} & \{22,1\}=-\left(r+\frac{1}{2} r^{2} \mu^{\prime}\right) \\
\{13,3\}=1 / r+\frac{1}{2} \mu^{\prime} & \{23,3\}=\cot \theta \\
\{14,4\}=\frac{1}{2} \nu^{\prime} & \\
\{31,3\}=1 / r+\frac{1}{2} \mu^{\prime} & \{41,4\}=\frac{1}{2} \nu^{\prime} \\
\{32,3\}=\cot \theta & \{44,1\}=\frac{1}{2} e^{\nu-\mu^{\prime} \nu^{\prime},} \\
\{33,1\}=-\left(r+\frac{1}{2} r^{2} \mu^{\prime}\right) \sin ^{2} \theta &  \tag{95.5}\\
\{33,2\}=-\sin \theta \cos \theta &
\end{array}
$$

where accents again denote differentiation with respect to $r$, and all further three-index symbols vanish.

The non-vanishing components of the energy-momentum tensor corresponding to this form of line element are

$$
\begin{align*}
& 8 \pi T_{1}^{1}=-e^{-\mu}\left(\frac{\mu^{\prime 2}}{4}+\frac{\mu^{\prime} \nu^{\prime}}{2}+\frac{\mu^{\prime}+\nu^{\prime}}{r}\right)-\Lambda \\
& 8 \pi T_{2}^{2}=8 \pi T_{3}^{3}=-e^{-\mu}\left(\frac{\mu^{\prime \prime}}{2}+\frac{\nu^{\prime \prime}}{2}+\frac{\nu^{\prime 2}}{4}+\frac{\mu^{\prime}+\nu^{\prime}}{2 r}\right)-\Lambda  \tag{95.6}\\
& 8 \pi T_{4}^{4}=-e^{-\mu}\left(\mu^{\prime \prime}+\frac{\mu^{\prime 2}}{4}+\frac{2 \mu^{\prime}}{r}\right)-\Lambda .
\end{align*}
$$

In applying either of the above forms of line element to a system which consists of a perfect fluid, we shall have in accordance with
(85.7) for the energy-momentum tensor

$$
\begin{equation*}
T^{\mu \nu}=\left(\rho_{00}+p_{0}\right) \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}-g^{\mu \nu} p_{0} \tag{95.7}
\end{equation*}
$$

or lowering the index $\mu$

$$
\begin{equation*}
T_{\mu}^{\nu}=\left(\rho_{00}+p_{0}\right) g_{\alpha \mu} \frac{d x^{\alpha}}{d s} \frac{d x^{\nu}}{d s}-g_{\mu}^{\nu} p_{0} \tag{95.8}
\end{equation*}
$$

Since we are dealing with a static problem, however, we can evidently write, in the case of both of the above line elements, for the components of fluid 'velocity'

$$
\begin{equation*}
\frac{d r}{d s}=\frac{d \theta}{d s}=\frac{d \phi}{d s}=0 \quad \frac{d t}{d s}=e^{-\frac{i v}{i}} \tag{95.9}
\end{equation*}
$$

Introducing these values into (95.8) we then obtain for the components of the energy-momentum tensor

$$
\begin{equation*}
T_{1}^{1}=T_{2}^{2}=T_{8}^{3}=-p_{0} \quad T_{4}^{4}=\rho_{00} \tag{95.10}
\end{equation*}
$$

which may be substituted in the case of a perfect fluid into (95.3) and (95.6).

Furthermore, in the case of a perfect fluid, the equality between the radial stress $T_{1}^{1}$ and the transverse stresses $T_{2}^{2}=T_{8}^{8}$ makes it possible to derive a very simple expression for pressure gradient. Thus equating the two expressions for $T_{1}^{1}$ and $T_{2}^{2}$ given by (95.3) we obtain

$$
e^{-\lambda}\left(\frac{\nu^{\prime \prime}}{2}-\frac{\lambda^{\prime} \nu^{\prime}}{4}+\frac{\nu^{\prime 2}}{4}+\frac{\nu^{\prime}-\lambda^{\prime}}{2 r}-\frac{\nu^{\prime}}{r}-\frac{1}{r^{2}}\right)+\frac{1}{r^{2}}=0 .
$$

And multiplying through by $2 / r$ and rearranging terms, this can be rewritten in the form

$$
e^{-\lambda}\left(\frac{\nu^{\prime \prime}}{r}-\frac{\nu^{\prime}}{r^{2}}-\frac{2}{r^{3}}\right)-e^{-\lambda} \lambda^{\prime}\left(\frac{\nu^{\prime}}{r}+\frac{1}{r^{2}}\right)+\frac{2}{r^{3}}+e^{-\lambda\left(\frac{\lambda^{\prime}}{r}+\frac{\nu^{\prime}}{r}\right) \frac{\nu^{\prime}}{2}=0, ~ ; ~}
$$

which on comparison with (95.3) and (95.10) is seen to be equivalent to

$$
\begin{equation*}
\frac{d p_{0}}{d r}+\left(\rho_{00}+p_{0}\right) \frac{\nu^{\prime}}{2}=0 \tag{95.11}
\end{equation*}
$$

This is the relativistic analogue of the Newtonian expression for the dependence of pressure on gravitational potential

$$
\frac{d p}{d r}+\rho \frac{d \psi}{d r}=0
$$

A result of exactly the same form as (95.11) can also be obtained in the case of isotropic coordinates by equating the two expressions for
$T_{1}^{1}$ and $T_{2}^{2}$ given by (95.6), and again multiplying by $2 / r$ and rearranging terms.

Hence in the case of a static system having spherical symmetry and consisting of a perfect fluid we can take the line element in the standard form

$$
\begin{align*}
d s^{2} & =-e^{\lambda} d r^{2}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+e^{\nu} d t^{2}  \tag{95.12}\\
\lambda & =\lambda(r) \quad \nu=\nu(r)
\end{align*}
$$

with

$$
\begin{align*}
8 \pi p_{0} & =e^{-\lambda}\left(\frac{\nu^{\prime}}{r}+\frac{1}{r^{2}}\right)-\frac{1}{r^{2}}+\Lambda \\
8 \pi p_{0} & =e^{-\lambda\left(\frac{\nu^{\prime \prime}}{2}-\frac{\lambda^{\prime} \nu^{\prime}}{4}+\frac{\nu^{\prime 2}}{4}+\frac{\nu^{\prime}-\lambda^{\prime}}{2 r}\right)+\Lambda}  \tag{95.13}\\
8 \pi \rho_{00} & =e^{-\lambda}\left(\frac{\lambda^{\prime}}{r}-\frac{1}{r^{2}}\right)+\frac{1}{r^{2}}-\Lambda \\
\frac{d p_{0}}{d r} & =-\frac{\left(\rho_{00}+p_{0}\right) \nu^{\prime}}{2}
\end{align*}
$$

or in the isotropic form

$$
\begin{align*}
d s^{2} & =-e^{\mu}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+e^{\nu} d t^{2}  \tag{95.14}\\
\mu & =\mu(r) \quad \nu=\nu(r)
\end{align*}
$$

with

$$
\begin{align*}
8 \pi p_{0} & =e^{-\mu}\left(\frac{\mu^{\prime 2}}{4}+\frac{\mu^{\prime} \nu^{\prime}}{2}+\frac{\mu^{\prime}+\nu^{\prime}}{r}\right)+\Lambda \\
8 \pi p_{0} & =e^{-\mu}\left(\frac{\mu^{\prime \prime}}{2}+\frac{\nu^{\prime \prime}}{2}+\frac{\nu^{\prime 2}}{4}+\frac{\mu^{\prime}+\nu^{\prime}}{2 r}\right)+\Lambda  \tag{95.15}\\
8 \pi \rho_{00} & =-e^{-\mu\left(\mu^{\prime \prime}+\frac{\mu^{\prime 2}}{4}+\frac{2 \mu^{\prime}}{r}\right)-\Lambda} \\
\frac{d p_{0}}{d r} & =-\frac{\left(\rho_{00}+p_{0}\right) \nu^{\prime \prime}}{2}
\end{align*}
$$

It should be noted, moreover, is using equations (95.13) or (95.15) to determine the form of line element in terms of the distribution of density and pressure that they only express three original conditions. In solving the equations, this then permits us when desired to substitute, in place of the more complicated of the two expressions for pressure, the much simpler and physically more illuminating expression for pressure gradient.

## 96. Schwarzschild's exterior and interior solutions

Before proceeding to more complicated line elements, we may now. illustrate the method of using the relations given in the preceding section in order to obtain actual solutions for the form of line element. In § 82 we have already used the relations (95.3) to obtain the line element surrounding an attracting point particle. The solution obtained, however, is equally applicable to the empty space surrounding a finite static system having spherical symmetry, and we may call the result Schwarzschild's exterior solution.

To obtain this exterior solution, we may take the line element as being in the form (95.1) already discussed

$$
\begin{equation*}
d s^{2}=-e^{\lambda} d r^{2}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+e^{\nu} d t^{2} \tag{96.1}
\end{equation*}
$$

and then set all the components of the energy-momentum tensor which are given by (95.3) as equal to zero in the empty space surrounding the sphere of matter. This will provide us with the three differential equations

$$
\begin{gather*}
-e^{-\lambda}\left(\frac{\nu^{\prime}}{r}+\frac{1}{r^{2}}\right)+\frac{1}{r^{2}}-\Lambda=0 \\
-e^{-\lambda}\left(\frac{\nu^{\prime \prime}}{2}-\frac{\lambda^{\prime} \nu^{\prime}}{4}+\frac{\nu^{\prime 2}}{4}+\frac{\nu^{\prime}-\lambda^{\prime}}{2 r}\right)-\Lambda=0  \tag{96.2}\\
e^{-\lambda}\left(\frac{\lambda^{\prime}}{r}-\frac{1}{r^{2}}\right)+\frac{1}{r^{2}}-\Lambda=0,
\end{gather*}
$$

which are readily found to be satisfied by the solution previously given, corresponding to the line element

$$
\begin{equation*}
d s^{2}=-\frac{d r^{2}}{1-\frac{2 m}{r}-\frac{\Lambda r^{2}}{3}}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+\left(1-\frac{2 m}{r}-\frac{\Lambda r^{2}}{3}\right) d t^{2} \tag{96.3}
\end{equation*}
$$

where $2 m$ is a constant.
This form of solution is to be taken as valid everywhere in the empty space outside the sphere of matter, and must be continued inside the sphere by another form of solution which will depend on the properties of the matter composing the sphere. To obtain such an interior solution for a particular case, we may assume with Schwarzschild $\dagger$ that the material composing the sphere consists of an incompressible perfect fluid of constant proper density $\rho_{00}$. In accordance

[^43]with (95.13) We can then write
\[

$$
\begin{align*}
8 \pi p_{0} & =e^{-\lambda}\left(\frac{\nu^{\prime}}{r}+\frac{1}{r^{2}}\right)-\frac{1}{r^{2}}+\Lambda  \tag{96.4}\\
8 \pi \rho_{00} & =e^{-\lambda}\left(\frac{\lambda^{\prime}}{r}-\frac{1}{r^{2}}\right)+\frac{1}{r^{2}}-\Lambda  \tag{96.5}\\
\frac{d p_{0}}{d r} & =-\frac{\left(\rho_{00}+p_{0}\right) \nu^{\prime}}{2}, \tag{96.6}
\end{align*}
$$
\]

as equations for the interior of the sphere, which are to be solved under the conditions that the pressure be zero at the boundary of the sphere, and that the density $\rho_{00}$ be constant inside this boundary.

As a result of the constancy of $\rho_{00}$ and $\Lambda$ we can immediately integrate the second of these equations (96.5) and obtain

$$
e^{-\lambda}=1-\frac{\Lambda+8 \pi \rho_{00}}{3} r^{2}+\frac{C}{r}
$$

as can readily be verified by redifferentiation, $C$ being a constant of integration; and to remove singularities at the origin, we shall assign the value zero to this constant and write the desired solution for $\lambda$ in the form

$$
\begin{equation*}
e^{-\lambda}=1-\frac{r^{2}}{R^{2}} \quad \text { with } \quad R^{2}=\frac{3}{\Lambda+8 \pi \rho_{00}} \tag{96.7}
\end{equation*}
$$

To obtain a solution for $\nu$ we may first integrate equation (96.6), which on account of the constancy of $\rho_{00}$, will give us the simple result

$$
\left(\rho_{00}+p_{0}\right)=\text { const. } e^{-i \nu}
$$

Combining this with the expressions for $p_{0}$ and $\rho_{00}$ given by (96.4) and (96.5) we obtain

$$
e^{\star \nu} e^{-\lambda}\left(\frac{\lambda^{\prime}}{r}+\frac{\nu^{\prime}}{r}\right)=\text { const. }
$$

and, substituting the value for $e^{-\lambda}$ given by (96.7), this becomes

$$
e^{\geq v}\left(\frac{2}{R^{2}}+\frac{\nu^{\prime}}{r}-\frac{r \nu^{\prime}}{R^{2}}\right)=\text { const. }
$$

which will be seen to have the solution

$$
\begin{equation*}
e^{\frac{\downarrow}{} \nu}=A-B \sqrt{ }\left(1-r^{2} / R^{2}\right), \tag{96.8}
\end{equation*}
$$

where $A$ and $B$ are the two constants of integration.
In accordance with (96.7) and (96.8) we can then write Schwarzschild's interior solution for a fluid sphere of constant density $\rho_{00}$ in
the form

$$
\begin{equation*}
d s^{2}=-\frac{d r^{2}}{1-r^{2} / R^{2}}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+\left[A-B \sqrt{ }\left(1-r^{2} / R^{2}\right)\right]^{2} d t^{2} \tag{96.9}
\end{equation*}
$$

or substituting

$$
\begin{equation*}
\sin \chi=\frac{r}{R} \tag{96.10}
\end{equation*}
$$

we can also write it in the form

$$
\begin{equation*}
d s^{2}=-R^{2}\left(d \chi^{2}+\sin ^{2} \chi d \theta^{2}+\sin ^{2} \chi \sin ^{2} \theta d \phi^{2}\right)+(A-B \cos \chi)^{2} d t^{2} \tag{96.11}
\end{equation*}
$$

which shows that the spatial geometry inside the fluid is that for the 'surface' of a sphere in four dimensions.

The pressure corresponding to the line element (96.9) is found with the help of (96.4) to be given by

$$
\begin{equation*}
8 \pi p_{0}=\frac{1}{R^{2}}\left(\frac{3 B \sqrt{ }\left(1-r^{2} / R^{2}\right)-A}{A-\bar{B} \sqrt{\left(1-r^{2} / R^{2}\right)}}\right)+\Lambda . \tag{96.12}
\end{equation*}
$$

Neglecting terms containing $\Lambda$ which can in any case only be of importance at great distances from the origin, we can then make the pressure equal to zero at the boundary of the sphere $r=r_{1}$, and make the interior solution (96.9) agree at this radius with the exterior solution (96.3) by assigning the following values to the constants in the expressions
which completes the solution of the problem.
In order for the solution to be real we must have

$$
\begin{equation*}
r_{1}^{2}<R^{2}, \quad r_{1}^{2}<\underset{8 \pi \rho_{00}}{3}, \quad 2 m<r_{1} \tag{96.14}
\end{equation*}
$$

which puts an upper limit on the possible sizo of a sphere of given density, and on the mass of a sphere of given radius. These limils are very generous, howover, and have so far led to no confliot with astrophysical obsorvation.

## 97. The energy of a sphere of perfect fluid

Before leaving the discussion of spheres of fluid, it will also be of interest to show the possibility of obtaining a very simple expression for their total energy when in a quasi-statio state. $\dagger$

[^44]To do this it will be simplest to consider the line element in the isotropio form

$$
\begin{gather*}
d s^{2}=-e^{\mu}\left(d x^{2}+d y^{2}+d z^{2}\right)+e^{\nu} d t^{2} \\
\mu=\mu(r) \quad \nu=\nu(r) \quad r=\sqrt{ }\left(x^{2}+y^{2}+z^{2}\right) . \tag{97.1}
\end{gather*}
$$

Since the coordinates $x, y, z, t$ for this form of line element are evidently of the quasi-Galilean type, which become Galilean at great distances from the origin, we can then write in accordance with (92.4)

$$
\begin{align*}
U & =\iiint\left(\mathfrak{T}_{4}^{4}-\mathfrak{T}_{1}^{1}-\mathfrak{T}_{2}^{2}-\mathfrak{I}_{3}^{3}\right) d x d y d z \\
& =\iiint\left(T_{4}^{4}-T_{1}^{1}-T_{2}^{2}-T_{8}^{3}\right) e^{(3 \mu+\nu)} d x d y d z, \tag{97.2}
\end{align*}
$$

as an expression in these coordinates for the energy of a sphere of fluid having the above line element. We can substitute, moreover, for the component of the energy-momentum tensor the expressions in terms of density $\rho_{00}$ and pressure $p_{0}$ given by (95.10), and rewrite the energy in the form

$$
\begin{equation*}
U=\iiint\left(\rho_{00}+3 p_{0}\right) e^{z^{(3 \mu+\nu)}} d x d y d z . \tag{97.3}
\end{equation*}
$$

Or finally, noting that the proper spatial volume, corresponding to a coordinate range $d x d y d z$, will be

$$
\begin{equation*}
d V_{0}=e^{\boldsymbol{\dagger} \mu} d x d y d z, \tag{97.4}
\end{equation*}
$$

we can re-express the energy for a static sphere of perfect fluid in the simple and physically understandable form

$$
\begin{equation*}
U=\int\left(\rho_{00}+3 p_{0}\right) e^{i v} d V_{0} \tag{97.5}
\end{equation*}
$$

where the integration is to be taken over the whole proper volume of the sphere.

In the case of weak enough fields, i.e. small enough spheres so that the Newtonian theory of gravitation can be regarded as a satisfactory approximation, it is interesting to show that the above expression for energy would reduce to what might be expected on the basis of Newtonian ideas.

In weak flelds, in accordance with (80.9), we can take the ordinary Newtonian potential $\psi$ as given by the expression $\dagger$

$$
\psi=\frac{1}{2}\left(g_{44}-1\right)=\frac{1}{2}\left(e^{\nu}-1\right) \simeq \frac{1}{2} \nu,
$$

$\dagger$ Where $c$ in (80.9) has been set equal to one to correspond to our present units.
and hence can make the approximate substitution

$$
\begin{equation*}
e^{\ddagger \nu}=1+\psi \tag{97.6}
\end{equation*}
$$

in the formula for the energy of the sphere given by (97.5). This then gives us

$$
\begin{align*}
U & =\int\left(\rho_{00}+3 p_{0}\right)(1+\psi) d V_{0} \\
& =\int \rho_{00} d V_{0}+\int \rho_{00} \psi d V_{0}+3 \int p_{0} d V_{0}+3 \int p_{0} \psi d V_{0} . \tag{97.7}
\end{align*}
$$

This expression can be changed, however, into a more recognizable form. Since for weak fields $\psi$ will be small compared with unity, and $p_{0}$ for ordinary matter small compared with $\rho_{00}$, we can neglect the last term in (97.7) in comparison with the other terms, and can drop the subscripts $(0)$ in the second and third terms which specify a proper system of coordinates for the measurement of quantities. We then have

$$
\begin{equation*}
U=\int \rho_{00} d V_{0}+\int \rho \psi d V+3 \int p d V \tag{97.8}
\end{equation*}
$$

On the basis of Newtonian theory, moreover, we can make a further substitution. Integrating over the total volume of the sphere contained within its radius $r_{1}$, we can write

$$
\begin{aligned}
3 \int p d V & =3 \int_{0}^{r_{1}} 4 \pi r^{2} p d r \\
& =\left|4 \pi r^{3} p\right|_{0}^{r_{1}}-\int_{0}^{r_{1}} 4 \pi r^{3} d p \\
& =-\int_{0}^{r_{1}} 4 \pi r^{3} d p
\end{aligned}
$$

since the pressure will fall to zero on the boundary of the sphere at $r_{1}$. And since $-4 \pi r^{2} d p$ is the total radial force acting outward on the spherical shell of material $d M_{r}$ lying between the radii $r$ and $r+d r$, we can equate this to the gravitational attraction acting on this shell and write

$$
3 \int p d V=\int_{0}^{r} \frac{M_{r}}{r} d M_{r}
$$

Or finally, since the right-hand side of this expression is evidently the work which would be necessary to remove the total material of the
shell to infinity, we can substitute the usual expression for potential energy and write

$$
\begin{equation*}
3 \int p d V=-\int \frac{1}{2} \rho \psi d V \tag{97.9}
\end{equation*}
$$

Substituting (97.9) in (97.8), we then have for the total energy of the sphere

$$
\begin{equation*}
U=\int \rho_{00} d V_{0}+\int \frac{1}{2} \rho \psi d V \tag{97.10}
\end{equation*}
$$

We thus see, at the Newtonian level of approximation, that the relativistic formula for the total energy of a fluid sphere would reduce to the sum of the total proper energy and the usual Newtonian expression for potential gravitational energy. This satisfactory result can serve to increase our confidence in the practical advantages of Einstein's procedure in introducing the pseudo-tensor densities of potential gravitational energy and momentum $\mathrm{t}_{\mu}^{\nu}$.

## 98. Non-static line elements with spherical symmetry

We must now turn to the more complicated case of non-static line elements with spherical symmetry. In accordance with (94.6), we can then assume the solution to be of the standard form

$$
\begin{gather*}
d s^{2}=-e^{\lambda} d r^{2}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+e^{\nu} d t^{2} \\
\lambda=\lambda(r, t) \quad \nu=\nu(r, t) . \tag{98.1}
\end{gather*}
$$

The Christoffel symbols corresponding to this form of line element are found to be

$$
\begin{array}{ll}
\{11,1\}=\frac{1}{2} \lambda^{\prime} & \{21,2\}=1 / r \\
\{11,4\}=\frac{1}{2} e^{\lambda-\nu} \dot{\lambda} & \{22,1\}=-r e^{-\lambda} \\
\{12,2\}=1 / r & \{23,3\}=\cot \theta \\
\{13,3\}=1 / r & \\
\{14,1\}=\frac{1}{2} \dot{\lambda} & \\
\{14,4\}=\frac{1}{2} \nu^{\prime} & \\
\{31,3\}=1 / r & \{41,1\}=\frac{1}{2} \dot{\lambda} \\
\{32,3\}=\cot \theta & \{41,4\}=\frac{1}{2} \nu^{\prime} \\
\{33,1\}=-r \sin ^{2} \theta e^{-\lambda} & \{44,1\}=\frac{1}{2} e^{\nu-\lambda^{\prime}}  \tag{98.2}\\
\{33,2\}=-\sin \theta \cos \theta & \{44,4\}=\frac{1}{2} \dot{\nu},
\end{array}
$$

where the accents indicate differentiation with respect to $r$ and the dots with respect to $t$, and all further three-index symbols vanish.

Using these values of the three-index symbols, the components of the energy-momentum tensor which do not vanish are then found to have the values $\dagger$

$$
\begin{aligned}
& 8 \pi T_{1}^{1}=-e^{-\lambda}\left(\frac{v^{\prime}}{r}+\frac{1}{r^{2}}\right)+\frac{1}{r^{2}}-\Lambda \\
& 8 \pi T_{2}^{2}=8 \pi T_{8}^{8}=-e^{-\lambda\left(\frac{v^{\prime \prime}}{2}-\frac{\lambda^{\prime} \nu^{\prime}}{4}+\frac{\nu^{\prime 2}}{4}+\frac{\nu^{\prime}-\lambda^{\prime}}{2 r}\right)+e^{-\nu}\left(\frac{\ddot{\lambda}}{2}+\frac{\dot{\lambda}^{2}}{4}-\frac{\dot{\lambda}_{\nu}}{4}\right)-\Lambda} \begin{array}{l}
8 \pi T_{4}^{4}=e^{-\lambda}\left(\frac{\lambda^{\prime}}{r}-\frac{1}{r^{2}}\right)+\frac{1}{r^{2}}-\Lambda \\
8 \pi T_{4}^{1}=-e^{-\lambda} \frac{\dot{\lambda}}{r} \\
8 \pi T_{1}^{4}=e^{-\nu} \frac{\dot{\lambda}}{r}
\end{array} .
\end{aligned}
$$

It is interesting to compare these expressions for the components of the energy-momentum tensor with the corresponding ones (95.3) for the static case. As has been pointed out by Lemaître it will be noted that the difference lies only in the added term in the components of transverse stress $T_{2}^{2}$ and $T_{3}^{8}$ and the appearance of the new components $T_{4}^{1}$ and $T_{1}^{4}$. Roughly speaking, we can then say that the change from the static to the non-static case corresponds to the appearance of a transverse wave coupled with a radial flow of energy.

We could, of course, also use isotropic coordinates in the case of spherical symmetry, and assume the solution in accordance with (94.8) to be of the form

$$
\begin{gather*}
d s^{2}=-e^{\mu}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+e^{\nu} d t^{2} \\
\mu=\mu(r, t) \quad \nu=\nu(r, t) . \tag{98.4}
\end{gather*}
$$

The Christoffel symbols corresponding to this form of line element are found to be

$$
\begin{array}{ll}
\{11,1\}=\frac{1}{2} \mu^{\prime} & \{21,2\}=1 / r+\frac{1}{2} \mu^{\prime} \\
\{11,4\}=\frac{1}{2} e^{\mu-\nu} \dot{\mu} & \{22,1\}=-\left(r+\frac{1}{2} r^{2} \mu^{\prime}\right) \\
\{12,2\}=1 / r+\frac{1}{2} \mu^{\prime} & \{22,4\}=\frac{1}{2} r^{2} e^{\mu-\nu} \dot{\mu}
\end{array}
$$

$\dagger$ The above values for the Christoffel three-index symbols and for the components of the energy-momentum tensor were calculated by Dr. Boris Podolsky and the present writer. The values of the $T_{\mu}^{\nu}$ agree with those obtained for this same line element by Lemaitre, Monthly Notices, 91,490 (1931).

$$
\begin{array}{ll}
\{13,3\}=1 / r+\frac{1}{2} \mu^{\prime} & \{23,3\}=\cot \theta \\
\{14,1\}=\frac{1}{2} \dot{\mu} & \{24,2\}=\frac{1}{2} \dot{\mu} \\
\{14,4\}=\frac{1}{2} \nu^{\prime} & \\
\{31,3\}=1 / r+\frac{1}{2} \mu^{\prime} & \{41,1\}=\frac{1}{2} \dot{\mu} \dot{ } \\
\{32,3\}=\cot \theta & \{41,4\}=\frac{1}{2} \nu^{\prime}  \tag{98.5}\\
\{33,1\}=-\left(r+\frac{1}{2} r^{2} \mu^{\prime}\right) \sin ^{2} \theta & \{42,2\}=\frac{1}{2} \dot{\mu} \\
\{33,2\}=-\sin \theta \cos \theta & \{43,3\}=\frac{1}{2} \dot{\mu} \\
\{33,4\}=\frac{1}{2} r^{2} \sin ^{2} \theta e^{\mu-\nu} \dot{\mu} & \{44,1\}=\frac{1}{2} e^{\nu-\mu_{\nu^{\prime}}} \\
\{34,3\}=\frac{1}{2} \dot{\mu} & \{44,4\}=\frac{1}{2} \dot{\nu},
\end{array}
$$

where accents again denote differentiation with respect to $r$ and dots with respect to $t$, and all further three-index symbols vanish.

The non-vanishing components of the energy-momentum tensor corresponding to this form of line element are $\dagger$
$8 \pi T_{1}^{1}=-e^{-\mu}\left(\frac{\mu^{\prime 2}}{4}+\frac{\mu^{\prime} \nu^{\prime}}{2}+\frac{\mu^{\prime}+\nu^{\prime}}{r}\right)+e^{-\nu}\left(\ddot{\mu}+\frac{3}{4} \dot{\mu}^{2}-\frac{\dot{\mu} \dot{\nu}}{2}\right)-\Lambda$
$8 \pi T_{2}^{2}=8 \pi T_{3}^{3}=-e^{-\mu}\left(\frac{\mu^{\prime \prime}}{2}+\frac{\nu^{\prime \prime}}{2}+\frac{\nu^{\prime 2}}{4}+\frac{\mu^{\prime}+\nu^{\prime}}{2 r}\right)+e^{-\nu}\left(\ddot{\mu}+\frac{3}{4} \dot{\mu}^{2}-\frac{\dot{\mu} \dot{\nu}}{2}\right)-\Lambda$
$8 \pi T_{4}^{4}=-e^{-\mu}\left(\mu^{\prime \prime}+\frac{\mu^{\prime 2}}{4}+\frac{2 \mu^{\prime}}{r}\right)+\frac{9}{4} e^{-\nu} \dot{\mu}^{2}-\Lambda$
$8 \pi T_{4}^{1}=e^{-\mu}\left(\dot{\mu}^{\prime}-\frac{\dot{\mu} \nu^{\prime}}{2}\right)$
$8 \pi T_{1}^{4}=-e^{-\nu}\left(\dot{\mu}^{\prime}-\frac{\dot{\mu} \nu^{\prime}}{2}\right)$.

## 99. Birkhoff's theorem

The expressions (98.3) for the energy-momentum tensor corresponding to the standard form of line element (98.1) make it easy to derive an interesting theorem originally due to Birkhoff. $\ddagger$

Consider a spherically symmetrical mass of material surrounded by empty space free from matter or radiation. Since all the components

[^45]of the energy-momentum tensor will have to be zero in this empty space, we shall have to have
\[

$$
\begin{equation*}
\dot{\lambda}=0 \tag{99.1}
\end{equation*}
$$

\]

in the space surrounding the sphere of material, as a result of the appearance of $\dot{\lambda}$ in the expressions for $T_{4}^{11}$ and $T_{1}^{4}$ in (98.3).

With $\dot{\lambda}=0$, however, it will be seen that the expressions for the energy-momentum tensor (98.3) become identical in form with those for the static case given by (95.3), and hence in the empty space surrounding the sphere will again give Schwarzschild's exterior solution (see § 96)

$$
\begin{equation*}
e^{-\lambda}=e^{\nu}=1-\frac{2 m}{r}-\frac{\Lambda r^{2}}{3} \tag{99.2}
\end{equation*}
$$

where $m$ will again have to be a constant independent of the time to preserve the truth of (99.1).

Hence the condition of spherical symmetry alone is sufficient to secure Schwarzschild's static exterior solution for the empty space surrounding a sphere of material. And spherically symmetrical pulsations could take place in the sphere without any loss of mass or energy due to gravitational waves. For an actual loss of energy we should have to give up the requirement of empty space surrounding the sphere, and permit an actual flow of matter or radiation.

## 100. A more general line element

To conclude the present chapter, we may finally give the Christoffel symbols and components of the energy-momentum tensor corresponding to a very general form of line element, which have been computed by Dingle. $\dagger$

For the line element we shall write

$$
\begin{equation*}
d s^{2}=-A\left(d x^{1}\right)^{2}-B\left(d x^{2}\right)^{2}-C\left(d x^{3}\right)^{2}+D\left(d x^{4}\right)^{2} \tag{100.1}
\end{equation*}
$$

where $A, B, C$, and $D$ can be any functions of the coordinates, all four of them being regarded as essentially positive quantities so that $x^{1}, x^{2}, x^{3}$ will be space-like coordinates and $x^{4}$ time-like. This line element is more general than any of the previous ones which we have considered. It assumes the possibility of eliminating cross produots, but does not require spherical symmetry.

The Christoffel symbols corresponding to this line element are

| $\frac{1}{2 A} \frac{\partial A}{\partial x^{1}}$ | $\left.\{21, \mathrm{l}\}=+\frac{1}{2 A} \frac{\partial A}{\partial x^{2}}\right\}$ | $\left\|\{31,1\}=+\frac{1}{2 A} \frac{\partial A}{\partial x^{3}}\right\|$ | $\frac{A}{x^{4}}$ |
| :---: | :---: | :---: | :---: |
| $2\}=-\frac{1}{2 B} \frac{\partial A}{\partial x^{2}}$ | $\{21,2\}=+\frac{1}{2 B} \frac{\partial B}{\partial x^{1}}$ | \{31, | $\{41,2\}=0$ |
| $, 3\}=-\frac{1}{2 O} \frac{\partial A}{\partial x^{8}}$ | \{21, | $\{31,3\}=+\frac{1}{2 O} \frac{\partial O}{\partial x^{1}}$ | \{41, |
| $\frac{1}{2 D} \frac{\partial A}{\partial x^{A}}$ | \{21,4 |  |  |
| $\frac{1}{2 A} \frac{\partial A}{\partial x^{2}}$ | $\{22,1\}=-\frac{1}{2 A} \frac{\partial B}{\partial x^{1}}$ |  |  |
| $\{12,2\}=+\frac{1}{2 B} \frac{\partial B}{\partial x^{1}}$ |  |  |  |
|  | $\{22,3\}=-\frac{1}{2 \sigma} \frac{\partial B}{\partial x^{3}}$ | ,3\} $=+\frac{1}{2 C} \frac{\partial C}{\partial x^{2}}$ | \{42 |
| $\{12,4\}=0$ |  |  |  |
| $4$ |  | $\{33,1\}=-\frac{1}{2 A} \frac{\partial C}{\partial x^{1}}$ |  |
| $\{13,2\}=0$ |  | $\{33,2\}=-\frac{1}{2 B} \frac{\partial C}{\partial x^{2}}$ | \{43 |
| $\{13,3\}=+\frac{1}{2 O} \frac{\partial O}{\partial x^{2}}$ |  |  | $\{43,3\}$ |
|  |  | $\}=+\frac{1}{2 D} \frac{\partial O}{\partial x^{4}}$ |  |
| $\left.\{14,1\}=+\frac{1}{2 A} \frac{\partial A}{\partial x^{4}} \right\rvert\,$ |  |  |  |
|  |  |  | (14,2) |
| , 3 | $\{24,3\}=0$ | $\{34,3\}=+\frac{1}{2 C} \frac{\partial C}{\partial x^{4}}$ | $\{44,3\}=+\frac{1}{2 C} \frac{\partial D}{\partial x^{3}}$ |
| $4,4\}=+\frac{1}{2 D} \frac{\partial D}{\partial x^{1}}$ | $\{24,4\}=+\frac{1}{2 D} \frac{\partial D}{\partial x^{2}}$ | $\{34,4\}=+\frac{1}{2 D} \frac{\partial D}{\partial x^{3}}$ | $\{44,4\}=+\frac{1}{2 D} \frac{\partial D}{\partial x^{4}}$ |

(100.2)
and the components of the energy-momentum tensor $T_{\mu}^{\nu}$ are

$$
\begin{aligned}
& -8 \pi T_{1}^{1}=\frac{1}{2}\left[\frac{1}{B C}\left(\frac{\partial^{2} B}{\partial\left(x^{3}\right)^{2}}+\frac{\partial^{2} C}{\partial\left(x^{2}\right)^{2}}\right)-\frac{1}{B D}\left(\frac{\partial^{2} B}{\partial\left(x^{4}\right)^{2}}-\frac{\partial^{2} D}{\partial\left(x^{2}\right)^{2}}\right)-\right. \\
& \left.-\frac{1}{C D}\left(\frac{\partial^{2} C}{\partial\left(x^{4}\right)^{2}}-\frac{\partial^{2} D}{\partial\left(x^{3}\right)^{2}}\right)\right]- \\
& -\frac{1}{4}\left[\frac{1}{B C^{2}}\left\{\frac{\partial B}{\partial x^{3}} \frac{\partial C}{\partial x^{3}}+\left(\frac{\partial C}{\partial x^{2}}\right)^{2}\right\}+\frac{1}{C B^{2}}\left(\frac{\partial C}{\partial x^{2}} \frac{\partial B}{\partial x^{2}}+\left(\frac{\partial B}{\partial x^{3}}\right)^{2}\right\}-\right. \\
& -\frac{1}{B D^{2}}\left(\frac{\partial B}{\partial x^{4}} \frac{\partial D}{\partial x^{4}}-\left(\frac{\partial D}{\partial x^{2}}\right)^{2}\right\}+\frac{1}{D B^{2}}\left(\frac{\partial D}{\partial x^{2}} \frac{\partial B}{\partial x^{2}}-\left(\frac{\partial B}{\partial x^{4}}\right)^{2}\right\}-
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{1}{C D^{2}}\left(\frac{\partial C}{\partial x^{4}} \frac{\partial D}{\partial x^{4}}\left(-\frac{\partial D}{\partial x^{3}}\right)^{2}\right)+\frac{1}{D C^{2}}\left(\frac{\partial D}{\partial x^{3}} \frac{\partial C}{\partial x^{3}}\left(-\frac{\partial C}{\partial x^{4}}\right)^{2}\right)- \\
& -\frac{1}{B C D}\left(\frac{\partial C}{\partial x^{2}} \frac{\partial D}{\partial x^{2}}+\frac{\partial B}{\partial x^{3}} \frac{\partial D}{\partial x^{3}}-\frac{\partial B}{\partial x^{4}} \frac{\partial C}{\partial x^{4}}\right)-\frac{1}{A B C}{ }^{\circ} \frac{\partial B}{\partial x^{4}} \frac{\partial C}{\partial x^{1}}- \\
& \left.-\frac{1}{A B D} \frac{\partial B}{\partial x^{2}} \frac{\partial D}{\partial x^{1}}-\frac{1}{A C D} \frac{\partial C}{\partial x^{2}} \frac{\partial D}{\partial x^{2}}\right]+\Lambda \\
& -8 \pi T_{2}^{12}=\frac{1}{2}\left[\frac{1}{A C}\left(\frac{\partial^{2} A}{\partial\left(x^{3}\right)^{2}}+\frac{\partial^{2} C}{\partial\left(x^{2}\right)}{ }^{2}\right)-\frac{1}{A D}\left(\frac{\partial^{2} A}{\partial\left(x^{4}\right)^{2}}-\frac{\partial^{2} D}{\partial\left(x^{1}\right)}\right)^{2}\right)- \\
& \left.\left.-\frac{1}{O D}\left(\frac{\partial^{2} C}{\partial\left(x^{4}\right)^{2}}-\frac{\partial^{2} D}{\partial\left(x^{3}\right)}\right)^{2}\right)\right]- \\
& -\frac{1}{4}\left[\frac{1}{A C^{2}}\left(\frac{\partial A}{\partial x^{3}} \frac{\partial C}{\partial x^{3}}+\left(\frac{\partial C}{\partial x^{2}}\right)^{2}\right\}+\frac{1}{C A^{2}}\left(\frac{\partial C}{\partial x^{1}} \frac{\partial A}{\partial x^{1}}+\left(\frac{\partial A}{\partial x^{3}}\right)\right\}-\right. \\
& -\frac{1}{A D^{2}}\left(\frac{\partial A}{\partial x^{4}} \frac{\partial D}{\partial x^{4}}-\left(\frac{\partial D}{\partial x^{2}}\right)^{2}\right\}+\frac{1}{D A^{2}}\left(\frac{\partial D}{\partial x^{2}} \frac{\partial A}{\partial x^{1}}-\left(\frac{\partial A}{\partial x^{4}}\right)^{2}\right\}- \\
& \left.\left.-\frac{1}{C D^{2}} \frac{\partial C}{\partial x^{4}} \frac{\partial D}{\partial x^{4}}-\left(\frac{\partial D}{\partial x^{3}}\right)^{2}\right\}+\frac{1}{D C^{2}} \frac{\partial D}{\partial x^{3}} \frac{\partial D}{\partial x^{3}}\left(\frac{\partial C}{\partial x^{4}}\right)^{2}\right\}- \\
& -\frac{1}{A C D}\left(\frac{\partial C}{\partial x^{2}} \frac{\partial D}{\partial x^{1}}+\frac{\partial A}{\partial x^{3}} \frac{\partial D}{\partial x^{3}}-\frac{\partial A}{\partial x^{4}} \frac{\partial C}{\partial x^{4}}\right)-\frac{1}{A B C} \frac{\partial A}{\partial x^{2}} \frac{\partial C}{\partial x^{2}}- \\
& \left.-\frac{1}{A B D} \frac{\partial A}{\partial x^{2}} \frac{\partial D}{\partial x^{2}}-\frac{1}{B C D} \frac{\partial C}{\partial x^{2}} \frac{\partial D}{\partial x^{2}}\right]+\Lambda \\
& -8 \pi T_{\mathrm{s}}^{\mathrm{s}}=\frac{1}{2}\left[\frac{1}{A B}\left(\frac{\partial^{2} A}{\partial\left(x^{2}\right)^{2}}+\frac{\partial^{2} B}{\left.\partial\left(x^{1}\right)^{1}\right)^{2}}\right)-\frac{1}{A D}\left(\frac{\partial^{2} A}{\partial\left(x^{1}\right)^{2}}-\frac{\partial^{2} D}{\partial\left(x^{1}\right)^{2}}\right)-\right. \\
& \left.-\frac{1}{B D}\left(\frac{\partial^{2} B}{\left.\partial\left(x^{2}\right)^{2}\right)^{2}}-\frac{\partial^{2} D}{\partial\left(x^{2}\right)}\right)^{2}\right]- \\
& -\frac{1}{4}\left[\frac{1}{A B^{2}}\left(\frac{\partial A}{\partial x^{2}} \frac{\partial B}{\partial x^{2}}+\left(\frac{\partial B}{\partial x^{2}}\right)^{2}\right)+\frac{1}{B A^{2}}\left(\frac{\partial B}{\partial x^{2}} \frac{\partial A}{\partial x^{2}}+\left(\frac{\partial A}{\partial x^{2}}\right)\right\}-\right. \\
& -\frac{1}{A D^{2}}\left(\frac{\partial A}{\partial x^{4}} \frac{\partial D}{\partial x^{4}}\left(\frac{\partial D}{\partial x^{2}}\right)^{2}\right\}+\frac{1}{D A^{2}}\left(\frac{\partial D}{\partial x^{1}} \frac{\partial A}{\partial x^{1}}-\left(\frac{\partial A}{\partial x^{4}}\right)^{2}\right)- \\
& \left.-\frac{1}{B D^{2}}\left(\frac{\partial B}{\partial x^{4}} \frac{\partial D}{\partial x^{4}}\left(-\frac{\partial D}{\partial x^{2}}\right)^{2}\right)+\frac{1}{D B^{2}} \frac{\partial D}{\partial x^{2}} \frac{\partial B}{\partial x^{2}}\left(\frac{\partial B}{\partial x^{4}}\right)^{2}\right)- \\
& -\frac{1}{A B D}\left(\frac{\partial B}{\partial x^{1}} \frac{\partial D}{\partial x^{1}}+\frac{\partial A}{\partial x^{2}} \frac{\partial D}{\partial x^{2}} \frac{\partial A}{\partial x^{4}} \frac{\partial B}{\partial x^{4}}\right)-\frac{1}{A B C} \frac{\partial A}{\partial x^{3}} \frac{\partial B}{\partial x^{3}}- \\
& \left.-\frac{1}{A C D} \frac{\partial A}{\partial x^{3}} \frac{\partial D}{\partial x^{3}}-\frac{1}{B C D} \frac{\partial B}{\partial x^{3}} \frac{\partial D}{\partial x^{3}}\right]+\Lambda
\end{aligned}
$$

$$
\begin{aligned}
&-8 \pi T_{4}^{4}=\frac{1}{2}\left[\frac{1}{A B}\left(\frac{\partial^{2} A}{\partial\left(x^{2}\right)^{2}}+\frac{\partial^{2} B}{\partial\left(x^{1}\right)^{2}}\right)+\frac{1}{A C}\left(\frac{\partial^{2} A}{\partial\left(x^{3}\right)^{2}}+\frac{\partial^{2} C}{\partial\left(x^{1}\right)^{2}}\right)+\right. \\
&+\left.+\left(\frac{\partial^{2} B}{\partial\left(x^{3}\right)^{2}}+\frac{\partial^{2} C}{\partial\left(x^{2}\right)^{2}}\right)\right]- \\
&- \frac{1}{4}\left[\frac{1}{A B^{2}}\left(\frac{\partial A}{\partial x^{2}} \frac{\partial B}{\partial x^{2}}+\left(\frac{\partial B}{\partial x^{1}}\right)^{2}\right\}+\frac{1}{B A^{2}}\left\{\frac{\partial B}{\partial x^{1}} \frac{\partial A}{\partial x^{1}}+\left(\frac{\partial A}{\partial x^{2}}\right)^{2}\right\}+\right. \\
&+ \frac{1}{A C^{2}}\left\{\frac{\partial A}{\partial x^{8}} \frac{\partial C}{\partial x^{3}}+\left(\frac{\partial C}{\partial x^{1}}\right)^{2}\right\}+\frac{1}{C A^{2}}\left\{\frac{\partial C}{\partial x^{1}} \frac{\partial A}{\partial x^{1}}+\left(\frac{\partial A}{\partial x^{3}}\right)^{2}\right\}+ \\
&+ \frac{1}{B C^{2}}\left\{\frac{\partial B}{\partial x^{3}} \frac{\partial C}{\partial x^{3}}+\left(\frac{\partial C}{\partial x^{2}}\right)^{2}\right\}+\frac{1}{C B^{2}}\left\{\frac{\partial C}{\partial x^{2}} \frac{\partial B}{\partial x^{2}}+\left(\frac{\partial B}{\partial x^{3}}\right)^{2}\right\}+ \\
&- \frac{1}{A B C}\left\{\frac{\partial B}{\partial x^{1}} \frac{\partial C}{\partial x^{1}}+\frac{\partial A}{\partial x^{2}} \frac{\partial C}{\partial x^{2}}+\frac{\partial A}{\partial x^{3}} \frac{\partial B}{\partial x^{3}}\right\}+\frac{1}{A B D} \frac{\partial A}{\partial x^{4}} \frac{\partial B}{\partial x^{4}}+ \\
&\left.+\frac{1}{A C D} \frac{\partial A}{\partial x^{4}} \frac{\partial C}{\partial x^{4}}+\frac{1}{B C D} \frac{\partial B}{\partial x^{4}} \frac{\partial C}{\partial x^{4}}\right]+\Lambda
\end{aligned}
$$

$-8 \pi A T_{2}^{1}=-8 \pi B T_{1}^{2}$

$$
\begin{aligned}
=- & \frac{1}{2}\left[\frac{1}{C} \frac{\partial^{2} C}{\partial x^{1} \partial x^{2}}+\frac{1}{D} \frac{\partial^{2} D}{\partial x^{1} \partial x^{2}}\right]+\frac{1}{4}\left[\frac{1}{C^{2}} \frac{\partial C}{\partial x^{1}} \frac{\partial C}{\partial x^{2}}+\frac{1}{D^{2}} \frac{\partial D}{\partial x^{1}} \frac{\partial D}{\partial x^{2}}+\right. \\
& \left.+\frac{1}{A C} \frac{\partial A}{\partial x^{2}} \frac{\partial C}{\partial x^{1}}+\frac{1}{A D} \frac{\partial A}{\partial x^{2}} \frac{\partial D}{\partial x^{1}}+\frac{1}{B C} \frac{\partial B}{\partial x^{1}} \frac{\partial C}{\partial x^{2}}+\frac{1}{B D} \frac{\partial B}{\partial x^{1}} \frac{\partial D}{\partial x^{2}}\right]
\end{aligned}
$$

$-8 \pi A T_{8}^{1}=-8 \pi C T_{1}^{8}$

$$
\begin{aligned}
=- & \frac{1}{2}\left[\frac{1}{B} \frac{\partial^{2} B}{\partial x^{1} \partial x^{3}}+\frac{1}{D} \frac{\partial^{2} D}{\partial x^{1} \partial x^{3}}\right]+\frac{1}{4}\left[\frac{1}{B^{2}} \frac{\partial B}{\partial x^{1}} \frac{\partial B}{\partial x^{3}}+\frac{1}{D^{2}} \frac{\partial D}{\partial x^{1}} \frac{\partial D}{\partial x^{3}}+\right. \\
& \left.+\frac{1}{A B} \frac{\partial A}{\partial x^{3}} \frac{\partial B}{\partial x^{1}}+\frac{1}{A D} \frac{\partial A}{\partial x^{3}} \frac{\partial D}{\partial x^{1}}+\frac{1}{C B} \frac{\partial C}{\partial x^{1}} \frac{\partial B}{\partial x^{8}}+\frac{1}{C D} \frac{\partial C}{\partial x^{1}} \frac{\partial D}{\partial x^{3}}\right]
\end{aligned}
$$

$-8 \pi B T_{8}^{2}=-8 \pi C T_{2}^{3}$

$$
\begin{aligned}
=- & \frac{1}{2}\left[\frac{1}{A} \frac{\partial^{2} A}{\partial x^{2} \partial x^{3}}+\frac{1}{D} \frac{\partial^{2} D}{\partial x^{2} \partial x^{3}}\right]+\frac{1}{4}\left[\frac{1}{A^{2}} \frac{\partial A}{\partial x^{2}} \frac{\partial A}{\partial x^{3}}+\frac{1}{D^{2}} \frac{\partial D}{\partial x^{2}} \frac{\partial D}{\partial x^{3}}+\right. \\
& \left.+\frac{1}{A B} \frac{\partial A}{\partial x^{2}} \frac{\partial B}{\partial x^{3}}+\frac{1}{A C} \frac{\partial A}{\partial x^{3}} \frac{\partial C}{\partial x^{2}}+\frac{1}{D B} \frac{\partial D}{\partial x^{2}} \frac{\partial B}{\partial x^{3}}+\frac{1}{D C} \frac{\partial D}{\partial x^{3}} \frac{\partial C}{\partial x^{2}}\right]
\end{aligned}
$$

$-8 \pi A T_{4}^{1}=+8 \pi D T_{1}^{4}$

$$
\begin{aligned}
=- & \frac{1}{2}\left[\frac{1}{B} \frac{\partial^{2} B}{\partial x^{1} \partial x^{4}}+\frac{1}{C} \frac{\partial^{2} C}{\partial x^{1} \partial x^{4}}\right]+\frac{1}{4}\left[\frac{1}{B^{2}} \frac{\partial B}{\partial x^{1}} \frac{\partial B}{\partial x^{4}}+\frac{1}{C^{2}} \frac{\partial C}{\partial x^{1}} \frac{\partial C}{\partial x^{4}}+\right. \\
& \left.+\frac{1}{A B} \frac{\partial A}{\partial x^{4}} \frac{\partial B}{\partial x^{1}}+\frac{1}{A C} \frac{\partial A}{\partial x^{4}} \frac{\partial C}{\partial x^{1}}+\frac{1}{D B} \frac{\partial D}{\partial x^{1}} \frac{\partial B}{\partial x^{4}}+\frac{1}{D C} \frac{\partial D}{\partial x^{1}} \frac{\partial C}{\partial x^{4}}\right]
\end{aligned}
$$

$-8 \pi B T_{4}^{2}=+8 \pi D T_{2}^{4}$

$$
\begin{aligned}
= & -\frac{1}{2}\left[\frac{1}{A} \frac{\partial^{2} A}{\partial x^{2} \partial x^{4}}+\frac{1}{C} \frac{\partial^{2} C}{\partial x^{2} \partial x^{4}}\right]+\frac{1}{4}\left[\frac{1}{A^{2}} \frac{\partial A}{\partial x^{2}} \frac{\partial A}{\partial x^{4}}+\frac{1}{C^{2}} \frac{\partial C}{\partial x^{2}} \frac{\partial C}{\partial x^{4}}+\right. \\
& \left.+\frac{1}{A B} \frac{\partial A}{\partial x^{2}} \frac{\partial B}{\partial x^{4}}+\frac{1}{A D} \frac{\partial A}{\partial x^{4}} \frac{\partial D}{\partial x^{2}}+\frac{1}{C B} \frac{\partial C}{\partial x^{2}} \frac{\partial B}{\partial x^{4}}+\frac{1}{D C} \frac{\partial D}{\partial x^{2}} \frac{\partial C}{\partial x^{4}}\right]
\end{aligned}
$$

$-8 \pi C T_{4}^{8}=+8 \pi D T_{3}^{4}$

$$
\begin{align*}
= & -\frac{1}{2}\left[\frac{1}{A} \frac{\partial^{2} A}{\partial x^{3} \partial x^{4}}+\frac{1}{B} \frac{\partial^{2} B}{\partial x^{3} \partial x^{4}}\right]+\frac{1}{4}\left[\frac{1}{A^{2}} \frac{\partial A}{\partial x^{3}} \frac{\partial A}{\partial x^{4}}+\frac{1}{B^{2}} \frac{\partial B}{\partial x^{3}} \frac{\partial B}{\partial x^{4}}+\right. \\
& \left.+\frac{1}{A C} \frac{\partial A}{\partial x^{3}} \frac{\partial C}{\partial x^{4}}+\frac{1}{A D} \frac{\partial A}{\partial x^{4}} \frac{\partial D}{\partial x^{8}}+\frac{1}{B C} \frac{\partial B}{\partial x^{3}} \frac{\partial C}{\partial x^{4}}+\frac{1}{B D} \frac{\partial B}{\partial x^{4}} \frac{\partial D}{\partial x^{3}}\right] \tag{100.3}
\end{align*}
$$

## VIII

## RELATIVISTIC ELECTRODYNAMICS

Part.I. THE COVARIANT GENERALIZATION OF ELECTRICAL THEORY

## 101. Introduction

In the present chapter we shall give a brief account of the extension of electrodynamios to general relativity which is customarily made and which can be based on the electrodynamics of special relativity already considered in Chapter IV. We shall also consider some applications which are of interest for our further work.

We shall first consider the relativistic generalization of the Lorentz electron theory in spite of the difficulties, which we have previously emphasized, that arise from the fact that the Lorentz theory is developed from a microscopic point of view and yet ignores those restrictions on a correct microscopic treatment which must eventually be introduced in accordance with the more recent development of quantum theory. We shall then give some attention to the generalization of the macroscopic theory developed in the second part of Chapter IV.

## 102. The generalized Lorentz electron theory. The field equations

In the special theory of relativity it was found in § 46 that the Maxwell-Lorentz field equations could be expressed in Galilean coordinates with the help of two vectors, the generalized potential $\phi^{\mu}$, whose components are given in terms of the ordinary vector potential A and scalar potential $\phi$, by the expression

$$
\begin{equation*}
\phi^{\mu}=\left(A_{x}, A_{y}, A_{z}, \phi\right), \tag{102.1}
\end{equation*}
$$

and the generalized current density $J^{\mu}$, whose components can be given in terms of proper charge density $\rho_{0}$ and coordinate velocity $d x^{\mu} / d s$, or in terms of densities of charge $\rho$ and current $\rho u$ referred to the coordinates being used, by the expressions

$$
\begin{equation*}
J^{\mu}=\rho_{0} \frac{d x^{\mu}}{d s}=\left(\rho \frac{u_{x}}{c}, \rho \frac{u_{y}}{c}, \rho \frac{u_{x}}{c}, \rho\right) . \tag{102.2}
\end{equation*}
$$

With the help of these vectors, the full content of the MaxwellLorentz field equations, using the Galilean coordinates permitted in
the special theory of relativity, can then be expressed by the two equations

$$
\begin{equation*}
F_{\mu \nu}=\frac{\partial \phi_{\mu}}{\partial x^{\nu}}-\frac{\partial \phi_{\nu}}{\partial x^{\mu}} \tag{102.3}
\end{equation*}
$$

where the first equation defines the antisymmetric electromagnetic field tensor $F_{\mu \nu}$ in terms of the potential, and the second equation relates the field tensor to the current vector.

The foregoing equations are to be taken as valid in the 'flat' spacetime of special relativity and are expressed in the Galilean coordinates which may then be used. In accordance with the principle of equivalence, however, the analogous general relativity equations must also reduce to this same form when expressed in natural coordinates for the particular point of interest. Hence it is reasonable to assume that the completely relativistic field equations can be taken as being merely the covariant re-expression of the above equations of the special theory.

The covariant re-expression of the above equations is very simple. The equations of definition for the generalized potential and current (102.1) and (102.2) will need no modification, since by defining these vectors in one system of coordinates they have then been definedwith the help of the rules for tensor transformation-in all systems of coordinates. To obtain the covariant re-expression for the two remaining equations, we shall have only to substitute covariant differentiation for ordinary differentiation and write as the electromagnetic field equations in general relativity

$$
\begin{equation*}
F_{\mu \nu}=\left(\phi_{\mu}\right)_{\nu}-\left(\phi_{\nu}\right)_{\mu}=\frac{\partial \phi_{\mu}}{\partial x^{\nu}}-\frac{\partial \phi_{\nu}}{\partial x^{\mu}} \tag{102.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(F^{\mu \nu}\right)_{\nu}=J^{\mu} \tag{102.6}
\end{equation*}
$$

where the first of these equations is not even changed in form, owing to the mutual cancellation of the two terms containing Christoffel symbols which arise from the indicated covariant differentiation.

## 103. The motion of a charged particle

In addition to the field equations we shall also need to include in the theory an expression describing the motion of charged particles. This must of course be a covariant generalization of the fifth fundamental equation of the Maxwell-Lorentz equation (41.4) for the force
acting on a moving particle. The desired expression can be taken as

$$
\begin{equation*}
\frac{d^{2} x^{\mu}}{d s^{2}}+\{\alpha \beta, \mu\} \frac{d x^{\alpha}}{d s} \frac{d x^{\beta}}{d s}+\frac{e}{m_{0}} F_{\alpha}^{\mu} \frac{d x^{\alpha}}{d s}=0 \tag{103.1}
\end{equation*}
$$

where $e / m_{0}$ is the ratio of the charge of the particle to its rest mass and $F_{\alpha}^{\mu}=g^{\mu \epsilon} F_{\varepsilon \alpha}$ is the electromagnetic field tensor already introduced. It will be seen that the equation gives expression to the combined action of the gravitational and electromagnetic fields on the particle.

To show that the above equation is a satisfactory generalization of the usual law of force for a charged particle, we must show in the first place that it is a covariant expression true in all coordinate systems if true in one, and in the second place that it reduces in natural coordinates to the usual equation for the force on a moving particle.

To show that it is a covariant expression, it is most convenient to note that it can evidently be rewritten in the form

$$
\begin{equation*}
\left[\left(\frac{d x^{\mu}}{d s}\right)_{\alpha}+\frac{e}{m_{0}} F_{\alpha}^{\mu}\right]\left(\frac{d x^{\alpha}}{d s}\right)=0 \tag{103.2}
\end{equation*}
$$

which is seen to be a tensor equation of rank one.
To show that it reduces in natural coordinates to the usual expression for electromagnetic force, we note that the Christoffel threeindex symbols will then be zero, corresponding to the disappearance of gravitational effects with respect to freely falling axes. Making use of the expressions for the field tensor $F_{\mu \nu}$ in natural coordinates given by (46.9), and remembering in accordance with (20.5) that we can take $d s / d t$ as the Lorentz factor of contraction $\sqrt{ }\left(1-u^{2}\right)$ where $u$ is the ordinary velocity of the particle in our present units, it will then be found that the four equations corresponding to (103.1) can be written in the familiar form

$$
\begin{align*}
& \frac{d}{d t}\left(\frac{m_{0} u_{x}}{\left.\sqrt{\left(1-u^{2}\right.}\right)}\right)=e E_{x}+e\left(u_{y} H_{x}-u_{x} H_{y}\right) \\
& \frac{d}{d t}\left(\frac{m_{0} u_{y}}{\sqrt{\left(1-u^{2}\right)}}\right)=e E_{y}+e\left(u_{z} H_{x}-u_{x} H_{z}\right)  \tag{103.3}\\
& \frac{d}{d t}\left(\frac{m_{0} u_{z}}{\sqrt{\left(1-u^{2}\right)}}\right)=e E_{z}+e\left(u_{x} H_{y}-u_{y} H_{x}\right) \\
& \frac{d}{d t}\left(\frac{m_{0}}{\sqrt{\left(1-u^{2}\right)}}\right)=e\left(u_{x} E_{x}+u_{y} E_{y}+u_{z} E_{z}\right)
\end{align*}
$$

which-in our present units-are seen to be the usual equations for the action of the electromagnetic field in changing the momentum and energy of the particle.

## 104. The energy-momentum tensor

To complete the translation of the Lorentz electrodynamics into relativistic form we must also have a covariant expression for the electromagnetic energy-momentum tensor. This is found to be given in terms of the field tensor $F_{\mu \nu}$ by the formula

$$
\begin{equation*}
\left[T^{\mu \nu}\right]_{e m}=-g^{\nu \beta} F^{\mu \alpha} F_{\beta \alpha}+\frac{l g^{\mu \nu} F^{\alpha \beta} F_{\alpha \beta} .}{} \tag{104.1}
\end{equation*}
$$

This expression is easily seen to satisfy the necessary requirements. The expression is evidently covariant since it is a tensor equation of rank two. And substituting the values given by (46.9) for the components of the field tensor in natural coordinates, we find that the above expression does reduce in such coordinates to the special relativity expression for the electromagnetic energy-momentum, tensor as previously given by (46.20) and (46.21). Thus typical examples for the components of $\left[T^{\mu \nu}\right]_{e m}$ are found, as would be expected in our present units which make $c=1$, to be given by

$$
\begin{align*}
& T^{11}=-\frac{1}{2}\left(E_{x}^{2}-E_{y}^{2}-E_{x}^{2}+H_{x}^{2}-H_{y}^{2}-H_{z}^{2}\right) \\
& T^{12}=-\left(E_{x} E_{y}+H_{x} H_{y}\right)  \tag{104.2}\\
& T^{14}=\left(E_{y} H_{z}-E_{z} H_{y}\right) \\
& T^{44}=\frac{1}{2}\left(E_{x}^{2}+E_{y}^{2}+E_{z}^{2}+H_{x}^{2}+H_{y}^{2}+H_{z}^{2}\right) .
\end{align*}
$$

Assuming the possibility already discussed in § 45 of combining analogous mechanical and electrical quantities, we could now state the energy-momentum principle for a combined mechanical and electrical system in the covariant form

$$
\begin{equation*}
\left(T^{\mu \nu}\right)_{\nu}=\left(\left[T^{\mu \nu}\right]_{m e}+\left[T^{\mu \nu}\right]_{e m}\right)_{\nu}=0, \tag{104.3}
\end{equation*}
$$

corresponding to the previous special relativity form (46.22).
This completes all that is necessary for the covariant re-expression of the Lorentz electron theory in a form consonant with general relativity.

## 105. The generalized macroscopic theory

As already discussed and emphasized the Lorentz electron theory has a somewhat unsatisfactory status, owing to its microscopic character. It is hence interesting to find that the macroscopic theory,
developed in the second part of Chapter IV, can also easily be reexpressed in a covariant form suitable for incorporation in general relativity.

The macroscopic theory in special relativity was based on two antisymmetric field tensors $F^{\mu \nu}$ and $H^{\mu \nu}$ and on the current vector $J^{\mu}$. These three tensors were defined in $\S 50$ by giving their components in a system of Galilean coordinates so chosen that the electromagnetio medium under consideration would be macroscopically at rest. In these coordinates the field tensors have components which are directly given by the components of Maxwell's four familiar vectors of electric field strength $E$, electric displacement $D$, magnetic field strength $H$, and magnetic induction $B$, as they would be determined by an observer at rest in the medium. And the components of the current vector are given by the densities of current flow and of electric charge also as measured by such a special observer.

In building the macroscopic theory in general relativity, it is evident that we may at once take over these same tensors $F^{\mu \nu}, H^{\mu \nu}$, and $J_{\mu}$ into the general theory, since we can now define them in an entirely similar manner by reference to the measurements of a local observer tusing proper coordinates for the particular point of interest, and having defined the components in these proper coordinates we have then defined them by the rules of tensor transformation in all coordinates.

To proceed with the generalization of the macroscopic theory we must then make sure that our previous field equations given in § 50 are expressed in covariant form. This is already true for the first of the two equations

$$
\begin{equation*}
\frac{\partial F_{\mu \nu}}{\partial x^{\sigma}}+\frac{\partial F_{\nu \sigma}}{\partial x^{\mu}}+\frac{\partial F_{\sigma \mu}}{\partial x^{\nu}}=0 \tag{105.1}
\end{equation*}
$$

owing to a mutual cancellation of three-index symbols, which arises when the corresponding covariant derivatives are taken on account of the antisymmetric character of the tensor $F_{\mu \nu}$. To make the second of the field equations covariant it is only necessary to replace ordinary differentiation by covariant differentiation and write

$$
\begin{equation*}
\left(H^{\mu \nu}\right)_{\nu}=J^{\mu} . \tag{105.2}
\end{equation*}
$$

Finally as a possible set of equations to complete the macrosoopic theory, we may take the constitutive equations in the covariant form
in which they have already been written in § 51

$$
\begin{align*}
H_{\alpha \beta} \frac{d x^{\alpha}}{d s} & =\epsilon F_{\alpha \beta} \frac{d x^{\alpha}}{d s}, \\
\left(g_{\alpha \beta} F_{\gamma \delta}+g_{\alpha \gamma} F_{\delta \beta}+g_{\alpha \delta} F_{\beta \gamma}\right) \frac{d x^{\alpha}}{d s} & =\mu\left(g_{\alpha \beta} H_{\gamma \delta}+g_{\alpha \gamma} H_{\delta \beta}+g_{\alpha \delta} H_{\beta \gamma}\right) \frac{d x^{\alpha}}{d s}, \\
J^{\alpha}-J_{\beta} \frac{d x^{\beta}}{d s} \frac{d x^{\alpha}}{d s} & =\frac{\sigma}{c} g_{\beta \gamma} F^{\gamma \alpha \alpha} \frac{d x^{\beta}}{d_{s}}, \tag{105.3}
\end{align*}
$$

where $\epsilon, \mu$, and $\sigma$ are dielectric constant, magnetic permeability, and conductivity of the material as measured by a local observer, and $d x^{\alpha} / d s$ and $d x^{\beta} / d s$ refer to the macroscopic velocity of the medium at the point of interest. These constitutive equations contain of course the usual approximations involved in assuming that the matter can be characterized at each point by the three scalars $\epsilon, \mu$, and $\sigma$.

The extension of the macroscopic theory to general relativity is thus straightforward. The equations obtained, however, are by no means simple, and have as yet been little applied.

## VIII

## RELLATIVISTIC ELECTRODYNAMICS (contd.)

Part II. SOME APPLICATIONS OF RELATIVIBTIC ELECTRODYNAMICS

## 106. The conservation of electric charge

We may now turn to certain applications of relativistic electrodynamios which will be of interest. The results obtained will suffer to some extent from the unsatisfactory character of the Lorentz electron theory which we have already emphasized.

We may first consider the relativistic analogue of the classical expression for the conservation of electric charge.

Introducing tensor densities, the second of our two field equations (102.6) can be written in the form (see Appendix III, equation 48),

$$
\begin{equation*}
\frac{\partial \mathfrak{F}^{\mu \nu}}{\partial x^{\nu}}=\mathfrak{I}^{\mu}, \tag{106.1}
\end{equation*}
$$

and owing to the antisymmetry of $\mathfrak{F}^{\mu \nu}$ this leads to the result

$$
\begin{equation*}
\frac{\partial^{2} \mathfrak{g}^{\mu \nu}}{\partial x^{\mu} \partial x^{\nu}}=\frac{\partial \mathfrak{S}^{\mu}}{\partial x^{\mu}}=0 \tag{106.2}
\end{equation*}
$$

In place of the current density, however, we may introduce the expression by which $J^{\mu}$ was defined (102.2), and rewrite this equation in the form

$$
\begin{equation*}
\frac{\partial}{\partial x^{\mu}}\left(\rho_{0} \frac{d x^{\mu}}{d s} \sqrt{-g}\right)=0, \tag{106.3}
\end{equation*}
$$

where $\rho_{0}$ is the proper density of charge as it appears to a local observer and $d x^{\mu} / d s$ is the 'velocity' of the charge.

To show that this result implies the conservation of electricity, we may most conveniently examine its implications in a system of natural coordinates for the point of interest $x, y, z, t$. In agreement with the Galilean values which we shall then have for the $g_{\mu \nu}$ and with the disappearance of their first derivatives with respect to the coordinates, we can then substitute

$$
\sqrt{-g}=1 \quad \frac{\partial}{\partial x^{\mu}} \sqrt{-g}=0
$$

and rewrite (106.3) in the form

$$
\frac{\partial}{\partial x}\left(\rho_{0} \frac{d t}{d s} \frac{d x}{d t}\right)+\frac{\partial}{\partial y}\left(\rho_{0} \frac{d t}{d s} \frac{d y}{d t}\right)+\frac{\partial}{\partial z}\left(\rho_{0} \frac{d t}{d s} \frac{d z}{d t}\right)+\frac{\partial}{\partial t}\left(\rho_{0} \frac{d t}{d s}\right)=0 ;
$$

or since $d t / d s$ is the factor of Lorentz contraction this can again be rewritten in the form

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(\rho u_{x}\right)+\frac{\partial}{\partial y}\left(\rho u_{y}\right)+\frac{\partial}{\partial z}\left(\rho u_{x}\right)+\frac{\partial \rho}{\partial t}=0, \tag{106.4}
\end{equation*}
$$

where $\rho$ is the density of charge and $u_{x}, u_{y}$, and $u_{s}$ the ordinary components of velocity with respect to the present coordinates.

The result is, however, the usual equation of continuity for the 'substance' whose density is $\rho$, and the conservation of electricity has been demonstrated as desired.

## 107. The gravitational field of a charged particle

As a second application of relativistic electrodynamics, it will be interesting to consider the gravitational field of a charged particle.

Taking the particle as being at rest at the origin of our system of coordinates, we can evidently write the line element in the standard spherically symmetrical form.

$$
\begin{equation*}
d s^{2}=-e^{\lambda} d r^{2}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+e^{\nu} d t^{2} \tag{107.1}
\end{equation*}
$$

where $\lambda$ and $\nu$ are functions of $r$ alone which approach zero at very large values of $r$. To solve for $\lambda$ and $\nu$ we must first consider the electric field surrounding the particle.

Taking the potentials $\phi_{\mu}$ as functions of $r$ alone, and substituting into the expression (102.5) which defines the field tensor $F_{\mu \nu}$ in terms of these potentials, we then see that the only components which could at the very most survive would be

$$
F_{21}=-F_{12} \quad F_{31}=-F_{13} \quad F_{41}=-F_{14}
$$

It is easily shown, moreover, that the first two of these components would also vanish, since on substituting into the second of the two field equations in the form (106.1) we should have in the space surrounding the particle
or

$$
\begin{gathered}
\frac{\partial \tilde{\mathcal{F}}^{2 \nu}}{\partial x^{\nu}}=\frac{\partial}{\partial r}\left[g^{22} g^{11} F_{21} \sqrt{-g}\right]=\frac{\partial}{\partial r}\left(F_{21} e^{-l(\lambda-\nu)} \sin \theta\right)=0, \\
F_{21}=\text { const. } e^{1(\lambda-\nu)},
\end{gathered}
$$

together with a similar expression for $F_{31}$. At large distances from the particle, however, where $\lambda$ and $\nu$ approach zero and the ordinary equations for the electromagnetic field become valid, we know that $F_{21}$ would be zero from its relation to magnotic field strength and must hence conclude that the constant has the value zero, so that $F_{21}$ and similarly $F_{31}$ are zero throughout.

To obtain an expression for the sole remaining component of the field tensor, we have by again applying (106.1)
or

$$
\begin{gather*}
\frac{\partial \mathcal{G}^{4 \nu}}{\partial x^{\nu}}=\frac{\partial}{\partial r}\left[g^{44} g^{11} F_{41} \sqrt{-g}\right]=\frac{\partial}{\partial r}\left(-F_{41} r^{2} e^{-1(\lambda+\nu)} \sin \theta\right)=0, \\
-F_{41}=F_{14}=\frac{\epsilon}{r^{2}} e^{1(\lambda+\nu)}, \tag{107.2}
\end{gather*}
$$

where $\epsilon$ is a constant of integration such that $4 \pi \epsilon$ can be identified with the charge on the particle in our present (Heaviside, relativistio) units, owing to the known relation of $F_{4 i}$ to the electric field strength at sufficient distances from the particle.

Having obtained this result for the surviving component of the field tensor, we can now substitute intc the expression for the energy-momentum tensor (104.1) and readily obtain as the only components

$$
\begin{equation*}
T_{1}^{1}=-T_{2}^{2}=-T_{3}^{3}=T_{4}^{4}=\frac{1}{2} \frac{\frac{\epsilon}{}_{2}^{r^{4}}}{r^{4}} \tag{107.3}
\end{equation*}
$$

These expressions for the energy-momentum tensor may now be equated to the expressions for this tensor in terms of $\lambda$ and $\nu$ as furnished by (95.3) to give us the differential equations:

$$
\begin{align*}
& \frac{4 \pi \epsilon^{2}}{r^{4}}=-e^{-\lambda}\left(\frac{\nu^{\prime}}{r}+\frac{1}{r^{2}}\right)+\frac{1}{r^{2}}, \\
& \frac{4 \pi \epsilon^{2}}{r^{4}}=e^{-\lambda}\left(\frac{\nu^{\prime \prime}}{2}-\frac{\lambda^{\prime} \nu^{\prime}}{4}+\frac{\nu^{\prime 2}}{4}+\frac{\nu^{\prime}-\lambda^{\prime}}{2 r}\right),  \tag{107.4}\\
& \frac{4 \pi \epsilon^{2}}{r^{4}}=e^{-\lambda}\left(\frac{\lambda^{\prime}}{r}-\frac{1}{r^{2}}\right)+\frac{1}{r^{2}},
\end{align*}
$$

where the cosmologioal constant $\Lambda$ has been taken as equal to zero as not of present interest. And these equations are readily seen to have a solution corresponding to the line element

$$
d s^{2}=-\frac{d r^{2}}{1-\frac{2 m}{r}+\frac{4 \pi \epsilon^{2}}{r^{2}}}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+\left(1-\frac{2 m}{r}+\frac{4 \pi \epsilon^{2}}{r^{2}}\right) d t^{2}
$$

This result is interesting in showing the contribution of the energy of the electric field surrounding the charge to the curvature of spacetime. For any actual charged particle the gravitational effect of the electrical energy would be negligible compared with that of the intrinsic mass $m$ at reasonable distance from the particle. Thus, if we considered a particle with the mass and charge customarily
assigned to the negative electron, we find, paying due regard to units, that the two terms contributing to the curvature would stand in the ratio

$$
\frac{4 \pi \epsilon^{2} / r^{2}}{2 m / r}=\frac{2 \pi \epsilon^{2}}{m r}=\frac{1.5 \times 10^{-13}}{r}
$$

where $r$ is in centimetres. Hence we see that deviations from flat space-time due to the charge would be negligible compared with those due to the mass, except at exceedingly small distances from the particle.

## 108. The propagation of electromagnetic waves

We may next investigate the propagation of electromagnetic disturbances in space. In doing this we shall be interested in the propagation of the components of the field tensor $F_{\mu \nu}$ which have a fairly immediate physical significance, rather than in the propagation of the components of the potential $\phi_{\mu}$ which are less directly interpretable.

Following a method due to Eddington, $\dagger$ we may write in accordance with the two field equations (102.5, 6), after differentiating with respect to $\nu$,

$$
\begin{aligned}
J_{\mu \nu} & =F_{\mu \alpha \nu}^{\alpha}=g^{\alpha \beta} F_{\mu \beta \alpha \nu} \\
& =g^{\alpha \beta}\left(\phi_{\mu \beta \alpha \nu}-\phi_{\beta \mu \alpha \nu}\right)
\end{aligned}
$$

and by a known theorem of the tensor analysis [see Appendix III, equation (43)] this can be re-expressed by introducing the RiemannChristoffel tensor in the form

$$
\begin{aligned}
J_{\mu \nu} & =g^{\alpha \beta}\left(\phi_{\mu \beta \nu \alpha}-\phi_{\beta \mu \nu \alpha}\right)-g^{\alpha \beta}\left(R_{\mu \nu \alpha}^{\epsilon} \phi_{\epsilon \beta}+R_{\beta \nu \alpha}^{\epsilon} \phi_{\mu \epsilon}-R_{\beta \nu \alpha}^{\epsilon} \phi_{\epsilon \mu}-R_{\mu \nu \alpha}^{\epsilon} \phi_{\beta \epsilon}\right) \\
& =g^{\alpha \beta}\left(\phi_{\mu \beta \nu}-\phi_{\beta \mu \nu}\right)_{\alpha}-g^{\alpha \beta}\left(R_{\mu \nu \alpha}^{\epsilon} F_{\epsilon \beta}-R_{\beta \nu \alpha}^{\epsilon} F_{\epsilon \mu}\right) \\
& =g^{\alpha \beta}\left(\phi_{\mu \beta \nu}-\phi_{\beta \mu \nu}\right)_{\alpha}-R_{\mu \nu \alpha \epsilon} F^{\epsilon \epsilon \alpha}-R_{\nu}^{\epsilon} F_{\epsilon \mu} .
\end{aligned}
$$

Hence subtracting the analogous expression for $J_{\nu \mu}$ we obtain

$$
\begin{aligned}
& J_{\mu \nu}-J_{\nu \mu}=g^{\alpha \beta}\left(\phi_{\mu \beta \nu}-\phi_{\nu \beta \mu}-\phi_{\beta \mu \nu}+\phi_{\beta \nu \mu}\right)_{\alpha}- \\
&-\left(R_{\mu \nu \alpha \epsilon}-R_{\nu \mu \alpha \epsilon}\right) F^{\epsilon \alpha}-R_{\nu}^{\epsilon} F_{\epsilon \mu}+R_{\mu}^{\epsilon} F_{\epsilon \nu}
\end{aligned}
$$

and making use of the symmetry properties of the tensors involved, and applying equation (42) in Appendix III, this then becomes

$$
\begin{aligned}
& J_{\mu \nu}-J_{\nu \mu}=g^{\alpha \beta}\left(\phi_{\mu \nu \beta}-\phi_{\nu \mu \beta}+R_{\mu \beta \nu}^{\epsilon} \phi_{\epsilon}+R_{\nu \mu \beta}^{\epsilon} \phi_{\epsilon}+R_{\beta \nu \mu}^{\epsilon} \phi_{\epsilon}\right)_{\alpha}- \\
&-2 R_{\mu \nu \alpha \epsilon} F^{\epsilon \alpha}-R_{\nu}^{\epsilon} F_{\epsilon \mu}+R_{\mu}^{\epsilon} F_{\epsilon \nu}
\end{aligned}
$$

$\dagger$ Eddington, The Mathematical Theory of Relativity, Carmbridge, 1923, § 74.
which, in accordance with the cyclical property for the RiemannChristoffel tensor

$$
R_{\mu \beta \nu}^{\epsilon}+R_{\nu \mu \beta}^{e}+R_{\rho \nu \mu}^{\kappa}=0
$$

gives us the desired result

$$
\begin{equation*}
g^{\alpha \beta}\left(F_{\mu \nu}\right)_{\alpha \beta}=g^{\alpha \beta}\left(\phi_{\mu \nu}-\phi_{\nu \mu}\right)_{\beta \alpha}=J_{\mu \nu}-J_{\nu \mu}+2 R_{\mu \nu \alpha \epsilon} F^{\epsilon \epsilon \alpha}-R_{\mu}^{\epsilon} F_{\epsilon \nu}+R_{\nu}^{\epsilon} F_{\epsilon \mu} \tag{108.1}
\end{equation*}
$$

The operator $g^{\alpha \beta}(\quad)_{\alpha \beta}$ occurring on the left-hand side of this expression is a generalization of the dalembertian of the non-relativistic theory

$$
-\frac{\partial^{2}}{\partial x^{2}}-\frac{\partial^{2}}{\partial y^{2}}-\frac{\partial^{2}}{\partial z^{2}}+\frac{\partial^{2}}{\partial t^{2}}
$$

and the result (108.1) may be regarded as the analogue of the wave equation of the ordinary electromagnetic theory.

Adopting natural coordinates at the point of interest, and noting that in such coordinates the derivatives of the Christoffel threeindex symbols will not vanish, while the symbols themselves become zero, it will be found that we can rewrite (108.1) in the form

$$
\begin{align*}
& g^{\alpha \beta}\left[\frac{\partial^{2} F_{\mu \nu}}{\partial x^{\alpha} \partial x^{\beta}}-F_{\epsilon \nu} \frac{\partial}{\partial x^{\beta}}\{\mu x, \epsilon\}-F_{\mu \epsilon} \frac{\partial}{\partial x^{\beta}}\{\nu \alpha, \epsilon\}\right] \\
&=J_{\mu \nu}-J_{\nu \mu}+2 R_{\mu \nu \alpha \epsilon} F^{\epsilon \alpha}-R_{\mu}^{\epsilon} F_{\epsilon \nu}+R_{\nu}^{\epsilon} F_{\epsilon \mu} . \tag{108.2}
\end{align*}
$$

In natural coordinates, however, the components of $F_{\mu \nu}$ have the immediate interpretation in terms of field strength originally given by Tables $(46.9,10)$. Hence in the absence of current $J_{\mu}$ and at the limit of zero field strength, the wave equation reduces in natural coordinates to the familiar form

$$
\begin{equation*}
-\frac{\partial^{2} F_{\mu \nu}}{\partial x^{2}}-\frac{\partial^{2} F_{\mu \nu}}{\partial y^{2}}-\frac{\partial^{2} F_{\mu \nu}}{\partial z^{2}}+\frac{\partial^{2} F_{\mu \nu}}{\partial t^{2}}=0 \tag{108.3}
\end{equation*}
$$

which corresponds to the propagation of electromagnetio disturbances with unit velocity. It is interesting to note, however, that this result has been demonstrated only for vanishing field strengths and hence indeed for vanishing intensities of the electromagnetio disturbance itself.

With the help of (108.3), we may now give a new justification for our earlier procedure in taking the path of a ray of light as a spacetime geodesic with $d s=0$. As a solution of (108.3), corresponding to a plane wave, we find

$$
\begin{equation*}
F_{\mu \nu}=A \cos \frac{2 \pi}{\lambda}(l x+m y+n z-t) \tag{108.4}
\end{equation*}
$$

provided we take the amplitude $A$, wave-length $\lambda$, and direction cosines $l, m$, and $n$ as quantities whose first and second derivatives vanish. This wave corresponds in geometrical optics to a ray travelling with unit velocity

$$
-d x^{2}-d y^{2}-d z^{2}+d t^{2}=0
$$

under the condition

$$
\frac{d^{2} x}{d t^{2}}=\frac{d^{2} y}{d t^{2}}=\frac{d^{2} z}{d t^{2}}=0
$$

when described in the natural coordinates, $x, y, z, t$ being used. This result, however, can be re-expressed in a form valid for all systems of coordinates by stating that the path of the ray can be taken as a space-time geodesic with $d s=0$. Thus our original principle receives the desired added justification.

## 109. The energy-momentum tensor for disordered radiation

We may next consider some problems connected with the energymomentum tensor corresponding to different distributions of electromagnetic radiation.

Since a disordered distribution of electromagnetic radiation can be regarded as having the mechanical properties of a perfect fluid, we have already suggested in $\S 85$ that we could assign to such radiation the usual expression for the energy-momentum tensor of a perfeot fluid

$$
\begin{equation*}
T^{\mu \nu}=\left(\rho_{00}+p_{0}\right) \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}-g^{\mu \nu} p_{0} \tag{109.1}
\end{equation*}
$$

where the density and pressure of the radiation-as measured by a local observer who finds no net flow of energy-would be connected by the specially simple relation

$$
\begin{equation*}
\rho_{00}=3 p_{0}, \tag{109.2}
\end{equation*}
$$

and the quantities $d x^{\mu} / d s$ would be the components of velocity of such a local observer with respect to the coordinates actually being employed.

This method of deciding on the correct expression for the energymomentum tensor of a disordered distribution of radiation, by treating it as a perfect fluid, is logically not unsatisfactory owing to the macroscopic character of the considerations involved. Nevertheless, it will be interesting to show $\dagger$ that we should also be led to the same
result by taking the appropriate average of the mioroscopic expressions for the electromagnetic energy-momentum tensor which was considered in § 104.

To do this let us first take a system of proper coordinates in which there is on the average no net flow of energy at the point and time of interest. With respect to such a system of coordinates the components of the energy-momentum tensor looked at from a microsoopio point of view will assume their classical values in terms of electric and magnetic field strengths as already given in § 104 by the typioal examples

$$
\begin{align*}
& T^{11}=-\frac{1}{2}\left(E_{x}^{2}-E_{y}^{2}-E_{z}^{2}+H_{x}^{2}-H_{y}^{2}-H_{z}^{2}\right), \\
& T^{12}=-\left(E_{x} E_{y}+H_{x} H_{y}\right),  \tag{109.3}\\
& T^{14}=\left(E_{y} H_{z}-E_{z} H_{y}\right), \\
& T^{14}=\frac{1}{2}\left(E_{x}^{2}+E_{y}^{2}+E_{z}^{2}+H_{x}^{2}+H_{y}^{2}+H_{z}^{2}\right) .
\end{align*}
$$

In using these expressions to obtain the corresponding macroscopic quantities, it is evident that we shall have the following relations holding on the average:

$$
\begin{equation*}
E_{x}^{2}=E_{y}^{2}=B_{z}^{2} \quad \text { and } \quad H_{x}^{2}=H_{y}^{2}=H_{\varepsilon}^{2} \tag{109.4}
\end{equation*}
$$

since for disordered radiation the averaged field strengths will be independent of direction;

$$
\begin{equation*}
E_{x} E_{y}=E_{y} E_{z}=E_{z} E_{x}=0 \quad \text { and } \quad H_{x} H_{y}=H_{y} H_{z}=H_{z} H_{x}=0 \tag{109.5}
\end{equation*}
$$

since for disordered radiation the lack of phase relations will make the instantaneous values of the above products positive or negative with equal probability; and

$$
\begin{equation*}
E_{y} H_{z}-E_{z} H_{\nu}=E_{z} H_{x}-E_{x} H_{z}=E_{x} H_{y}-E_{\nu} H_{x}=0 \tag{109.6}
\end{equation*}
$$

since the coordinates now in use have been chosen so that there would be no net flow of energy.

Combining the foregoing results of the process of averaging with the expressions for the energy-momentum tensor (109.3), we then see that the only surviving components of the macroscopic averaged energy-momentum tensor can be written as

$$
\begin{equation*}
T^{11}=T^{122}=T^{33}=p_{0} \quad T^{44}=\rho_{00} \tag{109.7}
\end{equation*}
$$

with

$$
\begin{equation*}
\rho_{00}=3 p_{0} \tag{109.8}
\end{equation*}
$$

where $\rho_{00}$, the proper macroscopic density of energy at the point of interest, is the average of the usual expression for the density of electromagnetic energy in the absence of matter, and the three sur-
viving components of the Maxwell stresses are each equal to onethird of this amount, that is to the radiation pressure $p_{0}$.

Having obtained the expressions (109.7) for the components of the energy-momentum tensor in a particular system of coordinates, we can of course then obtain them in any system of coordinates by the rules of tensor transformation. And indeed, applying the same treatment as previously used, in § 85, to obtain in the case of an ordinary perfect fluid a general expression for the energy-momentum tensor from a knowledge of its components in proper coordinates, we are at once led to the expected expression

$$
\begin{align*}
T^{\mu \nu} & =\left(\rho_{00}+p_{0}\right) \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}-g^{\mu \nu} p_{0}  \tag{109.9}\\
\rho_{00} & =3 p_{0}
\end{align*}
$$

for the energy-momentum tensor of a disordered distribution of radiation, where the 'velocities' $d x^{\mu} / d s$ are now to be interpreted as being those for a local observer who himself finds on the average no net flow of energy, and hence may be regarded as moving along with the radiation as a whole.

## 110. The gravitational mass of disordered radiation

Having shown that we are justified in taking the energy-momentum tensor for disordered radiation as having the same form as that for other perfect fluids, we may now draw an interesting conclusion as to the effectiveness of such radiation in producing a gravitational field.

If we take the line element for a static sphere of perfect fluid in the form

$$
\begin{equation*}
d s^{2}=-e^{\mu}\left(d x^{2}+d y^{2}+d z^{2}\right)+e^{\nu} d t^{2} \tag{110.1}
\end{equation*}
$$

we may set the mass of the sphere $m$ equal to its energy $U$ in accordance with § 91, and in accordance with § 97 express the latter in the form of an integral over the total volume of the fluid, giving us,

$$
\begin{equation*}
m=U=\int\left(\rho_{00}+3 p_{0}\right) e^{t \dot{v}} d V_{0} \tag{110.2}
\end{equation*}
$$

where $d V_{0}$ is an element of proper volume of the fluid.
As a result of our considerations this expression should apply not only to spheres of fluid matter, but also to fluid mixtures of matter and radiation as well. Furthermore, the quantity $m$ may be regarded as a measure of the field producing power of the sphere, since it was defined in § 90 so as to be the constant which would occur in the

Sohwarzschild expression for the line element in the empty space surrounding the sphere. Hence, since the pressure $p_{0}$ of disordered radiation is necessarily equal to one-third its energy density $\rho_{00}$, and the pressure of matter is under ordinary circumstances only a minute fraction of its density, we are led to the interesting conclusion that disordered radiation in the interior of a fluid sphere contributes roughly speaking twice as much to the gravitational field of the sphere as the same amount of energy in the form of matter.

It is interesting to compare this conclusion with the fact, already mentioned at the end of $\S 83(b)$, that the gravitational deflexion of light in passing an attracting mass is twice as much as would be calculated from a direct application of Newtonian theory for a particle moving with the velocity of light. In following sections we shall see additional examples of similar differences between the behaviour of matter and radiation.

## 111. The energy-momentum tensor corresponding to a

## directed flow of radiation

We may now turn from the consideration of disordered radiation to that of a directed flow of radiation. Using natural coordinates at the point of interest, we may then again take the components of the energy-momentum tensor, regarded from a microscopic point of view, as being given in terms of the electric and magnetic field strengths by the typioal examples shown by (109.3). Lowering indices for later convenience, these can be written in the form

$$
\begin{align*}
& T_{1}^{1}=\frac{1}{2}\left(E_{x}^{2}-E_{y}^{2}-E_{z}^{2}+H_{x}^{2}-H_{y}^{2}-H_{z}^{2}\right), \\
& T_{2}^{1}=T_{1}^{2}=\left(E_{x} E_{y}+H_{x} H_{y}\right),  \tag{111.1}\\
& T_{4}^{11}=-T_{1}^{4}=\left(E_{y} H_{z}-E_{z} H_{y}\right), \\
& T_{4}^{4}=\frac{1}{2}\left(E_{x}^{2}+E_{y}^{2}+E_{z}^{2}+H_{x}^{2}+H_{y}^{2}+H_{z}^{2}\right) .
\end{align*}
$$

Considering now for simplicity that the radiation is travelling in the $x$-direction and is plane polarized with its electric vector parallel to the $y$-direction, we shall have in accordance with the usual electromagnetic theory of light

$$
E_{x}=E_{s}=H_{x}=H_{y}=0, \quad E_{y}=H_{x} .
$$

And substituting in the above expressions shall obtain as the only surviving components of the energy-momentum tensor

$$
\begin{equation*}
-T_{1}^{1}=T_{4}^{4}=T_{4}^{1}=-T_{1}^{4}=\frac{E_{\nu}^{2}+H_{\Sigma}^{2}}{2}, \tag{111.2}
\end{equation*}
$$

all the components being thus numerically equal to the expression for the density of electromagnetic energy.

The result given by this expression has been obtained for plane polarized radiation and from a microscopic point of view, but should evidently also hold on the average for incoherent unpolarized radiation. We shall hence take as our general macroscopic expression for the energy-momentum tensor corresponding to a flow of radiation in the $x$-direction

$$
\begin{equation*}
-T_{1}^{1}=T_{4}^{4}=T_{4}^{1}=-T_{1}^{4}=\rho, \tag{111.3}
\end{equation*}
$$

where $\rho$ is the density of radiant energy at the point of interest and these surviving components are expressed in natural coordinates for that point.

## 112. The gravitational field corresponding to a directed flow of radiation

With the help of this expression for the energy-momentum tensor for a directed flow of radiation, we may now determine the corresponding gravitational field, provided we take the field weak enough so that we can use Einstein's approximate solution of the field equations as developed in § 93.

We can then write the metrical tensor in the form

$$
\begin{equation*}
g_{\mu \nu}=\delta_{\mu \nu}+h_{\mu \nu} \tag{112.1}
\end{equation*}
$$

where the $\delta_{\mu \nu}$ are the constant Galilean values of the $g_{\mu \nu}, \pm 1$ and 0 , and the $h_{\mu \nu}$ are small correation terms of the first order ; and introducing the quantities

$$
\begin{equation*}
h_{\mu}^{\lambda}=\delta^{\lambda \alpha} h_{\mu \alpha} \quad h=h_{\alpha}^{\alpha}=\delta^{\sigma \lambda} h_{\sigma \lambda}, \tag{112.2}
\end{equation*}
$$

where the $\delta^{\mu \nu}$ are the Galilean values of the $g^{\mu \nu}$, we can write the approximate solution of the field equations in the form

$$
\begin{equation*}
\left(h_{\mu}^{\nu}-\frac{1}{2} \delta_{\mu}^{\nu} h\right)=-4 \int \frac{\left[T_{\mu}^{\nu}\right]}{r} d x d y d z, \tag{112.3}
\end{equation*}
$$

where the integration is to be carried out over the whole spatial volume, $r$ is the distance from the point of interest, where the value of ( $h_{\mu}^{\nu}-\frac{1}{2} \delta_{\mu}^{\nu} h$ ) is desired, to the particular element of volume $d x d y d z$ under consideration, and the square brackets indicate that we are to use the value of $T_{\mu}^{\nu}$ at a time earlier than that of interest by the interval needed for a signal to pass with unit velocity from the element $d x d y d z$ under consideration to the point of interest.

Furthermore, in applying this approximate solution to the case at 3595.11
hand, we oan substitute for the $T_{\mu}^{\prime \nu}$ the values given above by (111.3) for natural coordinates, since the $T_{\mu}^{\nu}$ are themselves quantities of the first order and the coordinates in actual use are approximately natural coordinates at each point under consideration. We thus obtain corresponding to a flow of radiation in the $x$-direction

$$
\begin{align*}
& h_{1}^{1}-\frac{1}{2} h=4 \int \frac{[\rho] d V}{r}, \\
& h_{2}^{2}-\frac{1}{2} h=h_{8}^{3}-\frac{1}{2} h=0, \\
& h_{4}^{4}-\frac{1}{2} h=-4 \int \frac{[\rho] d V}{r},  \tag{112.4}\\
& h_{4}^{1}=-h_{1}^{4}=-4 \int \frac{[\rho] d \nabla}{r},
\end{align*}
$$

and with the help of (112.2) can easily solve these equations in the form

$$
\begin{equation*}
-h_{11}=-h_{44}=h_{14}=h_{41}=4 \int \frac{[\rho] d V}{r}, \tag{112.5}
\end{equation*}
$$

with all other components of $h_{\mu \nu}$ equal to zero.
This result then gives us a solution for the gravitational field corresponding to a flow of radiation in the $x$-direction, provided the field is weak enough to permit the use of Einstein's approximate solution. And this latter condition would presumably not be invalidated because of too large a contribution to the field from any ordinary beam or pulse of radiation that we might encounter in nature or the laboratory.

## 113. The gravitational action of a pencil of light

(a) The line element in the neighbourhood of a limited pencil of light. As an application of the foregoing expression for the gravitational field corresponding to a unidirectional flow of radiation, it would first be natural to try to consider the field in the neighbourhood of an infinite pencil of light, stretching in the $x$-direction from minus to plus infinity. This proves to be impossible, nevertheless, by the method adopted since the values of the $h_{\mu \nu}$ then come out infinite when the integration given in (112.5) is performed, which would invalidate the approximate solution of the field equations that has been employed.

This difficulty does not arise, however, if we consider a thin pencil of radiation of limited length $l$ and constant linear density $\rho$,
passing steadily along the $x$-axis between a source at $x=0$ and an absorber at $x=l$. In accordance with (112.5), we can then write for the contribution of the radiation to the gravitational potentials at any point of interest $x, y, z$ in the neighbourhood of the pencil

$$
\begin{align*}
-h_{11}=-h_{44}=h_{14}=h_{41} & =4 \int \frac{[\rho] d V}{r} \\
& =\int_{u=0}^{u=l} \frac{4 \rho d u}{\left[(x-u)^{2}+y^{2}+z^{2}\right]^{\frac{1}{2}}}  \tag{113.1}\\
& =4 \rho \log \frac{\left[(l-x)^{2}+y^{2}+z^{2}\right]+(l-x)}{\left[x^{2}+y^{2}+z^{3}\right]^{7}-x},
\end{align*}
$$

and with a finite length of pencil $l$ this can be made as small as desired by taking the density of radiation $\rho$ small.
It should be noted that this expression has been derived on the assumption of a steady pencil of radiation, so that no explicit introduction of retarded potentials into the calculation was needed. The expression would hence of course not be applicable in the neighbourhood of times when the pencil was being started or stopped. It should also be noted that the treatment assumes a flow of radiation solely in the $x$-direction and thus neglects diffraction effects at the surface of the pencil. Finally, it should be pointed out that the expression gives only the contribution of the pencil of radiation to the field, and neglects the contribution of the bodies which act as source and absorber; and this inoludes a neglect of any effects resulting from changes in the motion or internal condition of these bodies which might themselves be connected with the flow of radiation.
With these restrictions, however, we may regard the gravitational field in the neighbourhood of this limited pencil of light as given by (113.1).
(b) Velocity of a test ray of light in the neighbourhood of the pencil. In order to appreciate the character of this gravitational field in the neighbourhood of a pencil of light, we may now consider, first the motion of test rays of light, and then the motion of test particles in the neighbourhood of the pencil.
To investigate the motion of the test rays, we may write the formula for interval in the neighbourhood of the pencil in acoordance
with (113.1) in the form

$$
d s^{2}=-\left(1-h_{11}\right) d x^{2}-d y^{2}-d z^{2}+\left(1+h_{11}\right) d t^{2}-2 h_{11} d x d t,
$$

and, setting this equal to zero in order to correspond to the track of the test ray of light, we obtain after dividing through by $d t^{2}$

$$
\begin{equation*}
\left(1-h_{11}\right) \frac{d x^{2}}{d t^{2}}+\frac{d y^{2}}{d t^{2}}+\frac{d z^{2}}{d t^{2}}+2 h_{11} \frac{d x}{d t}=1+h_{11} \tag{113.2}
\end{equation*}
$$

as a general expression for the velocity of our test ray in the neighbourhood of the pencil.

Solving this general expression for velocity, first for the case of a test ray moving at the instant of interest parallel to the $x$-axis, and hence also to the pencil, we obtain the two cases

$$
\begin{equation*}
\frac{d x}{d t}=+1 \quad \text { and } \quad-\frac{1+h_{11}}{1-h_{11}} . \tag{113.3}
\end{equation*}
$$

On the other hand, solving for a test ray moving parallel to the $y$-axis, and hence in a plane perpendicular to the pencil, we obtain the two cases

$$
\begin{equation*}
\frac{d y}{d t}= \pm \sqrt{ }\left(1+h_{11}\right) \tag{113.4}
\end{equation*}
$$

In accordance with the first of these expressions, we see that a test ray of light, moving parallel to the pencil and in the same direction as that for the light in the pencil, would have unit velocity at any point in the field. On the other hand, for test rays moving in other directions, we should have a variable velocity depending as might be expected on the position in the gravitational field of the pencil, since $h_{11}$ will depend on position in the way given by (113.1).

We may also inquire into the acceleration which would be experienced by the rays. Differentiating (113.2), we obtain as a general expression for the accelerations

$$
\begin{align*}
& 2\left(\frac{d x}{d t}-h_{11} \frac{d x}{d t}+h_{11}\right) \frac{d^{2} x}{d t^{2}}+2 \frac{d y}{d t} \frac{d^{2} y}{d t^{2}}+2 \frac{d z}{d t} \frac{d^{2} z}{d t^{2}}- \\
&-\left(\frac{d x^{2}}{d t^{2}}-2 \frac{d x}{d t}+1\right) \frac{d h_{11}}{d t}=0 \tag{113.5}
\end{align*}
$$

and for the special case of a ray which has at the instant of interest the components of velocity

$$
\begin{equation*}
\frac{d x}{d t}=1 \quad \frac{d y}{d t}=\frac{d z}{d t}=0 \tag{113.6}
\end{equation*}
$$

this then leads to the result

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}=0 \tag{113.7}
\end{equation*}
$$

Thus, such a test ray retains its unit velocity parallel to the pencil, and hence in accordance with the general expression for velocity (113.2) must also permanently retain zero components of velocity perpendicular to the pencil.

This result is of considerable interest, since it means, in the special case of parallel rays of light travelling in the same direction, that there will be no gravitational interaction between the rays. This conclusion is satisfactory from the point of view of the stability of our originally postulated pencil of light, and also from the point of view of interpreting the behaviour of parallel rays of light coming. from distant astronomical objects.
(c) Acceleration of a test particle in the neighbourhood of the pencil. We may next consider the effect of the gravitational field of our pencil of radiation in accelerating stationary test particles placed in the neighbourhood.

In accordance with (74.13), the acceleration of such a test particle will be given by the geodesic equation

$$
\frac{d^{2} x^{\sigma}}{d s^{2}}+\{\mu \nu, \sigma\} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}=0
$$

and for stationary particles with

$$
\frac{d x}{d s}=\frac{d y}{d s}=\frac{d z}{d s}=0 \quad \frac{d t}{d s}=1
$$

this will reduce to

$$
\frac{d^{2} x^{\sigma}}{d s^{2}}+\{44, \sigma\}=0
$$

Working out the values of the Christoffel three-index symbols which correspond to the gravitational field of the pencil as given by (ll3.1) we easily find to the order of approximation of our solution of the field equations

$$
\frac{d^{2} x}{d s^{2}}=-\frac{1}{2} \frac{\partial h_{44}}{\partial x} \quad \frac{d^{2} y}{d s^{2}}=-\frac{1}{2} \frac{\partial h_{44}}{\partial y} \quad \frac{d^{2} z}{d s^{2}}=-\frac{1}{2} \frac{\partial h_{44}}{\partial z} .
$$

Furthermore, substituting the explicit value for $h_{44}$ in the neighbourhood of the pencil provided by (l13.1), we then obtain, with
some rearrangement, for the acceleration of a stationary particle parallel to the pencil

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}=2 \rho\left\{\frac{1}{\left[x^{2}+y^{2}+z^{2}\right]^{\frac{1}{2}}}-\frac{1}{\left[(l-x)^{2}+y^{2}+z^{2}\right]^{\frac{1}{2}}}\right\} \tag{113.8}
\end{equation*}
$$

and for its acceleration in a plane perpendicular to the pencil

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}}=-\frac{2 \rho y}{y^{2}+z^{2}}\left\{\frac{x}{\left[x^{2}+y^{2}+z^{2}\right]^{2}}+\frac{l-x}{\left[(l-x)^{2}+y^{2}+z^{2}\right]^{\frac{1}{2}}}\right\} \tag{113.9}
\end{equation*}
$$

where $x, y, z$ denotes the position of the test particle, and the track of the pencil lies as will be remembered along the $x$-axis from $x=0$ to $x=l$.

For the case of a particle placed at a point equally distant from the two ends of the track, these general expressions reduce, for the case of acceleration parallel to the track to the simple result

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}=0 \tag{113.10}
\end{equation*}
$$

and, taking $z=0$ for the acceleration towards the track, to the result

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}}=-\frac{2 \rho l}{y\left[\left(\frac{1}{2} l\right)^{2}+y^{2}\right]^{\frac{1}{2}}} \tag{113.11}
\end{equation*}
$$

These results for the acceleration of a test particle parallel and perpendicular to the track of the pencil are of considerable interest.

In the first place, it will be found that both of the general expressions (113.8) and (113.9) are just twice as great as would be calculated on the basis of Newtonian theory if we replaced the pencil of radiation by a material rod of the same density and length. This is another example (see § 110) of a case where radiation may be regarded as more effective in producing a gravitational field than a similar distribution of matter of the same density.

In the second place, it is of interest to emphasize in accordance with (113.8) and (113.10) that the acceleration parallel to the track of the pencil would be towards the longer segment of track for a particle placed at a point nearer one end of the track than the other, but would be zero for a particle placed equally distant from the two ends of the track. Hence for a particle, which is not actually situated in the path of the pencil, there is no preponderant gravitational action in the direction of motion of the light itself. This is to be contrasted with the effect of light pressure which would act on a particle actually placed in the pencil in the direction of radiation flow, and may also
be contrasted with the Compton effect on an electron placed in the pencil which would also be preponderatingly in the forward direction.

## 114. The gravitational action of a pulse of light

(a) The line element in the neighbourhood of the limited track of a pulse of light. We may now turn to a consideration of the gravitational field in the neighbourhood of the track of a limited pulse of radiation. This will be more complioated to treat than the case of the steady pencil since the field will now be non-static, and we shall have to make explicit use of the method of retarded potentials in determining the way in which the gravitational effect spreads out from the moving pulse.

Let us consider a pulse of radiation, of length $\lambda$, linear density $\rho$, and negligible cross-section, travelling along the $x$-axis from $x=0$ to $x=l$. These may be regarded as the points at which the pulse emerges from the emitter and enters the absorber, or as giving an arbitrary portion of the track selected for investigation, and we shall neglect any effects coming from the pulse or parts of it that do not lie within this range. We shall also neglect as before any gravitational effects due to the absorber and emitter or changes that may take place within them. Some such restrictions appear to be necessary in order to secure a determinable problem. In particular we shall point out later that our method of attack has to be limited to a track of finite length.

For simplicity we shall choose our time scale so as to make $t=0$ when the front end of the pulse crosses the point $x=0$. Then at any later time the front end of the pulse will be located at $x=t$ and the rear end at $x=t-\lambda$ since the pulse may be taken as travelling with unit velocity.

Let us now take some point of interest $x, y, z$ in the neighbourhood of the track and calculate with the help of equation (112.5) the gravitational field produced by the pulse at this point at the time $t$. Since this equation for the gravitational field has to be applied in accordance with the method of retarded potentials, let us take $x=a$ as giving the position of the front end of the pulse and $x=b$ the position of the rear end of the pulse when they 'emit' the gravitational influence which is received at the point $x, y, z$ at the time t. In accordance with (112.5) we may then evidently write for the
gravitational potentials at $x, y, z$ and time $t$

$$
-h_{11}=-h_{44}=h_{14}=h_{41}=4 \int \frac{[\rho] d V}{r}
$$

$$
\begin{align*}
& =\int_{u=b}^{u=a} \frac{4 \rho d u}{\left[(x-u)^{2}+y^{2}+z^{2}\right]^{\frac{1}{2}}} \\
& =4 p \log \frac{\left[(x-a)^{2}+y^{2}+z^{2}\right]^{\frac{1}{2}}-(x-a)}{\left[(x-b)^{2}+y^{2}+z^{2}\right]^{\ddagger}-(x-b)} . \tag{114.1}
\end{align*}
$$

To evaluate this expression, however, we must determine $a$ and $b$ as functions of the time $t$. To do this we note with our choice of starting-point for time measurements that $a=x$ gives not only the position of the front end of the pulse when it emits the gravitational influence reaching the point of interest at time $t$, but also denotes the time at which this impulse is emitted. Hence $(t-a)$ is the time available for the gravitational influence to travel from the front end of the pulse to the point of interest and since this influence is propagated with unit velocity, we can write

$$
(t-a)^{2}=(x-a)^{2}+y^{2}+z^{2}
$$

and solving for $a$ obtain

$$
\begin{equation*}
a=\frac{t^{2}-x^{2}-y^{2}-z^{2}}{2(t-x)} \tag{114.2}
\end{equation*}
$$

Similarly, we obtain for $b$ the expression

$$
\begin{equation*}
b=\frac{(t-\lambda)^{2}-x^{2}-y^{2}-z^{2}}{2(t-\lambda-x)} \tag{114.3}
\end{equation*}
$$

These values for $a$ and $b$ apply of course to the positions of the front and rear end of the pulse only when they lie within the range of track from $x=0$ to $x=l$ that we have selected for investigation. Since the pulse starts to enter this portion of track at $t=0$, and $\left[x^{2}+y^{2}+z^{2}\right] \neq$ is evidently the time needed for a gravitational influence to travel from the point of entrance to the point $x, y, z$ of interest, we shall disregard the gravitational effect of the pulse completely until the time $t=\left[x^{2}+y^{2}+z^{2}\right]$ and then take

$$
b=0\left\{\begin{array}{l}
\text { from } t=\left[x^{2}+y^{2}+z^{2}\right]^{\frac{1}{2}}  \tag{114.4}\\
\text { to } \quad t=\left[x^{2}+y^{2}+z^{2}\right]^{t}+\lambda
\end{array}\right.
$$

Similarly, since we are not interested in gravitational influences
emitted from portions of the track lying beyond $x=l$, we shall talke

$$
a=l\left\{\begin{array}{l}
\text { from } t=l+\left[(l-x)^{2}+y^{2}+z^{2}\right]^{\ddagger}  \tag{114.5}\\
\text { to } \quad t=l+\left[(l-x)^{2}+y^{2}+z^{2}\right]^{ \pm}+\lambda
\end{array}\right.
$$

and disregard the gravitational effect completely after the latter of these times.

We may now substitute the foregoing expressions for $a$ and $b$ into (114.1) and obtain as explicit expressions, for the gravitational potentials at the point and time of interest $x, y, z, t$,
$-h_{11}=-h_{44}=h_{14}=h_{41}$
$\begin{array}{ll}=4 \rho \log \frac{t-x}{\left[x^{2}+y^{2}+z^{2}\right]-x} & \begin{cases}\text { from } t & =\left[x^{2}+y^{2}+z^{2}\right] \\ \text { to } \quad t & =\left[x^{2}+y^{2}+z^{2}\right]+\lambda\end{cases} \\ =4 \rho \log \frac{t-x}{t-\lambda-x} & \begin{cases}\text { from } t & =\left[x^{2}+y^{2}+z^{2}\right]+\lambda \\ \text { to } \quad t & =l+\left[(l-x)^{2}+y^{2}+z^{2}\right]\end{cases} \end{array}$
$=4 \rho \log \frac{\left[(l-x)^{2}+y^{2}+z^{2}\right]^{t}+(l-x)}{t-\lambda-x}\left\{\begin{array}{l}\text { from } t=l+\left[(l-x)^{2}+y^{2}+z^{2}\right]^{\frac{1}{2}} \\ \text { to } \quad t=l+\left[(l-x)^{2}+y^{2}+z^{2}\right]^{\frac{1}{2}}+\lambda .\end{array}\right.$
With the help of these expressions, we can now appreciate why it is necessary to restrict our present kind of treatment to a finite portion of track in order to obtain a determinate problem. With an infinite track the second of the above expressions for the gravitational potentials would evidently be applicable at all times, and this would then become infinite at the time $t=x$ when the pulse comes abreast of the point of interest, which would invalidate the approximate method of solving the field equations that has been employed. Taking as we do, however, a limited portion of the track this difficulty is avoided since we consider only those gravitational effects which arise after the pulse starts to enter the track at $t=0$, and this corresponds to a time of reception at the point of interest

$$
t=\left[x^{2}+y^{2}+z^{2}\right]
$$

so that the infinity no longer arises.
The foregoing expressions are derived on the assumption of a flow of radiation solely in the $x$-direction and hence neglect diffraction effects at the boundary of the pulse.
(b) Velocity of a test ray of light in the neighbourhood of the pulse. To appreciate the nature of the above gravitational field in the neighbourhood of the pulse, we may first consider the velocity of a test ray of light in the field of the pulse. The treatment will
evidently be the same as that already given in § $113(b)$ for the case of the steady pencil and the results will evidently have exactly the same form as those obtained in that section, differing in content, nevertheless, since we should now have to substitute the expressions for $h_{11}$ given by (114.6) instead of by (113.1) in order to get the specific dependence of velocity on position and time. For the case of a test ray of light moving in the same direction and parallel to the track of the pulse we shall, however, again evidently obtain the very satisfactory result of a velocity which remains permanently unity without being affected by gravitational interaction with the pulse.
(c) Acceleration of a test particle in the neighbourhood of the pulse. We may now investigate the gravitational acceleration which would be experienced by a neighbouring test particle as a result of the passage of the pulse of light. If we take the test particle as stationary the accelerations will again evidently be determined as in § 113 (c) by the equation

$$
\frac{d^{2} x^{\sigma}}{d s^{2}}+\{44, \sigma\}=0 .
$$

The values of the Christoffel three-index symbols corresponding to our present non-static case are nevertheless now a little more complicated than before. We easily obtain, however, to the desired order of approximation

$$
\begin{aligned}
\frac{d^{2} x}{d s^{2}} & =\frac{1}{2}\left(\frac{\partial h_{41}}{\partial t}+\frac{\partial h_{41}}{\partial t}-\frac{\partial h_{44}}{\partial x}\right) \\
\frac{d^{2} y}{d s^{2}} & =-\frac{1}{2} \frac{\partial h_{44}}{\partial y} \\
\frac{d^{2} z}{d s^{2}} & =-\frac{1}{2} \frac{\partial h_{44}}{\partial z}
\end{aligned}
$$

Substituting for the gravitational potentials the values given by (114.6), we then obtain for the acceleration-parallel to the trackof a stationary test particle placed for simplicity at a point where $z=0$, the expressions

$$
\begin{array}{ll}
\frac{d^{2} x}{d t^{2}}=2 \rho\left(\frac{1}{t-x}+\frac{1}{\left[x^{2}+y^{2}\right]^{2}}\right) & \begin{cases}\text { from } t & =\left[x^{2}+y^{2}\right]^{\frac{1}{2}} \\
\text { to } t & =\left[x^{2}+y^{2}\right]^{\frac{1}{2}}+\lambda\end{cases} \\
\frac{d^{2} x}{d t^{2}}=2 \rho\left(\frac{1}{t-x}-\frac{1}{t-\lambda-x}\right) & \begin{cases}\text { from } t & =\left[x^{2}+y^{2}\right]^{\frac{1}{2}}+\lambda \\
\text { to } t & t+\left[(l-2)^{2}+y^{2}\right]^{k}\end{cases}
\end{array}
$$

$$
\frac{d^{2} x}{d t^{2}}=-2 \rho\left(\frac{1}{t-\lambda-x}+\frac{1}{\left[(l-x)^{2}+y^{2}\right]^{3}}\right)
$$

$$
\left\{\begin{array}{l}
\text { from } t=l+\left[(l-x)^{2}+y^{2}\right]^{t}  \tag{114.7}\\
\text { to } \\
t=l+\left[(l-x)^{2}+y^{2}\right]^{1}+\lambda
\end{array}\right.
$$

and for the acceleration perpendicular to the track

In accordance with these expressions, we see that parallel to the track, the calculated acceleration would first be in the same direction as the motion of the pulse, and then in the opposite direction. On the other hand, perpendicular to the motion of the pulse, the acceleration would first be towards the track and later away from it. These conclusions appear somewhat complicated, and a better idea of the actual nature of the gravitational interaction will be obtained if we consider the net integrated effect corresponding to the whole motion of the pulse over the selected portion of the track from $x=0$ to $x=l$.

Making use of the expressions given by (114.7), integrating over the time intervals given, adding the results together and cancelling out a considerable number of balancing terms, it can easily be shown that we obtain for our stationary test particle the net acceleration parallel to the track

$$
\begin{equation*}
\int \frac{d^{2} x}{d t^{2}} d t=2 \rho \lambda\left\{\frac{1}{\left[x^{2}+y^{2}\right]^{\frac{\pi}{2}}}-\frac{1}{\left[(l-x)^{2}+y^{2}\right]^{7}}\right\}, \tag{114.9}
\end{equation*}
$$

and, making use of (114.8), for the net acceleration towards the track

$$
\begin{equation*}
\int \frac{d^{2} y}{d t^{2}} d t=-\frac{2 \rho \lambda}{y}\left\{\frac{x}{\left[x^{2}+y^{2}\right]^{\frac{1}{2}}}+\frac{l-x}{\left[(l-x)^{2}+y^{2}\right]^{\frac{1}{2}}}\right\} \tag{114.10}
\end{equation*}
$$

in both cases the result being that which corresponds of course only

$$
\begin{align*}
& \frac{d^{2} y}{d t^{2}}=\frac{-2 \rho y}{\left[x^{2}+y^{2}\right]^{7}\left\{\left[x^{2}+y^{2}\right]^{7}-x\right\}} \\
& \left\{\begin{array}{l}
\text { from } t=\left[x^{2}+y^{2}\right] \neq \\
\text { to } \quad t=\left[x^{2}+y^{2}\right] \ddagger+\lambda
\end{array}\right. \\
& \frac{d^{2} y}{d t^{2}}=0 \\
& \left\{\begin{array}{l}
\text { from } t=\left[x^{2}+y^{2}\right]^{t}+\lambda \\
\text { to } t=l+\left[(l-x)^{2}+y^{2}\right]^{t}
\end{array}\right. \\
& \left\{\begin{array}{l}
\text { from } \\
t=l+\left[(l-x)^{2}+y^{2}\right]^{\sharp} \\
\text { to } \\
t=l+\left[(l-x)^{2}+y^{2}\right]^{\ddagger}+\lambda .
\end{array}\right.  \tag{114.8}\\
& \left\{\begin{array}{l}
\text { from } \\
t=l+\left[(l-x)^{2}+y^{2}\right]^{\mathbf{x}} \\
\text { to } \\
t=l+\left[(l-x)^{2}+y^{2}\right]^{\dagger}+\lambda .
\end{array}\right. \\
& \left\{\begin{array}{l}
\text { from } \\
t=l+\left[(l-x)^{2}+y^{2}\right]^{\mathbf{x}} \\
\text { to } \\
t=l+\left[(l-x)^{2}+y^{2}\right]^{\dagger}+\lambda .
\end{array}\right. \\
& \frac{d^{2} y}{d t^{2}}=\frac{2 \rho y}{\left[(l-x)^{2}+y^{2}\right]+\left\{\left[(l-x)^{2}+y^{2}\right]^{7}+(l-x)\right\}}
\end{align*}
$$

to the gravitational influences originating from the selected portion of the track $x=0$ to $x=l$.

For the case of a particle placed at a point equally distant from the two ends of the track, these general results reduce to the simpler expressions analogous to (113.10) and (113.11) in the case of the steady pencil,
and

$$
\begin{align*}
& \int \frac{d^{2} x}{d t^{2}} d t=0  \tag{114.11}\\
& \int \frac{d^{2} y}{d t^{2}} d t=-\frac{2 \rho \lambda l}{y\left[\left(\frac{1}{2} l\right)^{2}+y^{2}\right]^{\frac{1}{2}}} \tag{114.12}
\end{align*}
$$

These results for the net acceleration of stationary test particles parallel and perpendioular to the track of the pulse are of considerable interest.

In the first place, since these expressions give the total accelerative action produced by the pulse during the time $l$ needed for it to traverse the selected portion of track, we may obtain expressions for the average accelerative action of the pulse ( $\bar{a}_{\text {pulse }}$ ) by dividing through by $l$. Doing so and comparing with our previous expressions for the instantaneous accelerations ( $a_{\text {pencil }}$ ) in the case of a steady pencil with the same length of track and the same location of the test particle, we obtain the general result

$$
\begin{equation*}
\frac{\bar{a}_{\text {pulse }}}{a_{\text {pencll }}}=\frac{\lambda \rho_{\text {pulse }}}{l_{\rho_{\text {pencil }}}}=\frac{m_{\text {pulse }}}{m_{\text {penoll }}} . \tag{114.13}
\end{equation*}
$$

This result seems readily acceptable, moreover, on the basis of our usual physical notions. Since we have already pointed out that the gravitational action of the pencil on a test particle would be twice as great as would be calculated on the basis of Newtonian theory if we replaced the pencil of radiation by a material rod of the same density and length, the above result may be regarded as another example of a case where radiation is more effective in producing gravitational action than what might be regarded as the equivalent distribution of stationary matter.

In the second place, it is of interest to emphasize, in accordance with (114.9) and (114.11), that the net acceleration parallel to the track of the pulse would be towards the longer segment of the track for a particle placed at a point nearer one end of the track than the other, but would be zero for a particle placed equally distant from the two ends of the track. Again, as in the case of the pencil, a particle situated outside of the actual track of the pulse and hence not subject
to such actions as light pressure or the Compton effect, would not appear liable to a preponderating effect in the direction of motion of the pulse itself, as a result of the gravitational influence coming from a definite selected portion of the track.

## 115. Discussion of the gravitational interaction of light rays and particles

The foregoing results as to the gravitational field of pencils and pulses of light have been presented in considerable detail $\dagger$ on account of the insight which they can give us into the gravitational interaction of light rays and particles.

The most characteristic feature of these results lies in the discovery that the acceleration of a test particle by the gravitational influence proceeding from a selected portion of light track is-to the order of approximation employed-twice as great as would be calculated on a simple Newtonian basis if we regarded the track as filled during the time of interest with matter having the same average density as that provided by the passage of the light. This conclusion is very satisfactory since we have already seen in $\S \mathbf{8 3}(b)$ that the gravitational bending of a ray of light in passing through the field of an attracting particle is also approximately twice as great as would be calculated on a simple Newtonian basis, if we regarded the ray of light as having the Newtonian acceleration of a particle moving through the field in question.

As a result of this double occurrence of the factor two, we are hence permitted in thinking about the mutual gravitational interaction of particles and light rays to retain to a considerable extent in first approximation our usual ideas as to the conservation of momentum, without the necessity of resorting to the complete relativistic treatment in which the conservation laws are exactly preserved by introducing the pseudo tensor $t_{\mu}^{\nu}$ of potential gravitational energy and momentum.

A simple example will serve to make this approximate conservation of ordinary momentum clearer. In accordance with equation (114.12) in the last section, we are provided with an expression for the net acceleration-due to a selected portion $l$ of the light track of a pulse-for a particle placed at the distance $y$ from the track at a point equally distant from the two ends. Multiplying this expression by the

[^46]mass of the partiole $M$ and denoting the mass of the pulse by $m=\rho \lambda$, we then obtain for the net momentum received by the particle in the $y$-direction
\[

$$
\begin{equation*}
\int M \frac{d^{2} y}{d t^{2}} d t=-\frac{2 m M l}{y\left[\left(\frac{1}{2} l\right)^{2}+y^{2}\right]^{ \pm}} . \tag{115.1}
\end{equation*}
$$

\]

On the other hand, in accordance with $\S 83(b)$, we can take the momentum acquired by the pulse in the $y$-direction as being twice what would be calculated on a simple Newtonian basis, and henoe, noting that velocity of light is unity, as given by

$$
\begin{equation*}
\int m \frac{d^{3} y}{d t^{2}} d t=\int_{0}^{l} \frac{2 m M y}{\left[\left(\frac{1}{2} l-x\right)^{2}+y^{2}\right]^{\sharp}} d x=\frac{2 m M l}{y\left[\left(\frac{1}{2} l\right)^{2}+y^{2}\right]^{4}} . \tag{116.2}
\end{equation*}
$$

Since these two expressions are equal in magnitude and opposite in sign, we thus have an illustration of the approximate conservation of momentum which obtains without taking into consideration any potential momentum of the gravitational field.

As a second important characteristic of the results obtained in the foregoing sections, we have the discovery that a stationary partiole placed equally distant from the two ends of a selected portion of light track, but outside the actual track, receives therefrom no net acceleration in the direction of the motion of the light itself. From the point of view of the conservation of momentum, this discovery is the converse of the more familiar conclusion that light would receive no change in the total momentum in its direction of motion in passing through the field of a stationary particle between two points equally distant therefrom. This converse conclusion is sufficiently important from the point of view of astronomical observations to deserve separate consideration.
For the gravitational field surrounding a stationary particle, we can obviously write the line element in a spherically symmetrical static form

$$
\begin{equation*}
d \delta^{2}=g_{11}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+g_{44} d t^{2} \tag{115.3}
\end{equation*}
$$

See for example (82.12), where $g_{11}$ and $g_{44}$ are functions of $r$ alone. If now we consider a ray of light passing through this field, it is evident from the static character of the line element that successive impulses travelling along the ray will take the same time $\Delta t$ to travel from one given point $r_{1}, \theta_{1}, \phi_{1}$ to another $r_{2}, \theta_{2}, \phi_{2}$. Hence if two successive impulses are separated by an interval $\delta t$ at the first point they will still be separated by the same interval $\delta t$ at the second point.

Furthermore, if these two points are chosen at positions on the track at the same radius $r_{1}=r_{2}$ from the particle, it is evident that this coordinate time interval $\delta t$ will correspond to the same proper time interval $\delta t_{0}=\sqrt{ } g_{44} \delta t$ as measured by local observers located at the two points. Hence the period and frequency of light as measured by observers at rest in the field will not be altered by the passage of the light from one point in the field to another of the same gravitational potential $g_{44}$, a result which holds, moreover, in general for static fields. From the relation between frequency and total momentum in the direction of motion $g=h \nu / c$, we now reach, however, the conclusion stated above as to the constancy of total momentum in the direction of motion.

This result has been obtained, of course, for the case of a static field, and we may legitimately ask whether the motion acquired by an originally stationary particle as a result of the passage of light would not in turn affect the field through which the light still has to pass, and thus by a second-order effect lead to a ohange in total momentum in the direction of motion. An exact analysis of such a second-order effect would appear to be complicated. Nevertheless, speaking roughly, since we may regard gravitational impulses and light as both travelling with the same fundamental velocity, it would seem difficult for any gravitational effect to emanate from an element of the oncoming radiation, travel down to the particle, and by changing the motion of the particle then produce an effect on the gravitational field through which that same element of radiation still has to pass. Hence we should in any case be inclined to expect that such a second-order effect on the total momentum and frequency of light travelling through the gravitational field of a particle would have to be exceedingly small compared with the first-order transverse effect on the direction of the momentum.

As a consequence it is usual to conclude that light giving sharply defned images of distant astronomical objects has not had its frequency appreciably affeeted by passing through the gravitational fields of particles lying along its path. This conclusion is important in interpreting the red-shift in the light from the extra-galactic nebulae, since it has been pointed out by Zwicky $\dagger$ that a gravitational effect on frequency, of the kind made improbable by the above considerations, might have offered another explanation for this red-shift
rather than the now commonly accepted explanation based on the recessional motion of the nebulae.

## 116. The generalized Doppler effect

To conolude the present chapter, we may now give a schematio outline of the method of treating the general problem of the effeet of gravitational fields and of the motions of source and observer on the measured wave-lengths of light.
To treat this problem we must have in the first place a knowledge of the line element in the region where the transmission of light from source to observer is taking place. This we may take in the general form

$$
\begin{equation*}
d s^{2}=g_{11} d x^{2}+2 g_{12} d x d y+\ldots+2 g_{34} d z d t+g_{44} d t^{2} \tag{116.1}
\end{equation*}
$$

In the second place we must know the positions of the source $\left(x_{1}, y_{1}, z_{1}\right)$ and of the observer $\left(x_{2}, y_{2}, z_{2}\right)$ as a function of the time $t$

$$
\begin{align*}
& \left(x_{1}, y_{1}, z_{1}\right)=f_{1}(t),  \tag{116.2}\\
& \left(x_{2}, y_{2}, z_{2}\right)=f_{2}(t) . \tag{116.3}
\end{align*}
$$

Since the velocity of light is given by setting the expression for the line element (116.1) equal to zero, and since the position of souroe and observer are given by (116.2) and (116.3), we can then calculate the time of reception $t_{2}$ by the observer of a light impulse leaving the source at any desired time $t_{1}$ as a function of that time $t_{1}$, giving us an expression of the form

$$
\begin{equation*}
t_{2}=f\left(t_{1}\right) . \tag{116.4}
\end{equation*}
$$

Furthermore, by differentiation we can also obtain an expression for the time interval $\delta t_{2}$ between the receipt of two successive wave orests in terms of $t_{1}$ and the time interval $\delta t_{1}$ between their emission, which will be of the form

$$
\begin{equation*}
\delta t_{2}=\frac{d f\left(t_{1}\right)}{d t_{1}} \delta t_{1} . \tag{116.5}
\end{equation*}
$$

In accordance with the expression for the line element, however, we may write

$$
\begin{equation*}
\delta t_{1}^{0}=\left[g_{11} \frac{d x^{2}}{d t^{2}}+2 g_{12} \frac{d x}{d t} \frac{d y}{d t}+\ldots+g_{44}\right]_{x_{1} y_{1} \varepsilon_{1} t_{1}}^{\frac{1}{2}} \quad \delta t_{1} \tag{116.6}
\end{equation*}
$$

as an expression for the proper period of the emitting source as measured by a local observer moving with it, where $d x / d t, d y / d t$, and $d z / d t$ are the components of velocity of the source at the time of
emission. And similarly, we may write

$$
\begin{equation*}
\delta t_{2}^{0}=\left[g_{11} \frac{d x^{2}}{d t^{2}}+2 g_{12} \frac{d x}{d t} \frac{d y}{d t}+\ldots+g_{44}\right]_{x_{1} y_{2} s_{2} t_{2}}^{\frac{1}{2}} \delta t_{2} \tag{116.7}
\end{equation*}
$$

as the observed proper period of the oncoming signal as measured by the final observer, where $d x / d t$, etc., are now the velocities of this observer at the time of reception.

Substituting (116.6) and (116.7) into (116.5), and noting that the proper period $\delta t_{1}^{0}$ for the emitting source can be taken as proportional to the usually measured wave-length $\lambda$ for the kind of luminous material involved, and that the observed proper period $\delta t_{2}^{0}$ for the oncoming signal can be taken as proportional to the observed wave-length $\lambda+\delta \lambda$ we obtain

$$
\begin{equation*}
\frac{\lambda+\delta \lambda}{\lambda}=\frac{\delta t_{2}^{0}}{\delta t_{1}^{0}}=\frac{d f\left(t_{1}\right)}{d t_{1}} \frac{\left[g_{11} \frac{d x^{2}}{d t^{2}}+2 g_{12} \frac{d x}{d t} \frac{d y}{d t}+\cdots+g_{44}\right]_{x_{1} \eta_{1} z_{2} t_{2}}^{\frac{1}{2}}}{\left[g_{11} \frac{d x^{2}}{d t^{2}}+2 g_{12} \frac{d x}{d t} \frac{d y}{d t}+\cdots+g_{44}\right]_{x_{1} y_{1} z_{1} t_{1}}^{\frac{1}{2}}} \tag{116.8}
\end{equation*}
$$

as the desired expression for the shift in the observed wave-length of the light from a distant source. $\dagger$

This general expression for shift in wave-length can, of course, be given specific content only when we have a given gravitational field, corresponding to a specific line element (116.1), and have a source and observer located and moving in a definite manner corresponding to specific forms for (116.2) and (116.3). It may be well to point out, however, that the expression implies in any case the same fractional shift in observed wave-length for all parts of the spectrum. It should also be noted that the fractional shift in wave-length is a definitely observable quantity, which will have the same calculated value, for any specified case, no matter what coordinates we may use in making the computation. Thus no changes will occur in the result, if we introduce changes in the form of the line element merely by substituting new variables as functions of the original ones before making the computation, a fact which is perhaps not always appreciated. Finally it may be remarked, that although the expression is formulated so as to give the value of the shift as a function of the time of

[^47]emission $t_{1}$, we can of course also obtain it as a function of the time of reception $t_{2}$ when we know the form of (116.4).

Our final expression may be regarded as that for a generalized Doppler effect, since its value depends not only on the direct effect of the motions of source and observer in changing the time for light to travel from one to the other, but also on the indirect effect of these motions in determining the relation between coordinate time intervals and proper time intervals, and furthermore on the effect of the gravitational potentials in determining the velocity with which the light travels. We shall have later use for this treatment of generalized Doppler effect in Chapter X.

## IX

## RELATIVISTIC THERMODYNAMICS

## Part I. THE EXTENSION OF THERMODYNAMICS TO GENERAL RELATIVITY

## 117. Introduction

In the development of the classical thermodynamics, two limitations were actually present. In the first place the thermodynamic systems considered were tacitly taken as being at rest with respect to the observer; and in the second place the systems considered were either taken as unaffected by gravitation, or in any case as affected by fields weak enough and small enough in extent, so that they could be treated with the help of the Newtonian theory of gravitation and the older ideas as to the nature of space and time. To remove the first of these limitations and obtain a thermodynamic theory suitable for moving systems, it is necessary to employ the principles for the intercomparison of measurements made by observers in relative motion to each other provided by the special. theory of relativity. To remove the second of the limitations, and obtain a theory suitable for investigating the precise thermodynamic effects of gravity in fields of any magnitude, and suitable for studying the thermodynamio behaviour of systems large enough so that the curvature of spacetime cannot be neglected, it is necessary to make use of the more precise theory of gravitation and more adequate ideas as to the nature of space and time provided by the general theory of relativity.

In Chapter V we have already considered the extension of thermodynamics to special relativity, first carried out by Planck and by Einstein. We obtained therefrom not only a thermodynamic theory for moving systems, but also, with the help of the Lorentz transformation equations for heat, work, temperature, and entropy, we achieved a deeper insight into the nature of thermodynamic quantities, and by the introduction of our four-dimensional formulation of the second law of thermodynamics we made a preliminary step in the direction of covariant generalization.

In the present chapter we shall consider the extension of thermodynamics to general relativity, and the applications of the system of relativistic thermodynamics which we thus obtain. To obtain this extension it will merely be necessary to generalize our previous special

Since the steps that must be taken to extend the classical thermodynamics first to special relativity and then to general relativity will appear to be almost self-evident and trivial, it might be supposed that the conclusions to be drawn from relativistic thermodynamios would necessarily have the same qualitative character as those familiar in the classical theory. As we shall see, nevertheless, on a.ccount of the great difference between classical and relativistic ideas as to the nature of space and time, conclusions of a qualitatively new kind can arise when we consider systems of sufficient extent so that gravitational curvature becomes important.

## 118. The relativistic analogue of the first law of thermodynamics

In the classical thermodynamics it was customary to express the requirements of the first law of thermodynamics with the help of the equation

$$
\begin{equation*}
\Delta E=Q-W \tag{118.1}
\end{equation*}
$$

This equation is to be regarded in the first place as expressing the principle of the conservation of energy by equating the total energy change in a system to that which is transferred across the boundary; and is to be regarded in the second place as introducing a distinction between the two methods of energy transfer-flow of heat and performance of work-which becomes especially important for the later application of the second law of thermodynamics.

In relativistic thermodynamics, in analogy with the classical first law, we shall in the first place have to satisfy the general principlos of relativistic mechanics, which lead as we have seen in Chapter VII to the appropriate generalization of the classical laws for the conservation of energy and momentum. $\dagger$

These principles of relativistic mechanics are allimplicitly contained
in Einstein's field equations

$$
\begin{equation*}
-8 \pi T^{\mu \nu}=R^{\mu \nu}-\frac{1}{2} R g^{\mu \nu}+\Lambda g^{\mu \nu} \tag{118.2}
\end{equation*}
$$

connecting the energy-momentum tensor $T^{\mu \nu}$ with the geometry of space-time. And since the tensor divergence of the right-hand side of this expression is found to vanish identically, these field equations lead at once to the familiar expressions for the equations of mechanics
and

$$
\begin{gather*}
\left(T^{\mu \nu}\right)_{\nu}=0  \tag{118.3}\\
\frac{\partial \mathfrak{T}_{\mu}^{\nu}}{\partial x^{\nu}}-\frac{1}{2} \mathfrak{T}^{\alpha \beta} \frac{\partial g_{\alpha \beta}}{\partial x^{\mu}}=0, \tag{l18.4}
\end{gather*}
$$

or, by the introduction of the pseudo tensor density of potential energy and momentum $t_{\mu}^{\nu}$, to the expression

$$
\begin{equation*}
\frac{\partial\left(\mathfrak{I}_{\mu}^{\nu}+\Psi_{\mu}^{\nu}\right)}{\partial x^{\nu}}=0, \tag{118.5}
\end{equation*}
$$

which is the form showing the closest resemblance to the classical energy-momentum principle. By requiring in relativistic thermodynamics that all thermodynamic processes should satisfy these principles of mechanics, we introduce the analogues of the classical requirements both for the conservation of energy and for the conservation of momentum, the introduction of the latter not having been explicitly necessary in the classical thermodynamics owing to the tacit restriction to stationary systems.

To complete the analogy with the classical first law of thermodynamics, we shall in the second place also have to introduce in relativistic thermodynamics a distinction between flow of heat and performance of work. This, however, must be postponed until the appropriate nature of the distinction has been made clear from our considerations of the relativistic extension of the second law of thermodynamics.

## 119. The relativistic analogue of the second law of thermodynamics

To assist us in obtaining the relativistic analogue of the usual second law of thermodynamics, we have in the first place the fourdimensional expression for the requirements of the second law in special relativity, as already given in § 71 using Galilean coordinates by the formula

$$
\begin{equation*}
\frac{\partial}{\partial x^{\mu}}\left(\phi_{0} \frac{d x^{\mu}}{d s}\right) \delta x \delta y \delta z \delta t \geqslant \frac{\delta Q_{0}}{T_{0}}, \tag{119.1}
\end{equation*}
$$

where $\phi_{0}$ is the proper density of entropy at the point and time of interest as measured by a local observer at rest in the thermodynamio fluid or working substance, the quantities $d x^{\mu} / d s$ are the components of the macroscopic 'velocity' of the fluid at that point with respect to the coordinates in use, $\delta Q_{0}$ is the proper heat as measured by a local observer which flows at the proper temperature $T_{0}$ into the element of fluid and during the time denoted by $\delta x \delta y \delta z \delta t$, and the two signs of equality and inequality refer respectively to the cases of reversible and irreversible processes.

In addition, to guide us in obtaining the desired extension of the second law, we must also make use of the two fundamental ideas underlying general relativity which are expressed by the principle of covariance and by the principle of equivalence. In accordance with the principle of covariance, the axiom which we choose must be expressed in a general form which is the same for all coordinate systems, in order that we may avoid the introduction of unsuspected assumptions which might otherwise arise from the use of special coordinates. And in accordance with the principle of equivalence, the axiom must be chosen so as to agree with the roquirements of the special theory of relativity, provided we use natural coordinates for the particular point of interest.

As a consequence of the foregoing considerations, we are then at once led to expect that the correct expression for the second law of thermodynamics in general relativity will be provided by taking the immediate covariant re-expression of the special relativity law (119.1) which can be written in the form $\dagger$

$$
\begin{equation*}
\left(\phi_{0} \frac{d x^{\mu}}{d s}\right)_{\mu} \sqrt{-g} \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \geqslant \frac{\delta Q_{0}}{T_{0}^{\prime}}, \tag{119.2}
\end{equation*}
$$

or defining the entropy vector by

$$
\begin{equation*}
S^{\mu}=\phi_{0} \frac{d x^{\mu}}{d s} \tag{I10.3}
\end{equation*}
$$

in the even more compact form

$$
\begin{equation*}
\Im_{\mu}^{\mu} \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \geqslant \frac{\delta Q_{0}}{T_{0}} \tag{I19.4}
\end{equation*}
$$

The above expression will evidently satisfy the principle of covariance owing to its character as a tensor expression of rank zero, ( $\left.\phi_{0} d x^{\mu} / d s\right)_{\mu}$ being a scalar since it is the contracted covariant
derivative of a vector, $\sqrt{-g} \delta x^{1} \delta x^{2} \delta x^{8} \delta x^{4}$ being a soalar since it is the magnitude of a four-dimensional volume expressed in natural measure, and finally $\delta Q_{0} / T_{0}$ also being a soalar since it obviously does not depend on the particular coordinates in use. This expression will also satisfy the principle of equivalence since in natural coordinates for any point of interest, it will immediately reduce to the special relativity law (119.1), the contracted covariant derivative

$$
\left(\phi_{0} d x x^{\mu} / d s\right)_{\mu}
$$

being replaced by the ordinary divergence, and the quantity $\sqrt{-g}$ assuming the value unity.

The principle given by (119.2) thus satisfies all the conditions that we now know how to impose and will be adopted in what follows as a statement of the relativistic second law of thermodynamios. It must be noted, however, that we have not been led absolutely uniquely to this law since other more complicated covariant expressions might be proposed which would also reduce in flat space-time to the special relativity law. Hence the proposed principle must be regarded as a postulate whose ultimate validity remains to be tested through comparison with the facts of observation.

It may be emphasized, nevertheless, that we have followed a sensible course of procedure in adopting the immediate covariant re-expression of the special relativity second law, since our previous satisfactory experience with the immediate covariant re-expressions of the special relativity formulae for space-time interval and geodesic trajectory have given us confidence that such procedure when feasible is likely to prove correct. It may also be emphasized that we shall find the theoretical consequences of the postulated relativistic second law to be coherent with the rest of relativity, and in partioular shall find examples where the results of relativistic thermodynamios can be checked by using the methods of relativistic mechanics alone.

For purposes of practioal computation it is often advantageous to re-express the statement of the relativistio second law given by (119.2) in the equivalent form

$$
\begin{equation*}
\frac{\partial}{\partial x^{\mu}}\left(\phi_{0} \frac{d x^{\mu}}{d s} \sqrt{-g}\right) \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \geqslant \frac{\delta Q_{0}}{T_{0}} . \tag{119.5}
\end{equation*}
$$

[See equation (46), Appendix III.]

## 120. On the interpretation of the relativistic second law of

 thermodynamicsSince we have taken the relativistic first law of thermodynamios as being merely a restatement of the principles of relativistic mechanics, a clear understanding of the relativistic second law is especially essential, as it is this latter principle which determines the whole character of relativistic thermodynamios. This understanding we shall now attempt to assure.

First of all it is to be remarked that the distinction between reversible and irreversible processes is still preserved in relativistic thermodynamios owing to the occurrence of the two signs of equality and inequality in the expression for the second law, the former being applicable to the case of reversible processes and the latter being applicable to irreversible processes.

The occurrence of the sign of inequality also implies a distinction for the case of irreversible processes between the forward and backward directions of time, similar to that in ordinary thermodynamics, since it is evident that the truth of our expression for the second law depends on the sign attached to the increment of coordinate time $\delta x^{4}$ occurring on the left-hand side of the inequality. Hence neglecting the occurrence of fluctuations, the entropy principle still indicates the unidirectional character of time in relativistic as in classical thermodynamics. This is of interest since the possibility of illuminating the principles of relativity by regarding time to be plotted as a fourth dimension perpendicular to space has sometimes had a tendency to obscure those reasons, whether fundamental or not, on which we customarily base our ideas as to the unidirectional quality of time.

Attention should also be drawn to the preservation of the essentially macroscopic and phenomenological character of thermodynamic considerations in the relativistic extension. Indeed, all the quantities occurring in the relativistic second law (119.2) are to be regarded as having significance only from a macroscopic point of view, and as being defined by perfectly definite empirical specifications which can be given for their determination.

Thus $\phi_{0}$ is the entropy per unit volume of the fluid at the point and time of interest as measured by a local observer at rest with respect to the fiuid. It is, of course, a macroscopic density owing to the nature of our concept of entropy, and is to be regarded as character-
jzing the fluid looked at from a large scale point of view without any microscopic analysis into atoms and radiation.

The quantities $d x^{\mu} / d s$ are the components of the macroscopic 'velocity' of the fluid at the position and instant of interest. Thus, for example, the value of $d x^{1} / d s$ would be found by observing the motion of a macroscopically identifiable point of the fluid, and computing the rate of change of its $x^{1}$ coordinate with respect to the readings of a natural clook moving with the point. And $d x^{4} / d s$ would be found by computing the rate of change in the value of the time-like coordinate $x^{4}$ for the point with respect to the readings of the same clock.

Similarly the quantity $g$ is the determinant formed from the components of the metrical tensor $g_{\mu \nu}$ when these are determined macroscopically, an advantageous circumstance in view of our complete lack of knowledge even as to the significance of this tensor from an atomic point of view. Furthermore the coordinate range $\delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4}$ is to be regarded as denoting a macroscopically infinitesimal element of four-dimensional volume.

Turning finally, moreover, to the right-hand side of our expression, the quantity $T_{0}$ is to be taken as the absolute temperature of the fluid as measured in the usual manner by a local observer at rest in the fluid at the position and instant of interest. And $\delta Q_{0}$ is the heat as measured by this local observer which flows into an element of the fluid having the instantaneous proper volume $\delta v_{0}$ during the proper time $\delta t_{0}$, where these quantities are chosen to give the same magnitude of four-dimensional volume in natural measure as is included in the coordinate range $\delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4}$. These two final quantities $\delta Q_{0}$ and $T_{0}$ hence retain the macroscopic character of heat and temperature in the older thermodynamios.

It is important to emphasize the macroscopic and phenomenological character of relativistic thermodynamics, since it permits us to avoid all the complexities and uncertainties which attach to the atomic point of view, especially at the present time of partial incompleteness in the development of quantum theory, and allows us to proceed with the natural confidence belonging to an empirical approach.

## 121. On the interpretation of heat in relativistic thermodynamics

In the process of generalizing the second law of thermodynamics from the form which it assumes in special relativity to that taken in
general relativity, it is not easy to follow the precise significance of the quantity $\delta Q_{0}$ appearing on the right-hand side of the expression and denoting a quantity of absorbed heat as measured by a looal observer. Hence the specifications which we have given for the determination of $\delta Q_{0}$ in the preceding section may not be immediately evident, and the present section will be devoted to the interpretation of this quantity. $\dagger$
To carry out this interpretation, let us first consider the expression for the relativistic second law (119.2), in the original form in which it was written

$$
\begin{equation*}
\left(\phi_{0} \frac{d x^{\mu}}{d s}\right)_{\mu} \sqrt{-g} \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \geqslant \frac{\delta Q_{0}}{T_{0}} . \tag{121.1}
\end{equation*}
$$

Assuming that we understand the significance of all the other quantities in this expression, we can then begin by showing with the help of the principle of covariance that $\delta Q_{0}$ is in any case a scalar, having a value proportional to the range $\delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4}$, but otherwise independent of the coordinate system.

To do this we note in the first place that the quantities ( $\left.\phi_{0} d x^{\mu} / d s\right)_{\mu}$ and $T_{0}$ are necessarily scalars with numerical values entirely independent of the coordinate system-the first beoause it is the contracted covariant derivative of a vector and the second from the unique specifications given for its determination by a local observer. In the second place we note that the quantity $\sqrt{-g} \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4}$ is also a soalar, having a numerical value proportional to the infinitesimal range $\delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4}$, but otherwise independent of the coordinate system, since it is an expression for the four-dimensional volume in natural measure specified by that range. Hence in accordance with the principle of covariance, it is evident that the remaining quantity appearing in the postulate $\delta Q_{0}$ must also be scalar with a numerical value proportional to the infinitesimal range $\delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4}$, but otherwise independent of the coordinate system, in order that the postulated law may agree with the requirements of covariance by having the same signifioance in all coordinate systems.

Having shown then that the quantity $\delta Q_{0}$ is necessarily a scalar with a value intrinsically independent of the coordinate system, we can now determine its value by making use of any specially convenient coordinate system. For this purpose we shall choose natural coordinates $x, y, z, t$ for the particular point of interest. In accordanoe
with the prinoiple of equivalence, suoh natural coordinates can always be found, and their choice will make our previous principles of thermodynamios-as given for the special theory of relativityvalid in the immediate neighbourhood of the selected point.

Using these coordinates, covariant differentiation will reduce to ordinary differentiation and the quantity $\sqrt{-g}$ will assume the value unity, so that the left-hand side of our expression for the second law (121.1) will assume the form

$$
\begin{align*}
\left(\phi_{0} \frac{d x^{\mu}}{d s}\right)_{\mu} & \sqrt{-g} \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \\
& =\left[\frac{\partial}{\partial x}\left(\phi_{0} \frac{d x}{d s}\right)+\frac{\partial}{\partial y}\left(\phi_{0} \frac{d y}{d s}\right)+\frac{\partial}{\partial z}\left(\phi_{0} \frac{d z}{d s}\right)+\frac{\partial}{\partial t}\left(\phi_{0} \frac{d t}{d s}\right)\right] \delta x \delta y \delta z \delta t \tag{121.2}
\end{align*}
$$

and by substituting the evident expressions

$$
\frac{d x}{d s}=u_{x} \frac{d t}{d s} \quad \frac{d y}{d s}=u_{y} \frac{d t}{d s} \quad \frac{d z}{d s}=u_{x} \frac{d t}{d s}
$$

where $u_{x}, u_{y}$, and $u_{z}$ are the components of the velocity of the fluid as ordinarily expressed, this can be rewritten as

$$
\left[\frac{\partial}{\partial x}\left(\phi_{0} \frac{d t}{d s} u_{x}\right)+\frac{\partial}{\partial y}\left(\phi_{0} \frac{d t}{d s} u_{v}\right)+\frac{\partial}{\partial z}\left(\phi_{0} \frac{d t}{d s} u_{s}\right)+\frac{\partial}{\partial t}\left(\phi_{0} \frac{d t}{d s}\right)\right] \delta x \delta y \delta z \delta t .
$$

In accordance with the special theory of relativity, however, entropy is an invariant for the Lorentz transformation, and hence entropy density will depend on the Lorentz contraction factor $d s / d t$ in such a manner that we can substitute

$$
\phi=\phi_{0} \frac{d t}{d s}
$$

where $\phi$ is the entropy density of the fluid referred to our present coordinates. Doing so, we then obtain in place of the above expression

$$
\left[\frac{\partial}{\partial x}\left(\phi u_{x}\right)+\frac{\partial}{\partial y}\left(\phi u_{u}\right)+\frac{\partial}{\partial z}\left(\phi u_{z}\right)+\frac{\partial \phi}{\partial t}\right] \delta x \delta y \delta z \delta t,
$$

which can be rewritten in the form

$$
\begin{gathered}
{\left[\frac{\partial \phi}{\partial t}+\frac{\partial \phi}{\partial x} u_{x}+\frac{\partial \phi}{\partial y} u_{y}+\frac{\partial \phi}{\partial z} u_{z}+\phi\left(\frac{\partial u_{x}}{\partial x}+\frac{\partial u_{y}}{\partial y}+\frac{\partial u_{x}}{\partial z}\right)\right] \delta x \delta y \delta z \delta t} \\
{\left[\frac{d \phi}{d t}+\phi \operatorname{div} \mathbf{u}\right] \delta x \delta y \delta z \delta t,}
\end{gathered}
$$

or
where we now represent by the total derivative $d \phi / d t$ the rate of change in entropy density as we follow a point moving with the fluid.

And denoting by $\delta v$ the volume of fluid instantaneously contained in the coordinate range $\delta x \delta y \delta z$ this becomes

$$
\left[\frac{d \phi}{d t} \delta v+\phi \frac{d}{d t}(\delta v)\right] \delta t=\frac{d}{d t}(\phi \delta v) \delta t ;
$$

so that we can finally write

$$
\begin{equation*}
\left(\phi_{0} \frac{d x^{\mu}}{d s}\right)_{\mu} \sqrt{-g} \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4}=\frac{d}{d t}(\phi \delta v) \delta t \tag{121.3}
\end{equation*}
$$

as an expression for the left-hand side of the relativistic second law (121.1), using natural coordinates for the point of interest.

Hence, using natural coordinates, it is evident that the left-hand side of the relativistic second law becomes the increase, in time $\delta t$, which takes place in the entropy of the small element of fluid instantaneously contained in the coordinate range $\delta x \delta y \delta z$. In accordance with the principle of equivalence, however, we can apply special relativistic thermodynamic theory to this small system and connect its increase in entropy with heat and temperature by the expression

$$
\begin{equation*}
\frac{d}{d t}(\phi \delta v) \delta t \geqslant \frac{\delta Q}{T} \tag{121.4}
\end{equation*}
$$

where $\delta Q$ is the heat absorbed by this element of fluid in time $\delta t$ at temperature $T$, these quantities also being referred to our present system of coordinates. Furthermore, since the ratio of heat to temperature is an invariant for the Lorentz transformation we can also take

$$
\begin{equation*}
\frac{\delta Q}{T}=\frac{\delta Q_{0}}{T_{0}}, \tag{121.5}
\end{equation*}
$$

where $\delta Q_{0}$ and $T_{0}$ are the absorbed heat and temperature as measured in proper coordinates by a local observer moving with the element of fluid. Moreover, in accordance with the Lorentz contraction for volume elements and the Lorentz time dilation for time intervals we can write

$$
\begin{equation*}
\delta v \delta t=\delta v_{0} \delta t_{0} \tag{121.6}
\end{equation*}
$$

where $\delta v_{0}$ is the instantaneous volume of the element of fluid as measured in proper coordinates and $\delta t_{0}$ is the proper time during which the heat absorption takes place.

Hence, combining the information given by (121.3, 4, 5, 6), we have now obtained in natural coordinates an expression

$$
\begin{equation*}
\left(\phi_{0} \frac{d x^{\mu}}{d s}\right)_{\mu} \sqrt{-g} \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \geqslant \frac{\delta Q_{0}}{T_{0}^{1}} \tag{121.7}
\end{equation*}
$$

of the same form as postulated above for the relativistic second law, together with the desired specific interpretation of the quantity $\delta \boldsymbol{Q}_{0}$ occurring on the right-hand side, as the heat-measured by a local observer at rest in the fluid at the point and time of interest-whioh flows into an element of the fluid having the instantaneous proper volume $\delta v_{0}$ during the proper time $\delta t_{0}$, these quantities being so chosen as to make

$$
\begin{equation*}
\delta v_{0} \delta t_{0}=\delta v \delta t=\sqrt{-g} \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} . \tag{121.8}
\end{equation*}
$$

This result has been obtained using natural coordinates. Nevertheless, in accordanoe with our earlier disoussion of the scalar character of $\delta Q_{0}$, the interpretation is valid for any coordinate system. No specification of the shape of the element of fluid is given, since to the order of quantities considered, the heat absorbed depends only on the product of volume and time interval.
Since $\delta Q_{0}$ is the heat absorbed by a definite element of the fluid, it will be noted as in ordinary thermodynamios that heat flow is to be regarded as taking place relative to the material fluid or working substance of interest, rather than as relative to some system of spatial coordinates that happen to be in use.
It must finally be remarked, in order to remove uncertainties which could arise when we come to the integration of the second law expression, that in applying the second law each increment of heat entering a system of intersst is to be taken as divided by the temperature at the location where it crosses the boundary separating the system from its surroundings, again as in the usual thermodynamics. Hence we can regard $\delta Q_{0}$ and $T_{0}$ as quantities which are determined by measurements made in the usual manner by observers looated on the boundary of the element of fluid considered.

## 122. On the use of co-moving coordinates in thermodynamic considerations

The discussion of the preceding section has shown that heat flow is in general to be taken as relative to the material fluid of interest rather than relative to the particular spatial coordinates in use. This makes it especially convenient in thermodynamic considerations to select a coordinate system such that the fluid has permanently everywhere zero components of 'velocity'

$$
\begin{equation*}
\frac{d x^{1}}{d s}=\frac{d x^{2}}{d s}=\frac{d x^{3}}{d s}=0 \tag{122.1}
\end{equation*}
$$

with respect to the spatial coordinates. Suoh coordinates may be called co-moving and are presumably always possible, since they oan be obtained by taking the spatial coordinates as given by a network drawn so as to connect adjacent identifiable points of the fluid and then allowed to move therewith.

Referred to such coordinates, the relativistic second law gives specially simple and understandable results. Starting with the second form (119.5) in which we have expressed the law

$$
\begin{equation*}
\frac{\partial}{\partial x^{\mu}}\left(\phi_{0} \frac{d x^{\mu}}{d s} \sqrt{-g}\right) \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \geqslant \frac{\delta Q_{0}}{T_{0}} \tag{122.2}
\end{equation*}
$$

we at once obtain, on account of the permanent validity of the relations (122.1) at all points of the fluid, a reduction to the simple form

$$
\begin{equation*}
\frac{\partial}{\partial x^{4}}\left(\phi_{0} \frac{d x^{4}}{d s} \sqrt{-g}\right) \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \geqslant \frac{\delta Q_{0}}{T_{0}} \tag{122.3}
\end{equation*}
$$

Furthermore, since the coordinates are mutually independent this can be rewritten in the form

$$
\begin{equation*}
\frac{\partial}{\partial x^{4}}\left(\phi_{0} \sqrt{-g} \delta x^{1} \delta x^{2} \delta x^{3} \frac{d x^{4}}{d s}\right) \delta x^{4} \geqslant \frac{\delta Q_{0}}{T_{0}^{\top}} . \tag{122.4}
\end{equation*}
$$

In this form, however, the relation has very considerable advantages. In the first place, taking elements of four-dimensional volume at the point of interest which have equal volumes expressed in natural measure

$$
\begin{equation*}
\delta v_{0} d t_{0}=\delta v_{0} d s=\sqrt{-g} \delta x^{1} \delta x^{2} \delta x^{3} d x^{4} \tag{122.5}
\end{equation*}
$$

it is evident that we can rewrite the above relation in the form

$$
\begin{equation*}
\frac{\partial}{\partial x^{4}}\left(\phi_{0} \delta v_{0}\right) \delta x^{4} \geqslant \frac{\delta Q_{0}}{T_{0}} \tag{122.6}
\end{equation*}
$$

where $\delta v_{0}$ will be equal to the proper volume of the element of fluid permanently located in the coordinate range $\delta x^{1} \delta x^{2} \delta x^{3}$, as measured at any instant by a local observer moving with that element. In the second place, we can evidently re-express this latter relation in the form
where

$$
\begin{gather*}
\frac{\partial}{\partial t_{0}}\left(\phi_{0} \delta v_{0}\right) \delta t_{0} \geqslant \frac{\delta Q_{0}}{T_{0}}  \tag{122.7}\\
\delta t_{0}=\frac{d t_{0}}{d x^{4}} \delta x^{4} \tag{122.8}
\end{gather*}
$$

is the increment in proper time which corresponds at any instant to the increment in coordinate time $\delta x^{4}$.

The form for the second law given by (112.6) proves useful by
containing an expression for the rate of change in the proper entropy of any given element of fluid with respect to the coordinate time $x^{4}$ which applies throughout all parts of the system under consideration. This is of considerable advantage in the treatment of finite systems.

The form for the law given by (122.7) is useful in again showing the validity of our previous interpretation of $\delta Q_{0}$. Since the left-hand side of (122.7) is the increase, as found by a local observer, which occurs in time $\delta t_{0}$ in the entropy of an element of fluid of volume $\delta v_{0}$, it is evident from the ordinary principles of thermodynamioswhich must apply for such a local observer-that $\delta Q_{0}$ must be the heat which he finds to be absorbed by the element in that time. On the other hand, in accordance with (122.5) and (122.8) we have

$$
\begin{equation*}
\delta v_{0} \delta t_{0}=\sqrt{-g} \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \tag{122.9}
\end{equation*}
$$

which is our previous specification (121.8) for the volume of the element and time interval that are to be employed by the local observer in measuring the heat $\delta Q_{0}$.

The form for the second law given by (122.7) is also useful in emphasizing the principle that a local observer examining the thermodynamic behaviour of an element of fluid in his immediate neighbourhood must use the same methods of measuring entropy, heat, and temperature, and employ the same criteria of reversibility and irreversibility as have been made familiar by the classical thermodynamios. This principle serves to increase our confidence in the validity of relativistic thermodynamios, and to explain the fact that outstanding differences between the conclusions of classical and relativistic thermodynamios tend to appear only when large portions of the universe are under consideration.

## IX

## RELATIVISTIC THERMODYNAMICS (contd.)

## Part II. APPLICATIONS OF RELATIVISTIC THERMODYNAMICS

## 123. Application of the first law to changes in the static state of a system

We may now commence our investigation of the consequences of relativistic thermodynamics. Since our first interest will lie in determining the conditions for static thermodynamic equilibrium, we shall begin by examining the restrictions imposed by the principles of relativistic mechanics on the changes which might take place in a thermodynamic system from one static state to another without involving any changes in the surroundings that lie outside the selected region of interest.

Consider a system together with its surroundings which up to some initial 'time' $x^{\prime 4}$ are in a given static state such that there are no changes taking place with respect to $x^{4}$, and then let a change take place inside the system without affecting the surroundings to some new static state at 'time' $x^{n 4}$, after which there will again be no changes taking place with respect to the time-like coordinate $x^{4}$.

Since this change is to take place without involving any effects on the surroundings, it is evident (a) that there must be no transfer of energy or momentum between the system and surroundings, and (b) that the distribution of energy and momentum in the surroundings must remain unaltered. It is easy to show, however, that these conditions are met if the change inside the system involves no changes in the values of the gravitational potentials $g_{\mu \nu}$ and of their first and second derivatives $\partial g_{\mu \nu} / \partial x_{\alpha}$ and $\partial^{2} g_{\mu \nu} / \partial x_{\alpha} \partial x_{\beta}$ at the boundary of the system and beyond.

To show that this restriction is sufficient to prevent the transfer of energy and momentum from the surroundings into the system, we may return to our previous expression (88.2) for the energy-momentum principle as applied to a finite system

$$
\begin{align*}
& \frac{d}{d x^{4}} \iiint\left(\mathfrak{I}_{\mu}^{4}+\mathrm{f}_{\mu}^{4}\right) d x^{1} d x^{2} d x^{3}= \\
& -\iint\left|\mathfrak{I}_{\mu}^{1}+\mathfrak{t}_{\mu}^{1}\right|_{x^{2}}^{x^{\prime 2}} d x^{2} d x^{3}-\iint\left|\mathfrak{I}_{\mu}^{2}+\mathbf{t}_{\mu}^{2}\right|_{x^{4}}^{x^{\prime}} d x^{1} d x^{3}-\iint\left|\mathfrak{I}_{\mu}^{3}+\mathfrak{f}_{\mu}^{9}\right|_{x^{4}}^{x^{\prime 2}} d x^{1} d x^{2} \tag{123.1}
\end{align*}
$$

where the left-hand side of the equation gives the rate of change in the three components of momentum and in the energy of the system, according as we take $\mu=1,2,3,4$, and the right-hand side can be regarded as giving the flow of momentum or energy across the boundary from the surroundings into the system, provided we ohoose as usual coordinates such that the necessary limits of integration actually lie on the boundary separating the system from its surroundings.

Up until the initial time $x^{\prime 4}$ when the change in state commences, the left-hand side of this equation will be zero since by hypothesis the system is then in some given static state. Hence the right-hand side of the equation will also be zero at time $x^{\prime 4}$. The right-hand side, however, is a constant independent of $x^{4}$, since the quantities

$$
\begin{gather*}
-8 \pi \mathfrak{I}_{\mu}^{\nu}=\Re_{\mu}^{\mu}-\frac{1}{2} \Re g_{\mu}^{\nu}+\Lambda g_{\mu}^{\nu} \sqrt{-g}  \tag{123.2}\\
16 \pi t_{\mu}^{\nu}=-g_{\mu}^{\alpha \beta} \frac{\partial \mathcal{E}}{\partial g_{\nu}^{\alpha \beta}}+g_{\mu}^{\nu} \mathbb{L}+2 \Lambda g_{\mu}^{\nu} \sqrt{-g} \tag{123.3}
\end{gather*}
$$

and
are definitely determined by the $g_{\mu \nu}$ and their first and second derivatives, and by hypothesis these do not change at points on the boundary, corresponding to the limits of integration on the righthand side of (123.1). Hence both sides of that equation remain zero and there is no transfer of energy or momentum between the system and its surroundings.

To show that the restriction is sufficient to prevent any change in the distribution of energy and momentum in the surroundings, we merely have to note again in acoordance with (123.2) that the energymomentum tensor is definitely determined by the gravitational potentials $g_{\mu \nu}$ and their first and second derivatives, and henoe if these quantitios remain constant for points outside the boundary the distribution of energy and momentum will also have to remain unchanged in the surroundings.

Hence, to sum up the rosults of this soction, we may state, in accordance with the principles of relativistic mechanios or first law of relativistic thermodynamics, that a thermodynamic system oan change from one statio state to another without involving any changes in the surroundings, provided we subject the gravitational potentials and their first and second derivatives at points on the boundary and beyond to the restriction

$$
\begin{equation*}
\delta g_{\mu \nu}=\delta\left(\frac{\partial g_{\mu \nu}}{\partial x^{\alpha}}\right)=\delta\left(\frac{\partial^{2} g_{\mu \nu}}{\partial x^{\alpha} \partial x^{\beta}}\right)=0 . \tag{123.4}
\end{equation*}
$$

## 124. Application of the second law to changes in the static state of a system

Having thus found restrictions-analogous to those imposed in classical thermodynamics by the ordinary first law-that are sufficient to guarrantee changes in the static state of a system which could take place without involving any changes in the surroundings, we may now inquire into the restrictions which would be imposed by the second law on the possible changes in static state.

To investigate this it will be best to employ co-moving coordinates of the kind discussed in § 122. In any case the coordinates would be co-moving before and after the internal change takes place since the system is then by hypothesis in some static state, and by using coordinates which are also co-moving during the change we can then express the restrictions imposed by the second law on the nature of the change in the simple form (see 122.3)

$$
\begin{equation*}
\frac{\partial}{\partial x^{4}}\left(\phi_{0} \frac{d x^{4}}{d s} \sqrt{-g}\right) \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \geqslant \frac{\delta Q_{0}}{T_{0}} . \tag{124.1}
\end{equation*}
$$

In accordance with (122.6), we can regard the left-hand side of this expression as the increase which takes place in 'time' $\delta x^{4}$ in the proper entropy as measured by a local observer of the element of fluid permanently located in the 'spatial' range $\delta x^{1} \delta x^{2} \delta x^{3}$; and in accordance with (122.7) we can regard the right-hand side of this expression as given by the heat measured by a local observer which flows into this element of fluid in the increment of proper time $\delta t_{0}$ which corresponds to $\delta x^{4}$.

If we integrate this expression for a given element of the fluid over the total interval $x^{\prime 4}$ to $x^{\prime \prime}$ during which change takes place, we shall obtain

$$
\begin{equation*}
\int_{x^{4}}^{x^{4}} \frac{\partial}{\partial x^{4}}\left(\phi_{0} \frac{d x^{4}}{d s} \sqrt{-g}\right) \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \geqslant \int_{x^{4}}^{x^{44}} \frac{\delta Q_{0}}{T_{0}}, \tag{124.2}
\end{equation*}
$$

where the left-hand side is the total change which the local observer finds in the entropy of the element, and the right-hand side-in accordance with the specifications given at the end of § 121 -is the total result obtained by summing all the increments of heat that enter the element each divided by the temperature of the boundary at the time of passage, the measurements being made by observers on the boundary of the element.

If we now perform a second integration, this time over all the elements of fluid included in the system, it is evident that the righthand side of (124.2) will lead to a null result giving

$$
\begin{equation*}
\int_{x^{4}}^{x^{4}} \iiint \frac{\partial}{\partial x^{4}}\left(\phi_{0} \frac{d x^{4}}{d s} \sqrt{-g}\right) \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \geqslant 0 \tag{124.3}
\end{equation*}
$$

since by hypothesis we shall be interested in changes which involve no flow of heat at the boundary of the system as a whole, and our method for the precise specification of $\delta Q_{0}$ and $T_{0}$ will lead to a cancellation between contiguous elements within the system.

Hence the conditions imposed by the relativistic second law of thermodynamics on changes in the interior of a system from one static state to another without affecting the surroundings can be expressed by the relation

$$
\begin{equation*}
\left[\iiint \phi_{0} \frac{d x^{4}}{d s} \sqrt{-g} d x^{1} d x^{2} d x^{3}\right]_{x^{* 4}} \geqslant\left[\iiint \phi_{0} \frac{d x^{4}}{d s} \sqrt{-g} d x^{1} d x^{2} d x^{3}\right]_{x^{\prime 4}} \tag{124.4}
\end{equation*}
$$

where the subscripts $x^{\prime 4}$ and $x^{\prime \prime 4}$ indicate that the values of the integrals are to be taken for the initial and final states of the system.

To emphasize the analogy with classical thermodynamics this result could also be stated as the requirement that the 'entropy' $S$ can only remain constant or increase when the system changes from one static state to another, provided we define that quantity as the total integrated proper entropy of the elements of fluid in the system

$$
\begin{equation*}
S=\iiint \phi_{0} \frac{d x^{4}}{d s} \sqrt{-g} d x^{1} d x^{2} d x^{3} \tag{124.5}
\end{equation*}
$$

## 125. The conditions for static thermodynamic equilibrium

With the help of the two foregoing sections we may now express the conditions for static thermodynamic equilibrium in a finite system having no interaction with its surroundings in the form of the variational equation

$$
\begin{equation*}
\delta \iiint \phi_{0} \frac{d x^{4}}{d s} \sqrt{-g} d x^{1} d x^{2} d x^{3}=0 \tag{125.1}
\end{equation*}
$$

under the subsidiary condition to be imposed at the boundary of the system

$$
\begin{equation*}
\delta g_{\mu \nu}=\delta\left(\frac{\partial g_{\mu \nu}}{\partial x^{\alpha}}\right)=\delta\left(\frac{\partial^{2} g_{\mu \nu}}{\partial x^{\alpha} \partial x^{\beta}}\right)=0 \tag{125.2}
\end{equation*}
$$

The first of these equations is the condition for a maximum value of the integral in question and is imposed by the second law which as shown by (124.4) will only permit increases if there is any ohange at all in this quantity when the system changes from one static state to another without interaction with the surroundings. And the second set of equations provides, as we have seen in § 123, a sufficient condition to prevent any interaction between the system and its surroundings when the internal change takes place.

## 126. Static equilibrium in the case of a spherical distribution of fluid

In the case of a fluid system held together by gravitational attraction, a state of static equilibrium will necessarily be one of spherical symmetry; and we may give special attention to the form assumed in that case by the above conditions for equilibrium. In accordance with (94.9) we may then write the line element to start with in the form

$$
\begin{equation*}
d s^{2}=-e^{\mu}\left(d x^{2}+d y^{2}+d z^{8}\right)+e^{\nu} d t^{2}, \tag{126.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu=\mu(r) \quad \nu=\nu(r) \quad r=\sqrt{ }\left(x^{2}+y^{2}+z^{2}\right) \tag{126.2}
\end{equation*}
$$

and the isotropic coordinates $x, y, z, t$ are such that the limits of integration necessary to include any given region of interest will fall on the actual boundary separating that region from its surroundings, and hence are of the variety assumed in § 123 in obtaining the subsidiary oonditions expressed by (125.2).

With the above form of line element we shall evidently have

$$
\begin{equation*}
\sqrt{-g}=e^{i \mu+\xi \nu} \quad \text { and } \quad \frac{d t}{d s}=e^{-i v} \tag{126.3}
\end{equation*}
$$

the latter since the spatial components of fluid 'velocity' will be zero. Substituting in (125.1) and noting the implications of (125.2) and (126.2), we can then write the requirements for static thermodynamic equilibrium in the form

$$
\begin{equation*}
\delta \iiint \phi_{0} e^{\ell \mu} d x d y d z=0, \tag{126.4}
\end{equation*}
$$

under the subsidiary conditions at the boundary of the region of integration

$$
\begin{equation*}
\delta \mu=\delta \mu^{\prime}=\delta \mu^{\prime \prime}=\delta \nu=\delta \nu^{\prime}=\delta \nu^{\prime \prime}=0, \tag{126.5}
\end{equation*}
$$

where the accents denote differentiation with respect to

$$
r=\sqrt{ }\left(x^{2}+y^{2}+z^{2}\right) .
$$

To obtain these conditions we have employed the coordinates
$x, y, z, t$ since as remarked above they are of the kind used in § 123 in obtaining the relations (125.2). It will now be convenient for our later work, however, to transform to polar coordinates $r, \theta, \phi, t$.

We can then write the line element in the form

$$
\begin{gather*}
d s^{2}=-e^{\mu}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+e^{\nu} d t^{2}  \tag{126.6}\\
\mu=\mu(r) \quad \nu=\nu(r)
\end{gather*}
$$

and, taking the region of integration as a spherioal shell lying between $r_{1}$ and $r_{2}$, rewrite the requirements for static equilibrium for a spherical distribution of fluid in the form

$$
\begin{equation*}
\delta \int_{r_{2}}^{r_{2}} 4 \pi \phi_{0} e^{\sharp \mu_{r}^{2}} d r=0 \tag{126.7}
\end{equation*}
$$

under the subsidiary conditions

$$
\begin{equation*}
\delta \mu=\delta \mu^{\prime}=\delta \mu^{\prime \prime}=\delta \nu=\delta \nu^{\prime}=\delta \nu^{\prime \prime}=0 \text { (at } r_{1} \text { and } r_{2} \text { ). } \tag{126.8}
\end{equation*}
$$

In order to apply (126.7), however, we can introduce a more immediate and useful dependence on the form of the line element and on the composition of the fluid.

In the first place we recall in accordance with (95.15), that the expressions for the proper pressure $p_{0}$ and proper macroscopic density $\rho_{00}$ of the fluid corresponding to the above form of line element are given by

$$
\begin{align*}
8 \pi p_{0} & =e^{-\mu}\left(\frac{\mu^{\prime 2}}{4}+\frac{\mu^{\prime} \nu^{\prime}}{2}+\frac{\mu^{\prime}+\nu^{\prime}}{r}\right) \\
8 \pi p_{0} & =e^{-\mu}\left(\frac{\mu^{\prime \prime}}{2}+\frac{\nu^{\prime \prime}}{2}+\frac{\nu^{\prime 2}}{4}+\frac{\mu^{\prime}+\nu^{\prime}}{2 r}\right) \\
8 \pi \rho_{00} & =-e^{-\mu}\left(\mu^{\prime \prime}+\frac{\mu^{\prime 2}}{4}+\frac{2 \mu^{\prime}}{r}\right)  \tag{126.9}\\
\frac{d p_{0}}{d r} & =-\frac{\rho_{00}+p_{0}}{2} \nu^{\prime}
\end{align*}
$$

In the second place, since we can evidently take [see equation (51), Appendix III]

$$
\begin{equation*}
v_{0}=4 \pi e^{1 \mu r^{2}} d r \tag{126.10}
\end{equation*}
$$

as an expression for the infinitesimal proper spatial volume of the fluid lying between $r$ and $r+d r$, and we can also take

$$
\begin{equation*}
S_{0}=4 \pi \phi_{0} e^{\sharp \mu} r^{2} d r \tag{126.11}
\end{equation*}
$$

as an expression for the proper entropy of this spherical shell of fluid as it would be determined by local observers, both of these quantitios being of course infinitesimals. The proper entropy of an element of
fluid, however, will depend on its proper energy, volume, and composition in the same way as in the classical thermodynamics [see equation (60.4)]. Hence when we come to introduce the variation of the expression given by (126.11) into the condition for equilibrium (126.7) we can write

$$
\begin{equation*}
\delta S_{0}=\frac{1}{T_{0}} \delta E_{0}+\frac{p_{0}}{T_{0}} \delta v_{0}+\left(\frac{\partial S_{0}}{\partial n_{1}}\right)_{E_{0}, v_{0}} \delta n_{1}+\ldots+\left(\frac{\partial S_{0}}{\partial n_{n}}\right)_{E_{0}, v_{0}} \delta n_{n}, \tag{126.12}
\end{equation*}
$$

where $T_{0}$ is the proper temperature of the shell of fluid as measured by a local observer, $E_{0}$ is its proper energy and $n_{1}, n_{2}$, etc. are the number of mols of the different substances which determine its composition. Furthermore, in using this relation we can take in accordance with (126.9)

$$
\begin{align*}
\delta E_{0} & =\delta\left(4 \pi \rho_{00} e^{\sharp \mu r^{2}} d r\right) \\
& =-\left[\frac{e^{\ddagger \mu}}{2}\left(\delta \mu^{\prime \prime}+\frac{\mu^{\prime}}{2} \delta \mu^{\prime}+\frac{2}{r} \delta \mu^{\prime}\right)+\frac{e^{\ddagger \mu}}{4}\left(\mu^{\prime \prime}+\frac{\mu^{\prime 2}}{4}+\frac{2 \mu^{\prime}}{r}\right) \delta \mu\right] r^{2} d r \\
& =\left[-\frac{e^{\ddagger \mu}}{2}\left(\delta \mu^{\prime \prime}+\frac{\mu^{\prime}}{2} \delta \mu^{\prime}+\frac{2}{r} \delta \mu^{\prime}\right)+2 \pi \rho_{00} e^{\sharp \mu} \delta \mu\right] r^{2} d r \tag{126.13}
\end{align*}
$$

and in accordance with (126.10)

$$
\begin{align*}
\delta v_{0} & =\delta\left(4 \pi e^{\frac{\pi}{} \mu} r^{2} d r\right) \\
& =6 \pi e^{i \mu} \delta \mu r^{2} d r, \tag{126.14}
\end{align*}
$$

and finally in accordance with (126.11)

$$
\begin{equation*}
\left(\frac{\partial S_{0}}{\partial n_{i}}\right)_{E_{0}, v_{0}} \delta n_{i}=4 \pi\left(\frac{\partial \phi_{0}}{\partial c_{i}^{0}}\right)_{\mu} \delta c_{i}^{0} e^{\sharp} \mu r^{2} d r, \tag{126.15}
\end{equation*}
$$

where $\left(\partial \phi_{0} / \partial c_{i}^{0}\right)_{\mu}$ is the partial derivative of proper entropy density with the concentration of the ith component, taken at constant energy density and constant specific volume, this latter being indicated by the subscript $\mu$ since energy density and specific volume are determined by this quantity and its derivatives:

Substituting these relations, we can now rewrite our earlier condition for equilibrium (126.7) in the form

$$
\begin{aligned}
\int_{r_{1}}^{r_{2}}\left[-\frac{e^{i \mu}}{2 T_{0}}\left(\delta \mu^{\prime \prime}+\frac{\mu^{\prime}}{2} \delta \mu^{\prime}+\frac{2}{r} \delta \mu^{\prime}\right)\right. & +\frac{2 \pi \rho_{00}+6 \pi p_{0}}{T_{0}} e^{8 \mu} \delta \mu+ \\
& \left.+4 \pi \sum_{i} \frac{\partial \phi_{0}}{\partial c_{i}^{0}} \delta c_{i}^{0} e^{i \mu}\right] r^{2} d r=0 .
\end{aligned}
$$

This expression can be further simplified, however, in the usual
manner by performing partial integrations and dropping terms which become zero on account of boundary conditions. Substituting

$$
\delta \mu^{\prime \prime}=\frac{d}{d r}\left(\delta \mu^{\prime}\right) \quad \delta \mu^{\prime}=\frac{d}{d r}(\delta \mu),
$$

and, using from the boundary conditions (126.8), the relations

$$
\delta \mu^{\prime}=\delta \mu=0 \quad \text { (at } r_{1} \text { and } r_{2} \text { ). }
$$

We thus readily obtain after some simplification

$$
\begin{align*}
\int_{r_{1}}^{r_{1}}\left[-\frac{d}{d r}\left\{e^{\ell \mu r^{2}} \frac{d}{d r}\left(\frac{1}{T_{0}}\right)\right\}\right. & \left.+\frac{4 \pi\left(\rho_{00}+3 p_{0}\right)}{T_{0}} e^{\S \mu r^{2}}\right] \delta \mu d r+ \\
& +\int_{r_{1}}^{r_{3}} 8 \pi \frac{\sum}{i}\left(\frac{\partial \phi_{0}}{\partial c_{i}^{0}}\right)_{\mu} \delta c_{i}^{0} e^{\AA \mu r^{2}} d r=0 \tag{126.16}
\end{align*}
$$

as our final expression for the condition of thermodynamic equilibrium in a fluid sphere.

In accordance with the method by which this expression was obtained, it will be seen that the variations in proper energy $\delta E_{0}$ and proper volume $\delta v_{0}$, originally occurring in (126.12), have both contributed to the variation in the metrical variable $\mu$, while the variations $\delta n_{i}$ in the number of mols of the different constituents in the shell of fluid between $r$ and $r+d r$ have directly led to the variations $\delta c_{i}^{0}$ in the concentrations which determine the composition at each value of $r$. Since $E_{0}$ and $v_{0}$ originally entered our considerations as variables which were independent of those determining the composition $n_{i}$, it is evident that we can regard the variation indicated by $\delta \mu$ in equation (126.16) as independent of that indicated by the $\delta c_{i}^{\circ}$.

## 127. Chemical equilibrium in a gravitating sphere of fluid

We may now use the general condition for equilibrium obtained in the last section to investigate the chemical equilibrium between reacting substances in the interior of a gravitating sphere of fluid. Since the variations indicated by $\delta \mu$ and $\delta c_{i}^{\circ}$ in (126.16) are to be treated as indopendent, it is evident that wo can take the second integral in this expression as itself equal to zero, and this can only be satisfied provided we have

$$
\begin{equation*}
\sum_{i}\left(\frac{\partial \phi_{0}}{\partial c_{i}^{0}}\right)_{\mu} \delta c_{i}^{0}=0 \tag{127.1}
\end{equation*}
$$

holding at each value of $r$, where the subscript $\mu$ indicates constancy
of energy density and specific volume. Comparing this with (00.15), however, we see that this relation is the same as the classical condition for chemical equilibrium provided we use entropy densities and concentrations as measured by a local observer at rest in the fluid. Hence the chemical equilibria between reacting substances at any point in a gravitating sphere of fluid will be characterized by the same conditions-measured by a local observer-as would be caloulated on a classical basis.

This is an example of the tendency already mentioned for relativistic considerations often to lead to the same conclusions, for the results of measurements by a local observer, as would be obtained from classical considerations. This tendency arises of course as a consequence of the original introduction of the principle of equivalence as a part of the axiomatic basis for the general theory of relativity, and a knowledge of this tendency can be used as a fairly safe intuitive guide in drawing conclusions when we feel sure that the phenomena under consideration do not depend on higher derivatives of the $g_{\mu \nu}$ than the first.

The definite demonstration of the principle that the conditions for chemical equilibrium are not directly affected by mere position in a gravitational field is very important, since this is tacitly assumed to be true in our usual consideration of stellar models. As a consequence of the principle, it should be noted that the results of our previous discussion of the equilibria between hydrogen and helium and that between matter and radiation would be applicable at any level in a star. Hence our previous difficulties as to their relative concentrations remain. In the last chapter we shall see that a similar principle holds for chemical equilibria in static cosmological models.

## 128. Thermal equilibrium in a gravitating sphere of fluid

We may also use the general condition for thermodynamic equilibrium obtained in $\S 126$ to investigate the distribution of temperature in a fluid sphere which has come to thermal equilibrium. Again making use of the consideration that the variations indicated by $\delta \mu$ and $\delta c_{i}^{0}$ in (126.16) are to be treated as independent, we may this time conclude that the firstintegral in that expression is itself equal to zero. This, however, can evidently be true only if we have the relation

$$
\begin{equation*}
\frac{d}{d r}\left\{e^{\frac{1}{2} \mu_{r^{2}}} \frac{d}{d r}\left(\frac{1}{T_{0}}\right)\right\}=\frac{4 \pi\left(\rho_{00}+3 p_{0}\right)}{T_{0}} e^{\frac{1}{1} \mu_{r^{2}}} \tag{128.1}
\end{equation*}
$$

holding within the sphere at all values of $r$.

To put this equation in a form suitable for integration, we may re-express the right-hand side by substituting for ( $\rho_{00}+3 p_{0}$ ) from (126.9), using the expression given there for $\rho_{00}$, plus the first expression for $p_{0}$, plus twice the second expression for $p_{0}$. Doing so we obtain

$$
\begin{align*}
\frac{d}{d r}\left\{e^{i \mu r^{2}} \frac{d}{d r}\left(\frac{1}{T_{0}}\right)\right\} & =\frac{e^{\frac{1}{} \mu}}{T_{0}}\left(\frac{\nu^{\prime \prime}}{2}+\frac{\nu^{\prime 2}}{4}+\frac{\mu^{\prime} \nu^{\prime}}{4}+\frac{\nu^{\prime}}{r}\right) r^{2} \\
& =\frac{e^{-i \nu}}{T_{0}} \frac{d}{d r}\left\{e^{\frac{1}{\mu} r^{2}} \frac{d}{d r}\left(e^{i \nu}\right)\right\} \tag{128.2}
\end{align*}
$$

As a first integral of this equation we evidently have

$$
e^{i \mu+i v} r^{2} \frac{d}{d r}\left(\frac{1}{T_{0}}\right)=\frac{e^{i \mu r^{2}}}{T_{0}} \frac{d}{d r}\left(e^{i v}\right)+B,
$$

where $B$ is the constant of integration, and this may be rewritten in the form

$$
\begin{equation*}
\frac{d \log T_{0}}{d r}=-\frac{1}{2} \frac{d \nu}{d r}-\frac{B e^{-\exists \mu-k \nu} T_{0}}{r^{2}} \tag{128.3}
\end{equation*}
$$

By substituting from (126.9), however, this latter can be re-expressed as

$$
\frac{d \log T_{0}}{d r}=\frac{1}{\rho_{00}+p_{0}} \frac{d p_{0}}{d r}-\frac{B e^{-\frac{\hbar}{d}-\hbar \nu} T_{0}}{r^{2}} .
$$

Hence if we assume on physical grounds that at the centre of the sphere, $r=0$, we have $d T_{0} / d r$ and $d p_{0} / d r$ equal to zero, $T_{0}$ not equal to zero, and the other functions of $r$ finite, it is evident that the constant $B$ must be equal to zero. We may then write our final expression for the dependence of proper temperature on position in a static sphere of fluid at thermal equilibrium in the equivalent forms

$$
\begin{align*}
& \frac{d \log T_{0}}{d r}=-\frac{1}{2} \frac{d \nu}{d r}  \tag{128.4}\\
& \frac{d \log T_{0}}{d r}=\frac{1}{\rho_{00}+p_{0}} \frac{d p_{0}}{d r} \tag{128.5}
\end{align*}
$$

or by a second integration in the form

$$
\begin{equation*}
T_{0} e^{i \nu}=T_{0} \sqrt{ }\left(g_{44}\right)=C, \tag{128.6}
\end{equation*}
$$

wherc $C$ is a new constant of integration.
It would of course be interesting also to investigate the possibility for solutions of physical interest in which the constant of integration $B$ was not taken equal to zero. Nevertheless for ordinary continuous distributions of fluid it seems clear that the simple equations just given must bo regarded as the correct ones to use.

The first point to emphasize in connexion with the above results is the signifioant conclusion that the proper temperature of a fluid as measured by local observers using ordinary thermometric methods would not be constant throughout a fluid sphere which has come to thermal equilibrium, but would vary with gravitational potential, increasing with depth as we go toward the centre of the sphere. This conclusion is of course very different in character from the classical conclusion, as previously disoussed in § 61, that uniform temperature throughout is a necessary condition for thermal equilibrium. Nevertheless, from the point of view of relativity, since all forms of energy must be expected to have weight as well as mass, the conclusion that a temperature gradient is necessary to prevent the flow of heat from regions of higher to those of lower gravitational potential seems a natural and appropriate result. $\dagger$

A second important aspect of the new result which should be noted is the fact that the actual effect of gravitational potential on equilibrium temperature would be extremely small except in very strong fields. Thus in a field having the intensity of that at the earth's surface the change in temperature with radial position would have only the very small value

$$
\begin{equation*}
\frac{d \log T}{d r} \simeq-10^{-18} \mathrm{~cm} .^{-1} \tag{128.7}
\end{equation*}
$$

This result is of course in agreement with the fact that we have as yet no observational evidence of any effect of gravitational field on thermal flow.

It is indeed questionable whether the new effect would even be large enough to have importance for theories of stellar structure, since as will be seen from the form of the principle given by (128.5) the percentage rate of increase in temperature as we proceed inward in a sphere which has come to thermal equilibrium would in any oase be smaller than the percentage rate of increase in pressure, and indeed very much smaller for ordinary matter with $\rho_{00}$ large compared with $p_{0}$. It is, however, conceivable that the new criteria for thermal flow might sometime be of interest in connexion with non-homogeneous cosmological models, having thermal flow from one portion of the model to another.

As a third point in connexion with the results of this section, it is interesting to note that the new relation between temperature and
gravitational potential is anyhow that which would be demanded in the case of a distribution of pure black-body radiation by the direct application of mechanical principles alone. Thus in the case of a spherical distribution of pure black-body radiation, such as might be thought of as surrounding a gravitating sphere of denser matter, we could conclude from the mechanical equations given by (126.9) that the pressure of the radiation would have to increase as we go inward, in order to support the weight of radiation above, at the rate

$$
\begin{equation*}
\frac{d p_{0}}{d r}=-\frac{\rho_{00}+p_{0}}{2} \frac{d \nu}{d r} . \tag{128.8}
\end{equation*}
$$

For black-body radiation, however, we have the direct relations of Boltzmann and Stefan (see§ 65) connecting the mechanical quantities, density and pressure, with the thermodynamic quantity, temperature
and

$$
\begin{align*}
\rho_{00} & =a T_{0}^{4} \\
p_{0} & =\frac{a}{3} T_{0}^{4}, \tag{128.9}
\end{align*}
$$

where $a$ is Stefan's constant. And substituting these expressions above we at once obtain our previous relation between temperature and gravitational potential

$$
\begin{equation*}
\frac{d \log T_{0}}{d r}=-\frac{1}{2} \frac{d \nu}{d r} . \tag{128.10}
\end{equation*}
$$

This direct verification, in a particular case, of a result previously obtained by taking the full apparatus of relativistic thermodynamics as a starting-point, can serve to increase our confidence in the validity of our extension of thermodynamics to relativity.

In concluding this section it should not be forgotten that the results here considered have been derived for the special case of a static distribution of fluid having spherical symmetry. It should also be noted that the quantity $\nu$, appearing in the condition for thermal equilibrium (128.10), is to be taken as the $\nu$ which occurs in the special form (95.14) which can then be given to the line element, or could also be taken as the $\nu$ in the expression for the line element (95.12), since as shown in § 94 this quantity is not affected by the transformation between the two forms.

## 129. Thermal equilibrium in a general static field

We may now examine the conditions for thermal equilibrium in a more general static field, corresponding, for example, to a solid
struoture where spherical symmetry would not be a necessary characteristic of the final state of stability. $\dagger$ To investigate temperature equilibrium in such a case, we shall assume that the parts of the system whose temperatures are to be compared are in thermal contact with a small connecting tube containing black body radiation, or could be put into such contact without introducing any essential change in the nature of the system. Such a tube might be called a radiation thermometer, and by calculating the change in radiation pressure as we go from one portion of the tube to another we shall be able to determine the temperature distribution at equilibrium.
We shall take the line element for the system as having the very general static form

$$
d s^{2}=g_{i j} d x^{i} d x^{i}+g_{44} d t^{2},
$$

where we adopt the convention of using Latin indices to correspond to spatial coordinates and save Greek indices to indicate any coordinate. In accordance with the usual definition of a static system we take the potentials $g_{14}, g_{24}$, and $g_{34}$ equal to zero, and take the other potentials $g_{i j}$ and $g_{44}$ as dependent in any arbitrary way desired on the spatial coordinates $x^{1}, x^{2}$, and $x^{3}$, but as independent of the time coordinate $t$. For the potential $g_{44}$, it will be noted from the form of the line element that we have the specially simple relation

$$
\begin{equation*}
g^{44}=\frac{1}{g_{44}} \tag{129.2}
\end{equation*}
$$

As an expression to use for the energy-momentum tensor of blackbody radiation in the field defined by the above line element, we can take in accordance with § 109 the formula

$$
\begin{gather*}
T^{\mu \nu}=\left(\rho_{00}+p_{0}\right) \frac{d x^{\mu}}{d s} \cdot \frac{d x^{\nu}}{d s}-g^{\mu \nu} p_{0}  \tag{129.3}\\
\rho_{00}=3 p_{0} \tag{129.4}
\end{gather*}
$$

with
Furthermore, noting in the case of a static system that the overall macroscopic velocity of radiation fiow would be equal to zero, we can write

$$
\begin{equation*}
\frac{d x^{i}}{d s}=\frac{d x^{i}}{d s}=0 \quad(i, j=1,2,3) . \tag{129.5}
\end{equation*}
$$

And, taking account of the form of the line element, can also write
for the fourth component of 'velocity'

$$
\begin{equation*}
\frac{d x^{4}}{d s}=\frac{d t}{d s}=\frac{1}{\sqrt{\left(g_{44}\right)}}=\sqrt{ }\left(g^{44}\right) \tag{129.6}
\end{equation*}
$$

Substituting these two expressions into (129.3), we then find that the energy-momentum tensor has as its only surviving components

$$
\begin{equation*}
T^{i j}=-g^{i j} p_{0} \quad T^{44}=g^{44} \rho_{00} \tag{129.7}
\end{equation*}
$$

And on lowering suffixes, we have

$$
\begin{aligned}
& T_{j}^{i}=g_{j \alpha} T^{i \alpha}=-g_{j \alpha} g^{i \alpha} p_{0}=-g_{j}^{i} p_{0} \\
& T_{4}^{4}=g_{44} T^{44}=g_{44} g^{44} \rho_{00}=\rho_{00}
\end{aligned}
$$

so that we obtain as the only surviving components of the energymomentum tensor in its mixed form

$$
\begin{equation*}
T_{1}^{1}=T_{2}^{2}=T_{8}^{3}=-p_{0} \quad T_{4}^{4}=\rho_{00} \tag{129.8}
\end{equation*}
$$

We are now ready to use the principles of relativistic mechanios in the familiar form

$$
\frac{\partial \mathfrak{I}_{\mu}^{\nu}}{\partial x^{\nu}}-\frac{1}{2} \mathfrak{I}^{\alpha \beta} \frac{\partial g_{\alpha \beta}}{\partial x^{\mu}}=0
$$

to investigate the pressure in our postulated radiation thermometer. Taking the case $\mu=1$ and substituting equations (129.7) and (129.8) we obtain

$$
\frac{\partial}{\partial x^{1}}\left(-p_{0} \sqrt{-g}\right)-\frac{1}{2}\left(-g^{i j} p_{0} \sqrt{-g}\right) \frac{\partial g_{i j}}{\partial x^{1}}-\frac{1}{2}\left(g^{44} \rho_{00} \sqrt{-g}\right) \frac{\partial g_{44}}{\partial x^{1}}=0
$$

and this can evidently be rewritten in the form

$$
\begin{aligned}
\sqrt{-g} \frac{\partial p_{0}}{\partial x^{1}}+p_{0} \frac{\partial \sqrt{-g}}{\partial x^{1}}-\frac{1}{2} p_{0} \sqrt{-g}\left(g^{i j}\right. & \left.\frac{\partial g_{i j}}{\partial x^{1}}+g^{44} \frac{\partial g_{44}}{\partial x^{1}}\right)+ \\
& +\frac{1}{2}\left(\rho_{00}+p_{0}\right) \sqrt{-g} g^{44} \frac{\partial g_{44}}{\partial x^{1}}=0
\end{aligned}
$$

This can be easily simplified, however, by substituting, in accordance with Appendix III, equation (39),

$$
g^{i j} \frac{\partial g_{i j}}{\partial x^{1}}+g^{4} \frac{\partial g_{44}}{\partial x^{1}}=g^{\alpha \beta} \frac{\partial g_{\alpha \beta}}{\partial x^{1}}=\frac{1}{g} \frac{\partial g}{\partial x^{1}},
$$

which is seen to lead to a cancellation of the second and third terms above, giving us

$$
\frac{\partial p_{0}}{\partial x^{1}}+\frac{p_{00}+p_{0}}{2} g^{14} \frac{\partial g_{44}}{\partial x^{1}}=0
$$

And by making use of (129.2) and (129.4), this provides the final simple relation for the dependence of the pressure in the radiation
thermometer on the coordinate $x^{1}$,

$$
\begin{equation*}
\frac{\partial \log p_{0}}{\partial x^{1}}+2 \frac{\partial \log g_{44}}{\partial x^{1}}=0 \tag{120.9}
\end{equation*}
$$

Since similar relations will hold for the dependence of pressure on the other spatial coordinates, we can now integrate and express the general dependence of radiation pressure on position in the remarkably compact form

$$
p_{0}\left(g_{44}\right)^{2}=\text { const. }
$$

and by substituting the relation between pressure and temperature given by the Boltzmann-Stefan relation

$$
p_{0}=\frac{1}{3} a T_{0}^{4}
$$

this leads at once to the desired expression for the dependence of proper temperature on position in a general static field

$$
\begin{equation*}
T_{0} \sqrt{ }\left(g_{44}\right)=C \tag{129.10}
\end{equation*}
$$

where $C$ is the same in all parts of the system.
Several remarks may be made concerning this final simple result.
In the first place, comparing with (128.6) it will be noticed that the conditions for thermal equilibrium in a fluid sphere can now be regarded as a special case of this general result for any static field. Since the first result was obtained from the principles of relativistic thermodynamics and the second from mechanical principles alone, except for the final introduction of the Boltzmann-Stefan relation between pressure and temperature, we may regard the agreement as again furnishing justification for confidence in the new thermodynamics, similar to that pointed out at the end of the preceding section.

As a second point, it should be noted from the method of derivation that the constancy of $T_{0} \sqrt{ }\left(g_{44}\right)$ has been proved in the first instance solely for points within the radiation thermometer. Nevertheless, since $T_{0}$ and $g_{44}$ are certainly continuous functions of position within the thermometer itself the result would also apply to the system itself where it comes in thermal contact with the thermometer.

As a further consideration, it should be noted that the derivation was carried out on the assumption that the system could be provided with a radiation thermometer, connecting the parts whose temperatures were to be compared, without disturbing the essential character of the system itself. Hence some discussion of the probable validity of this assumption would be desirable. For example, if we had a
gravitating system containing solid parts it would be necessary to make a hole into the solid and insert a radiation thermometer if we wished to obtain information as to the temperature of the interior by the method we have suggested, and this procedure would certainly have some effect on the gravitational potentials $g_{\mu \nu}$ which are themselves directly related to the distribution of matter and energy in the system. Nevertheless, since the equation of connexion

$$
-8 \pi T_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}+\Lambda g_{\mu \nu}
$$

is a differential one giving the distribution of matter and energy in terms of the $g_{\mu \nu}$ and their first and second derivatives, it seems correct to assume that the insertion of a thermometer of small dimensions could be made without seriously altering the values of the $g_{\mu \nu}$ themselves. This question might be further investigated, however, since exceptional cases of interest might be found.

Finally, it is interesting to note that although the proper temperature $T_{0}$ varies from point to point in a gravitational system which has come to thermal equilibrium, nevertheless the constancy of the combined quantity $T_{0} \sqrt{ }\left(g_{44}\right)$ might provide some of the advantages of the classical principle of constant temperature as the criterion of thermal equilibrium. In this connexion it will be recalled that Einstein himself was led in his early speculations on the nature of gravitation to distinguish between a quantity, called 'wahre Temperatur', which would be constant throughout a system at thermal equilibrium and a second quantity, called at the suggestion of Ehrenfest 'Taschentemperatur', which would vary with gravitational potential. The considerations were of only a limited applicability since this was done at a time before the complete development of general relativity; the quantities mentioned, however, were respectively analogous to our present $T_{0} \sqrt{ }\left(g_{44}\right)$ and $T_{0}$. Nevertheless, since the proper temperature $T_{0}$ has an immediate physical significance from its direct relation to the measurements of a local observer, it will perhaps be best not to multiply the different kinds of temperature to which we might give names, and to regard $T_{0}$ as being fundamentally the thing that we mean by the temperature at a point.
130. On the increased possibility in relativistic thermodynamics for reversible processes at a finite rate
We must now consider the possibility in relativistic thermodynamics for certain kinds of thermodynamic processes to take place both reversibly and at a finite rate. This provides a second example of the differences between the conclusions of relativistic thermodynamics and those which seemed inevitable from the classical point of view.

We have already discussed in § 62 the general line of argument by which the classical thermodynamios was led to the conclusion that reversible thermodynamio processes would always have to be carried out at an infinitesimally slow rate in order to secure that maximum efficiency which would be necessary to permit a return both of the system and its surroundings to their original states. In the present section we shall use the expansion of a perfect monatomic gas as an example to illustrate the differences which can arise between classical and relativistic points of view as to reversibility and rate.


Frg. 4
Let us first consider the expansion of a sample of perfect monatomic gas by placing it in a cylinder provided with a movable piston as shown in Fig. 4. To begin with, it is evident in order to secure reversibility that we can allow no heat flow between the cylinder and its surroundings to take place at a finite rate, since this would involve a finite temperature gradient and hence the irreversible transfer of heat from regions of higher to those of lower temperature. Therefore the expansion would in any case have to be carried out adiabatically. Even then, however, it is evident that the expansion could not be carried out reversibly at a finite rate, in the first place because this would involve friction between the piston and the walls, and in the second place since the fluid in flowing in behind the moving piston would not be able to maintain as high a pressure at the expanding boundary as at an infinitesimal rate of expansion. Both of these effects would prevent the piston from doing as much work as would be necessary to recompress the gas.

Hence we may conclude that such an expansion of gas in an enclosed
container with movable walls could not be carried out both reversibly and at a finite rate, since the expansion would not deliver sufficient work to the surroundings to secure reversibility. Furthermore, the argument would appear to be essentially the same and the conclusion valid whether we use classical thermodynamics or adopt a relativistic point of view.

Since this failure to secure reversibility in the case of an enclosed sample of gas, expanding at a finite rate, results from the inability of the expanding system to deliver the necessary work to its surroundings, let us next turn to the expansion of an unenclosed perfect gas without any other surroundings at all, the gas itself being the only thing in the universe that we consider. Here we find greater differences between classical and relativistic considerations, due principally to the fact that classical ideas did not provide a complete theory of gravitation.

Three remarks may be made which perhaps give a fair idea as to the classical point of view with regard to the expansion of an unenclosed gas. In the first place, classical thought was so strongly impressed by the frequent dependence of irreversibility on finite rate-as illustrated above by the expansion of gas in a cylinderthat the existence of reversible processes occurring at a finite rate was for the most part not even seriously entertained as a possibility for any process. In the second place, in accordance with the usual classical ideas of a three-dimensional Euclidean space having infinite extent, it seemed most natural to consider that the only important possibility for the expansion of an unonclosed gas would be its diffusion into the surrounding empty space. And this would be a process which would take place-to be sure at a finite rate-but with an irreversible increase in entropy owing in the last analysis to the entropy change

$$
\begin{equation*}
\Delta S=R \log \frac{p_{1}}{p_{2}} \tag{130.1}
\end{equation*}
$$

when a mol of gas drops from pressure $p_{1}$ to pressure $p_{2}$ without the performance of external work. Finally, the alternative possibility of a universe or cosmological model completely filled with an expanding gas was not considered from the classical point of view. It is this latter possibility that proves to be important for relativity. Classically, however, such models were not investigated, perhaps partly because it was known that the unmodified Newtonian theory of gravitation
was incompatible with an infinite homogeneous distribution of gas in a static state, $\dagger$ and partly beoause the Newtonian theory-having provided no definite principles as to the velocity of propagation of gravitational action-was unable to carry through any unique treatment for such a non-static cosmologioal model.

Turning, however, to a relativistic consideration of the possibilities for the expansion of an unenclosed gas, we find that relativistic mechanics, with its definite theory as to the interrelated geometrical and gravitational aspect of the potentials $g_{\mu \nu}$, has been able to provide a perfectly unambiguous treatment for non-static oosmological models filled throughout their entire extent with any homogeneous distribution of expanding or contracting fluid. And it is these models -when filled with a sufficiently simple fluid suoh as a perfect monatomic gas-which furnish illustrations of the relativistic possibility for reversible processes to take place at a finite rate.

To obtain an understanding of this new possibility, we may anticipate the results to be derived in the next chapter by writing the line element for a non-static homogeneous model of the universe in the form

$$
\begin{equation*}
d s^{2}=-\frac{e^{\rho(t)}}{\left[1+\left(r^{2} / 4 R_{0}^{2}\right)\right]^{2}}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2}, \tag{130.2}
\end{equation*}
$$

where $r, \theta$, and $\phi$ are spatial coordinates, $t$ is the time-like coordinate, $R_{0}$ is a constant and the dependence of the line element on time is determined by the functional form of the exponent $g(t)$. This formula for interval can be shown to correspond to a cosmological model which is filled throughout its entire spatial extent with a homogeneous distribution of fluid. The coordinates used are of the co-moving variety discussed in § 122 so that an element of the fluid located in any given coordinate range $\delta r \delta \theta \delta \phi$ remains permanently therein. The proper volume of such an element of fluid

$$
\begin{equation*}
\delta v_{0}=\frac{e^{t \theta(t)}}{\left[1+\left(r^{2} / 4 R_{0}^{2}\right)\right]^{3}} r^{2} \sin \theta \delta r \delta \theta \delta \phi, \tag{130.3}
\end{equation*}
$$

will, however, in general be changing with the time owing to its dependence on $g(t)$. When $g$ is increasing with $t$ all the elements of the fluid in the whole model will be expanding at a rate which is proportionally the same in all parts of the model, and with $g$ decreasing there will be a similar contraction throughout the model, and in

[^48]general these changes in proper volume would take place at a finite rate.

We must now inquire whether such an expansion or contraction could take place reversibly as well as at a finite rate. Fig. 5 gives a symbolic two-dimensional representation of the space-like coordinates corresponding to the line element (130.2) which will assist in visualizing the differences between the expansion of gas in our present model and in the previous classical cylinder.
Applying the relativistic first law of thermodynamios-i.e. the principles of relativistic mechanics -to the model, it is easily found (see § 151) that the energy relations for each element of the fluid would be described by the familiar equation for an adiabatic expansion
$\frac{d}{d t}\left(\rho_{00} \delta v_{0}\right)+p_{0} \frac{d}{d t}\left(\delta v_{0}\right)=0,(130.4)$
the change in proper energy for each element of fluid being accounted for by the work which it does on its surroundings. Hence each element of the fluid would


Fig. 5 expand or contract adiabatically, without flow of heat from one portion of the model to another, as indeed would perhaps be intuitively evident from the homogeneity of conditions throughout the model.

Having ascertained the adiabatic quality of the process, we can then apply the relativistic second law (119.5) to our system after setting the right-hand side of the expression-which is proportional to heat absorbed-equal to zero. Doing so, the second law, for the model that we are considering and in the co-moving coordinates that we are using, then takes the simple form

$$
\frac{d}{d t}\left\{\phi_{0} \frac{e^{l a(t)}}{\left[1+\left(r^{2} / 4 R_{0}^{2}\right)\right]^{3}} r^{2} \sin \theta\right\} \delta r \delta \theta \delta \phi \delta t \geqslant 0,
$$

or, in accordance with (130.3),

$$
\begin{equation*}
\frac{d}{d t}\left(\phi_{0} \delta v_{0}\right) \geqslant 0 . \tag{130.5}
\end{equation*}
$$

Hence the application of the relativistic second law of thermodynamics to such cosmological models shows that the proper entropy of each element of fluid as measured by a local observer can in any case only increase or remain constant. Since the equality sign applies to reversible processes, constant proper entropy for each element of fluid then becomes the necessary requirement for the reversible expansion of these models at a finite rate.

This requirement, however, can apparently be met provided the fluid filling the model is taken as sufficiently simple.
To show this, we first note that the nature of the model is such as to eliminate possibilities for entropy increase which might otherwise result from inefficient interaction between the elements of fluid and their surroundings. Thus there is no increase in entropy due to irreversible heat flow into any element of fluid owing to the entire absence of heat flow throughout the model; there is no entropy increase due to the friction of moving pistons or the like since no oontainers for the elements of fluid are now involved; and there is no entropy increase due to an inability of the fluid to keep up its full pressure at the expanding boundary of an element owing to the uniform pressure throughout the whole model. There hence appears to be no irreversibility directly due to poor coupling of any element of fluid with its surroundings.
The remaining possibilities for entropy increase then lie in irreversible changes taking place inside the elements of fluid in the actual material of which the fluid is composed. In the case of complicated fluids subjected to a finite rate of volume change such irreversible processes would certainly occur to an important extent. Thus if we took a bimolecular gas which tended to dissociate on expansion into its elements, it is evident that this chemical change could not completely keep up with a finite rate of expansion and that the actual dissociation would take place under non-equilibrium conditions and hence be accompanied by increase in entropy. Indeed, with a finite rate of volume change, even the lag in such processes as the transfer of energy from the rotational to the translational degrees of freedom of a bimolecular gas would involve some irreversibility. In the case of simple enough fluids, however, such possibilities for internal entropy increase would be almost or completely lacking. Thus if we took a perfect monatomic gas, as suggested for the fluid at the beginning of the section, there would be no possibility for internal
irreversible processes, provided we neglect the small energy transfers that would take place between the gas and the slight amount. of thermal radiation that would also actually be present. And in the case of a fluid composed of dust particles having negligible thermal pressure, or of one composed solely of black-body radiation itself, there would appear to be no possibilities for internal irreversibility at all.

The relativistic discovery of cosmological models, filled with material throughout their entire extent, thus provides possibilities for the expansion of an unenclosed fluid without its dissipation into empty space and without friction, irreversible heat flow, or pressure drop at the walls of any container, of a kind hitherto unknown. Analysed from the point of view of relativistic thermodynamics, this then leads to an increased possibility for processes to take place at a finite rate and yet also either with complete reversibility, or in any case with the elimination of sources of irreversibility that seemed classically inevitable.
Relativistic mechanics and relativistic thermodynamics have both contributed to the new result. Relativistic mechanics makes it possible to study the behaviour of cosmological models as a whole, and then from the relations of the fundamental tensor $g_{\mu \nu}$ to density, pressure, and proper volume to determine the bchaviour of the individual elements of fluid in the model. With the help of the second law of relativistic thermodynamics we can then see if each of these elements of fluid behaves reversibly or irreversibly. Increased possibilities for reversible behaviour have thus been found for homogeneous systems, having uniform temperature and pressure throughout, and the investigation of non-homogeneous models from the same point of view would be interesting.
The main importance of the new result lies in its demonstration of the necessity of using relativistic rather than classical thermodynamics in any attempt to understand the behaviour of the universe as a whole. In the next chapter the result will be found applicable to an important class of cosmological models. It will there be shown in $\S 170$ and 171, that the thermodynamic condition for reversibility, which we have obtained by taking the equality sign in the relativistic expression for the second law, actually agrees with the requirements for a real reversal in the motions of cosmological models; and it will be shown in § 173, that an observer in a reversibly expanding universe would be led to quite erroneous conclusions if he should
try to interpret the behaviour of his surroundings by the use of classical rather than relativistic thermodynamios.

## 131. On the possibility for irreversible processes without reaching a final state of maximum entropy

It was shown in the last section that the theory of relativity as compared with classical theory provides an increased possibility for reversible thermodynamic processes. It was also evident from the discussion, however, that irreversible processes could in no way be eliminated from the considerations of relativistic thermodynamics, and indeed some degree of irreversibility would still appear to be the usual characteristic of the actual thermodynamic processes that take place in nature.

In the case of irreversible processes important differences between the conclusions of classical and relativistic thermodynamics can nevertheless arise. The classical thermodynamics, as shown in $\S 63$, appeared to lead inevitably to the conclusion that the end result of irreversible processes would necessarily be a final state of maximum entropy where further thermodynamic change would be impossible. In the present section we shall discuss a relativistic possibility for irreversible processes to occur without ever reaching any unsurpassable maximum value of that quantity.

This new possibility for continuous irreversible change is also provided by the cosmological models, considered in the preceding section and discussed more completely in the next chapter. For our present purposes it is sufficient to note that there is an important class of these models, see § 163 , such that expansion from any given finite proper volume would necessarily be followed by reversal in the direction of motion at some upper limit and return to smaller volumes. This behaviour can be deduced solely from the principles of relativistic mechanics alone, and does not depend on the nature or complexity of the fluid which we take as filling the model but only on its assumed homogeneity of distribution. Hence on purely mechanical grounds we are led to the consideration of a class of cosmological models which would undergo a continued succession of alternate expansions and contractions, without reference to the thermodynamic character of the processes taking place within the elements of fluid filling the model.

In the case of a fluid simple enough so that these internal processes
would occur without increase in proper entropy, we have the conditions for perfect reversibility discussed in the last section, and we shall find in the next chapter that the model would continue to repeat a succession of identical expansions and contractions.

In the case of more complicated fluids, however, it is evident that entropy increases would occur within the elements of fluid composing the model as they expanded and contracted. Thus in the case of a diatomic gas capable of reacting to form its elements, dissociation would tend to take place during expansion and reassociation during compression, and with a finite rate of volume change there would be a lag so that these reactions would actually take place under non-equilibrium conditions and hence with increase in entropy. We must now inquire whether such irreversible behaviour would necessarily lead to a cessation in the succession of expansions and contractions.

From the classical point of view a gradual decay in the motions of expansion and contraction would have seemed inevitable, since the continued occurrence of irreversible processes in an isolated system would have ultimately led to a condition of maximum entropy where further change would be impossible. In the classical thermodynamics the entropy of a homogeneous fluid could be determined with the help of the familiar equation (60.4), previously developed in § 60,

$$
\begin{equation*}
d S=\frac{1}{T} d E+\frac{p}{T} d v+\frac{\partial S}{\partial n_{1}} d n_{1}+\ldots+\frac{\partial S}{\partial n_{n}} d n_{n} \tag{131.1}
\end{equation*}
$$

where the energy $E$, volume $v$, and number of mols $n_{1}, \ldots, n_{n}$ of the different chemical components present are the independent variables chosen to determine the state of the system. In applying this equation to an isolated system undergoing a succession of expansions and contractions, the energy change $d E$ would have to be taken as zero owing to the classical principle of the conservation of energy, and the work $p d v$ would have to be taken as zero owing to the isolation of the system. Hence in the long run the only possibility for increase in entropy in such a system would lie in the readjustment of composition, and this could not continue indefinitely since with a given value of energy and volume there is a maximum possible value for the entropy of a homogeneous fluid corresponding to the attainment of chemicai equilibrium between its components. Thus the classical thermodynamics would have concluded that the irreversible increase
in entropy could not permanently continue and that further change would cease at the condition of maximum entropy.

From the point of view of relativity theory, however, the foregoing reasoning has to be modified in an important manner owing to the changed status of the energy principle in relativistic mechanics. In accordance with relativistic thermodynamics, we can still apply an equation of the same form as (131.1)

$$
\begin{equation*}
d\left(\phi_{0} \delta v_{0}\right)=\frac{1}{T_{0}} d\left(\rho_{00} \delta v_{0}\right)+\frac{p_{0}}{T_{0}} d\left(\delta v_{0}\right)+\frac{\partial\left(\phi_{0} \delta v_{0}\right)}{\partial n_{1}^{0}} d n_{1}^{0}+\ldots+\frac{\partial\left(\phi_{0} \delta v_{0}\right)}{\partial n_{n}^{0}} d n_{n}^{0} \tag{131.2}
\end{equation*}
$$

to determine the proper entropy ( $\phi_{0} \delta v_{0}$ ) of each little element of fluid in the model in terms of its proper energy ( $\rho_{00} \delta v_{0}$ ), volume $\delta v_{0}$, and the number of mols $n_{1}^{0}, \ldots, n_{n}^{0}$ of the different chemical components which it contains. In accordance with the principles of relativistio mechanics, nevertheless, we can no longer conclude that the total proper energy associated with the fluid would be a constant, owing to the well-known failure of the principle of energy conservation to hold in the theory of relativity, unless allowance is made for potential gravitational energy associated with the field as well as for the proper energy directly, associated with matter and radiation. Indeed, in accordance with the equation (130.4), already cited as applying to these cosmological models,

$$
\begin{equation*}
\frac{d}{d t}\left(\rho_{00} \delta v_{0}\right)+p_{0} \frac{d}{d t}\left(\delta v_{0}\right)=0, \tag{131.3}
\end{equation*}
$$

it is evident that the proper energy of every element of fluid in the model will be decreasing when the model is expanding and increasing when it is contracting. Furthermore, there will be a general tendency for pressure to be too low to correspond to equilibrium on expansion and too high to correspond therewith on contraction. Thus instead of constant proper energy for each element of fluid in the model, we can expect in the long run a tendency for this energy to increase, thus removing the restrictions previously imposed by the classical principle of energy conservation on possible increases in entropy.

Hence in relativistic thermodynamics we can no longer assume that there would be an unsurpassable maximum value for the entropy of our system, which would limit the continuance of irreversible processes in the fluid and thus necessitate a final stagnant state. Indeed, as a result of the more detailed analysis of the next chapter we shall
find in certain cases, instead of a decay in the amplitude of the successive irreversible expansions and contractions of these cosmologioal models, an actual tendency for gradual increase in the upper limit to which the model expands, always followed, however, by renewed contraction.

In order to appreciate the reasons for this new conclusion, it is well to emphasize as the most important step in the argument the removal of the classical requirement for a constant value of the energy directly associated with the fluid composing the system. Even in the classical thermodynamics, the removal of this restriction-by taking a system having interaction with its surroundings instead of an isolated one-is sufficient also to remove the restriction on possible entropy increase. Thus consider, for example, a sample of diatomic gas, capable of dissociating into its elements, and enclosed in an ordinary cylinder provided with non-conducting walls and a movable piston. On moving this piston in and out so as to secure an alternate expansion and compression, the gas will tend to dissociate on expansion and to recombine on compression. If this is carried out at a finite rate, however, equilibrium will not be maintained and the average pressure on expansion will be less than that necessary to secure recompression, so that a net amount of work will be necessary and the energy of the system will increase as the process is continued. As a further result of the failure to maintain equilibrium, moreover, the two reactions of dissociation and recombination will not take place reversibly, so that the entropy of the system will also increase as the process is continued. Thus as long as sufficient external energy is available to continue the succession of expansions and compressions, both the energy and entropy of the system will increase and there will be no unsurpassable maximum of the latter quantity. Hence from the classical point of view it would be the ultimate failure in the external energy supply, rather than the internal increase in entropy of the fluid in the cylinder, that would bring the proposed process to an end. From the relativistic point of view, on the other hand, since cosmological models can be constructed which have no limitation on total proper energy and hence also no limitation on total entropy, we must retain the possibility for irreversible processes which may continue without end.

The main importance of the new result again lies in its demonstration of the necessity of using relativistic rather than classical
thermodynamics in any attempt to understand the behaviour of the universe as a whole.

## 132. Conclusion

In concluding the chapter, some apology should perhaps be offered for the apparently premature inclusion of the last two sections, on reversible processes at a finite rate, and irreversible processes having no final state of maximum entropy, since it is evident that these new possibilities oan finally be satisfactorily understood only with the help of the cosmological models to be studied in the next chapter, and we shall take the matter up again in Part III of that chapter. The inclusion was made, nevertheless, in order to exhibit in a single connected form the differences between classical and relativistio thermodynamics. As indicated at the beginning of the chapter, it will be seen that conclusions of a qualitatively new kind are implied by the extension of thermodynamics to relativity; these differences being due, however, more to changes in concepts as to the nature of space and time than to fundamental modifications in the postulates of thermodynamics.

A number of developments of relativistic thermodynamios remain to be carried out.

Further study of the conditions governing thermal flow, together with an explicit expression for the energy-momentum tensor of a thermally conduoting fluid would be desirable. The thermodynamio behaviour of non-homogeneous cosmological models, having thermal flow from one portion to another, should be investigated. The results might be of importance in interpreting the behaviour of the actual universe.

A study of thermodynamic fluctuations should also be made, especially as fluctuations may be very important at certain stages of cosmologioal development. Finally, the general interrelation between thermodynamics and statistical mechanios might well be treated from the point of view of general relativity. This would of course involve oonsiderations that go beyond the macroscopic point of view adopted for the purposes of the present book.

## X

## APPLICATIONS TO COSMOLOGY

Part I. STATIC COSMOLOGICAL MODELS

## 133. Introduction

In this final chapter, we must now investigate the applications of relativistic mechanios and relativistic thermodynamics to cosmology. This is an ambitious field of study characterized by danger as well as by interest.

The most fundamental although not the most pressing danger that threatens the validity of the study lies in the possibility that the relativistic theory of gravitation might not really be applicable to the universe as a whole, or even to that portion out to some hundred million light years, which can be observed with the help of the Mount Wilson $\mathbf{1 0 0}$-inch telescope. The three so-called crucial tests make us indeed confident that relativity provides a real advance over the Newtonian theory of gravitation, and that it furnishes an acceptable treatment for the field in the empty space surrounding a star out to distances of the order of the dimensions of the solar system. Nevertheless, the application of this same theory to the universe as a whole, filled with a distribution of matter and radiation rather than empty, involves an extension which cannot of course be made with certainty. To justify the extrapolation we can only depend in the first place on the remarkable rationality and inner logicality of the theory of relativity, which makes a wide range of applicability seem probable, and in the second place on the observed tendency for stars to cluster together in nebulae and for the nebulae themselves to occur with some clustering, which at least indicates for very great ranges of distance gravitational action of the general kind that would be predicted from relativistic theory. Furthermore, relativity certainly provides at the present time the only possible theory of gravitation that could be applied to the behaviour of large portions of the universe, and hence we are forced to make use of this theory if we are to carry out cosmological speculations at all.
Another source of difficulty for any kind of cosmological theory lies in the very real limitations in our observational knowledge as to the actual nature of the universe and its contents. Within the range
of about $3 \times 10^{8}$ light years which can be reached with the 100 -inen telescope, the investigations of Hubble have shown the presence of about $10^{8}$ nebulae, which are individually roughly of the same character as our own galaxy of stars. Thesc nebulae are to a certais extent gathered into clusters, but on the whole are distributed with a fair uniformity of about one nebula per $10^{18}$ cubic light years. From the red-shift in the spectra of these nebulae we can infer that they have a motion of mutual recession, and from their apparent diametara, luminosity, and colour we can get some limit as to the presenoe of intervening obscuring material. We thus have considerable knowledge as to the contents of the universe out to $3 \times 10^{8}$ light years, and indeed also some indication as to its probable behaviour within a past time span of $3 \times 10^{8}$ years.

There are, nevertheless, serious gaps in the information which we could desire. In the first place, although we can presumably make some extrapolation of the conditions observed in our immediate neighbourhood to greater distances, we have no real justification for assuming that the whole universe has the same properties as that portion which we have already seen. Hence, although we shall actually make great use of homogeneous models in our studies, we shall have to realize that we do this primarily in order to scoure a definite and relatively simple mathematical problem, rather than to secure a correspondence with known reality. In the second place, although we have good information concerning the density of nebulne in our surroundings, we have very little information as to tho donsity of other forms of matter or of radiation in the enormous extragalactic spaces lying between the observed nebulae. Indeed it seems possible from the work of Hubble that the density of mattor in tho form of extragalactic dust might be thousands of times as great as the averaged-out density of the nebulae, without giving riso to offects that would have so far been found. This is a very serious limitation on our knowledge, since it prevents any precise determination of gravitational curvature. As a result we do not know whether the actual universe is spatially closed or open, and can choose between universes which are finite and infinite in spatial extent only on the basis of dubious metaphysical predilections.

In view of these uncertainties in observational knowledge, much of our actual work must necessarily consist in a study of cosmological models, constructed in accordance with the theory of relativity, but
not necessarily agreeing in all particulars with the real universe. Indeed we shall feel justified in studying some models, which are known to differ from the real universe in important ways, provided the results can illuminate our thinking by indicating the kind of phenomena that might actually occur without controverting established theory. With the help of such studies, however, we shall certainly make progress in understanding the behaviour of nature on the largest possible scale, and this presents a task as interesting as the human mind can set, and provides a goal as noble as the human spirit can conceive.
In Part I of the present chapter we shall consider static cosmological models. We shall first show that the only possibilities for a homogeneous static model are those provided by the original Einstein universe filled with a uniform distribution of material, by the de Sitter empty universe, and by the empty flat space-time of the special theory of relativity. We shall then give a brief discussion of these different possibilities, sufficient to show the reasons for abandoning them as providing satisfactory models for the actual universe. In Part II we shall then make use of the principles of relativistic mechanics to derive the line element for non-static homogeneous cosmological models, and to study their mechanical properties and behaviour. In Part III we shall apply the principles of relativistic thermodynamics to this behaviour. Finally, in Part IV, we shall compare the properties of such models with the phenomena of the actual universe.

## 134. The three possibilities for a homogeneous static universe

We now undertake the specific task of showing that the only possibilities for a static homogeneous universe are exhausted by the line elements of Einstein, and of de Sitter, and that corresponding to the special theory of relativity.

In obtaining any form of cosmological line element, we shall look at the universe from a large-scale point of view and neglect those local irregularities in gravitational field and in space-time curvature, which would occur in the immediate neighbourhood of individual stars or stellar systems. We can then treat the universe as filled with a continuous distribution of fluid of proper macroscopic density $\rho_{00}$ and pressure $p_{0}$, and shall feel justified in making this simplification since our interest lies in obtaining a general framework for the
behaviour of the universe as a whole, on which the details of local occurrences could later be superposed.
In the case of a static homogeneous universe it is evident that coordinates can certainly be chosen such that the line element will exhibit spherical symmetry around any desired origin, sinoe all parts of the universe are intrinsically permanently alike. Hence we may evidently take the line element in the general spherically symmetrical static form

$$
\begin{equation*}
d s^{2}=-e^{\lambda} d r^{2}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+e^{\nu} d t^{2} \tag{134.1}
\end{equation*}
$$

with $\lambda$ and $\nu$ functions of $r$ alone as given by (95.12), and take the pressure and density in accordanoe with (95.13) as determined by the equations

$$
\begin{align*}
8 \pi p_{0} & =e^{-\lambda}\left(\frac{\nu^{\prime}}{r}+\frac{1}{r^{2}}\right)-\frac{1}{r^{2}}+\Lambda,  \tag{134.2}\\
8 \pi \rho_{00} & =e^{-\lambda}\left(\frac{\lambda^{\prime}}{r}-\frac{1}{r^{2}}\right)+\frac{1}{r^{2}}-\Lambda,  \tag{134.3}\\
\frac{d p_{0}}{d r} & =-\frac{\rho_{00}+p_{0}}{2} \nu^{\prime}, \tag{134.4}
\end{align*}
$$

where the accents signify differentiation with respect to $r$, and $\Lambda$ is the cosmological constant.
From this simple starting-point we can now easily obtain the only possibilities for a static homogeneous model. To do so we have merely to investigate the consequence of imposing three necessary conditions on the foregoing equations. These are: first that the pressure $p_{0}$ as measured by a local observer shall everywhere be the same, owing to the assumed homogeneity of model; secondly that the proper macroscopic density $\rho_{00}$ shall everywhere be the same, again owing to the homogeneity of the model; and thirdly that the line element shall reduce for small values of $r$ to the special relativity form for flat spacetime with $\lambda=\nu=0$, owing to the known validity of the special theory of relativity for a limited space-time region, when we neglect local gravitational fields as postulated above.

In accordance with the first of these conditions, it is evidentsince $p_{0}$ is to have the same value in all parts of the model-that equation (134.4) can only be satisfied by taking

$$
\begin{equation*}
\frac{\rho_{00}+p_{0}}{2} \nu^{\prime}=0 \tag{134.5}
\end{equation*}
$$

and this can itself in turn only be satisfied by the three possibilities of setting $\nu^{\prime}$, or ( $\rho_{00}+p_{0}$ ), or both equal to zero.

These three possibilities

$$
\begin{equation*}
\nu^{\prime}=0, \tag{134.6}
\end{equation*}
$$

or

$$
\begin{gather*}
\rho_{00}+p_{0}=0  \tag{134.7}\\
\nu^{\prime}=0 \quad \text { and } \quad \rho_{00}+p_{0}=0 \tag{134.8}
\end{gather*}
$$

or both
lead respectively to the Einstein, to the de Sitter, and to the special relativity line elements for the universe as we may now show in detail.

## 135. The Einstein line element

We may first consider the Einstein line element which arises from the first of the above three possibilities

$$
\begin{equation*}
\nu^{\prime}=0 \tag{135.1}
\end{equation*}
$$

Integrating this equation, and remembering that the line element is to reduce to the special relativity form, with $\nu=0$ for small values of $r$, we at once obtain

$$
\begin{equation*}
\nu=\text { const. }=0, \tag{135.2}
\end{equation*}
$$

as the only possible solution.
On the other hand, substituting this result in the expression for the pressure given by (134.2) and solving, we obtain

$$
\begin{equation*}
e^{-\lambda}=1-\left(\Lambda-8 \pi p_{0}\right) r^{2} \tag{135.3}
\end{equation*}
$$

Hence, defining for convenience a new constant $R$ by the equation

$$
\begin{equation*}
\Lambda-8 \pi p_{0}=\frac{1}{R^{2}} \tag{135.4}
\end{equation*}
$$

we can then write as an expression for the resulting line element

$$
\begin{equation*}
d s^{2}=-\frac{d r^{2}}{1-r^{2} / R^{2}}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+d t^{2} \tag{135.5}
\end{equation*}
$$

This is one of the well-known forms for the original Einstein line element for a static universe, $\dagger$ and we shall return later to a discussion of some of its properties.

## 136. The de Sitter line element

We may next consider the de Sitter line element which arises from the second of the possibilities given above

$$
\begin{equation*}
\rho_{00}+p_{0}=0 \tag{136.1}
\end{equation*}
$$

Adding the individual expressions for $\rho_{00}$ and $p_{0}$ given by (134.2) and (134.3) we must then set
or

$$
\begin{gathered}
8 \pi\left(\rho_{00}+p_{0}\right)=e^{-\lambda\left(\frac{\lambda^{\prime}}{r}+\frac{\nu^{\prime}}{r}\right)=0,} \begin{array}{c}
\lambda^{\prime}=-\nu^{\prime}
\end{array}, \$ \text {, }
\end{gathered}
$$

and since $\lambda$ and $\nu$ must both become zero at $r=0$, in order for the line element to reduce to the special relativity form at the origin, this can only be satisfied by

$$
\begin{equation*}
\lambda=-\nu \tag{136.2}
\end{equation*}
$$

On the other hand, since $\rho_{00}$ is to be a constant independent of position we can immediately integrate (134.3), and obtain as a solution, which may be readily verified by redifferentiation,

$$
e^{-\lambda}=1-\frac{\Lambda+8 \pi \rho_{00}}{3} r^{2}+\frac{A}{r}
$$

where $A$ is the constant of integration. And, again making use of the reduction of the line element to the special relativity form with $\lambda=\nu=0$ at $r=0$, we see that we must take this constant $A$ equal to zero. Hence, noting (136.2), we at once have

$$
\begin{equation*}
e^{-\lambda}=e^{y}=1-\frac{\Lambda+8 \pi \rho_{00}}{3} r^{2} \tag{136.3}
\end{equation*}
$$

as a complete solution for the form of the line element. Hence, now defining for convenience a new constant $R$ by the equation

$$
\begin{equation*}
\frac{\Lambda+8 \pi \rho_{00}}{3}=\frac{1}{R^{2}} \tag{136.4}
\end{equation*}
$$

we can write as the complete expression for the line element

$$
\begin{equation*}
d s^{2}=-\frac{d r^{2}}{1-r^{2} / R^{2}}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+\left(1-\frac{r^{2}}{R^{2}}\right) d t^{2} \tag{136.5}
\end{equation*}
$$

This, however, is one of the well-known forms for the original de Sitter line element, $\dagger$ and we shall later return to a discussion of some of its properties.

## 137. The special relativity line element

Finally, we may turn to the third possibility for a static homogeneous universe in which we require in accordance with (134.8) both

$$
\begin{equation*}
\nu^{\prime}=0 \quad \text { and } \quad \rho_{00}+p_{0}=0 \tag{137.1}
\end{equation*}
$$

Under these circumstances, however, we can take both the equations (135.2) from the Einstein case and (136.2) from the de Sitter case as valid, and hence can write as a complete solution the simple result,

$$
\begin{equation*}
\lambda=\nu=0 \tag{137.2}
\end{equation*}
$$

corresponding to the special relativity form of line element

$$
\begin{equation*}
d 8^{2}=-d r^{2}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+d t^{2} \tag{137.3}
\end{equation*}
$$

which applies to the perfectly empty and 'flat' space-time of the special theory of relativity.

In accordance with the discussion of § 134, this now exhausts all the possibilities for a static homogeneous universe; $\dagger$ and hence when we find that none of these three possibilities gives a satisfactory representation of the actual universe, we shall then have to turn to the consideration of some less restricted class of models.

We may now undertake a brief survey of some of the more important properties of the Einstein and de Sitter line elements, both of which include the special relativity line element as a particular case when the constant $R$ assumes the value infinity. The survey will be of interest not only for historical reasons, but for the insight which it can give into the more adequate models which we shall later study.

## 138. The geometry of the Einstein universe

By the transformation of coordinates the Einstein line element

$$
\begin{equation*}
d s^{2}=-\frac{d r^{2}}{1-r^{2} / R^{2}}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+d t^{2} \tag{138.1}
\end{equation*}
$$

can be written in several different forms which are sometimes convenient or can be of assistance in understanding the implied geometry.

By the substitution

$$
\begin{equation*}
r=\frac{\rho}{1+\rho^{2} / 4 R^{2}} \tag{138.2}
\end{equation*}
$$

we obtain an isotropic form

$$
\begin{equation*}
d s^{2}=-\frac{1}{\left[1+\rho^{2} / 4 R^{2}\right]^{2}}\left(d \rho^{2}+\rho^{2} d \theta^{2}+\rho^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{138.3}
\end{equation*}
$$
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which by an obvious further transformation can also be written as
\[

$$
\begin{equation*}
d s^{2}=-\frac{1}{\left[1+\rho^{2} / 4 R^{2}\right]^{2}}\left(d x^{2}+d y^{2}+d z^{2}\right)+d t^{2} \tag{138.4}
\end{equation*}
$$

\]

By the substitution

$$
\begin{equation*}
r=R \sin \chi \tag{138.5}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
d s^{2}=-R^{2}\left(d \chi^{2}+\sin ^{2} \chi d \theta^{2}+\sin ^{2} \chi \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{138.6}
\end{equation*}
$$

Finally, by introducing a larger number of variables, with the help of the equations
where

$$
\begin{array}{ll}
z_{1}=R \sqrt{\left(1-\frac{r^{2}}{R^{2}}\right)} & z_{2}=r \sin \theta \cos \phi \\
z_{3}=r \sin \theta \sin \phi & z_{4}=r \cos \theta
\end{array}
$$

the line element assumes the form

$$
\begin{equation*}
d s^{2}=-d z_{1}^{2}-d z_{2}^{2}-d z_{3}^{2}-d z_{4}^{2}+d t^{2}, \tag{138.9}
\end{equation*}
$$

which permits us to regard our original space-time as embedded in a Euclidean space of higher dimensions.

The kind of geometry corresponding to these different expressions for the line element is not completely determined, since different hypotheses as to connectivity and as to the identification of points can in general be made for a given differential formula for interval. It will be simplest, however, as suggested by the last form in which we have written the line element, to regard the spatial extent of the Einstein universe as being the whole three-dimensional spherioal surface $z_{1}^{2}+z_{2}^{2}+z_{3}^{2}+z_{4}^{2}=R^{2}$ embedded in the four-dimensional Euclidean space $\left(z_{1}, z_{2}, z_{3}, z_{4}\right)$. The geometry corresponding to the space-like variables in the Einstein line element would then be that for so-called spherical space of radius $R$. By the identification of antipodal points of the sphere and the introduction of suitable connectivity the spatial geometry could also be taken as of the so-called elliptical kind.

Taking the spatial geometry as spherical, the total proper spatial volume of the Einstein universe would be given in accordance with (138.6) by

$$
\begin{equation*}
v_{0}=\int_{0}^{2 \pi} \int_{0}^{\pi} \int_{0}^{\pi} R^{3} \sin ^{2} \chi \sin \theta d \chi d \theta d \phi=2 \pi^{2} R^{3}, \tag{138.10}
\end{equation*}
$$

and the total proper distance around the universe would be

$$
\begin{equation*}
l_{0}=2 \pi R . \tag{138.11}
\end{equation*}
$$

Taking the geometry as elliptical, the corresponding quantities would
be one-half as great, and this difference could provide in principle a method for distinguishing between the two possibilities of spherical and elliptical space.

Introducing the time-like as well as the space-like variables, the complete space-time geometry corresponding to the Einstein universe could be regarded as that for a four-dimensional cylindrical surface embedded in five-dimensional space.
Perhaps the chief importance of this investigation into the nature of the geometry implied by the Einstein line element lies in the assistance thereby provided to our intuitional appreciation of the homogeneity of the model. In accordance with the symmetrical form given to the line element by (138.9) it is immediately evident that on transforming back to $r, \theta, \phi$, and $t$ the origin of spatial coordinates and the zero point for the time coordinate could be taken at will, in agreement of course with our original assumptions as to the static and spatially homogeneous oharacter of the model. It may, nevertheless, be emphasized in conclusion that for most problems of immediate interest there is no necessity to go beyond the results which can be obtained by usual analytical methods directly from the differential formula for interval, and no necessity to attempt to visualize the geometry as a whole.

## 139. Density and pressure of material in Einstein universe

We may now turn to more physical aspects of the Einstein universe, by investigating the relations which would govern the density and pressure of the material in the model.

Returning to the general form (134.1) for the line element

$$
\begin{equation*}
d s^{2}=-e^{\lambda} d r^{2}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+e^{y} d t^{2} \tag{139.1}
\end{equation*}
$$

and introducing the values

$$
\begin{equation*}
e^{-\lambda}=1-\frac{r^{2}}{R^{\Sigma}} \text { and } \quad \nu=0, \tag{139.2}
\end{equation*}
$$

found in § 135, into the expressions for pressure and density (95.13) which correspond to this general form of line element, we easily obtain

$$
\begin{gather*}
8 \pi p_{0}=-\frac{1}{R^{2}}+\Lambda,  \tag{139.3}\\
8 \pi \rho_{00}=\frac{3}{R^{2}}-\Lambda \tag{139.4}
\end{gather*}
$$

and
as expressions for the proper pressure and proper density of the material filling the model in terms of the two constants $\Lambda$ and $R$.

Alternatively, these equations may be solved for the two constants in the form
and

$$
\begin{align*}
\Lambda & =4 \pi\left(\rho_{00}+3 p_{0}\right)  \tag{139.5}\\
\frac{1}{R^{2}} & =4 \pi\left(\rho_{00}+p_{0}\right) \tag{139.6}
\end{align*}
$$

Hence, since the density $\rho_{00}$ of the fluid taken as filling the model could on physical grounds only be a positive quantity, and the pressure $p_{0}$ could only be positive or-assuming the possibility of reasonable cohesive forces-could only be negative to a very limited extent, we may conclude at once that $\Lambda$ and $R^{2}$ would both be essentially positive quantities.

If we regard $\Lambda$ and $R^{2}$ as in the nature of adjustable parameters the model could be taken as filled with a fluid having any desired values for its pressure and density.

Thus if we assumed the fluid to be composed of incoherent matter exerting no pressure, for example free particles (stars) having negligible relative motions, as originally considered by Einstein, we should have from the above

$$
\begin{equation*}
\Lambda=\frac{1}{R^{2}} \tag{139.7}
\end{equation*}
$$

and

$$
\begin{equation*}
4 \pi \rho_{00}=\frac{1}{R^{2}} \tag{139.8}
\end{equation*}
$$

and in accordance with (138.10) the total mass of the universe would be

$$
\begin{equation*}
M=\rho_{00} v_{0}=\frac{1}{2} \pi R \tag{139.9}
\end{equation*}
$$

On the other hand, if we took the model as filled solely with radiation, which has the highest known ratio of pressure to density for any possible fluid,
we should have

$$
\rho_{00}=3 p_{0}
$$

$$
\begin{equation*}
\Lambda=\frac{3}{2 R^{2}} \tag{139.10}
\end{equation*}
$$

and

$$
\begin{equation*}
4 \pi p_{0}=\frac{1}{4 R^{2}} \quad 4 \pi \rho_{00}=\frac{3}{4 R^{2}} \tag{139.11}
\end{equation*}
$$

Comparing (139.8) with (139.11), we again see an example of the tendency first mentioned in § 110 for radiation to produce greater gravitational curvature than the same density of ordinary matter.

Finally, if we took the model as completely empty with $\rho_{00}$ and $p_{0}$, both equal to zero, we should have

$$
\begin{equation*}
\Lambda=\frac{1}{R^{2}}=0 \tag{139.12}
\end{equation*}
$$

and the Einstein universe would degenerate into the flat space-time of the special theory of relativity.
Several important conclusions may be drawn from the results of this section. In the first place, it is to be noted that the discussion does demonstrate in accordance with the principles of relativity at least the conceptual possibility for cosmological models which would agree to some extent with the actual universe by containing a uniform distribution of material of finite concentration. In the second place, since we have seen above that $R^{2}$ would be positive and finite except in the degenerate case of a completely empty universe, it is to be noted that the radius $R$ of the Einstein model would have to be real corresponding to an unbounded but nevertheless closed universe with a finite spatial volume. Finally, it may be emphasized, as seen above, that the cosmological constant $\Lambda$ would have to be a positive quantity greater than zero if the model is to contain any matter at all. This necessity was perhaps the strongest argument which led to Einstein's addition of the logically possible but otherwise surprising cosmological term to his original field equations. If we later find models which could contain a finite concentration of matter without the $\Lambda$-term, we can look with favour on the possibility of taking $\Lambda$ equal to zero.
140. Behaviour of particles and light rays in the Einstein universe
We may now turn to a further discussion of the physical properties of the original Einstein universe by investigating the behaviour of particles and light rays in such a model.
In accordance with (74.13), the motion of a free particle in the gravitational field corresponding to the Einstein line olement

$$
\begin{equation*}
d s^{2}=-\frac{d r^{2}}{1-r^{2} / R^{2}}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+d t^{2} \tag{140.1}
\end{equation*}
$$

would be given by the equations for a geodesic

$$
\begin{equation*}
\frac{d^{2} x^{\sigma}}{d s^{2}}+\{\mu \nu, \sigma\} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}=0 . \tag{140.2}
\end{equation*}
$$

We shall be specially interested in the case of particles which are at least temporarily at rest with respect to the spatial coordinates. This geodesic equation would then reduce to

$$
\begin{equation*}
\frac{d^{2} x^{\sigma}}{d s^{2}}+\{44, \sigma\}\left(\frac{d t}{d s}\right)^{2}=0 \tag{140.3}
\end{equation*}
$$

since the spatial components of the 'velocity' of the particle $d r / d s$, $d \theta / d s$, and $d \phi / d s$ would be zero. Comparing the expression for the Einstein line element (140.1), however, with the expressions for the Christoffel three-index symbols given by (95.2) for this general form of line element, we see that all symbols of the form $\{44, \sigma\}$ would vanish, and we are thus led at once to the conclusion that particles at rest with respect to the spatial coordinates would also have zero acceleration

$$
\begin{equation*}
\frac{d^{2} r}{d s^{2}}=\frac{d^{2} \theta}{d s^{2}}=\frac{d^{2} \phi}{d s^{2}}=0 \tag{140.4}
\end{equation*}
$$

and hence would remain permanently at rest.
This conclusion is of importance, since the Einstein model could not be expected to persist at all in the assumed static state, if the free particles contained in it could not remain at rest. The result is, nevertheless, not a sufficient criterion for complete stability as we shall see later.
The velocity of light in the Einstein universe can be obtained by setting the expression for the interval (140.1) equal to zero. Doing so and focusing attention on the case of light travelling in the radial direction we obtain for the velocity of light from or towards the origin

$$
\begin{equation*}
\frac{d r}{d t}= \pm \sqrt{\left(1-\frac{r^{2}}{R^{2}}\right)} \tag{140.5}
\end{equation*}
$$

where it is to be specially noted, as a result of the form of the line element (104.1), that the time-like variable $t$ agrees with proper time as it would be measured by a local observer at rest in the model with respect to the spatial coordinates.

In accordance with this result, the time necessary for light to travel from the origin around the universe and back would be

$$
\begin{equation*}
t=4 \int_{0}^{R} \frac{d r}{\sqrt{\left(1-r^{2} / R^{2}\right)}}=2 \pi R \tag{140.6}
\end{equation*}
$$

if we assumed spherical space, or one-half this amount if we assumed elliptical space. The amusing theoretical possibility thus provided,
for the light issuing from a star to travel around the universe and by refocusing lead to the appearance of a 'ghost' star in the neighbourhood should not be talken very seriously in view of the idealization and inadequacy of the original Einstein model as a representation of the actual universe.

The most important application of the expression for the velocity of light given by (140.5) lies in its use in showing that we could expect no systematic shift in the wave-length of light from distant objects in the static Einstein universe. Consider an observer for convenience at the origin of coordinates $r=0$ and a luminous source (nebula) at $r=r$, both being taken as permanently at rest with respect to the spatial coordinates in agreement with the zero acceleration for stationary particles demonstrated above, and in agreement with the static character ascribed to the model. In accordance with (140.5) the 'time' $t_{2}$ for the reception by the observer of light leaving the source at 'time' $t_{1}$ would be

$$
t_{2}=t_{1}+\int_{0}^{r} \frac{d r}{\sqrt{\left(1-r^{2} / R^{2}\right)}}=t_{1}+R \sin ^{-1} \frac{r}{R} .
$$

Hence, since $r$ is a constant, the interval $\delta t_{2}$ between the receipt of two successive wave crests would be equal to the interval $\delta t_{1}$ between their emission

$$
\begin{equation*}
\delta t_{2}=\delta t_{1} \tag{140.7}
\end{equation*}
$$

On the other hand, however, in accordance with the form of the line element (140.1) the time-like variable $t$ agrees with the proper time as measured by local observers at rest with respect to the spatial coordinates. Hence the equality (140.7) also implies an equality between the proper periods of the emitted and received light as they would be determined by observers at rest with respect to the original source and at rest at the origin. As a result, the light on reception would be observed to have the same period and wave-length as is found for the particular luminous material involved when it is used in the laboratory to provide a stationary source of light for a spectroscope.

The method of obtaining this result gives a particularly simple illustration of the general method for treating the generalized Doppler effect, schematically outlined at the end of Chapter VIII. In accordance with the result we can conclude in the case of the original Einstein model of the universe that there would be no systematic
connexion between observed wave-length and distance from observer to luminous sources such as the nebulae. There could of course be small Doppler effects due to the individual motions of the nebulae, but as a result of the general static character of the model we should expect these effects to be positive and negative with equal frequency and with no great spread from a mean of zero.

## 141. Comparison of Einstein model with actual universe

To conolude our brief consideration of the properties of the Einstein universe we must now make some comparison with the properties of the actual universe.

The most satisfactory feature of the Einstein model is its correspondence as shown in § 139 with a universe which could actually contain a finite concentration of uniformly distributed matter. In this respect it gives us a cosmology which is superior to that provided by the de Sitter model which as we shall see in § 143 would have to be regarded as empty. It may again be emphasized, nevertheless, that this advantage is gained only at the expense of introducing the extra cosmological term $\Lambda g_{\mu \nu}$ into Einstein's original field equations, which is a device similar to the modification in Poisson's equation proposed in the past $\dagger$ in order to permit a uniform static distribution of matter in the flat space of the Newtonian theory.
In accordance with the estimate of Hubble (see § 177) the density of matter in the actual universe in the form of visible nebulae would have a value of about

$$
\begin{equation*}
\rho=(1.3 \text { to } 1.6) \times 10^{-30} \mathrm{gm} . / \mathrm{cm} .^{3} \tag{141.1}
\end{equation*}
$$

if averaged out over the whole of intergalactic space, as of course must be done in replacing the actual universe by a model filled with a continuous distribution of fluid. On the other hand, in accordance with § 139, we have found that the density $\rho_{00}$ in an Einstein universe filled with incoherent matter exerting negligible pressure would be related to radius $R$ and cosmological constant $\Lambda$ by the equation

$$
\begin{equation*}
4 \pi \rho_{00}=\frac{1}{R^{2}}=\Lambda \tag{141.2}
\end{equation*}
$$

Hence, neglecting the density of unseen matter and neglecting the pressure and density of the radiation in intergalactic space, and

[^50]introducing the factor for the conversion of grammes to gravitational units given by (81.7) we obtain
\[

$$
\begin{align*}
& \quad \Lambda=\frac{1}{R^{2}}=\frac{4 \pi \times 10^{-30}}{1.349 \times 10^{28}} \mathrm{~cm} .^{-2} \\
& \Lambda \simeq 9.3 \times 10^{-58} \mathrm{~cm} .^{-2}  \tag{141.3}\\
& R \simeq 3.3 \times 10^{28} \mathrm{~cm} \simeq 3.5 \times 10^{10} \text { light years. } \tag{141.4}
\end{align*}
$$
\]

or

In obtaining these values of $\Lambda$ and $R$ we have taken the density of matter as $10^{-30} \mathrm{gm} . / \mathrm{cm} .^{3}$, and this is presumably a lower limit for that quantity since it neglects dust and gas in the enormous reaches of internebular space. Hence the value for $\Lambda$ must be regarded as a lower linit and that for $R$ as an upper limit.

The value for $\Lambda$ is small enough to be compatible with known planetary motions in the solar system, since if we write the Sohwarzschild line element in the complete form

$$
d s^{2}=-\frac{d r^{2}}{1-\frac{2 m}{r}-\frac{\Lambda}{3} r^{2}}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+\left(1-\frac{2 m}{r}-\frac{\Lambda}{3} r^{2}\right) d t^{2}
$$

the ratio of the previously neglected term $\Lambda r^{2} / 3$ to the main term $2 \mathrm{~m} / \mathrm{r}$ at the distance of Neptune's orbit would only be

$$
\begin{equation*}
\frac{\Delta r^{2} / 3}{2 m / r}=\frac{\Lambda r^{3}}{6 m} \simeq \frac{9.3 \times 10^{-58} \times\left(4.5 \times 10^{14}\right)^{3}}{6 \times 1.5 \times 10^{5}} \simeq 10^{-19} \tag{141.5}
\end{equation*}
$$

where we have taken the gravitational mass of the sun as $1.5 \times 10^{5}$.
With regard to the value obtained for the radius $R\left(3.5 \times 10^{10}\right.$ light years), there is also no trouble since as yet our telescopes have only penetrated to about $3 \times 10^{8}$ light years.

The most unsatisfactory feature of the Einstein model as a basis for the cosmology of the actual universe is the finding discussed at the end of the last section, that it provides no reason to expect any systematic shift in the wave-length of light from distant objects. In the actual universe, however, the work of Hubble and Humason shows a definite red-shift in the light from the nebulae which increases at least very closely in linear proportion to the distance. This is of course the main consideration which will lead us to prefer non-static to static models of the universe as a basis for actual cosmology.

Closely connected with this unsatisfactory feature of the static Einstein model will be our later finding that the Einstein universe would not be stable. To be sure as we have seen in connexion with
(140.4), free particles at rest in the model would not be subject to acceleration. Nevertheless, wre shall later find, for example, that a static Einstein universe would start contracting as a whole if the matter in it should commence to be transformed into radiation, or vice versa start expanding if the radiation in it should commence a condensation into matter. And we shall find in general the possibility for a wide variety of models that could expand or contract, as compared with very severe restrictions necessary for the permanence of a static model.

## 142. The geometry of the de Sitter universe

Having found the original Einstein universe, although very important for an understanding of relativistic cosmology, not entirely satisfactory as a model for the actual universe, we may now turn to a consideration of the other static possibility provided by the de Sitter universe.

By the transformation of coordinates we can change the original form in which we obtained the de Sitter line element

$$
\begin{equation*}
d s^{2}=-\frac{d r^{2}}{1-r^{2} / R^{2}}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+\left(1-\frac{r^{2}}{R^{2}}\right) d t^{2} \tag{142.1}
\end{equation*}
$$

into other forms which are sometimes convenient or geometrically illuminating.

By the substitution

$$
\begin{equation*}
r=R \sin \chi \tag{142.2}
\end{equation*}
$$

we obtain
$d s^{2}=-R^{2} d \chi^{2}-R^{2} \sin ^{2} \chi d \theta^{2}-R^{2} \sin ^{2} \chi \sin ^{2} \theta d \phi^{2}+\cos ^{2} \chi d t^{2}$,
which is a form that has often been employed in disoussing the de Sitter universe.

A more interesting result may be obtained, however, by introducing five variables and transforming in accordance with the equations

$$
\begin{array}{ccr}
\alpha=r \sin \theta \cos \phi \quad \beta=r \sin \theta \sin \phi \quad \gamma=r \cos \theta \\
\delta+\epsilon=R e^{4 R} \sqrt{ }\left(1-r^{2} / R^{2}\right) & \delta-\epsilon=R e^{-\Downarrow R} \sqrt{ }\left(1-r^{2} / R^{2}\right) . \tag{142.4}
\end{array}
$$

This leads to the form

$$
d s^{2}=-d \alpha^{2}-d \beta^{2}-d \gamma^{2}-d \delta^{2}+d \epsilon^{2} .
$$

And by the further transformation

$$
\begin{equation*}
z_{1}=i \alpha \quad z_{2}=i \beta \quad z_{3}=i \gamma \quad z_{4}=i \delta \quad z_{5}=\epsilon \tag{142.5}
\end{equation*}
$$

we obtain the result

$$
\begin{equation*}
d s^{2}=d z_{1}^{2}+d z_{2}^{2}+d z_{3}^{2}+d z_{4}^{2}+d z_{5}^{2} \tag{142.6}
\end{equation*}
$$

where as a consequence of (142.4) we have the relation

$$
\begin{equation*}
z_{1}^{2}+z_{2}^{2}+z_{3}^{2}+z_{4}^{2}+z_{5}^{2}=(i R)^{2} \tag{142.7}
\end{equation*}
$$

as the equation which determines that four-dimensional surface in the five-dimensional manifold that corresponds to space-time. In accordance with this result we can regard the geometry of the de Sitter universe as that holding on the surface of a sphere embedded in fivedimensional Euclidean space. And, as in the case of the Einstein universe, we gain an added intuitional appreciation of the homogeneity of the de Sitter model. It may be emphasized, nevertheless, that the formal simplicity in the expression for the line element given by (142.6) is achieved at the expense of losing track of the physical distinction between space-like intervals which are to be measured in principle by the use of metre sticks and time-like intervals which are measurable with the help of clocks.

Finally, we may examine an interesting and important transformation of coordinates discovered independently by Lemaitre $\dagger$ and by Robertson, $\ddagger$ and specially employed by the latter. The transformation is obtainable by introducing the new variables

$$
\begin{equation*}
\bar{r}=\frac{r}{\sqrt{\left(1-r^{2} / R^{2}\right)}} e^{-l / R} \quad \bar{t}=t+\frac{1}{2} R \log \left(1-\frac{r^{2}}{R^{2}}\right) \tag{142.8}
\end{equation*}
$$

This leads to the expression

$$
d s^{2}=-e^{2 / R / R}\left(d \bar{r}^{2}+\bar{r}^{2} d \theta^{2}+\bar{r}^{2} \sin ^{2} \theta d \phi^{2}\right)+d \bar{t}^{2}
$$

which by dropping the bars over $\bar{r}$ and $\bar{t}$, and also introducing for simplicity

$$
\begin{equation*}
k=\frac{1}{R}, \tag{142.9}
\end{equation*}
$$

can be written in the form

$$
\begin{equation*}
d s^{2}=-e^{2 k t}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{142.10}
\end{equation*}
$$

or by an obvious further substitution in the form

$$
\begin{equation*}
d s^{2}=-e^{2 k t}\left(d x^{2}+d y^{2}+d z^{2}\right)+d t^{2} \tag{142.11}
\end{equation*}
$$

In this form for the line element the gravitational potentials $g_{\mu \nu}$ are no longer independent of the time-like coordinate $t$, which is now being employed. This, however, need occasion no surprise since it is obvious that any static form of line element can be changed into a non-static form by a suitable substitution of new coordinates which are functionally dependent on the original coordinates of both space-

[^51]like and time-like character. $\dagger$ Moreover, as shown by Robertson, in the present case the properties of the manifold defined by (142.10) may be regarded to a certain extent as intrinsically independent of the new $t$, since a transformation to the variables
$$
\overline{\bar{r}}=r e^{r d_{0}} \quad \bar{t}=t-t_{0}
$$
which may be considered as a change in spatial scale combined with change to a new zero point for the time-like variable, leaves the form of the line element unaltered.

The line elements (142.10) and (142.11) may be designated in the language proposed by Robertson as stationary rather than static. This designation must not be confused, however, with another usage $\ddagger$ in which the term stationary is used to denote line elements in which the potentials $g_{\mu \nu}$ are all independent of $x^{4}$ with some of the components $g_{14}, g_{24}$, and $g_{84}$ present, and the term static is reserved for line elements in which these cross terms are missing. We shall find later use for the Robertson form of expression for the de Sitter line element [see § 144 (d), 183, and 184].

## 143. Absence of matter and radiation from de Sitter universe

We must now turn to more physical aspects of the de Sitter universe by investigating the possibility for matter and radiation in the model. In accordance with the general treatment of the requirements for a static homogeneous model discussed in § 134, the de Sitter line element was obtained in $\S 136$ by assuming that the necessary conditions for such a model were to be met by taking the proper density and pressure in the model as connected by the relation

$$
\begin{equation*}
\rho_{00}+p_{0}=0 \tag{143.1}
\end{equation*}
$$

The proper density of material $\rho_{00}$ is, nevertheless, from its physical nature a quantity which could only be zero or positive. Furthermore, even if we permitted the idealized fluid filling the model to exhibit cohesive forces, it is evident that a negative pressure equal to the density in our present units could not be even remotely approached by any known material. Hence the above condition is evidently to be met only by taking the density and pressure each individually equal to zero

$$
\begin{equation*}
\rho_{00}=0 \quad \text { and } \quad p_{0}=0 \tag{143.2}
\end{equation*}
$$

[^52]corresponding to a completely empty universe, containing no appreciable amount either of matter or radiation.

As a consequence of taking $\rho_{00}=0$, we obtain a simplification in our previous equation (136.4) connecting cosmological constant and radius of the universe, so that the de Sitter line element can now be written as

$$
\begin{equation*}
d s^{2}=-\frac{d r^{2}}{1-r^{2} / R^{2}}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+\left(1-\frac{r^{2}}{R^{2}}\right) d t^{2} \tag{143.3}
\end{equation*}
$$

together with the simple expression for the constant $R$ in terms of the cosmological constant

$$
\begin{equation*}
\frac{1}{R^{2}}=\frac{\Lambda}{3} . \tag{143.4}
\end{equation*}
$$

In accordance with this result, the de Sitter model can be regarded as spatially closed if the cosmological constant is positive, as degenerating into the open 'flat' space-time of the special theory of relativity if the cosmological constant is equal to zero, and as spatially open but 'curved' if the cosmological constant should be a negative quantity. In what follows we shall regard $\Lambda$ as positive and $R$ as real corresponding to a closed model.

It is also interesting to note in accordance with (143.4) that Schwarzschild's exterior solution (96.3)
$d s^{2}=-\frac{d r^{2}}{1-(2 m / r)-\left(\Lambda r^{2} / 3\right)}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+\left(1-\frac{2 m}{r}-\frac{\Lambda}{3} r^{2}\right) d t^{2}$
for the static field in the empty space surrounding a spherical mass of matter, goes over into the de Sitter line element for a completely empty universe if we let the mass $m$ of the sphere of matter at the origin go to zero. The expression given by (143.5) is interesting as being an actual if not very important example of a cosmological line element corresponding to a non-homogeneous model.

## 144. Behaviour of test particles and light rays in the de Sitter

 universe(a) The geodesic equations. Since the de Sitter line element corresponds to a model. which must strictly be taken as completely empty, the presence of matter and radiation in the actual universe would necessarily produce some distortion away from the de Sitter model, a question to which we shall later return in § 183. The introduction of
test particles and test light rays into the model to study the gravitational field therein can, however, of course be considered.

The motion of test particles and light rays will be governed by the equations for a geodesic

$$
\begin{equation*}
\frac{d^{2} x^{\sigma}}{d s^{2}}+\{\mu \nu, \sigma\} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}=0 \tag{144.1}
\end{equation*}
$$

Taking the de Sitter line element in the general form

$$
\begin{gather*}
d s^{2}=-e^{\lambda} d r^{2}-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \phi^{2}+e^{\nu} d t^{2}  \tag{144.2}\\
e^{-\lambda}=e^{\nu}=1-\frac{r^{2}}{R^{2}} \tag{144.3}
\end{gather*}
$$

where
and substituting into this geodesic equation the values for $\{\mu \nu, \sigma\}$ given by (95.2), we obtain the four following cases for $\sigma=1,2,3,4$.

$$
\begin{aligned}
& \frac{d^{2} r}{d s^{2}}+\frac{1}{2} \frac{d \lambda}{d r}\left(\frac{d r}{d s}\right)^{2}-r e^{-\lambda}\left(\frac{d \theta}{d s}\right)^{2}-r \sin ^{2} \theta e^{-\lambda}\left(\frac{d \phi}{d s}\right)^{2}+\frac{1}{2} e^{\nu-\lambda} \frac{d \nu}{d r}\left(\frac{d t}{d s}\right)^{2}=0 \\
& \frac{d^{2} \theta}{\overline{d s^{2}}}+\frac{2}{r} \frac{d r}{d s} \frac{d \theta}{d s}-\sin \theta \cos \theta\left(\frac{d \phi}{d s}\right)^{2}=0 \\
& \frac{d^{2} \phi}{d s^{2}}+\frac{2}{r} \frac{d r}{d s} \frac{d \phi}{d s}+2 \cot \theta \frac{d \theta}{d s} \frac{d \phi}{d s}=0 \\
& \frac{d^{2} t}{d s^{2}}+\frac{d \nu}{d r} \frac{d r}{d s} \frac{d t}{d s}=0
\end{aligned}
$$

Without loss of generality, however, these equations can be readily simplified by choosing coordinates such that the motion of interest is initially in the plane $\theta=\frac{1}{2} \pi$. In accordance with the second of the above equations the motion will then remain permanently in that plane and the equations will reduce to

$$
\begin{aligned}
& \frac{d^{2} r}{d s^{2}}+\frac{1}{2} \frac{d \lambda}{d r}\left(\frac{d r}{d s}\right)^{2}-r e^{-\lambda}\left(\frac{d \phi}{d s}\right)^{2}+\frac{1}{8} e^{\nu-\lambda} \frac{d \nu}{d r}\left(\frac{d t}{d s}\right)^{2}=0 \\
& \frac{d^{2} \phi}{d s^{2}}+\frac{2}{r} \frac{d r}{d s} \frac{d \phi}{d s}=0 \\
& \frac{d^{2} t}{d s^{2}}+\frac{d \nu}{d s} \frac{d t}{d s}=0
\end{aligned}
$$

The first integrals corresponding to these equations can be easily obtained, since the form of the line element (144.2) itself provides one integral and the second and third equations can be readily integrated
by inspection. We thus obtain

$$
\begin{aligned}
& e^{\lambda}\left(\frac{d r}{d s}\right)^{2}+r^{2}\left(\frac{d \phi}{d s}\right)^{2}-e^{\nu}\left(\frac{d t}{d s}\right)^{2}+1=0, \\
& \frac{d \phi}{d s}=\frac{h}{r^{2}} \\
& \frac{d t}{d s}=k e^{-\nu}
\end{aligned}
$$

where $h$ and $k$ are constants of integration. Finally, substituting the last two of these equations into the first and introducing the values for $\lambda$ and $\nu$ given by (144.3) we obtain the equations of motion in the form

$$
\begin{align*}
& \frac{d r}{d s}= \pm \sqrt{\left(k^{2}-1+\frac{r^{2}}{R^{2}}-\frac{h^{2}}{r^{2}}+\frac{\hbar^{2}}{R^{2}}\right)} \\
& \frac{d \phi}{d s}=\frac{h}{r^{2}}  \tag{144.4}\\
& \frac{d t}{d s}=\frac{k}{1-r^{2} / R^{2}}
\end{align*}
$$

In accordance with these equations it will be noted that $h$ is a parameter which can assume either positive or negative values depending on the direction of motion. It should be noted, however, that for all values of $r<R$ the parameter $k$ must be a positive quantity, since we shall take increases in coordinate time $t$ as directly correlated with increases in proper time 8. In the case of light rays the parameters $h$ and $k$ will assume infinite values, owing to the relation $d s=0$ then obtaining.
(b) Orbits of particles. We may now use the foregoing integrals of the geodesic equations to secure information as to the motion of particles in a de Sitter universe.

We may first investigate the shape of orbit. Combining the first of the above equations with the second and rearranging we easily obtain

$$
\begin{equation*}
d \phi=\frac{h d r}{r^{2} \sqrt{\left(\frac{r^{2}}{R^{2}}+\left(k^{2}-1+\frac{h^{2}}{R^{2}}\right)-\frac{h^{2}}{r^{2}}\right\}} . . . . ~} \tag{144.5}
\end{equation*}
$$

This equation can be readily integrated to give an analytical expression for the shape of the orbits taken by particles in the de Sitter universe. An immediate intuitive appreciation of these shapes can be obtained, however, by noting that (144.5) is well known in

Newtonian mechanics $\dagger$ as applying to the shape of orbit taken by a particle with a central repulsive force proportional to the radius $r$. Hence in the de Sitter model, the orbits of free particles, plotted in the present coordinates $r, \theta, \phi$, would be in general curved away from the origin as though the particles were repelled by it.

We may next investigate the velocity of motion in the orbit. This will, of course, not be the same as in the Newtonian analogue mentioned above. In terms of increments of proper time $d s$ for the particle itself, the two components of orbital velocity are already given by the foregoing first integrals of the geodesic equations. It will be noted, however, in accordance with the form (144.2,3) in which we have taken the line element, that the coordinate time $t$ is the proper time as it would be measured by an observer at rest at the origin. Hence, since it will be convenient in making comparisons with the actual universe to regard ourselves as located at the origin of coordinates, it will be advantageous to express the velocities for different particles in terms of $t$. To do this we have merely to eliminate $d s$ from equations (144.4), which gives us
and

$$
\begin{gather*}
\frac{d r}{d t}= \pm \frac{\left(1-r^{2} / R^{2}\right)}{k} \sqrt{\left(k^{2}-1+\frac{r^{2}}{R^{2}}-\frac{h^{2}}{r^{2}}+\frac{\hbar^{2}}{R^{2}}\right)}  \tag{144.6}\\
\frac{d \phi}{d t}=\frac{h\left(1-r^{2} / R^{2}\right)}{k r^{2}} \tag{144.7}
\end{gather*}
$$

for the two components of orbital velocity in terms of ordinary time as measured at the origin.

As a result of these equations the radial velocity of the particle would be zero when

$$
\begin{equation*}
k^{2}-1+\frac{r^{2}}{R^{2}}-\frac{h^{2}}{r^{2}}+\frac{h^{2}}{R^{2}}=0 \tag{144.8}
\end{equation*}
$$

and both components of velocity would be zero at

$$
\begin{equation*}
r=R \tag{144.9}
\end{equation*}
$$

The first of these equations determines the value of $r$ at perihelion when the particle most closely approaches the origin. And in accordance with the second equation all particle motion ceases at the radius $R$, which we shall later designate as the apparent horizon of the universe.

For the particular case of purely radial motion with $h=0$, the

[^53]condition for closest approach (144.8) reduces to
\[

$$
\begin{equation*}
r=R \sqrt{ }\left(1-k^{2}\right) \tag{144.10}
\end{equation*}
$$

\]

perihelion only occurring when the parameter $k$ is less than unity, the particle passing through the origin for larger values of $k$.

Differentiating (144.6) and (144.7), we can also obtain expressions for the acceleration of a particle in its orbit. With some rearrangement of terms these become
and

$$
\begin{gather*}
\frac{d^{2} r}{d t^{2}}=-\frac{2 r / R^{2}}{1-r^{2} / R^{2}}\left(\frac{d r}{d t}\right)^{2}+\left(\frac{1-r^{2} / R^{2}}{k}\right)^{2}\left(\frac{r}{R}+\frac{h^{2}}{r^{3}}\right)  \tag{144.11}\\
\frac{d^{2} \phi}{d t^{2}}=-\frac{2 h}{k r^{3}} \frac{d r}{d t} . \tag{144.12}
\end{gather*}
$$

In accordance with (144.11) we see that the radial acceleration of a particle which has zero radial velocity is necessarily positive at any point between $r=0$ and $r=R$. Hence a free particle which once reaches perihelion and starts to move away from the origin would never again return. It will also be noted that for a particle at rest at the origin, with $r=0$ and $h=0$, the acceleration would vanish. Hence such a particle would remain permanently located at the origin, thus removing any conflict with our previous statement as to the convenience of regarding ourselves as located at the origin of the coordinates which we are using.
(c) Behaviour of light rays in the de Sitter universe. We may now turn to the behaviour of light rays in the model. In accordance with the remarks made in connexion with the integrals of the geodesic equations (144.4), the parameters $h$ and $k$ would have to be infinite to correspond to the path of light in our present coordinates. Introducing this condition into the equation for the shape of orbit (144.5) we then obtain

$$
\begin{equation*}
d \phi=\frac{d r}{r^{2} \sqrt{\left(\frac{k^{2}-1}{h^{2}}+\frac{1}{R^{2}}-\frac{1}{r^{2}}\right)}} \tag{144.13}
\end{equation*}
$$

for the path of light in the de Sitter model. This will be recognized as corresponding in Newtonian mechanics $\dagger$ to the orbit of a particle in the limiting case where the central force becomes zero. Furthermore, the equation can be integrated in the form $r \cos \phi+a r \sin \phi=b$, where $a$ and $b$ are constants. Hence the trajectories of light rays in the coordinates chosen would correspond to straight lines. This

$$
\dagger \text { See, e.g., Boltzmann, loc. cit. }
$$

provides an advantage for these coordinates in interpreting astronomical measurements of distance.

To determine the velocity of light in the model we may return to the expression for the line element itself $(144.2,3)$, and set $d s^{2}=0$. Doing so we obtain the general result

$$
\begin{equation*}
\left(\frac{d r}{d t}\right)^{2}+\left(1-\frac{r^{2}}{R^{2}}\right)\left\{r^{2}\left(\frac{d \theta}{d t}\right)^{2}+r^{2} \sin ^{2} \theta\left(\frac{d \phi}{d t}\right)^{2}\right\}=\left(1-\frac{r^{2}}{R^{2}}\right)^{2}, \tag{144.14}
\end{equation*}
$$

and for the case of purely radial motion this reduces to

$$
\begin{equation*}
\frac{d r}{d t}= \pm\left(1-\frac{r^{2}}{R^{2}}\right) \tag{144.15}
\end{equation*}
$$

Integrating this result from $r=0$ to $r=R$, it is found that an infinite length of time as measured by an observer at the origin would be necessary for light to travel between the origin and $r=R$. Hence an observer at the origin could never have any information of events happening at $R$ or beyond and could speak of a horizon to the universe at this distance. It should be remarked, however, that another observer located at a different origin would locate his horizon differently, and hence the spatially closed character of the model, mentioned in connexion with (143.4), is to be regarded as applying to the findings of a particular observer.
(d) Doppler effect in the de Sitter universe. With the help of our knowledge as to the behaviour of particles and light rays in a de Sitter universe we can now investigate the wave-length-as measured at the origin-of light coming from freely moving particles in the model.

In accordance with the expression for the velocity of light given by (144.15), light leaving a particle located at the radius $r$ at 'time' $t_{1}$ would arrive at the origin at the later 'time' $t_{2}$ given by

$$
t_{2}=t_{1}+\int_{0}^{r} \frac{d r}{1-r^{2} / R^{2}}
$$

And hence by differentiation the 'time' interval $\delta t_{2}$ between the reception of two successive wave crests would be related to the 'time' interval $\delta t_{1}$, between their emission by the equation

$$
\begin{equation*}
\delta t_{2}=\left(1+\frac{1}{1-r^{2} / R^{2}} \frac{d r}{d t}\right) \delta t_{1} \tag{144.16}
\end{equation*}
$$

where $d r / d t$ is the radial velocity of the particle at the time of emission.

On the other hand, the proper time interval $\delta t_{1}^{0}$ for an observer on the moving particle corresponding to the coordinate interval $8 t_{1}$, assuming motion in the plane $\theta=\frac{1}{2} \pi$, would evidently be

$$
\begin{equation*}
\delta t_{1}^{0}=\frac{1-r^{2} / R^{2}}{k} \delta t_{1} \tag{144.17}
\end{equation*}
$$

in accordance with the third of equations (144.4), while the proper time interval between crests as measured at the origin would be

$$
\begin{equation*}
\delta t_{2}^{0}=\delta t_{2} \tag{144.18}
\end{equation*}
$$

Hence combining the three foregoing equations we obtain-by the method of § 116-for the shift $\delta \lambda$ in wave-length measured at the origin
or

$$
\begin{gather*}
\frac{\lambda+\delta \lambda}{\lambda}=\frac{\delta t_{2}^{0}}{\delta t_{1}^{0}}=\frac{1+\frac{1}{1-r^{2} / R^{2}} \frac{d r}{d t}}{\frac{1-r^{2} / R^{2}}{k}} \\
\frac{\lambda+\delta \lambda}{\lambda}=\frac{k}{1-r^{2} / R^{2}}+\frac{k}{\left[1-r^{2} / R^{2}\right]^{2}} \frac{d r}{d t}, \tag{144.19}
\end{gather*}
$$

where the first term depends on the parameter $k$ for the orbit and the radial position $r$ of the particle at the time of emission, while the second term depends also on the radial velocity of the particle at the time of emission.

Since the parameter $k$ as mentioned above would necessarily be a positive quantity, we see that the shift can be either towards the red or the violet according to the sign and magnitude of the velocity of the particle $d r / d t$ at the time of emission. When this velocity is positive the shift is necessarily in the direction of longer wave-lengths, but when it is negative the shift will be in the opposite direction only if the second term is great enough to overweigh the first. For example, for the case of a particle at perihelion with no component of radial motion at all we find, by introducing the condition for perihelion given by (144.8), a red-shift of the amount

$$
\begin{equation*}
\frac{\lambda+\delta \lambda}{\lambda}=\frac{k}{1-r^{2} / R^{2}}=+\frac{\sqrt{\left(1-\frac{r^{2}}{R^{2}}+\frac{h^{2}}{r^{2}}-\frac{h^{2}}{R^{2}}\right)}}{1-r^{2} / R^{2}} \tag{144.20}
\end{equation*}
$$

where $r$ is now the radius at which perihelion occurs.
In the de Sitter universe, we thus find the possibility both for red- or violet-shifts in the light coming from distant particles, but nevertheless some tendency to favour the occurrence of red- over violet-
shifts. This leads to the suggestion that the de Sitter model might account for the great preponderance of red-shifts over violet-shifts in the case of the nearer spiral nebulae discovered by Slipher, and the linear relation between red-shift and distance as we go to the more distant nebulae discovered by the extensive work of Hubble and Humason.
To examine this suggestion it is evident that we cannot proceed solely on the basis of the expression for the generalized Doppler effect given by (144.19). This formula tells us, to be sure, what the observed wave-length of light from a given particle would be, provided we know its orbit and its position therein at the time of emission. But this information would have to be supplemented by some hypothesis as to the orbits and positions for the particles actually present, in order to make predictions as to phenomena in the real universe.

At first sight, the most natural hypothesis to introduce in this connexion might appear to be one which would maintain conditions in our immediate neighbourhood permanently in an approximately steady state. To secure this result we should have to assume an approximate equality between the number of particles (nebulae) which are entering our range of vision at any given time and the number which are leaving after having passed perihelion within that range.

This hypothesis of continuous entry has been examined in some detail, however, by the present writer $\dagger$ and found to show little promise as furnishing an account of the actual universe. In accordance with (144.19) and (144.20) there would indeed be some excess of red-shifts over violet-shifts in the observed light from the moving partioles, since the red-shift would commence prior to the passage of perihelion and continue permanently thereafter. Nevertheless, it would be hard to account for the complete absence of violet-shifts actually found for all but a very few of the nearest nebulae, or to account for the fairly precise, observational, linear relation between red-shift and distance on the proposed basis.

An alternative hypothesis suggested by Weyl and investigated by himself $\ddagger$ and by Robertson§ has shown more immediate promise of possibly furnishing an account of the observed relation between red-shift and distance. In accordance with this hypothesis the

[^54]nebulae in the actual universe are to be regarded as lying on a coherent pencil of geodesios which diverge from a common point in the past.

To investigate the detailed nature of the Weyl hypothesis it is most convenient to use the coordinates of Robertson, which were found in § 142 to lead to the very simple expression for the line element,

$$
\begin{equation*}
d s^{2}=-e^{22 k}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} . \tag{144.21}
\end{equation*}
$$

Using these coordinates and applying the geodesic equation

$$
\frac{d^{2} x^{\sigma}}{d s^{2}}+\{\mu \nu, \sigma\} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}=0
$$

to the case of particles having no spatial components of 'velocity' ( $d r / d s=d \theta / d s=d \phi / d s=0$ ), it is at once seen from the expressions for the Christoffel symbols $\{\mu \nu, \sigma\}$ provided by (98.5), that the accelerations would vanish and that such particles would remain permanently at rest with respect to $r, \theta$, and $\phi$.

The Weyl hypothesis then consists in assuming that the nebulae in the actual universe are to be treated as a uniformly distributed set of free particles, which-except for small peculiar motionsremain at rest with respect to the spatial coordinates now being employed. It will be noted from the form of the line element that the present coordinate $t$ is now the proper time not only for a particle at rest at the origin but also for any of these other particles which are at rest with respect to $r, \theta$, and $\phi$. It will also be seen that any one of these particles could be taken as at the origin of coordinates without change in form of the line element. Hence all these particles may be regarded as equivalent, in the sense that observers thereon would all find approximately the same phenomena occurring in the universe.

Although these particles are chosen so as to remain at rest with respect to our present spatial coordinates, it is evident that the proper distance between them as measured by rigid scales laid end to end would be changing with the time $t$, owing to the occurrence of this quantity in the components of $g_{\mu \nu}$. Hence we should expect a Doppler shift in the light passing from one such particle to another.

In accordance with the form of the line element the radial velocity of light in terms of our present coordinates would be

$$
\frac{d r}{d t}= \pm e^{-k t}
$$

Hence, considering a particle permanently located at the radius $r$, the times $t_{1}$ and $t_{2}$ for the emission of radiation from the particle and its reception at the origin would be connected by the equation

$$
\int_{t_{1}}^{t_{1}} e^{-k t} d t=\int_{0}^{r} d r=r=\text { const., }
$$

which on differentiation gives

$$
\delta t_{2}=e^{k_{l_{2}}-t_{1}} \delta t_{1}
$$

as the relation connecting the time interval $\delta t_{2}$ between the reception of two successive wave crests with the time interval $\delta t_{1}$ between'their emission. Since $t$, however, is the proper time for observers both at the particle and origin, this now gives as a general expression for the Doppler shift observed at the origin

$$
\begin{equation*}
\frac{\lambda+\delta \lambda}{\lambda}=\frac{\delta t_{2}}{\delta t_{1}}=e^{k\left(h_{1}-t_{1}\right)} \tag{144.22}
\end{equation*}
$$

or as an approximation for values of $r$ which are not too great

$$
\begin{equation*}
\frac{\delta \lambda}{\lambda} \simeq k\left(t_{2}-t_{1}\right) \simeq k r . \tag{144.23}
\end{equation*}
$$

It is evident, moreover, as will be discussed for the general case of non-static homogeneous models in detail in § 179 , that the coordinate distance $r$ would in first approximation be proportional to astronomical determinations of distance. Hence, with the help of the Weyl hypothesis, we have obtained a distribution of nebulae in the de Sitter model which would exhibit an approximately linear relation between red-shift and distance as is found in the actual universe.
It should perhaps be emphasized, nevertheless, that this result is due fully as much to the assumption we have made concerning the distribution of the nebulae in space-time as to the inherent properties of the de Sitter model. It may also be pointed out that a reversal in the signs of the terms $-t / R$ and $(R / 2) \log \sqrt{ }\left\{1-\left(r^{2} / R^{2}\right)\right\}$ in the transformation equations (142.8), by which we obtained the Robertson expression for the de Sitter line element, would give us a set of coordinates equally appropriate for discussing the reverse case of a system of approaching particles which would exhibit a Doppler shift towards the violet instead of towards the red. It should also be emphasized, however, that the Weyl hypothesis has the very attractive feature of putting all the particles (nebulaæ) in the model on the same footing,
so that there would be nothing unique about the phenomena observed from any particular nebula.

## 145. Comparison of de Sitter model with actual universe

The most satisfactory feature of the de Sitter model is the possibility which we have just discussed for it to contain a distribution of moving particles so chosen as to imitate the linear relation between red-shift and distance discovered by Hubble and Humason for the light from the nebulae in the actual universe.

In accordance with (144.23) we have as the expression for this relation

$$
\begin{equation*}
\frac{\delta \lambda}{\lambda}=k r, \tag{145.1}
\end{equation*}
$$

and as a result of the astronomical measurements, see § 177 (d), we may give to $k$ the approximate numerical value

$$
\begin{equation*}
k \simeq 6.0 \times 10^{-28} \mathrm{~cm} .^{-1} \simeq 5.7 \times 10^{-10} \text { (light years) }{ }^{-1} . \tag{145.2}
\end{equation*}
$$

On the other hand, in accordance with (142.9) and (143.4) we may write for $k$ in the case of the de Sitter model the theoretical expressions

$$
\begin{equation*}
k=\frac{1}{R}=\sqrt{\frac{\Lambda}{3}} . \tag{145.3}
\end{equation*}
$$

And this gives us

$$
\begin{equation*}
R \simeq 1.66 \times 10^{27} \mathrm{~cm} . \simeq 1.75 \times 10^{9} \text { light years } \tag{145.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda=1.08 \times 10^{-54} \mathrm{~cm} .^{-2} . \tag{145.5}
\end{equation*}
$$

These results may be compared with the previous case of the Einstein universe as given by (141.3) and (141.4). It will be noted that the cosmological constant $\Lambda$ comes out very considerably greater in the case of the de Sitter universe than in that of the Einstein universe. Nevertheless, comparing with the result given by (141.5), it will be seen that $\Lambda$ is not large enough to affect known planetary orbits. It will also be noted that the distance $R$ to the horizon in the de Sitter universe comes out appreciably less than the radius $R$ of the Einstein universe, and perhaps dangerously close to the distances of the order $3 \times 10^{8}$ light years which have already been penetrated by the telescope.

The most unsatisfactory feature of the de Sitter model, as a basis for the cosmology of the actual universe, is the finding discussed in § 143 that the line element when strictly taken corresponds to a completely empty universe containing neither matter nor radiation.

Hence the actual presence of matter and radiation in the real universe must be regarded as producing a distortion away from the proposed line element. And we shall later be able to show in § 183 that this distortion might be serious.

It is interesting to note the contrast in the successful and unsuccessful features of the two original static models. The Einstein model permits a finite concentration of matter in the universe, but does not allow for any red-shift in the observed light coming from the nebulae. The de Sitter model permits, with the introduction of the Weyl hypothesis, a red-shift in the light from distant particles, but does not allow for the observed finite concentration of matter in the actual universe. The non-static models, to which we now turn in Part II of this Chapter, will be found to permit the successful features of both the older models.

## X

## APPLICATIONS TO COSMOLOGY (contd.)

## Part II. THE APPLICATION OF RELATIVISTIC MECHANICS TO NONSTATIC HOMOGENEOUS COSMOLOGICAL MODELS

## 146. Reasons for changing to non-static models

The original static universes of Einstein and of de Sitter are certainly very important in furnishing examples of the kind of cosmological model that can be constructed within the theoretical framework of general relativity. Moreover, as we shall seelater, it is possible, although not necessarily probable, that these models might really correspond to a considerable extent with the initial and final states of the actual universe. Nevertheless, it is evident that neither of these models gives a satisfactory description of the present state of the actual universe, the one because it permits no shift in the wavelength of light from the nebulae, and the other because it permits no matter or radiation to be present in space.

We must hence turn to some less restricted class of models in our attempts to describe the behaviour of the actual universe, and may begin by investigating the effects of dropping our previous requirement that the line element for the universe should be expressible in a static form independent of the time-like coordinate $x^{4}$.

There are several reasons which make it natural to abandon this assumption that our cosmological models should necessarily be static in character. In the first place, it is of course evident that any increase in generality which can be brought about by the removal of previous restrictions will be of advantage in increasing the range of possible applicability. The non-static models which we shall now study are, to be sure, mathematically more complicated than our previous static ones; nevertheless, the history of human endeavours to understand the universe would certainly indicate no a priori right to demand mathematical simplicity of nature. In the second place, although there was some observational evidence for ascribing a reasonably stationary character to our surroundings at a time when our knowledge of the universe was practically limited to the stars in our own galaxy, this evidence must now be regarded as completely replaced by the observed red-shift in the light from the extra-galactic nebulae which at least leads to the presumption that these objects are
not static but are moving away from each other. In the third place, even if some successful alternative hypothesis should be proposed for explaining this red-shift, it should be emphasized that processes are certainly observed in the universe, such as the emission of radiation from the stars at the presumable expense of their mass, whichunless compensated in some unknown and ingenious manner-certainly lead to changes in gravitational field with the time and hence necessarily to a non-static universe. $\dagger$ Finally, as we shall see later, we shall find that an originally static Einstein universe would in any case not be stable but would start to expand or contract as a result of disturbances. $\ddagger$

By dropping the previous restriction to static models, we are at once led to the study of a considerable group of non-static homogeneous models,§ which were first theoretically investigated by Friedmann, $\|$ and first considered in connexion with the phenomena of the actual universe by Lemaitre. $\dagger \dagger$

## 147. Assumption employed in deriving non-static line element

We shall commence our investigation by considering the derivation of the form of line element which applies to the proposed models. The first completely satisfactory derivation of this line element was given by Robertson, $\ddagger \ddagger$ who based his deduction on two simple geometrical assumptions-first, that space-time from a large-scale point of view should be separable into space and a 'cosmic' time orthogonal thereto in such a way that the line element could be written at the start in the form $d s^{2}=g_{i j} d x^{i} d x^{i}+d t^{2}(i, j=1,2,3)$, and secondly, that space-time should be spatially homogeneous and isotropic when looked at from a large-scale point of view. This was followed by a derivation by the present writer§§ based on a set of assumptions, selected on grounds of their immediate physical character, but not chosen as simply and critically as is possible. The somewhat similar derivation to be given below will be based essentially on a single

[^55]assumption as to spatial isotropy, having an immediate observational significance which will be evident from the beginning.
In accordance with the results of Hubble, the large-scale properties of the universe do not appear to depend in any significant way on the direction of observation as far out as the 100 -inch Mount Wilson telescope is able to penetrate. Thus with respect to our own location, on a particular one of the galaxies or nebulae which constitute the observed portion of the universe, we actually find the universe to be spatially isotropic. Generalizing this observed fact, we shall then take as our only essential hypothesis-necessary in addition to the principles of relativistic mechanics for deriving the desired line element-the assumption that an observer, located anywhere in the universe and at rest with respect to the mean motion of the matter in his neighbourhood, would also obtain observations showing a similar large-scale independence of direction. In other words, we shall assume spatial isotropy for the physical findings of any such observer.
This assumption is a natural one to introduce, since it avoids the anthropocentric assignment of a unique importance to our own location in the universe, and proceeds as best we may by regarding the observations that we obtain as fairly representing the character of those which would be obtained from similar locations in other portions of the universe. Before investigating the consequences of this assumption, nevertheless, several critical remarks may be made concerning it.

In the first place, it should be emphasized that the assumption is in any case moant to be only a rough principle applying on the average to regions large enough to contain many nebulae. In the second place, it should be noted that the requirement of spatial isotropy is to apply, of course, only as stated, to the findings of observers who are at rest with respect to the matter in their part of the universe, since observers moving through this matter would certainly obtain findings which were dependent on the direction of the relative motion.

Most important of all, however, it is to be emphasized that the assumption is to be regarded merely as a working hypothesis, suggested by the present state of observational knowledge, but necessarily subject to some modification if we desire to allow for the finer details of the observed irregularities in nebular distribution, and perhaps subject to far-reaching modification if more powerful telescopes should reveal a systematic lack of uniformity in different parts of the universe. The assumption is not in the least intended to be taken as a fundamental law of nature, on the same footing as the principle of relativity, but should be regarded more nearly as a mere statement defining the kind of cosmological model we shall next discuss. $\dagger$ Furthermore, it is specially important to realize the possibility that this assumption of spatial isotropy might not agree with the facts in the actual universe, since even if the model we obtain does prove successful in correlating a certain number of cosmological phenomena, we must always keep an open mind as to changes and improvements which could make a better or more extended theory possible. To this we shall return later.

## 148. Derivation of line element from assumption of spatial isotropy

We must now turn to the details of deriving the general form of line element for the class of models that we are to discuss. As a result of our assumption of spatial isotropy, it is evident that we may at the start require our coordinate system to be such that the line element will explicitly exhibit spherical symmetry around the origin of coordinates, which can be taken at any desired point in the model which remains at rest with respect to the matter in its neighbourhood. Furthermore, it is evident that we can at the same time employ-as will prove most convenient-a co-moving coordinate system obtained by taking the spatial components as determined by a network of meshes which is drawn so as to connect adjacent material particles (nebulae) in the model and is allowed to move therewith. Hence as a starting-point, we shall assert the possibility of expressing the line element in co-moving coordinates in the most general possible form exhibiting spatial spherical symmetry.

$$
\begin{equation*}
d s^{2}=-e^{\lambda} d r^{2}-e^{\mu}\left(r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+e^{\nu} d t^{2}+2 a d r d t \tag{148.1}
\end{equation*}
$$

We take this most general form as a starting-point, rather than either of the simpler forms exhibiting spherical symmetry previously discussed in $\S 94$ and 98 , on account of the assertion that we are to use co-moving coordinates, which necessitates a special investigation

[^56]to see if simplifications can be introduced without disturbing this desired character of the coordinate system. It is easy to demonstrate, however, that a reduction to the second of the two previous simplified forms can be made, still maintaining the co-moving character of the coordinates.

In order to obtain simplifications, we may obviously consider any transformations of coordinates which do not upset the relations of the type

$$
\begin{equation*}
\frac{d r}{d s}=\frac{d \theta}{d s}=\frac{d \phi}{d s}=0, \tag{148.2}
\end{equation*}
$$

which must hold for the spatial components of the 'velocity' of particles in the model, if our coordinates are to be co-moving as desired.
Without disturbing these relations we can evidently substitute a new time-like variable $t^{\prime}$ defined by the equation

$$
\begin{equation*}
d t^{\prime}=\eta\left(a d r+e^{\nu} d t\right), \tag{148.3}
\end{equation*}
$$

where $\eta$ is an integrating factor which makes the right-hand side of (148.3) a perfect differential. In accordance with (148.3) we shall have

$$
\begin{equation*}
e^{\nu} d t^{2}+2 a d r d t=\frac{d t^{\prime 2}}{\eta^{2} e^{\nu}}-\frac{a^{2}}{e^{\nu}} d r^{2} . \tag{148.4}
\end{equation*}
$$

So that on substitution into (148.1), and dropping primes the line element can be written in the simpler form

$$
\begin{equation*}
d s^{2}=-e^{\lambda} d r^{2}-e^{\mu}\left(r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+e^{\nu} d t^{2} \tag{148.5}
\end{equation*}
$$

where $\lambda, \mu$, and $\nu$ are now functions of $r$ and the present $t$, and the relations (148.2) have not been upset since $r, \theta$, and $\phi$ are still the same variables as before. We have now reduced the line element to the general form studied by Dingle as discussed in $\S 100$.

To proceed farther in the simplification, we may next consider the components of gravitational acceleration for a free test particle in the model. These would be determined by the equations for a geodesic (74.13), and for the case of a particle at rest with respeet to $r, \theta$, and $\phi$ this would give us
$\frac{d^{2} r}{d s^{2}}=-\{44,1\}\left(\frac{d t}{d s}\right)^{2} \quad \frac{d^{2} \theta}{d s^{2}}=-\{44,2\}\left(\frac{d t}{d s}\right)^{2} \quad \frac{d^{2} \phi}{d s^{2}}=-\{44,3\}\left(\frac{d t}{d s}\right)^{2}$.
Since this test particle is spatially at rest with respect to our present system of oo-moving coordinates, it is also at rest with respect to a
local observer moving with the matter in the neighbourhood. In accordance with our assumption of spatial isotropy, however, such a looal observer must obtain physical results which are independent of direction. Hence these accelerations can only have the value zero, $\dagger$ and we are led to the conclusion that the three Christoffel symbols appearing in (148.6) must themselves be zero. And from Dingle's values for these quantities as given by (100.2) we then obtain

$$
\frac{\partial \nu}{\partial r}=\frac{\partial \nu}{\partial \theta}=\frac{\partial \nu}{\partial \phi}=0
$$

as a condition on the quantity $\nu$ occurring in the expression for the line element (148.5). This shows that $\nu$ is a function of $t$ alone, and permits us to introduce a new time variable defined by the expression

$$
\begin{equation*}
t^{\prime}=\int e^{t \nu} d t \tag{148.7}
\end{equation*}
$$

without disturbing the co-moving oharacter of the coordinates. Doing so and dropping primes, we then obtain the further reduction to the form

$$
\begin{equation*}
d s^{2}=-e^{\lambda} d r^{2}-e^{\mu}\left(r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} . \tag{148.8}
\end{equation*}
$$

We thus obtain a separation of space-time into space and a universal time $t$ orthogonal thereto, without the necessity of introducing any further hypothesis.

In accordance with this form of line element

$$
t=t_{0}
$$

would now be the proper time as it would be measured by a local observer at rest with respect to the matter in his neighbourhood, and

$$
\delta l_{1}=e^{\ddagger \lambda} \delta r \quad \delta l_{2}=e^{\ddagger \mu} r \quad \delta \theta \quad \delta l_{3}=e^{\ddagger \mu_{r}} \sin \theta \delta \phi
$$

would be the proper distances as measured by this observer between particles belonging in the model which would permanently retain the above differences in coordinate position. For the fractional rate of change in these proper distances with proper time, we then obtain

$$
\frac{\partial}{\partial t_{0}} \log \delta l_{1}=\frac{1}{2} \frac{\partial \lambda}{\partial t} \quad \frac{\partial}{\partial t_{0}} \log \delta l_{2}=\frac{\partial}{\partial t_{0}} \log \delta l_{3}=\frac{1}{2} \frac{\partial \mu}{\partial t},
$$

and, by our hypothesis of spatial isotropy for the findings of the local observer, are led to the useful relation

$$
\begin{equation*}
\frac{\partial \lambda}{\partial t}=\frac{\partial \mu}{\partial t} \tag{148.9}
\end{equation*}
$$

[^57]This result now shows the possibility of a further simplification in the line element by the substitution

$$
\begin{equation*}
\frac{d r^{\prime}}{r^{\prime}}=e^{\ddagger(\lambda-\mu)} \frac{d r}{r} \quad \text { or } \quad \log r^{\prime}=\int e^{\frac{z}{(\lambda-\mu)}} \frac{d r}{r} \tag{148.10}
\end{equation*}
$$

This substitution will not disturb the co-moving character of the coordinates, since we can evidently write for the radial velocity $d r^{\prime} / d s$ of a particle in our new coordinates

$$
\begin{aligned}
\frac{1}{r^{\prime}} \frac{d r^{\prime}}{d s} & =\frac{\partial}{\partial r}\left[\int e^{t(\lambda-\mu)} \frac{d r}{r}\right] \frac{d r}{d s}+\frac{\partial}{\partial t}\left[\int e^{t(\lambda-\mu)} \frac{d r}{r}\right] \frac{d t}{d s} \\
& =\frac{\partial}{\partial r}\left[\int e^{\frac{z}{(\lambda-\mu)}} \frac{d r}{r}\right] \frac{d r}{d s}+\frac{1}{2}\left[\int e^{\frac{1}{(\lambda-\mu)}}\left(\frac{\partial \lambda}{\partial t}-\frac{\partial \mu}{\partial t}\right) \frac{d r}{r}\right] \frac{d t}{d s},
\end{aligned}
$$

and in accordance with (148.9) this will be zero for any partiole which is at rest, with $d r / d s$ equal to zero, in our original coordinates. Introducing (148.10) in (148.8) and dropping primes, we shall then be able to write the line element in the second of the forms considered in § 98,

$$
\begin{equation*}
d s^{2}=-e^{\mu}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{148.11}
\end{equation*}
$$

where $\mu$ is now a function of the present $r$ and $t$.
To continue with the derivation, we may again consider the proper distance

$$
\delta l_{0}=e^{\sharp \mu} \delta r
$$

between neighbouring particles belonging to the model whioh are permanently separated by the coordinate distance $\delta r$. For the fractional rate of change of such a measured distance with the time we can write

$$
\frac{\partial \log \delta l_{0}}{\partial t_{0}}=\frac{1}{2} \frac{\partial \mu}{\partial t},
$$

and from our assumption of spatial isotropy it is evident that this quantity could not be found by the local observer either to increase or decrease with $r$. Hence we are led to the conclusion

$$
\begin{equation*}
\frac{\partial}{\partial r} \frac{\partial \log \delta l_{0}}{\partial t_{0}}=\frac{1}{2} \frac{\partial^{2} \mu}{\partial r \partial t}=0, \tag{148.12}
\end{equation*}
$$

and must take $\mu$ as the sum of a function of $r$ and $t$

$$
\begin{equation*}
\mu(r, t)=f(r)+g(t) . \tag{148.13}
\end{equation*}
$$

Introducing (148.13) into (148.11), we may now write the line element in the still more explicit form

$$
\begin{equation*}
d s^{2}=-e^{(r)+\alpha(t)}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{148.14}
\end{equation*}
$$

To proceed from this point, we could now make use of a known principle of Riemannian geometry (Schur's theorem) in accordance with which the spatial isotropy at every point of the sub-space ( $r, \theta, \phi$ ) with $t$ constant would necessitate its spatial homogeneity, and thus permit us to write for $e^{f(r)}$ a known form of solution. In accordance, nevertheless, with our desire to emphasize the physical character of our considerations, we shall actually proceed in a different manner.

Comparing the form for the line element (148.14) with the expressions for the energy-momentum tensor given for this general form by (98.6), we can now write as expressions for the only surviving components of the energy-momentum tensor

$$
\begin{gather*}
8 \pi T_{1}^{1}=-e^{-\mu}\left(\frac{f^{\prime 2}}{4}+\frac{f^{\prime}}{r}\right)+\ddot{g}+\frac{3}{4} \dot{g}^{2}-\Lambda \\
8 \pi T_{2}^{2}=8 \pi T_{3}^{3}=-e^{-\mu}\left(\frac{f^{\prime \prime}}{2}+\frac{f^{\prime}}{2 r}\right)+\ddot{g}+\frac{3}{4} \dot{g}^{2}-\Lambda  \tag{148.15}\\
8 \pi T_{4}^{4}=-e^{-\mu}\left(f^{\prime \prime}+\frac{f^{\prime 2}}{4}+\frac{2 f^{\prime}}{r}\right)+\frac{3}{4} \dot{g}^{2}-\Lambda \\
\mu(r, t)=f(r)+g(t)
\end{gather*}
$$

where
and accents denote differentiation with respect to $r$ and dots with respect to $t$.

These expressions give, of course, the components of the energymomentum tensor referred to our present system of coordinates ( $r, \theta, \phi, t$ ). At any point of interest, however, we may evidently introduce proper coordinates ( $x_{0}, y_{0}, z_{0}, t_{0}$ ) for a local observer at rest with respect to $r, \theta$, and $\phi$, in such a way that we shall have the relations

$$
d x_{0}=e^{\sharp \mu} d r \quad d y_{0}=e^{\sharp \mu} r d \theta \quad d z_{0}=e^{\sharp \mu} r \sin \theta d \phi \quad d t_{0}=d t
$$

holding in the neighbourhood of that point. And in accordance with the general rules for the transformation of tensors, it is then seen that the above expressions would also give the analogous components of the energy-momentum tensor referred to these proper coordinates.

Thus, for example, we should have

$$
T_{01}^{1}=\frac{\partial x_{0}^{1}}{\partial x^{\alpha}} \frac{\partial x^{\beta}}{\partial x_{0}^{1}} T_{\beta}^{\alpha}=e^{\ddagger \mu} e^{-\frac{1}{2} \mu} T_{1}^{1}=T_{1}^{1}
$$

Hence the above expressions (148.15) may also be taken as giving the components of the energy-momentum tensor referred to proper coordinates as used by a local observer at rest with respect to the matter in the model. And from the assumed spatial isotropy in the findings of such an observer, we can then conclude that his measurements of stress will have to lead to a symmetry between the $x, y$, and $z$ directions, such that we shall have

$$
\begin{equation*}
T_{1}^{1}=T_{2}^{2}=T_{8}^{18} \tag{148.16}
\end{equation*}
$$

Making use of this result, we then see from (148.15), that we obtain the relation
or

$$
\frac{f^{\prime 2}}{4}+\frac{f^{\prime}}{r}=\frac{f^{\prime \prime}}{2}+\frac{f^{\prime}}{2 r}
$$

$$
\begin{equation*}
\frac{d^{2} f}{d r^{2}}-\frac{1}{2}\left(\frac{d f}{d r}\right)^{2}-\frac{1}{r} \frac{d f}{d r}=0 \tag{148.17}
\end{equation*}
$$

as an equation for determining the form of $f(r)$. As a first integral of this equation we have

$$
\frac{d f}{d r}=c_{1} r e^{\frac{i f}{}}
$$

where $c_{1}$ is the constant of integration. And as the second integral we then obtain

$$
\begin{equation*}
e^{f(r)}=\frac{1 / c_{2}^{2}}{\left[1-c_{1} r^{2} / 4 c_{2}\right]^{2}}, \tag{148.18}
\end{equation*}
$$

where $c_{2}$ is the second constant of integration.
This now completes the derivation. Returning to our previous expression for the line element (148.14), absorbing the constant factor $l / c_{2}^{2}$ in $e^{0(b)}$, and to agree with familiar forms of expression putting

$$
\begin{equation*}
-\frac{c_{1}}{c_{2}}=\frac{1}{R_{0}^{2}} \tag{148.19}
\end{equation*}
$$

where $R_{0}^{2}$ is a constant which can be positive, negative, or infinite, we can then write the line element in the final form

$$
\begin{equation*}
d s^{2}=-\frac{e^{\varrho(n)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(d r^{2}+r^{2} d \theta^{3}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{148.20}
\end{equation*}
$$

where $g(t)$ is still an undetermined function of the time $t$.
We have been interested in presenting this long derivation in order 3505.11
to show, by a line of reasoning each step of which has an immediate physioal interpretation, that the assumption of spatial isotropy for the large-scale physical findings obtained by observers at rest with respeot to the matter in their neighbourhood, combined with the principles of relativistic mechanios, does inevitably lead to the proposed line element. Hence, if we should later be dissatisfied on observational or philosophical grounds with the results to be obtained from the proposed model, we must modify either the principles of relativistic mechanics, or the assumption that all observers in the universe must be expected to obtain large-soale results which are independent of the direction of observation.

## 149. General properties of the line element

(a) Different forms of expression for the line element. By the transformation of coordinates the line element for our present non-static models

$$
\begin{equation*}
d s^{2}=-\frac{e^{a(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(d r^{2}+r^{2} d \theta^{\mathrm{a}}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{149.1}
\end{equation*}
$$

can be written in several different forms which are sometimes convenient or can be of assistance in understanding the implied geometry.

By the obvious substitutions

$$
\begin{equation*}
x=r \sin \theta \cos \phi \quad y=r \sin \theta \sin \phi \quad z=r \cos \theta \tag{149.2}
\end{equation*}
$$

we obtain the form

$$
\begin{equation*}
d s^{2}=-\frac{e^{d(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]}\left(d x^{2}+d y^{2}+d z^{2}\right)+d t^{2} \tag{149.3}
\end{equation*}
$$

with

$$
r=\sqrt{ }\left(x^{2}+y^{2}+z^{2}\right)
$$

which makes the spatial isotropy at any point perhaps more obvious.
By the substitution

$$
\begin{equation*}
\bar{r}=\frac{r}{\overline{1}+r^{2} / 4 R_{0}^{2}} \tag{149.4}
\end{equation*}
$$

the line element assumes the form

$$
\begin{equation*}
d s^{2}=-e^{q(t)}\left(\frac{d \bar{r}^{2}}{1-\bar{r}^{2} / R_{5}^{2}}+\bar{r}^{2} d \theta^{2}+\bar{r}^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{149.5}
\end{equation*}
$$

which has the advantage of showing the relation of this non-static line element to one of the most familiar forms for the static Einstein line element. $\dagger$

[^58]By the further substitution

$$
\begin{equation*}
\bar{r}=R_{0} \sin \chi \tag{149.6}
\end{equation*}
$$

we can now write the line element in the form

$$
\begin{equation*}
d s^{2}=-R_{0}^{2} e^{\rho(t)}\left(d \chi^{2}+\sin ^{2} \chi d \theta^{2}+\sin ^{2} \chi \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{149.7}
\end{equation*}
$$

Finally, by introducing a larger number of dimensions, with the help of the equations
where

$$
\begin{array}{ll}
z_{1}=R_{0} \sqrt{ }\left(1-\bar{r}^{2} / R_{0}^{2}\right), & z_{2}=\bar{r} \sin \theta \cos \phi \\
z_{3}=\bar{r} \sin \theta \sin \phi, & z_{4}=\bar{r} \cos \theta \tag{149.8}
\end{array}
$$

$$
z_{1}^{2}+z_{2}^{2}+z_{3}^{2}+z_{4}^{2}=R_{0}^{2}
$$

the line element assumes the form

$$
\begin{equation*}
d s^{2}=-e^{\alpha(\eta)}\left(d z_{1}^{2}+d z_{2}^{2}+d z_{3}^{2}+d z_{4}^{2}\right)+d t^{2} \tag{149.10}
\end{equation*}
$$

which at any given time $t$ permits us to regard our original space as embedded in a Euclidean space of a larger number of dimensions.
(b) Geometry corresponding to line element. As in the case of the static Einstein universe, the kind of geometry corresponding to these different expressions for the line element is not completely determined since different hypotheses as to connectivity and as to the identification of points could be made.

It will be simplest, however, as suggested by the last form in which we have written the line element, to regard the spatial extent of this non-static universe at any given time $t$ as the whole three-dimensional spherical surface defined by

$$
\begin{equation*}
z_{1}^{2}+z_{2}^{2}+z_{8}^{2}+z_{4}^{2}=R_{0}^{2} \tag{149.11}
\end{equation*}
$$

embedded in the four-dimensional Euclidean space ( $z_{1}, z_{2}, z_{3}, z_{4}$ ). Since the proper distance at time $t$ corresponding to the coordinate interval $d z_{1}$, would from the form of the line element (149.10) evidently be

$$
\begin{equation*}
d l_{0}=e^{\operatorname{ld}(t)} d z_{1} \tag{149.12}
\end{equation*}
$$

with similar expressions for the other spatial coordinates, it is evident that the radius of this spherical surface would be

$$
\begin{equation*}
R=R_{0} e^{t o(t)} . \tag{149.13}
\end{equation*}
$$

Hence this quantity is often spoken of as the radius of the non-static universe, and the geometry is spoken of as being that for the surface of a sphere in four dimensions whose radius is a function of the time.
our present $r$ is analogous to the previous $\rho$, and our present $\bar{r}$ is analogous to the previous $r$.

It should be noted, however, in accordance with the equation (148.19) by which $R_{0}$ was introduced, that this radius could be real, imaginary, or infinite.

If we assume the radius real, the total integrated proper spatial volume of the model at any selected time $t$ would be given in accordance with (149.7) by

$$
\begin{equation*}
v_{0}=\int_{0}^{2 \pi} \int_{0}^{\pi} \int_{0}^{\pi} R_{0}^{8} e^{1 g(t)} \sin ^{2} \chi \sin \theta d \chi d \theta d \phi=2 \pi^{2} R_{0}^{8} e^{\frac{1}{\theta} \sigma(t)}, \tag{149.14}
\end{equation*}
$$

and the total integrated proper distance around the universe would be

$$
\begin{equation*}
l_{0}=2 \pi R_{0} e^{\operatorname{ta}(t)} . \tag{149.15}
\end{equation*}
$$

Taking the spatial geometry as elliptical rather than spherical, the corresponding quantities would be half as great.

If we assume the radius infinite or imaginary, the model would be spatially open rather than closed and the total proper volume could be most conveniently calculated, in accordance with the form (149.5) for the line element, from the expression

$$
v_{0}=\int_{0}^{2 \pi} \int_{0}^{\pi} \int_{0}^{\infty} \frac{e^{i g(1)}}{\left(1+\bar{r}^{2} / A^{2}\right)^{2}} \bar{r}^{2} \sin \theta d \bar{r} d \theta d \phi=\infty,
$$

where $A^{2}$ is a positive quantity which can assume the value infinity, and the upper limit for $\bar{r}$ can be taken as infinity without disturbing the possibility for a physical interpretation of the line element by changing its signature. Evaluating the integral we then obtain an infinite total proper volume for open models.

The symmetrical form (149.10), which we have been able to give to the line element by the device of considering a larger number of dimensions, is valuable in clearly showing the spatial homogeneity of the model already mentioned in connexion with (148.14). It is an interesting extension of Schur's theorem of Riemannian geometry, that the spatial isotropy which we have assumed for observers at all points in space-time should lead to an orthogonal separation into space and time and to homogeneity for the sub-manifold of space. It is in accordance with this result that our present models of the universe have been designated as non-static homogeneous cosmological models.
(c) Result of transfer of origin of coordinates. The spatial homogeneity of the model makes it evident that the origin for the spatial
coordinates can be selected at will at any desired point in the model without affecting the forms in which the line element can be expressed. Furthermore, on transferring the origin of coordinates from one point in the model to another, it can be shown not only that the line element can be written in an unaltered form, but also that the coordinates of the new origin in the old system of coordinates will be related in the expected way to the coordinates of the old origin in the new system of coordinates. We may now demonstrate this principle. $\dagger$
To agree with our later use of the result, we shall employ a system of coordinates ( $\bar{r}, \theta, \phi, t$ ) corresponding to the third form (149.5) in which we have written the line element

$$
\begin{equation*}
d s^{2}=-e^{o(t)}\left(\frac{d \bar{r}^{2}}{\overline{1}-\bar{r}^{2} / R_{0}^{2}}+\bar{r}^{2} d \theta^{2}+\bar{r}^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2}, \tag{149.16}
\end{equation*}
$$

and shall consider a nebula as being at rest at the origin of these coordinates, and an observer permanently located at $\bar{r}=a$ as providing the new origin of the coordinates to which we wish to transform.
In this original system of coordinates $S$ we may then tabulate the spatial coordinates for the nebula and observer in the form

| System S | $\vec{r}$ | $\theta$ | $\phi$ |
| :--- | :---: | :---: | :---: |
| Nebula | 0 | $\ldots$ | $\ldots$ |
| Observer | $a$ | 0 | 0 |

where the angular coordinates for the nebula at the origin are of course indeterminate, and for simplicity we have given the observer the polar and equatorial angles $\theta=\phi=0$, since the starting-points for measuring these angles can evidently be chosen in any arbitrary way that proves convenient.
We now desire to find the result of transforming to a new system of coordinates $S^{\prime}$ of the same type as $S$ but with the origin of coordinates located at the observer. To carry out this transformation it will be simplest to introduce intermediate steps in which we employ coordinates of the type given by the expression for the line element (149.10), corresponding to a treatment of our original space as embedded in a Euclidean space of one more dimension. Making use of the transformation equations (149.8), we shall then first transform to a new system of coordinates $S_{\varepsilon}$, in which the spatial coordinates for

[^59]nebula and observer will be seen to have the values

| System $S_{z}$ | $z_{1}$ | $z_{2}$ | $z_{3}$ | $z_{1}$ |
| :--- | :---: | :---: | :---: | :---: |
| Nebula | $R_{0}$ | 0 | 0 | 0 |
| Observer | $R_{0} \sqrt{ }\left(1-a^{2} / R_{0}^{2}\right)$ | 0 | 0 | $a$ |

We may now consider a further change of coordinates to a new system $S_{k}^{\prime}$, which may be regarded as a rotation in the $z_{1} z_{4}$ plane, and which we define by the transformation equations

$$
\begin{array}{ll}
z_{1}^{\prime}=z_{1} \cos \alpha+z_{4} \sin \alpha, & z_{2}^{\prime}=z_{2} \\
z_{4}^{\prime}=-z_{1} \sin \alpha+z_{4} \cos \alpha, & z_{8}^{\prime}=z_{3} \tag{149.19}
\end{array}
$$

where we take

$$
\begin{equation*}
\sin \alpha=\frac{a}{R_{0}} \quad \cos \alpha=\sqrt{ }\left(1-a^{2} / R_{0}^{2}\right) \tag{149.20}
\end{equation*}
$$

Applying these transformation equations we then easily obtain as our new coordinates for the nebula and observer

| System $S_{3}^{\prime}$ | $z_{1}^{\prime}$ | $z_{2}^{\prime}$ | $z_{3}^{\prime}$ | $z_{4}^{\prime}$ |
| :--- | :---: | :---: | :---: | :---: |
| Nebula | $R_{0} \sqrt{ }\left(1-a^{2} / R_{0}^{2}\right)$ | 0 | 0 | $-a$ |
| Observer | $R_{0}$ | 0 | 0 | 0 |

This last transformation of coordinates, however, will be seen to have been such as to leave the line element in the form (149.10) and to preserve the form of the relation (149.9) which determines the three-dimensional surface in the four-dimensional manifold which corresponds to physical space. Hence we may now employ transformation equations of the form (149.8) to go back to a coordinate system $S^{\prime \prime}$ in which the line element will again have the form (149.16) with which we started. Doing so we then easily obtain for the coordinates of nebula and observer,

| System $S^{\prime}$ | $\bar{r}^{\prime}$ | $\theta^{\prime}$ | $\phi^{\prime}$ |
| :--- | :---: | :---: | :---: |
| Nebula | $a$ | $\pi$ | $\ldots$ |
| Observer | 0 | .. | $\ldots$ |

where the values for all but one of the angular coordinates are undetermined.

Comparing the tables (149.17) and (149.22), we now see that we have actually carried out a transformation from an original system of coordinates with the nebula at the origin $\bar{r}=0$ and the observer at $\bar{r}=a$, to a new system of coordinates having the same form of line element (149.16) but with the observer at the origin of coordinates
$\bar{r}^{\prime}=0$ and the nebula at $\bar{r}^{\prime}=a$. That this simple relation should hold for such a transformation of coordinates was indeed to be expected. Nevertheless, the result will be of sufficient importance for our later considerations to justify the explicit proof which we have given here.
(d) Physical interpretation of line element. In accordance with our general principles for the physical interpretation of formulae for interval, we can of course relate any of the foregoing expressions for the line element, in a non-static homogeneous universe, with the results that would be obtained by suitable measurements made in the ordinary manner with metre sticks or clocks. Thus if we write the line element in its original form

$$
\begin{equation*}
d s^{2}=-\frac{e^{g(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{149.23}
\end{equation*}
$$

we see that measurements of proper distance $d l_{0}$ made by a local observer at rest with respect to $r, \theta$, and $\phi$, would be connected with coordinate differences by the equation

$$
\begin{equation*}
d l_{0}=\frac{e^{\ddagger g(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]} \sqrt{ }\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right) \tag{149.24}
\end{equation*}
$$

Furthermore, we see that his measurements of proper time $d t_{0}$ made with his local clock would be connected with differences in coordinate time by the very simple relation

$$
\begin{equation*}
d t_{0}=d t \tag{149.25}
\end{equation*}
$$

Similarly, of course, in the case of observers who are not at rest with respect to $r, \theta$, and $\phi$ we could find the somewhat more complicated relations between measurements of proper distance or time and coordinate differences.

As a result of the simple relation (149.25), we see that the coordinate time $t$, in all of the expressions which we have given for our non-static line element, would agree with proper time as measured on his own clock by any local observer at rest with respect to the mean motion of matter in his part of the universe. It is important to emphasize this result, since it means that we can identify the coordinate $t$ with our own measurements and estimates of past and future time. Hence any estimates of the time scale needed for astronomical changes are appropriately expressed in terms of the coordinate $t$, and no real changes in time scale are brought about by the mere substitution of a new time-like coordinate in place of $t$.

## 150. Density and pressure in non-static universe

Up to the present stage in our consideration of these homogeneous non-static models, we have made no hypothesis as to the nature of the material filling the model, beyond the assumption that we could neglect local irregularities from the large-scale point of view employed in cosmology, and the assumption that the material could then be taken as obeying Einstein's field equations

$$
-8 \pi T_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}+\Lambda g_{\mu \nu} .
$$

where, in accordance with the large-scale point of view, the components of the energy-momentum tensor would have to be assigned values which could be regarded as appropriate averages for the position and instant of interest.

We may now, however, introduce a more specific hypothesis by assuming that the material filling the model can be treated as a perfect fluid. It was advantageous to delay the introduction of this assumption until the spatial homogeneity of the model had been demonstrated. With a non-homogeneous distribution we should expect to encounter phenomena, such as the net outward flow of radiation from a region containing a greater concentration of luminous matter than its surroundings, whioh could not be appropriately represented by replacing the actual material by a perfect fluid, owing to the circumstance noted in $\S 86$ that the expression for the energy-momentum tensor of a perfect fluid restricts the behaviour of the fluid to adiabatic processes withoutflow of heat, and hence provides no analogy for a transfer of energy by radiation flow from one portion of matter to another. Having found homogeneity, however, for the class of models under consideration we may now regard the radiation derived. from the nebulae in any given large region as suffering no net increase or decrease by exchange with the surroundings, and introduce the definite hypothesis that the material in the actual universe, consisting of nebulae together with dispersed intergalactic matter and radiation, can be treated for the purposes of the model as a perfect fluid.

As a consequence of this hypothesis, we can now apply, to the material filling the model, the specific expression obtained in § 85 for the energy-momentum tensor of a perfect fluid

$$
\begin{equation*}
T^{\mu \nu}=\left(\rho_{00}+p_{0}\right) \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}-g^{\mu \nu} p_{0} \tag{150.1}
\end{equation*}
$$

where $\rho_{00}$ and $p_{0}$ are the proper macroscopic density and pressure as
they would be measured by a local observer at rest in the fluid, and the quantities $d x^{\mu} / d s$ are the components of the macroscopic 'velocity' of this fluid with respect to the coordinates in use.
Employing our original coordinate system ( $r, \theta, \phi, t$ ) in which the line element (149.1) assumes the form

$$
\begin{equation*}
d s^{2}=-\frac{e^{g(1)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{150.2}
\end{equation*}
$$

the spatial components of the 'velocity' of the fluid would be zero

$$
\begin{equation*}
\frac{d r}{d s}=\frac{d \theta}{d s}=\frac{d \phi}{d s}=0, \tag{150.3}
\end{equation*}
$$

owing to the fact that these coordinates have been chosen so as to be co-moving. And the temporal component would be

$$
\begin{equation*}
\frac{d t}{d s}=1, \tag{150.4}
\end{equation*}
$$

owing to the form of the line element. This introduces considerable simplification when combined with (150.1), and we then find as the only surviving components of the energy-momentum tensor

$$
T^{11}=-g^{11} p_{0} \quad T^{22}=-g^{22} p_{0} \quad T^{33}=-g^{33} p_{0} \quad T^{44}=\rho_{00}, \quad \text { (150.5) }
$$

or, on lowering indices,

$$
\begin{equation*}
T_{1}^{1}=T_{2}^{12}=T_{3}^{3}=-p_{0} \quad T_{4}^{4}=\rho_{00} . \tag{150.6}
\end{equation*}
$$

The line element (150.2) is written, however, in a standard form, and expressions for the components of the energy-momentum tensor corresponding to this form have already been given by (98.6). Applying these expressions to the case of the present line element and introducing the pressure and density as given by (150.6), we then readily obtain

$$
\begin{equation*}
8 \pi p_{0}=-\frac{1}{R_{0}^{2}} e^{-\alpha(t)}-\ddot{j}-\frac{3}{9} \dot{g}^{2}+\Lambda \tag{150.7}
\end{equation*}
$$

and

$$
\begin{equation*}
8 \pi \rho_{00}=\frac{3}{R_{0}^{2}} e^{-\alpha(l)}+\frac{3}{4} \dot{g}^{2}-\Lambda, \tag{150.8}
\end{equation*}
$$

as simple expressions for the local pressure and density of the fluid in the model, where the dots indicate differentiation with respect to the time.

Several remarks may be made concerning these expressions. In the first place, it will be noticed that the pressure and density are functions of the time $t$ alone, and at a given value of $t$ would be
independent of position in the universe, in agreement with the spatial homogeneity of the model which we have already discussed. In the second place, it will be seen that by taking $g(t)$ as a constant independent of $t$ the expressions for pressure and density would reduce to those given for the static Einstein universe by (139.3) and (139.4) with $R=R_{0} e^{\ddagger \rho}$ as the constant value of the radius. Perhaps most important of all, however, in contrast to the oase of the original static Einstein universe, it will be seen-when $g(t)$ does vary with $t$ that it is no longer essential for the constant $R_{0}$ to be real and the cosmological constant $\Lambda$ to be positive in order to obtain a positive density of energy $\rho_{00}$ in the model and a pressure $p_{0}$ which is not negative. This is especially significant since it removes the older a priori arguments for a necessarily closed universe and for the necessary introduction of a cosmological term, and leaves these questions still open for observational decision.

In interpreting the expressions for density $\rho_{00}$ and pressure $\boldsymbol{p}_{\mathbf{0}}$ given by (150.7) and (150.8), it must be remembered that these quantities apply to the idealized fluid in the model, which we have substituted in place of the matter and radiation actually present in the real universe. In making this substitution, it would appear reasonable to take $\rho_{00}$ as the averaged-out density of energy, corresponding to the nebulae and the internebular matter and internebular radiation present in a sufficiently large region of the universe to be representative, including of course as an important item, and at the moment as the best known item, the energy $m c^{2}$ corresponding to the mass of the nebulae. For the pressure $p_{0}$ of the fluid, it would appear reasonable to take the sum of the partial pressures, corresponding firstly to the random motions of the nebulae themselves, secondly to the random motions of dust or other particles of matter present in internebular space, and thirdly to the density of internebular radiation.

With the help of this picture of the factors responsible for the values of total energy density $\rho_{00}$ and pressure $p_{0}$, we can also obtain a rough expression for that part of the energy density $\rho_{m}$ which directly corresponds to the mass of the nebulae and other particles of matter present in the universe. In the case of the nebulae the pressure corresponding to the random motion of these enormous particles would be equal to two-thirds of their kinetic energy per unit volume

$$
p=\frac{2}{3} \rho_{k}
$$

from ordinary kinetic theory considerations. This of course would be very small. In the case of particles of dust or other matter present in internebular space, the pressure would vary from two-thirds the density of their kinetic energy

$$
p=\frac{{ }_{3}^{2}}{5} \rho_{k}
$$

for slow random motions, down to one-third this quantity

$$
p=\frac{1}{8} p_{k}
$$

for particles with velocities approaching that of light. Finally, for the case of radiation the pressure would in general be one-third the energy density

$$
p=\frac{1}{3} \rho_{k} .
$$

For the nebulae and slow moving particles, however, it is evident that the density of kinetic energy would be negligible compared with the density corresponding directly to the mass of the particles. Hence we may roughly take

$$
\begin{equation*}
\rho_{m}=\rho_{00}-3 p_{0} \tag{150.9}
\end{equation*}
$$

as that part of the total energy density which corresponds directly to the mass of the nebulae and whatever internebular matter may be present; and this expression becomes exact when the pressure due to matter can be completely neglected.

Combining with equations (150.7) and (150.8) we can then write for the density of matter in the universe the approximate expression

$$
\begin{equation*}
8 \pi \rho_{m}=\frac{6}{R_{0}^{2}} e^{-o(t)}+3 \ddot{g}+3 \dot{g}^{2}-4 \Lambda . \tag{150.10}
\end{equation*}
$$

## 151. Change in energy with time

By substituting the values for the components of the energymomentum tensor ( 150.5 ) and ( 150.6 ) into the general equation of relativistic mechanics

$$
\begin{equation*}
\frac{\partial \mathfrak{I}_{\mu}^{\nu}}{\partial x^{\nu}}-\frac{1}{2} \mathfrak{N}^{\alpha \beta} \frac{\partial g_{\alpha \beta}}{\partial x^{\mu}}=0, \tag{151.1}
\end{equation*}
$$

for the case $\mu=4$, we at once obtain

$$
\frac{\partial}{\partial t}\left(\rho_{00} \sqrt{-g}\right)+\frac{t}{2} p_{0} \sqrt{-g}\left(g^{11} \frac{\partial g_{11}}{\partial t}+g^{22} \frac{\partial g_{22}}{\partial t}+g^{33} \frac{\partial g_{33}}{\partial t}\right)=0,
$$

since $g_{44}$ has the constant value unity. And introducing the values for the components of the metrical tensor corresponding to the line element (150.2) which we are employing

$$
\begin{equation*}
d s^{2}=-\frac{e^{\alpha(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{151.2}
\end{equation*}
$$

we easily find that this reduces to

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{\rho_{00} r^{2} \sin \theta e^{i \alpha(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{3}}\right)+p_{0} \frac{\partial}{\partial t}\left(\frac{r^{2} \sin \theta e^{i \rho(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{8}}\right)=0 . \tag{151.3}
\end{equation*}
$$

This result, however, can be given an immediate physical interpretation. In accordance with the form of the line element (151.2), it will be seen that the proper volume as measured by a local observer corresponding to a small coordinate range $\delta r \delta \theta \delta \phi$ would be given at any time $t$ by the expression

$$
\begin{equation*}
\delta v_{0}=\frac{r^{2} \sin \theta e^{1 \rho(l)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{3}} \delta r \delta \theta \delta \phi . \tag{151.4}
\end{equation*}
$$

Moreover, since the coordinates in use are co-moving, this is the volume as it would appear to a local observer of an element of the fluid which would remain permanently in that range. Hence combining (151.3) and (151.4), we can now write

$$
\begin{equation*}
\frac{d}{d t}\left(\rho_{00} \delta v_{0}\right)+p_{0} \frac{d}{d t}\left(\delta v_{0}\right)=0 \tag{151.5}
\end{equation*}
$$

and interpret this as relating the changes, which a local observer would find in the energy ( $\rho_{00} \delta v_{0}$ ) of any element of the fluid, with the work done on the surroundings in the way to be expected for adiabatic changes in volume.

As a consequence of (151.4) and (151.5), we now see that the volume of every element of fluid in the model would be increasing with the time if $g(t)$ is increasing with $t$, and decreasing when $g(t)$ is decreasing, and furthermore, if the pressure $p_{0}$ is a positive quantity greater than zero, that the proper energy of every element of fluid in the model would be decreasing when $g(t)$ is increasing, and increasing when $g(t)$ is decreasing. Hence, except for the special case of zero pressure, the total proper energy of the fluid will not in general be a constant; and the principle of energy conservation can only be made to apply by introducing a quantity to represent the potential energy of the gravitational field in the way already discussed in § 87.

For some purposes it will be more convenient to write (151.3) in the form

$$
\begin{equation*}
\frac{d}{d t}\left(\rho_{00} e^{i g(t)}\right)+p_{0} \frac{d}{d t}\left(e^{i o d t}\right)=0 \tag{151.6}
\end{equation*}
$$

which can evidently be done owing to the mutual independence of the coordinates $r, \theta, \phi$, and $t$.

This latter form of expression can be readily verified with the help
of the explicit expressions for density $\rho_{00}$ and pressure $p_{0}$ given by (150.7) and (150.8), a necessary result since the fundamental equation for the components of the energy-momentum tensor

$$
-8 \pi T^{\mu \nu}=R^{\mu \nu}-\frac{1}{2} R g^{\mu \nu}+\Lambda g^{\mu \nu}
$$

must provide-as we have seen-all the information which can be obtained from the equation of mechanics,

$$
\frac{\partial \mathfrak{T}_{\mu}^{\nu}}{\partial x^{\nu}}-\frac{1}{2} \mathfrak{I}^{\alpha \beta} \frac{\partial g_{\alpha \beta}}{\partial x^{\mu}}=0
$$

which can be derived from it.
In what follows we shall often find it convenient to take (151.6) together with (150.8) as being the two equations which relate the pressure and density of the fluid to the line element for the model, thus replacing the second-order equation (150.7) by the first-order equation (151.6).

## 152. Change in matter with time

With the help of our rough expression (150.9) for that part of the total energy density

$$
\begin{equation*}
\rho_{m}=\rho_{00}-3 p_{0} \tag{152.1}
\end{equation*}
$$

which corresponds directly to the mass of the nebulae and whatever intergalactic matter may be present, we can also investigate the dependence of the matter in the model on the time. $\dagger$ Combining (152.1) with (151.5) we can put

$$
\begin{equation*}
\frac{d}{d t}\left(\rho_{m} \delta v_{0}\right)+3 \frac{d}{d t}\left(p_{0} \delta v_{0}\right)+p_{0} \frac{d}{d t}\left(\delta v_{0}\right)=0 \tag{152.2}
\end{equation*}
$$

and regarding

$$
\begin{equation*}
M=\rho_{m} \delta v_{0} \tag{152.3}
\end{equation*}
$$

as the total proper mass of the nebulae and other particles of matter in a given coordinate range, we can rewrite this with the help of (151.4) in a form

$$
\begin{equation*}
-\frac{1}{M} \frac{d M}{d t}=\frac{6 p_{0}}{\rho_{m}} \frac{d g}{d t}+\frac{3}{\rho_{m}} \frac{d p_{0}}{d t} \tag{152.4}
\end{equation*}
$$

which gives the fractional rate of change in the proper mass of the matter present in the model.

For the special case in which we take the pressure as permanently equal to zero, this rate would become equal to zero and we should have conservation of mass, as well as the conservation of total proper energy already noted for this special case in connexion with equation (151.5).
$\dagger$ Tolman, Proc. Nat. Acad. 16, 409 (1930).

Also for the special case determined by the condition

$$
\begin{equation*}
6 p_{0} \frac{d g}{d t}+3 \frac{d p_{0}}{d t}=0 \tag{152.5}
\end{equation*}
$$

which can also be expressed in the form

$$
\begin{equation*}
3 \frac{d}{d t}\left(p_{0} \delta v_{0}\right)+p_{0} \frac{d}{d t}\left(\delta v_{0}\right)=0 \tag{152.6}
\end{equation*}
$$

we should have conservation of mass. And this will be seen to be the condition which would apply to the case of a model containing a constant amount of matter exerting negligible pressure, and containing radiation which exerts the pressure $p_{r}=\rho_{r} / 3$, which will later be treated in § 160.

In general, however, we should desire to allow some change in the proper mass associated with the matter in the model, since changes of this kind are presumably occurring in the actual universe. Thus, in accordance with the Einstein relation between mass and energy, the emission of radiation from the nebulae would be accompanied by a decrease in their mass, irrespective of the possibilities that the ultimate source of this radiation might lie in destructive processes such as the mutual annihilation of electrons and protons, or might lie in synthetic processes such as the formation of helium from hydrogen with an accompanying decrease in mass. $\dagger$ Similarly, if the source of the cosmic rays should lie in the annihilation of internebular particles of matter or in the synthesis of more complicated atoms from hydrogen, there would also be a decrease in the mass of the matter in the universe.

For some purposes, see $\S \$ 165$ and 184 , it is more useful to re-express equation (152.4) in a form which shows the direct dependence of the rate of loss of mass on the rate of change in $g(t)$. Making use of our previous expressions for $\rho_{00}$ and $p_{0}$ (150.7) and (150.8), we readily obtain after some rearrangement

$$
\begin{equation*}
-\frac{1}{M} \frac{d M}{d t}=\frac{3}{2}\left[\frac{\rho_{00}+\frac{5}{8} p_{0}}{\rho_{m}}-\frac{1}{4 \pi \rho_{m}}\left(\ddot{g}+\frac{\ddot{g}}{\dot{g}}\right)\right] \dot{g}, \tag{152.7}
\end{equation*}
$$

where the dots indicate differentiation with respect to time. This expression for the fractional rate of decrease in the mass of matter in the model shows that the annihilation of matter would in any case

[^60]necessarily lead to a non-static model with $g(t)$ not a constant. This result provides the specific justification for one of the general reasons given in § 146 for changing to non-static models.

## 153. Behaviour of particles in the model

We may next consider the behaviour of free particles in the nonstatic model corresponding to our line element

$$
\begin{equation*}
d s^{2}=-\frac{e^{g(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{153.1}
\end{equation*}
$$

In accordance with the principles of relativistic mechanics, the motion of free particles in the model would be determined by the equations for a geodesic

$$
\begin{equation*}
\frac{d^{2} x^{\sigma}}{d s^{2}}+\{\mu \nu, \sigma\} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}=0 \tag{153.2}
\end{equation*}
$$

And since the line element (153.1) is written in a standard form, we can employ our previous expressions for the Christoffel symbols $\{\mu \nu, \sigma\}$ as given by (98.5), in using these equations.

We may first investigate the case of a particle which is at rest with respect to the spatial coordinates $r, \theta$, and $\phi$ which will give us

$$
\begin{equation*}
\frac{d r}{d s}=\frac{d \theta}{d s}=\frac{d \phi}{d s}=0, \quad \frac{d t}{d s}=1 \tag{153.3}
\end{equation*}
$$

The equations for a geodesic then reduce to

$$
\frac{d^{2} x^{\sigma}}{d s^{2}}+\{44, \sigma\}=0
$$

and since all values of $\{44, \sigma\}$ are seen from (98.5) to be zero for our present line element, we find that all components of acceleration for such a particle would vanish

$$
\begin{equation*}
\frac{d^{2} r}{d s^{2}}=\frac{d^{2} \theta}{d s^{2}}=\frac{d^{2} \phi}{d s^{2}}=\frac{d^{2} t}{d s^{2}}=0, \tag{153.4}
\end{equation*}
$$

and the particle would remain permanently at rest with respect to the spatial coordinates, and increments $d s$ in proper time as measured. by a local observer on the particle would permanently agree with increments $d t$ in the coordinate time which we are using.

The conclusion that particles at rest with respect to our spatial coordinates would experience no gravitational acceleration, tending to set them in motion, is of course in agreement with the fact that we have chosen co-moving coordinates such that the fluid filling the model remains permanently at rest with respect to $r, \theta$, and $\phi$. The
result applies only to the gravitational acceleration, but owing to the homogeneity of the model, it is evident that other kinds of acceleration axising from collisions or radiation pressure would also be zero on the average for particles at rest relative to our spatial coordinates. The conclusion that particles of matter in the model would remain permanently at rest with respect to the coordinates $r, \theta$, and $\phi$ must not be confused with the fact that the proper distance between two such particles as determined by fitting metre sticks from one to the other would be changing with the time if $g(t)$ is so changing.

To investigate the more general case of particles having any arbitrary initial velocity with respect to the coordinates, it will prove most expeditious to start with the equation for a geodesic (153.2) for the case $\sigma=4$, which will give us

$$
\begin{equation*}
\frac{d^{2} t}{d s^{2}}+\{\mu \nu, 4\} \frac{d x^{\mu} \mu}{d s} \frac{d x^{\nu}}{d s}=0 . \tag{153.5}
\end{equation*}
$$

Substituting from (98.5) the values of $\{\mu \nu, 4\}$ which correspond to our line element (153.1), we then obtain
where

$$
\begin{gathered}
\frac{d^{2} t}{d s^{2}}+\frac{1}{2} e^{\mu} \dot{\mu}\left(\frac{d r}{d s}\right)^{2}+\frac{1}{2} e^{\mu} \dot{\mu} r^{2}\left(\frac{d \theta}{d s}\right)^{2}+\frac{1}{2} e^{\mu} \dot{\mu}^{2} \sin ^{2} \theta\left(\frac{d \phi}{d s}\right)^{2}=0, \\
e^{\mu}=\frac{e^{\rho(())}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}},
\end{gathered}
$$

and from the form of the line element itself, it is evident that the above result can be rewritten as
or

$$
\begin{gathered}
\frac{d^{2} t}{d s^{2}}+\frac{1}{2} \frac{d g}{d t}\left[\frac{d t^{2}}{d s^{2}}-1\right]=0, \\
\frac{2 \frac{d t}{d s} \frac{d}{d t}\left(\frac{d t}{d s}\right)}{\frac{d t^{2}}{d s^{2}}-1}=-\frac{d g}{d t},
\end{gathered}
$$

which can be integrated to give us

$$
\begin{equation*}
\frac{d t^{2}}{d s^{2}}-1=A e^{-g(t)} \tag{153.6}
\end{equation*}
$$

where $A$ is the constant of integration.
To interpret this result, we may now again return to the line element (153.1) and note that this can be written in the form

$$
\frac{d s^{2}}{d t^{2}}=1-\frac{e^{\rho(1)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(\frac{d r^{2}}{d t^{2}}+r^{2} \frac{d \theta^{2}}{d t^{2}}+r^{2} \sin ^{2} \theta \frac{d \phi^{2}}{d t^{2}}\right)
$$

which can then be applied to the motion of particles in the form

$$
\begin{equation*}
\frac{d s^{2}}{d t^{2}}=1-\frac{u^{2}}{c^{2}} \tag{153.7}
\end{equation*}
$$

where $c$ is the velocity of light, and $u$ is the velocity of the particle as measured in the ordinary manner by an observer in its neighbourhood who is at rest with respect to $r, \theta$, and $\phi$, and who uses his own determinations of increments in proper time and proper distance

$$
\begin{equation*}
d t_{0}=d t, \quad d l_{0}=\frac{e^{1!(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]} d r, \text { etc. } \tag{153.8}
\end{equation*}
$$

Substituting (153.7) in (153.6) we then obtain

$$
\begin{equation*}
\frac{u^{2} / c^{2}}{1-u^{2} / c^{2}}=A e^{-g(t)} \tag{153.9}
\end{equation*}
$$

as an expression for the time dependence of the velocity $u$ with which a free particle would be found to be moving by local observers along its path, who themselves remain at rest with respect to the average motion of matter in their neighbourhood.

In accordance with (153.9), if $g(t)$ is increasing with time, and the proper volumes of elements of the fluid in the model hence expanding, the velocities of such free partioles will be decreasing with time, and vice versa if the model is contracting these velocities will be increasing. If we apply this result to particles which are themselves regarded as constituents of the fluid in the model, and correlate the random velocities of such particles with the contributions they make to the energy density and pressure of this fluid, it can readily be shown that the dependence of velocity on time given by (153.9) is in entire agreement with the relation between energy density and pressure for the fluid previously given by (151.6).

With the help of (153.9) we can also discuss the energy of free particles in the model as a function of time. This can be of interest in connexion with the energies of the cosmic rays in the actual universe, since at least a portion of these rays may be due to fast-moving particles. By solving (153.9) we can easily obtain the result

$$
\begin{equation*}
E=\frac{E_{0}}{\sqrt{ }\left(1-u^{2} / c^{2}\right)}=E_{0} \sqrt{ }\left(1+A e^{-o(l)}\right) \tag{153.10}
\end{equation*}
$$

where $E$ is the expression given by the special theory of relativity for the total energy of a particle, including its proper energy $E_{0}=m_{0} c^{2}$ corresponding to its mass. In accordance with this result, we see that
the energy of such partiales as measured by local observers at rest with respect to the mean motion of matter in their neighbourhood would be deoreasing with the time if $g(t)$ is increasing and the model expanding.

To procure a better idea as to the rate at which the energy of such particles would be changing with time, we can obtain by the differentiation and rearrangement of (153.10)

$$
\begin{equation*}
-\frac{1}{\left(E-E_{0}\right)} \frac{d}{d t}\left(E-E_{0}\right)=\frac{1}{2}\left(1+\frac{E_{0}}{E}\right) \frac{d g}{d t} \tag{153.11}
\end{equation*}
$$

as an expression for the fractional rate of decrease in the kinetic energy of the particles ( $E-E_{0}$ ), which in the case of the cosmic rays would be that portion of the energy available for producing ionization.

This formula has the advantage of expressing the rate of energy change in terms of the quantity $\dot{g}=d g / d t$, whioh as we shall later find is closely related to the red-shift in the light from the nebulae that would correspond to our model. In accordance with (153.11), the fractional rate of decrease in the kinetic energy of free partioles in the model would vary from $\dot{g}$ for slow moving partioles with $E \simeq E_{0}$, down to $\dot{g} / 2$ for particles having velocities approaching that of light with $E \gg E_{0}$. As will be shown in § 156, the limiting case of partioles having zero rest mass and moving with the precise velocity of light, would correspond to the behaviour of light quanta or photons.

With the help of the equations for a geodesio, we can also investigate the form of the trajectories for free partioles as well as their velocities. For our later purposes it will be sufficient to consider a particle which is originally moving in the radial direction with

$$
\begin{equation*}
\frac{d \theta}{d s}=\frac{d \phi}{d s}=0 . \tag{153.12}
\end{equation*}
$$

In accordanoe with the geodesic equations (153.2), we should then have

$$
\frac{d^{2} \theta}{d s^{2}}+\{11,2\}\left(\frac{d r}{d s}\right)^{2}+2\{14,2\} \frac{d r}{d s} \frac{d t}{d s}+\{44,2\}\left(\frac{d t}{d s}\right)^{2}=0,
$$

and

$$
\frac{d^{2} \phi}{d s^{2}}+\{11,3\}\left(\frac{d r}{d s}\right)^{2}+2\{14,3\} \frac{d r}{d s} \frac{d t}{d s}+\{44,3\}\left(\frac{d t}{d s}\right)^{2}=0,
$$

and since the Christoffel symbols are all six found from (98.5) to be zero, we obtain the result

$$
\begin{equation*}
\frac{d^{2} \theta}{d s^{2}}=\frac{d^{2} \phi}{d s^{2}}=0 . \tag{153.13}
\end{equation*}
$$

We may hence conclude that free partioles having their original motion directed to or from the origin of coordinates will continue to move in a radial direotion. It is evident that this result is a direot consequence of the spatial isotropy of the model, and that it would also hold on transforming the line element to the form (149.5) since the coordinates $\theta$ and $\phi$ are not affected by the transformation.

## 154. Behaviour of light rays in the model

We may now turn to the behaviour of light rays in our present model, still making use of the line element in the form

$$
\begin{equation*}
d s^{2}=-\frac{e^{\rho(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{154.1}
\end{equation*}
$$

In accordanee with the prinoiples of relativistic mechanios, the equations for a geodesic (153.2) would apply to the motion of light rays as well as particles provided we consider the limiting oase with $d s=0$.

Setting $d s=0$ in the expression for the line element, we can at onoe write as a general expression for the velocity of light in our model, except when it is actually passing through matter,

$$
\begin{equation*}
\frac{e^{\sigma(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(\frac{d r^{2}}{d t^{2}}+r^{2} \frac{d \theta^{2}}{d t^{2}}+r^{2} \sin ^{2} \theta \frac{d \phi^{2}}{d t^{2}}\right)=1 \tag{154.2}
\end{equation*}
$$

And noting our previous expressions for inorements in proper time and proper distance (153.8), we see that the velocity of light in empty space at any point in the model will be found to have the normal value

$$
\begin{equation*}
u=c, \tag{154.3}
\end{equation*}
$$

when measured in the ordinary manner by any observer at rest with respect to the mean motion of matter in his neighbourhood.

For the special case of a ray of light moving in the radial direction, we have in accordance with (154.2) the coordinate velocity

$$
\begin{equation*}
\frac{d r}{d t}= \pm e^{-\xi g(t)}\left[1+\frac{r^{2}}{4 \cdot R_{0}^{2}}\right] . \tag{154.4}
\end{equation*}
$$

Furthermore, in agreement with the treatment given to the radial motion of a particle, see (153.13), it is evident that a ray, travelling to or from the origin of coordinates, would permanently maintain its motion on a radial path.

Integrating (154.4) over the time interval $t_{1}$ to $t_{2}$ needed for a ray of light to travel between the origin and any desired coordinate
position, we obtain the expression
or

$$
\begin{align*}
& \int_{0}^{r} \frac{d r}{1+r^{2} / 4 R_{0}^{2}}=\int_{t_{1}}^{t_{1}} e^{-t g(t)} d t  \tag{154.5}\\
& 2 R_{0} \tan ^{-1} \frac{r}{2 R_{0}}=\int_{t_{1}}^{t_{1}} e^{-i g(t)} d t \tag{154.6}
\end{align*}
$$

where the integral on the right-hand side can be evaluated only on the basis of some specific information or assumption as to the form of $g(t)$.
If we assume that $g(t)$ can be taken as linear with respect to $t$

$$
\begin{equation*}
g=2 k t, \tag{154.7}
\end{equation*}
$$

over the time interval of interest, we can then easily compute the right-hand side of (154.6) and obtain

$$
\begin{equation*}
r=2 R_{0} \tan \frac{e^{-k t_{1}}-e^{-k t_{2}}}{2 k R_{0}} \tag{154.8}
\end{equation*}
$$

This formula for the time $t_{1}$ to $t_{2}$ necessary for light to travel in either direction between the origin $r=0$ and the coordinate distance $r=r$ can be applied, when the time interval is short enough so that the effect of the derivatives of $g$ with respect to $t$ higher than the first can be neglected. The result can find a possible application in interpreting the reception of cosmic rays from intergalactic space.

In the case of a closed ever-expanding model of the universe, the relation (154.6) between $r$ and $t_{1}$ to $t_{2}$ can lead to interesting restrictions on the coordinate distance which light could travel in a finite time. Let us assume-merely for purposes of illustration-a model having the exact linear dependenoe of $g$ on $t$ (154.7) for all times from minus to plus infinity, and having the real radius $R=R_{0} e^{h i t}$, which would inorease from zero to infinity between $t=-\infty$ and $t=+\infty$. In the first place, it is then evident from (154.8) that light could be received at the origin at any given finite time $t_{2}$ coming from any desired coordinate distance $r$, provided one chooses the time of starting $t_{1}$-which can go to minus infinity-early enough. On the other hand, for light which leaves the origin at time $t_{1}$, it is evident that there would be a maximum coordinate distance

$$
\begin{equation*}
r=2 R_{0} \tan \frac{e^{-k t_{1}}}{2 k R_{0}} \tag{154.9}
\end{equation*}
$$

which could be reached even at $t=\infty$. According to the values of $k$ and $R_{0}$, there would hence be a specific starting-time after which light could no longer travel completely around the model. Thus, under the assumptions taken, an observer at rest in the fluid filling the model could theoretioally obtain information ooncerning sufficiently early states of all parts of the universe, but even by waiting an infinite length of time could not obtain information as to their behaviour later than a certain epoch. The discussion applies of eourse only to a particular assumed model, but is perhaps valuable in widening our views as to conceptual possibilities.

## 155. The Doppler effect in the model

We may next examine the Doppler effect on the observed wavelength of light, coming from distant objeots in the model which corresponds to our line element

$$
\begin{equation*}
d s^{2}=-\frac{e^{\alpha(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{155.1}
\end{equation*}
$$

Since we shall be interested in comparing the wave-lengths of light from different objects as observed at a single location, it will be simplest to take the observer as permanently located at the origin of coordinates, and the luminous souroe as at any desired coordinate distance $r$ which, however, may be varying with the time. We can then readily obtain an expression for the generalized Doppler effeot following the sohematio method outlined in § 116.

In accordanoe with our expression for the radial velocity of light in the model, seo (154.4) and (154.5), we can write

$$
\begin{equation*}
\int_{t_{1}}^{t_{5}} e^{-i \sigma(l)} d t=\int_{0}^{r} \frac{d r}{1+r^{2} / 4 R_{0}^{2}} \tag{155.2}
\end{equation*}
$$

as an equation, connecting the 'time' $t_{1}$ at which light leaves a source located at $r$, with the 'time' $t_{2}$ at which it arrives at the origin. Henoe, differentiating this expression with respect to the time of departure $t_{1}$, we oan obtain

$$
e^{-\mathrm{l} \sigma_{\mathrm{s}}} \delta t_{2}-e^{-\mathrm{l} \sigma_{1}} \delta t_{1}=\frac{1}{1+r^{2} / 4 \overline{R_{0}^{2}}}\left(\frac{d r}{d t}\right) \delta t_{1}
$$

as an equation connecting the 'time' interval $\delta t_{1}$ between the departure of two wave crests from the souroe with the 'time' interval $\delta t_{2}$ between their arrival at the origin, where $g_{1}$ and $g_{2}$ denote the
values of $g(t)$ at $t_{1}$ and $t_{2}$ and ( $\left.d r / d t\right)$ is the radial component of the 'coordinate velority' of the source at the time of emission. And, noting the expressions for proper distances and times which would correspond to the form of the line element, we can evidently rewrite this in the form
where $c$ is the velooity of light and $u_{r}$ is now the radial component of the velocity of the source, as it would be measured in the ordinary manner by an observer at rest with respect to $r, \theta$, and $\phi$.
In accordance with the form of the line element, however, the proper time interval $\delta t_{1}^{0}$ between the emission of these wave crests, as measured by a local observer moving with the source, would be related to the coordinate interval $\delta t_{1}$ by the expression

$$
\delta t_{1}^{0}=\left\{-\frac{e^{\theta_{1}}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(\frac{d r^{2}}{d t^{2}}+r^{2} \frac{d \theta^{2}}{d t^{2}}+r^{2} \sin ^{2} \theta \frac{d \phi^{2}}{d t^{2}}\right)+1\right\}^{\frac{1}{2}} \delta t_{1} .
$$

And noting again the implications of the line element, this oan evidently be rewritten as

$$
\begin{equation*}
\delta t_{1}^{0}=\sqrt{ }\left(1-u^{2} / c^{2}\right) \delta t_{1}, \tag{155.4}
\end{equation*}
$$

where $u$ is the total velocity of the source at the time of emission as measured in the ordinary manner by a local observer who is at rest with respect to $r, \theta$, and $\phi$. Furthermore, for the proper time interval $\delta t_{2}^{0}$ between the reception of the wave crests by an observer at rest at the origin we shall evidently have

$$
\begin{equation*}
\delta t_{2}^{0}=\delta t_{2} . \tag{15.5}
\end{equation*}
$$

Substituting (155.4) and (155.5) in (155.3), and equating the ratio of the proper periods of the emitted and received light to the ratio of the corresponding wave-lengths, we then finally obtain as the complete expression for the generalized Doppler effeot

$$
\begin{equation*}
\frac{\lambda+\delta \lambda}{\lambda}=\frac{\delta t_{2}^{0}}{\delta t_{1}^{0}}=\frac{e^{i\left(\sigma_{1}-a_{1}\right)}}{\sqrt{\left(1-u^{2} / c^{2}\right)}}\left(1+\frac{u_{r}}{c}\right), \tag{155.6}
\end{equation*}
$$

where $\lambda+\delta \lambda$ oan evidently be taken as the wave-length of the light as ultimately observed at the origin, while $\lambda$ is the wave-length of the same light as measured by an observer who is located at the source and moves along therewith.

The most important term in this expression for the generalized Doppler effect is $e^{\ddagger\left(\sigma_{1}-\sigma_{0}\right)}$, which is due to the general motion of
particles (nebulae) in the model connected with changes in the value of $g(t)$. The next most important term is ( $\left.1+u_{r} / c\right)$ which is due to any peculiar radial velocity which the source in question may have relative to the mean motion of the matter in its neighbourhood. The least important term is $\sqrt{ }\left(1-u^{2} / c^{2}\right)$, which may be regarded as due to the effect of velocity on the rate of a moving olock. (Transverse Doppler effect.)

In studying with the help of the model the red-shift in the light from the extra-galactio nebulae, it is usually sufficient to regard the nebulae as having the mean motion of matter appropriate to their neighbourhood and hence as at rest with respect to $r, \theta$, and $\phi$. We then have to consider only the most important term, connected with the general expansion of the model, and can write

$$
\begin{equation*}
\frac{\lambda+\delta \lambda}{\lambda}=e^{t\left(\theta_{4}-\sigma_{2}\right)}, \tag{155.7}
\end{equation*}
$$

or for the fractional change in wave-length,

$$
\begin{equation*}
\frac{\delta \lambda}{\lambda}=e^{1\left(g_{1}-g_{\nu}\right)}-1 \tag{155.8}
\end{equation*}
$$

This result can also be written in other forms which prove illuminating. Introducing the radius of the model

$$
\begin{equation*}
R=R_{0} e^{z g} \tag{155.9}
\end{equation*}
$$

the result takes the form

$$
\begin{equation*}
\frac{\delta \lambda}{\lambda}=\frac{R_{2}-R_{1}}{R_{1}} \tag{155.10}
\end{equation*}
$$

where $R_{1}$ is the radius of the model at the time the light leaves the source and $R_{2}$ is the radius at the time it arrives at the observer. This makes it olear that a red-shift in the light from distant objeots would be correlated on the basis of this model with a general expansion of the model, and the consequent recession of the source from the observer.

This dependence of red-shift on recession can be made even clearer if we introduce, in accordance with the form of the line element, the total proper distances from observer to source

$$
\begin{equation*}
l_{1}=e^{1 g_{1}} \int_{0}^{r} \frac{d r}{1+r^{2} / 4 R_{0}^{2}} \quad \text { and } \quad l_{2}=e^{1 g_{2}} \int_{0}^{r} \frac{d r}{1+r^{2} / 4 R_{0}^{2}} \tag{155.11}
\end{equation*}
$$

as they would be determined at times $t_{1}$ and $t_{2}$ by noting the number
of metre sticks necessary to reach from the origin to the coordinate distance $r$. Introducing these expressions into (155.7), we can then write

$$
\begin{equation*}
\frac{\lambda+\delta \lambda}{\lambda}=\frac{l_{2}}{l_{1}}=1+\frac{l_{2}-l_{1}}{l_{1}}, \tag{155.12}
\end{equation*}
$$

where $\left(l_{2}-l_{1}\right)$ is the increase in proper distance from source to observer that takes place during the time taken by the light to travel from the one to the other. Since this time of travel in first approximation will equal in relativistio units the proper distance $l_{1}$, we can also write the last result in the approximate form

$$
\begin{equation*}
\frac{\lambda+\delta \lambda}{\lambda} \simeq 1+\frac{\delta l}{\delta t} \simeq 1+\frac{u}{c} \tag{155.13}
\end{equation*}
$$

where $u$ may be roughly regarded as the velocity of recession of the source.

In accordance with these different expressions, it will be seen on the basis of the present model that the red-shift in the light from the extragalactic nebulae is to be interpreted as due to a real motion of recession, and is to be assigned approximately the amount which would be calculated from the usual expression for the ordinary Doppler effect. It is to be emphasized, however, as a consequence of the homogeneity of the model, that there is nothing unique about the recession of the nebulae away from any particular (our own) location, and that similar red-shifts would be obtained by observers at rest with respect to the matter in other portions of the model.

## 156. Change in Doppler effect with distance

To investigate the change in the Doppler effect as we go to more distant sources (nebulae), we may differentiate our previous expression

$$
\begin{equation*}
\frac{\delta \lambda}{\lambda}=e^{1\left(g_{1}-g_{1}\right)-1}, \tag{156.1}
\end{equation*}
$$

with respect to the coordinate distance to the source $r$. In doing so we may regard $g_{2}$ as a constant, since this is the value of $g(t)$ at the time light is received at the origin, and we are actually interested in comparing the Doppler effects for different sources, which are all seen at the origin at the same given time $t_{2}$ which we can take as the present. On the other hand, $g_{1}$ must be regarded as a variable, since by going to greater coordinate distances $r$ we shall have to go to earlier times of emission $t_{1}$ in order for the light to reach the origin
at $t_{2}$. Hence on the differentiation of (156.1), we must write

$$
\begin{equation*}
\frac{d}{d r}\left(\frac{\delta \lambda}{\lambda}\right)=-\frac{1}{2} e^{1\left(\sigma_{2}-\sigma_{2}\right)} \frac{d g_{1}}{d t} \frac{d t}{d r} \tag{156.2}
\end{equation*}
$$

where $d t$ will be the change in time of emission corresponding to the change in position $d r$.

Noting, however, the expression for the radial velocity of light that would correspond to the line element

$$
\begin{equation*}
d s^{2}=-\frac{e^{\alpha(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{156.3}
\end{equation*}
$$

which we are using, it is evident that $d t$ and $d r$ will be so connected that we can rewrite our expression (156.2) for the ohange in Doppler effect with distance in the form

$$
\begin{equation*}
\frac{d}{d r}\left(\frac{\delta \lambda}{\lambda}\right)=\frac{e^{t g_{2}}}{1+r^{2} / 4 R_{0}^{2}} \frac{\dot{g_{1}}}{2} \tag{156.4}
\end{equation*}
$$

where $\dot{g}_{1}$ is the rate of change in $g(t)$ at the time the light is emitted.
For our later purposes, it will also be convenient to have this result in the form which it assumes when we use the alternative expression (149.5) for the line element

$$
\begin{equation*}
d s^{2}=-e^{g(t)}\left(\frac{d \bar{r}^{2}}{1-\bar{r}^{2} / R_{0}^{2}}+\bar{r}^{2} d \theta^{2}+\bar{r}^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{156.5}
\end{equation*}
$$

obtained in § 149 by transforming from $r$ to $\bar{r}$ with the help of (149.4). With this form for the line element it is evident that the change in Doppler effect with coordinate distance will be given by

$$
\begin{equation*}
\frac{d}{d \vec{r}}\left(\frac{\delta \lambda}{\lambda}\right)=\frac{e^{\ddagger g_{2}}}{\left.\sqrt{\left(1-\bar{r}^{2}\right.} / R_{0}^{2}\right)} \frac{\dot{g}_{1}}{2} . \tag{156.6}
\end{equation*}
$$

Since we shall later find both $r$ and $\bar{r}$ in first approximation to be proportional to astronomically measured distances, these formulae indicate an approximately linear relation between red-shift and distance, until we go out to distances where the change in $\dot{g}_{1}$ becomes important. A more complete discussion of the change in Doppler effect with distance will be made possible in Part IV of the present chapter where we shall express $g(t)$ as a series in $t$.

To conclude this somewhat lengthy consideration of the Doppler effect in expanding or contracting cosmological models, it will also be useful for some purposes to show that the wave-length or frequency associated with any individual light quantum or photon as measured by observers lying along its path would be changing in a definite
manner with the time, provided these observers are at rest with respect to our coordinates $r$, $\theta$, and $\phi$. To see this we may return to our exact formula (155.6) for the wave-length of light ( $\lambda+\delta \lambda$ ) leaving a source at time $t_{1}$ having any arbitrary position and motion, as finally measured at time $t_{\mathbf{2}}$ by an observer at rest in the coordinate system. If now we consider different such observers lying along the path of the photon, it is evident that the only quantity which will be changed in this formula as later and later observers examine the photon will be the quantity $g_{2}$, which is the value of $g(t)$ at the time of observation. Hence taking a logarithmic differentiation of (155.6) with respect to the time we can write for such observers

$$
\begin{equation*}
\frac{d \log (\lambda+\delta \lambda)}{d t}=\frac{1}{2} \frac{d g_{2}}{d t} \tag{156.7}
\end{equation*}
$$

which by changing to frequencies can be expressed in the more convenient form

$$
\begin{equation*}
-\frac{1}{\nu} \frac{d \nu}{d t}=\frac{1}{2} \frac{d g}{d t} \tag{156.8}
\end{equation*}
$$

where $v$ is the frequency of any photon as measured by observers at rest with respect to the coordinate system $r, \theta$, and $\phi$, and $g$ is the value of $g(t)$ for the model as a whole at the time of interest.
157. General discussion of dependence on time for closed models

Our derivation of the non-static line element

$$
d s^{2}=-\frac{e^{\alpha(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2}
$$

for homogeneous cosmological models placed no immediate restrictions on the behaviour of these models as a function of the time, and we must now turn to the discussion of the form of the hitherto undetermined function $g(t)$. This we shall undertake by several different lines of attack.

In accordance with equations (150.7) and (150.8), the pressure and density of the fluid taken as filling the model are definite functions of $g(t)$ and its derivatives. Hence the time behaviour of the model can be regarded as determined by the properties of this fluid. In the present section on closed models of the universe with $R_{0}$ real, and in the next section on open models with $R_{0}$ infinite or imaginary, we shall give a general discussion of the different possible types of time behaviour that could occur if we impose only very general restrictions
on the properties of the fluid, such as the requirement that its pressure and density could never assume negative values. In the following sections of this part of the present chapter, we shall then discuss the time behaviour, making more specific assumptions as to the nature of the model or the fluid filling it. In Part III of the present chapter, we shall turn to the thermodynamic aspects of the changes that could take place in cosmological models with time. And finally in Part IV, in connexion with the correlation of actual observational data, we shall have occasion to treat the time dependence by the more phenomenological method of expressing $g(t)$ as a power series in $t$, with coefficients which are to be determined as far as possible from actual knowledge as to red-shift and as to pressure and density in the universe.
(a) General features of time dependence, $R$ real, $\rho_{00} \geqslant 0, p_{0} \geqslant 0$. We shall commence our discussion of time dependence $\dagger$ by assuming a closed model with $R_{0}$ real, and by assuming a fluid filling the model which cannot withstand tension, so that the density $\rho_{00}$ and pressure $p_{0}$ can on physical grounds only be zero or positive.

As the two equations which relate the density and pressure of this fluid to $g(t)$, it will be most convenient to take (151.6) and (150.8)
and

$$
\begin{align*}
& \frac{d}{d t}\left(\rho_{00} e^{g \sigma(t)}\right)+p_{0} \frac{d}{d t}\left(e^{\left.\frac{\pi g(t)}{}\right)}=0,\right. \\
& 8 \pi \rho_{00}=\frac{3}{\bar{R}_{0}^{2}} e^{-\alpha(t)}+\frac{3}{4}\left(\frac{d g}{d t}\right)^{2}-\Lambda, \tag{157.1}
\end{align*}
$$

these being equivalent to the information originally given as to $p_{0}$ and $\rho_{00}$ by (150.7,8). Also for simplicity of expression, it will be convenient if we re-express these equations by introducing the radius of the model

$$
\begin{equation*}
R=R_{0} e^{\frac{1 g}{}(t)} . \tag{157.2}
\end{equation*}
$$

Doing so, the first of these two expressions-the energy equationcan be rewritten in the form

$$
\begin{equation*}
\frac{d}{d t}\left(\rho_{00} R^{3}\right)+p_{0} \frac{d\left(R^{3}\right)}{d t}=0 \tag{157.3}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\frac{d\left(\rho_{00} R^{3}\right)}{d R}=-3 p_{0} R^{2} \tag{157.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \rho_{00}}{d R}=-\frac{3\left(\rho_{00}+p_{0}\right)}{R} \tag{157.5}
\end{equation*}
$$

[^61]Thus in accordance with our assumptions as to $R, \rho_{00}$, and $p_{0}$, the quantities ( $\rho_{00} R^{3}$ ) and $\rho_{00}$ could only decrease or remain constant as $R$ increases. Furthermore, in accordance with (157.5) it is evident that the density of the fluid would go to zero if the radius goes to infinity, and hence all ever-expanding models would finally have the properties of the original de Sitter model.

Introducing (157.2) into the second of our original equations(157.1), this reduces to a form
or

$$
\begin{gather*}
\left(\frac{d R}{d t}\right)^{2}=\frac{8 \pi \rho_{00} R^{2}}{3}+\frac{\Lambda R^{2}}{3}-1 \\
\frac{d R}{d t}= \pm \sqrt{\left(\frac{8 \pi \rho_{00} R^{2}}{3}+\frac{\Lambda R^{2}}{3}-1\right)} \tag{157.6}
\end{gather*}
$$

which conveniently expresses the rate of change of the radius of the model with time.

Since the quantity under the radical sign must necessarily be positive or zero, we are then led for any given value of the cosmological constant $\Lambda$, to the expression

$$
\begin{equation*}
\frac{3}{R^{2}}-8 \pi \rho_{00} \leqslant \Lambda \tag{157.7}
\end{equation*}
$$

as a necessary restriction on $R$ if the behaviour of the model is to be real, and to

$$
\begin{equation*}
\frac{3}{R^{2}}-8 \pi \rho_{00}=\Lambda \tag{157.8}
\end{equation*}
$$

as the condition that the change in the radius $R$ with time shall cease or reverse its direction.
(b) Curve for the critical function of $R$. In order to examine the behaviour of the critical quantity

$$
\begin{equation*}
Q=\left(\frac{3}{R^{2}}-8 \pi \rho_{00}\right)=\frac{1}{R^{2}}\left(3-\frac{8 \pi \rho_{00} R^{3}}{R}\right) \tag{157.9}
\end{equation*}
$$

as a function of the radius $R$, as this latter changes with the time in the case of any given model, it will be convenient to try to construct as nearly as possible a rough plot of $Q(R)$ against $R$.

Differentiating $Q$ with respect to $R$ and setting the result equal to zero we obtain

$$
\frac{d Q}{d R}=-\frac{6}{R^{3}}-8 \pi \frac{d \rho_{00}}{d R}=0
$$

or introducing (157.5)

$$
\begin{equation*}
\frac{d Q}{d R}=-\frac{6}{R^{3}}+\frac{24 \pi\left(\rho_{00}+p_{0}\right)}{R}=0 \tag{157.10}
\end{equation*}
$$

as a necessary condition for a maximum, minimum, or point of inflexion on the curve. And combining with (157.9), this gives

$$
\begin{equation*}
Q=\frac{1}{R^{2}}+8 \pi p_{0} \quad(>0) \tag{157.11}
\end{equation*}
$$

as an equation for the value of $Q$ itself when such a change in the curve takes place.

Differentiating a second time, we then obtain

$$
\frac{d^{2} Q}{d R^{2}}=\frac{18}{R^{4}}-\frac{24 \pi\left(\rho_{00}+p_{0}\right)}{R^{2}}+\frac{24 \pi}{R} \frac{d \rho_{00}}{d R}+\frac{24 \pi}{R} \frac{d p_{0}}{d r}\left\{\begin{array}{l}
<0 \\
=0 \\
>0
\end{array}\right.
$$

or introducing (157.10) and (157.5)

$$
\frac{d p_{0}}{d R}\left\{\begin{array}{l}
<  \tag{157.12}\\
= \\
>
\end{array}\right\} \frac{\rho_{00}+p_{0}}{R}
$$

with the respective signs $(<),(=)$, and ( $>$ ), as the further conditions, sufficient to distinguish the three cases of a maximum, point of inflexion, or minimum. This result shows that the curve can have no points of inflexion or minima unless we are willing to assume that the pressure of the fluid could be increasing during expansion.

With the help of these results, we can now make a rough plot as shown in Fig. 6, for $Q(R)$ as a function of $R$ as this increases with the time.

The features of this plot, concerning which we have sufficient information to be sure, are shown by the full lines at $A, B$, and $C$. They can be justified as follows. (A) In accordance with (157.4) the quantity ( $\rho_{00} R^{3}$ ) can only decrease or remain constant as $R$ increases. Hence, omitting the case of a completely empty model as not of present interest, it is evident from (157.9) that $Q$ rises asymptotically from minus infinity at $R=0$, and continues to increase as long as $R$ increases without reaching any maximum or passing through any point of inflexion until after crossing the axis $Q=0$, since by (157.11) such points can only occur for positive values of that quantity. ( $B$ ) If $R$ continucs to increase, the curve must ultimately exhibit at least one maximum, since by (157.9) the quantity $Q$ would ultimately have to decrease with $R$. ( $C$ ) Finally, if $R$ still continues to increase, the curve must ultimately approach $Q=0$, asymptotically as $3 / R^{2}$, as $R$ goes to infinity.

The features of the plot, concerning which we do not have sufficient
information to be sure, are shown by the dotted lines at $a, b$, and $c$. They consist in the possibility for points of inflexion as shown at $a$, and minima followed by later maxima as shown at $b$ and $c$. In accordance with (157.11) such features could exist only in the range between
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$Q=0$ and $Q=Q_{\max }$, where $Q_{\max }$ is the highest maximum on the curve as shown at $B$. And in accordance with (157.12), they could exist then, only if the pressure of the fluid should be able at certain points to rise during expansion.

With the help of this plot we can now make some predictions as to the possible types of time behaviour for models, assuming different values for the cosmological constant $\Lambda$. During the course of an expansion, $\Lambda$, which has the same dimensions as the critical quantity $Q$, will stay constant as indicated by the horizontal lines in the figure.

Furthermore, in accordance with (157.7), the critical quantity

$$
Q=\left(3 / R^{2}-8 \pi \rho_{00}\right)
$$

must be smaller than $\Lambda$ during expansion, and the motion must cease or reverse when $Q$ becomes equal to $\Lambda$. Hence the different types of motion, to the discussion of which we now turn, will correspond to horizontal lines $\Lambda=$ const. lying above the critical curve $Q(R)$, and the nature of the motion will be determined by the points where these horizontals intersect the critical curve.
(c) Monotonic universes of type $M_{1}$ for $\Lambda>\Lambda_{\text {ti }}$. We shall denote the value of $Q$ at the highest maximum on the curve as shown at $B$ by $\Lambda_{E t}$, since as we shall see later this would be the value of $\Lambda$ for a conceivable static Einstein universe.

If the actual value of $\Lambda$ is greater than $\Lambda_{E}$, the time behaviour can be qualitatively described without ambiguity. Since the line $\Lambda=$ const. then makes no intersections with the critical ourve, the model would be of an ever-expanding type which proceeds from some singular state at $R_{s} \geqslant 0$ to the final state of an empty de Sitter universe as $R \rightarrow \infty$. If we consider the behaviour of the model at times earlier than that of the singular state, the motion would consist in a contraction from larger radii down to $R=R_{s}$. The present equations are not sufficient to describe the mechanism of passage through the singular state, and this may be regarded as occurring at a point at or in the neighbourhood of $R=0$, where the idealizations involved in setting up the model are not suited for the treatment of that mechanism.

In accordance with the expression for rate of expansion given by (157.6), and the condition on ( $\rho_{00} R^{3}$ ) given by (157.4), it will be seen that such a model would leave a singular state at $R=0$ with an infinite velocity. And by considering the integration of the above expression for rate of expansion, it will be seen that any finite value of $R$ would then be reached in a finite time, but that an infinite time would elapse during the passage from $R$ finite to $R$ infinite.

Such a model, which expands without reversal from a singular state in the past to infinity in the future, we designate as a monotonic universe of the first kind, type $M_{1}$. As a model for the actual universe, it has the disadvantage of spending only an infinitesimal fraction of its total existence in a condition which differs appreciably from that of a completely empty de Sitter universe. Hence, if we
are willing to take our observations on the actual universe as giving a fair sample of the kind of conditions that would be found anywhere and at any time, we should then rule out this model.
(d) Asymptotic universe of types $A_{1}$ and $A_{2}$, for $\Lambda=\Lambda_{\mathbb{E}}$. We next turn to cases in which the cosmological constant is just equal to the value of $Q$ at the maximum point of the curve as shown at $B$ in Fig. 6. This value we have denoted as $\Lambda_{E}$. In accordance with (157.11), we then have

$$
\begin{equation*}
8 \pi p_{E}=\Lambda_{Z}-\frac{1}{R_{R}^{2}}, \tag{157.13}
\end{equation*}
$$

where $p_{E I}$ and $R_{T H}$ are the pressure and radius at this point. And in accordance with ( 157.8 ), if we consider a static universe ( $(d . R / d t=0$ ) with the above radius and cosmological constant, we should also have

$$
\begin{equation*}
8 \pi \rho_{E}=\frac{3}{R_{R}^{2}}-\Lambda_{E} \tag{157.14}
\end{equation*}
$$

These, however, are the conditions for pressure and density for a static Einstein universe of radius $R_{B}$ and cosmological constant $\Lambda_{E}$, as given by (139.3) and (139.4). Hence a static Einstein universe could exist under the conditions corresponding to the maximum. point of the curve. It would, nevertheless, be unstable as we shall later see.

With $\Lambda=\Lambda_{\mathbb{R}}$, two types of behaviour for a non-static model would be possible.

The first type would be given by a model which starts expanding from a singular state at $R_{s}<R_{E}$, and asymptotically approaches the condition of a static Einstein universe at $R=R_{E}$, where in accordance with $(157.13,14)$ combined with $(150.7,8)$ the quantities $d R / d t$ and $d^{2} R / d t^{2}$ would both become zero. Considering the behaviour of the model at times earlier than that of the singular state the behaviour would consist in a contraction from larger radii down to $R=\boldsymbol{R}_{\boldsymbol{s}}$. Such a model which expands from a singular state to a final static Einstein state, we designate as an asymptotic universe of the first kind, type $A_{1}$.

The second type of behaviour with $\Lambda=\Lambda_{E}$, would be given by a model which can be regarded as having asymptotically started from the static Einstein state at $R=R_{E}$ at an infinite time in the past and as expanding permanently in the future into the condition of an empty de Sitter universe. Such a model we designate as an asymptotic universe of the second kind, type $\boldsymbol{A}_{2}$.

As models for the actual universe, both of these types have the same disadvantage as type $M_{1}$ of presumably spending only an inappreciable fraction of their total existence in a condition comparable to that which we find in the actual universe. Type $A_{2}$, however, has the advantage of apparently originating from a nonsingular state of finite volume at an infinite time in the past. This will be discussed more fully in § 159 on the stability of the static Einstein universe, and in § 161 specially devoted to these models.
(e) Monotonic universes of type $M_{2}$ and oscillating universes of types $O_{1}$ and $O_{2}$, for $0<\Lambda<\Lambda_{E}$. We next consider cases in which $\Lambda$ lies between zero and $\Lambda_{E \cdot}$. Here two different types of behaviour are definitely possible, and further types possible if the critical curve does have more than one maximum as indicated at $b$ and $c$ in Fig. 6.

As the first type of behaviour, we have those models which expand continuously into the future from some point on the critical curve at $R_{1}>R_{\boldsymbol{H}}$ past the maximum, where a reversal in the direction of motion from a preceding contracting phase takes place. Such a model, which has a true minimum finite radius and then expands without reversal to the state of an empty de Sitter universe, we designate as a monotonic universe of the second kind, type $M_{2}$. As a model for the actual universe, it again has the disadvantage of spending all but an infinitesimal fraction of its total existence in a condition unlike that which we observe.

As the second type of behaviour, we have models which expand from a singular state at $R_{s}<R_{E}$ to a maximum radius which lies on the critical curve where the dircction of motion will reverse. The contraction thus initiated then continues, until expansion would again start at a singular state, which from physical considerations must at least be located at a radius which is not less than $R=0$. Such a model we designate as an oscillating universe of the first kind, type $O_{1}$. As a model for the actual universe, it has the advantage of spending all its life in a condition where there is a finite density of matter, provided irroversible processes do not take place which alter the conditions for successive maxima (see § 175). It has, of course, the disadvantage of a singular state at the lower limit of contraction, through which the mechanism of passage is not described by the present equations.

In case we allow a second maximum on the critical curve lower than the highest maximum at $R_{E}$ with an intervening minimum as
shown in Fig. 6 at $b$ and $c$, a very interesting new type of behaviour would be conceivable. This would arise with a value of $\Lambda$ between the values of the critical quantity $Q$ at this maximum and minimum, which would evidently permit an oscillation between a true minimum and maximum radius, where $R$ assumes the critical values given by the curve for $Q$ as a function of $R$. In the case of reversible behaviour this would give a strictly periodic motion without singular states. Such a model we designate as an oscillating universe of the second kind, type $O_{2}$. As a model for the actual universe it might at first sight seem to have great advantages, but as pointed out in connexion with (157.12), the necessary minimum on the critical curve could only oocur if the pressure in the model could increase during expansion. We shall return later to the discussion of this matter in § 172, and shall have to conclude that such models would not be of great importance.

If a second maximum of the critical curve should exist, we should also evidently have possibilities for asymptotic universes of types $A_{1}$ and $A_{2}$, in the range $0<\Lambda<\Lambda_{E}$, but these would be similar to those already discussed above in $\S 157$ (d).
( $f$ ) Oscillating universe of type $O_{1}$, for $\Lambda \leqslant 0$. Finally, for the case of closed homogeneous models with the radius $R$ real, we must consider the possibilities if the cosmological constant should lie in the range $\Lambda \leqslant 0$. Here it is immediately evident from Fig. 6, that the only possible kind of behaviour would be an oscillation of type $O_{1}$ back and forth between singular states at the lower limit which the radius reaches, and maxima of the radius which lie on the critical curve. As a model for the actual universe, this behaviour would have the advantages and disadvantages already mentioned above for type $O_{1}$.

In conclusion it should be specially emphasized that such an oscillatory behaviour of type $O_{1}$, is the only possibility for a closed homogeneous model with the cosmological constant $\Lambda$ equal to zero. This is important, since $\Lambda=0$ certainly seems the most reasonable assumption to make at the present time. In the first place the original argument, as discussed in § 139, for Einstein's addition of the logically permissible but otherwise surprising cosmological term to his original field equations in order to obtain a universe with a finite density of matter, now no longer exists in view of the wider possibilities presented by non-statio models. In the second place, we have cosmological constant, although interesting considerations concerning this matter have been presented by Eddington. $\dagger$ And in the third place, from the observational point of view we can at least say that the value of $\Lambda$ must be small in order not to upset the application of relativistic theory to the orbits of the planets. Hence in what follows we shall lay special stress on the behaviour of models with the cosmological term omitted.

## 158. General discussion of dependence on time for open models

To complete our discussion we must also consider the behaviour in time for open models of the universe with $R_{0}$ imaginary or infinite. Here the possibilities for different kinds of behaviour are quite restricted.

We may again start with our previous equations for the dependence of density and pressure on the time (151.6) and (150.8)
and

$$
\begin{align*}
& \frac{d}{d t}\left(\rho_{00} e^{\operatorname{tog}(\theta)}\right)+p_{0} \frac{d}{d t}\left(e^{\operatorname{tod}(\theta)}\right)=0,  \tag{158.1}\\
& 8 \pi \rho_{00}=\frac{\mathbf{3}}{R_{0}^{2}} e^{-o(\theta)}+\frac{3}{4}\left(\frac{d g}{d t}\right)^{2}-\Lambda, \tag{158.2}
\end{align*}
$$

but now since the radius $R=R_{0} e^{\text {to(t) }}$ would be an infinite or imaginary quantity without direot appeal to our physical intuition, there will be no advantage in introducing the radius of the model.

For our further purposes, the first of these equations may be reexpressed in the forms

$$
\begin{equation*}
\frac{d\left(\rho_{00} e^{t g}\right)}{d g}=-\frac{8}{2} p_{0} e^{t g} \tag{158.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \rho_{00}}{d g}=-\frac{8}{2}\left(\rho_{00}+p_{0}\right), \tag{158.4}
\end{equation*}
$$

which show that $\rho_{00} e^{t \rho}$ and $\rho_{00}$ are both quantities which could only decrease or remain constant as $g$ increases, if we again introduce the assumption that the fluid in the model cannot withstand tension.

The second of our original equations (158.2) can be written in the form

$$
\left(\frac{d e^{\frac{1}{} g}}{d t}\right)^{2}=\frac{8 \pi \rho_{00}}{3} e^{g}+\frac{\Lambda}{3} e^{g}-\frac{1}{R_{0}^{2}},
$$

and since by the hypothesis of an open model $R_{0}$ is either infinite or

[^62]imaginary this can be re-expressed as
\[

$$
\begin{equation*}
\frac{d e^{ \pm g}}{d t}= \pm \sqrt{ }\left(\frac{8 \pi \rho_{00} e^{g}}{3}+\frac{\Lambda}{3} e^{g}+A^{2}\right) \tag{158.5}
\end{equation*}
$$

\]

where $A$ is a real quantity which would assume the value zero if $R_{0}$ is infinite.

Since the quantity under the radical sign must necessarily be positive or zero, we are then led to the expression

$$
\begin{equation*}
-3 A^{2} e^{-a}-8 \pi \rho_{00} \leqslant \Lambda \tag{158.6}
\end{equation*}
$$

as a necessary restriction on $g$ if the behaviour of the model is to be real, and to

$$
\begin{equation*}
-3 A^{2} e^{-g}-8 \pi \rho_{00}=0 \tag{158.7}
\end{equation*}
$$

as the condition for a reversal in the direction of the rate of change of $g$ with $t$.

We can also easily construct a plot of the critical quantity

$$
\begin{equation*}
Q=-3 A^{2} e^{-g}-8 \pi \rho_{00}=-\frac{1}{e^{a}}\left[3 A^{2}+\frac{8 \pi \rho_{00} e^{\sharp g}}{e^{\ddagger g}}\right] \tag{158.8}
\end{equation*}
$$

as a function of $e^{\frac{1}{a} a}$ as shown in Fig. 7. In accordance with (158.8) $Q$ is always negative, asymptotically approaching the value $Q=-\infty$ as $e^{t g}$ goes to zero as a result of (158.3), and asymptotically approaching the value $Q=0$ as $e^{\ddagger g}$ goes to infinity, without any maxima, minima, or points of inflexion.

With the help of this plot of the critical curve, we then readily see that only two kinds of behaviour would now be possible. The first would occur with $\Lambda \geqslant 0$, and would consist in the monotonic increase of $e^{t g}$ from a singular state to infinity, giving us a universe of the type previously labelled $M_{1}$ which ultimately goes over into an empty de Sitter world, including the possibility of a Euclidean space with $\Lambda=0$. The second type of behaviour would occur with $\Lambda<0$, and would consist in the oscillation of $e^{\ddagger g}$ from a singular state to a maximum and return, giving us a universe of the type previously labelled $O_{1}$.

In treating the previous case of closed universes, it simplified the form of statement to describe the behaviour of the radius of the universe $R=R_{0} e^{\ddagger g(t)}$. In the present case of open universes, however, it seemed simpler to speak of the behaviour of $e^{\frac{10(t)}{i t}}$ itself, since $\boldsymbol{R}_{0}$ would be infinite or imaginary. In both cases, nevertheless, it should be noted that the proper volume of any given element of fluid in the homogeneous model-as measured by a local observer-would always be proportional to $e^{\mathrm{fo}(6)}$. Hence the changes, which we found to take place in the above quantities with time, can be immediately interpreted in terms of the expansion and contraction of the fluid filling the model, both for the case of closed models having a finite total

proper volume and for the case of open models having an infinite total proper volume.

## 159. On the instability of the Einstein static universe

We may now turn to a number of specific treatments which have been given to the behaviour of homogeneous cosmological models with time. It will first be of interest to investigate the stability of the original Einstein static model with the help of our present knowledge of the behaviour of non-static models.

We may first look at the stability of the Einstein universe from the
point of view of the plot which we have given in Fig. 6 for the critical quantity $Q(R)$ as a function of the radius $R$. In accordance with the consideration which we have given to this critical curve, it is evident that the conditions for a static Einstein universe would correspond to a maximum, minimum, or point of inflexion on this curve, the radius of the universe being equal to the value of $R$ at that point and the cosmological constant being equal to the value of $Q(R)$ at the point. This is immediately seen from equations (157.11) for the value of $Q$ at such a point, and (157.8) for the condition that the radius shall not be changing with time, which give us our previous conditions

$$
\begin{aligned}
& 8 \pi p_{0}=-\frac{1}{\bar{R}^{2}}+\Lambda \\
& 8 \pi \rho_{00}=\frac{3}{\bar{R}^{2}}-\Lambda
\end{aligned}
$$

for the pressure and density in a static Einstein universe.
With the help of Fig. 6, we then immediately see that a static Einstein universe corresponding to a maximum point on the critical curve would be unstable, since the radius would continue to change in the same direction if the model once started to expand or contract. Also for a model corresponding to a point of inflexion, we should have instability, since there would be one direction in which the radius could change without crossing the critical curve.

On the other hand, for a static Einstein universe corresponding to a minimum on the critical curve, we should evidently have stability, since the radius could not change at all without crossing the critical curve. This latter possibility could not be realized, however, as shown by (157.12) unless the pressure of the fluid in the model should increase with expansion. And on physical grounds we should not expect to find this for any actual fluid in an equilibrium condition. Hence we may conclude in general that a static Einstein universe would be in unstable equilibrium against changes in radius, and if it once started to expand or contract it would continue in such motion.

We may also inquire into what change might occur in a static Einstein model that would initiate an expansion or contraction away from the state of rest. In the case of a fluid filling the model whose pressure would be decreased by expansion and increased by contraction, this can easily be found with the help of our general expression
for the pressure in a homogeneous non-static model,

$$
\begin{equation*}
8 \pi p_{0}=-\frac{1}{R_{0}^{2}} e^{-a}-\ddot{g}-\frac{3}{4} \dot{q}^{2}+\Lambda \tag{159.1}
\end{equation*}
$$

Assuming the model originally in the state of a static Einstein universe, this expression must reduce at that time to the usual equation for the pressure in such a model

$$
\begin{equation*}
8 \pi p_{0}=-\frac{1}{R_{0}^{2}} e^{-\rho}+\Lambda \tag{159.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\ddot{g}=0 \quad \text { and } \quad \dot{g}=0 \tag{159.3}
\end{equation*}
$$

and $R_{0} e^{t g}$ equal to the prescribed radius for the static Einstein model. Hence if we should now suppose some process to take place in this momentarily non-expanding and non-contracting model which led to a change in pressure with the time, we could write in accordance with (159.1) and (159.3),

$$
\begin{equation*}
-8 \pi \frac{d p_{0}}{d t}=\frac{d^{3} g}{d t^{3}} \tag{159.4}
\end{equation*}
$$

as an expression for the effect of the ohanging pressure on $g(t)$.
As a consequence of this equation, we now see that the initiation of any process in such a model involving decrease in pressure would also initiate an expansion which would then continue, since by hypothesis the expansion itself would lead to still further decreases in pressure. Vice versa, an increase in pressure would initiate a contraction.

Hence, if we had a static Einstein universe, and free radiation in it should commence to condense into matter, or freely moving particles in it should be captured by condensation, the model would start to expand. $\dagger$ Or, on the other hand, if the matter in it should commence to transform into radiation the model would start to contract. We may thus conclude, not only that a static Einstein universe would be in unstable equilibrium, but that processes are easily conceivable which would initiate a change away from the equilibrium value of its radius.

## 160. Models in which the amount of matter is constant

We may now consider in some detail the time behaviour of certain specific models which will be selected so as to illustrate different possibilities.
$\dagger$ The nature of such processes has been specially investigated by Lemaitre, Monthly Notices, 91, 490 (1931).

In the case of closed models, containing a mixture composed of a constant amount of incoherent matter (nebulae, dust) exerting negligible pressure, together with radiation exerting the pressure that corresponds to its density, a general expression for the radius as a function of time was first obtained by Lemaître. $\dagger$

Since the pressure exerted by radiation is one-third its energy density, we can evidently write the energy equation (157.3) for these models in the form

$$
\begin{equation*}
\frac{d}{d t}\left[\left(\rho_{m}+3 p_{0}\right) R^{3}\right]+p_{0} \frac{d}{d t}\left(R^{3}\right)=0, \tag{160.1}
\end{equation*}
$$

where $\rho_{m}$ is the density of matter. Since matter, however, is itself to be conserved this gives us

$$
\rho_{m} R^{3}=\text { const. and } p_{0} R^{4}=\text { const., }
$$

and employing the symbols used by Lemaitre we can then write

$$
\begin{align*}
& 8 \pi \rho_{m}=\frac{\alpha}{\bar{R}^{3}} \\
& 8 \pi p_{0}=\frac{\beta}{\bar{R}^{4}}  \tag{160.2}\\
& 8 \pi \rho_{00}=8 \pi\left(\rho_{m}+3 p_{0}\right)=\frac{\alpha}{R^{3}}+\frac{3 \beta}{R^{4}},
\end{align*}
$$

where $\alpha$ and $\beta$ are constants.
Introducing these expressions into our general equation (157.6), we then obtain

$$
\begin{equation*}
\frac{d R}{d t}= \pm \sqrt{\left(\frac{\Lambda R^{2}}{3}-1+\frac{\alpha}{3 R}+\frac{\beta}{R^{2}}\right)} \tag{160.3}
\end{equation*}
$$

as an explicit expression for the radius as a function of time. This result applies to models in which matter exerts negligible pressure and is conserved in amount. Putting $\beta=0$, we obtain the special case originally investigated by Friedmann, in which the total pressure is zero and energy as well as matter is conserved.

The integration or quadrature of the above expression has been specially studied by de Sitter. $\ddagger$ And a slightly more general expression, in which the pressure of matter is not neglected, and in which explicit allowance is made for the case of open as well as closed models has been studied by Heckmann.§
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## 161. Models which expand from an original static state

In the case of models which can be regarded as expanding from the original state of a static Einstein universe, a direct integration of the foregoing expression for the change in radius with time can be obtained.

Combining the expressions for pressure and density given by (160.2) with the original expressions for pressure and density (139.3, 4) as found for a static Einstein universe, we can write for the special case of such models
and

$$
\begin{align*}
& 8 \pi p_{E}=\frac{\beta}{R_{E}^{4}}=-\frac{1}{R_{E}^{2}}+\Lambda  \tag{161.1}\\
& 8 \pi \rho_{E}=\frac{\alpha}{R_{E}^{3}}+\frac{3 \beta}{R_{E}^{4}}=\frac{3}{R_{E}^{2}}-\Lambda, \tag{161.2}
\end{align*}
$$

where $R_{E L}$ is the radius in the original static state. Substituting these expressions into (160.3), we can obtain after considerable rearrangement the simple form

$$
\begin{equation*}
\frac{d R}{d t}=\frac{R-R_{E}}{\sqrt{3 R_{E}} R} \sqrt{ }\left(\left\{1+\frac{\beta}{R_{E}^{2}}\right)\left(R^{2}+2 R_{E} R\right)+3 \beta\right\} \tag{161.3}
\end{equation*}
$$

where $R_{E}$ and $\beta$ are the only parameters.
To prepare this expression for integration it is simplest to express $R$ in terms of its increase over the original value $R_{E}$ by substituting

$$
\begin{equation*}
R=R_{E}(1+x) \quad x=\frac{R-R_{E}}{R_{E E}} \tag{161.4}
\end{equation*}
$$

Doing so we can then rewrite (161.3) in a form suitable for evaluation

$$
\begin{equation*}
\int d t=\frac{\sqrt{3} R_{E}}{\sqrt{\left(1+\beta / R_{E}^{2}\right)}} \int \frac{(x+1) d x}{x \sqrt{X}} \tag{161.5}
\end{equation*}
$$

where we shall use as abbreviations
and

$$
\begin{gather*}
\sqrt{ } X=\sqrt{ }\left(x^{2}+4 x+C^{2}\right)  \tag{161.6}\\
C^{2}=3\left(1+\frac{\beta / R_{E}^{2}}{1+\beta / R_{E}^{2}}\right) \tag{161.7}
\end{gather*}
$$

Integrating (161.5), we then obtain

$$
\begin{equation*}
t=\frac{\sqrt{ } 3 R_{E}}{\sqrt{ }\left(1+\beta / R_{E}^{2}\right)}\left[\log (x+\sqrt{ } X+2)+\frac{1}{C} \log \frac{x+\sqrt{ } X-C}{x+\sqrt{X}+C}\right]+\text { const. } \tag{161.8}
\end{equation*}
$$

as a definite expression for $x$ and hence also for the radius $R=R_{0} e^{t g(t)}$ as a function oi the time.

Since the second term in this expression becomes minus infinity
when $x=0$, and the first term becomes plus infinity when $x=\infty$, it will be seen that the model would expand from the original static Einstein state with $R=R_{I}$ at $t=-\infty$ to the final empty de Sitter state at $t=+\infty$, both of these states being approached asymptotically.

The effect of the pressure of radiation on the rate of expansion is given by the appearance of $\beta / R_{R}^{2}$ in the above expressions. It can readily be seen, however, that the effect of pressure must in any case be small, since we can write in accordance with (161.1) and (161.2),

$$
\begin{equation*}
\frac{\beta}{R_{E}^{\mathrm{s}}}=\frac{2 p_{E}}{\rho_{E}+p_{E}}, \tag{161.9}
\end{equation*}
$$

where $p_{E}$ and $\rho_{E}$ are the pressure and density in the original static Einstein state. Hence $\beta / R_{R}^{2}$ can in any case only vary between 0 for a model containing matter without radiation to $\frac{1}{2}$ for a model containing nothing but radiation. And we may conclude from the way in which this term enters the above expressions, that the course of the expansion will be primarily determined only by the radius $R_{E}$ of the original static state.

This matter was specially investigated by de Sitter (loc. cit) who compared the time behaviour of the two models given by

$$
\begin{equation*}
\beta=0 \quad \text { and } \quad \frac{\beta}{R_{R}^{2}}=\frac{1}{2} \tag{161.10}
\end{equation*}
$$

for the respective cases of no radiation and no matter present. For the first of these cases equation (161.8) reduces to

$$
\begin{equation*}
t=\sqrt{ } 3 R_{E}\left[\log (x+\sqrt{ } X+2)+\frac{1}{\sqrt{3}} \log \frac{x+\sqrt{ } X-\sqrt{3}}{x+\sqrt{ } X+\sqrt{3}}\right]+\text { const. } \tag{161.11}
\end{equation*}
$$

and for the second to the much simpler form

$$
\begin{equation*}
t=\frac{R_{F}}{\sqrt{2}} \log 4\left(x^{2}+2 x\right)+\text { const. }=\frac{R_{E}}{\sqrt{2}} \log \left(R^{2}-R_{E}^{2}\right)+\text { const. } \tag{161.12}
\end{equation*}
$$

For a given value of $R_{B}$, however, the two expressions give very similar histories of expansion as shown by curves I and VII in Fig. 8, taken from de Sitter's article. We may hence conclude, that the case with zero pressure specially studied by Lemaître in 1927 as a model for the actual universe is sufficiently representative of the class.

Universes which expand from an original static Einstein state have sometimes been favoured by cosmologists, since the equations then lead to no singular states and the models appear to offer an infinite time scale for past cosmological processes. More recently, however,

as emphasized by Eddington $\dagger$ and others $\ddagger$ it has been felt that the logarithmic infinity for past time provided by these models was likely to have no real physical significance, in view of the unstable character of the static Einstein state, which we have investigated in § 159.
$\ddagger$ McCrea and MoVittie, Monthly Notices, 91, 128 (1930); ibid. 92, 7 (1931). Lemaitre, Monthly Notices, 91, 490 (1931).

## 162. Ever-expanding models which do not start from a static

 stateTurning next to the case of ever-expanding models which do not start from an original static state, it is not in general possible to obtain a simple integral for the relation between radius and time, given by (160.3) for the case in which matter is conserved. By numerical quadrature, however, de Sitter has calculated the dependence of radius on time for a number of such models as shown in Fig. 8.

The curves in this figure may be divided into four groups. Curves I and VII are the cases already mentioned for a model containing matter without radiation and a model containing radiation without matter, which start from an original static state. Curves II and IV are for models of type $M_{2}$ discussed in $\S 157$ (e), which first contract to a true minimum radius having a value lying on the critical curve, and then expand monotonically to the empty de Sitter state. Curves III and $V$ are for models of type $M_{1}$ discussed in § 157 (c), which expand monotonically from a singular state, here taken as located at $\boldsymbol{R}=0$. Finally ourve VI is calculated for the limiting case of an entirely empty universe.

From the point of view of a representation for the actual universe, it will be noted that monotonic universes of the first kind, which expand from a singular state, might offer some advantages in providing a reasonably long time scale subsequent to the singular state. Lemaître $\dagger$ has more recently advocated such models and has picturesquely described the original singular state as that of a giant atom.

## 163. Oscillating models ( $\Lambda=0$ )

In view of the rationality already emphasized of taking the value zero for the unknown cosmological constant $\Lambda$, and entirely omitting the cosmological term from Einstein's field equations, we must pay special attention to oscillating models, which then become the only possibility for a closed universe. For two such models a simple treatment of the time behaviour can be given.

The first of these models was originally considered by Friedmann $\ddagger$ as early as 1922, and has since been advocated by Einstein.§ The

[^64]fluid in the model is taken as being incoherent matter which is conserved in amount and exerts negligible pressure. Referring to equations (160.2), we immediately see that the radius for such models will be given as a function of the time by setting $\Lambda$ and $\beta$ equal to zero in (160.3), and writing
\[

$$
\begin{equation*}
\frac{d R}{d t}= \pm \sqrt{\left(\frac{\alpha}{3 R}-1\right)} \tag{163.1}
\end{equation*}
$$

\]

where $\alpha$ is a constant connected with the density of matter and radius by the equation

$$
\begin{equation*}
8 \pi \rho_{m} R^{3}=\alpha=\text { const. } \tag{163.2}
\end{equation*}
$$

The integral of this equation is readily seen to be a cycloid in the Rt-plane given by

$$
\begin{equation*}
R=\frac{\alpha}{6}(1-\cos \psi) \quad t=\frac{\alpha}{6}(\psi-\sin \psi), \tag{163.3}
\end{equation*}
$$

in accordance with which the radius oscillates between a singular state with $R=0$ at $t=0$ and a maximum of $R=\alpha / 3$ at $t=\pi \alpha / 6$.

A second closed model with $\Lambda=0$, for which the time behaviour has been calculated $\dagger$ is obtained by taking the fluid as consisting solely of black-body radiation. Referring again to equations (160.2) and (160.3), we see that the radius for such models will be given as a function of time by

$$
\begin{equation*}
\frac{d R}{d t}= \pm \sqrt{\left(\frac{\beta}{R^{2}}-1\right)} \tag{163.4}
\end{equation*}
$$

where $\beta$ is a constant connected with the radius and pressure of the radiation by the equation

$$
\begin{equation*}
8 \pi p_{0} R^{4}=\beta=\text { const. } \tag{163.5}
\end{equation*}
$$

The integral of this equation is readily seen to be

$$
\begin{equation*}
R=\sqrt{ }\left(\beta-t^{2}\right), \tag{163.6}
\end{equation*}
$$

with the maximum of $R$ falling at $t=0$.
As shown in § 157, oscillating models can also be obtained with values of $\Lambda$ other than zero, and a number of plots for the time behaviour of such models are given in Fig. 9, also taken from de Sitter (loc. oit). Curve IX represents the cycloid for the case $\Lambda=0$ with the pressure zero. Curve VII is the limiting case $\Lambda=\Lambda_{E}$ of type $A_{1}$ which expands asymptotically to a static Einstein state, and separates the oscillating models of type $O_{1}$ from the ever expanding models of type $M_{1}$. The diagram also gives the time behaviour for
several ever-expanding models plotted, however, with somewhat different units.

From the point of view of representing the actual universe, the oscillating models with $\Lambda=0$ tend to have a short time scale from

the singular state, and further investigations would be necessary to desoribe the mechanism of passage through that state.

To investigate the time scale from the singular state, it is most convenient to start with the equation for pressure in its original form (150.7)

$$
8 \pi p_{0}=-\frac{1}{R_{0}^{2}} e^{-a}-\ddot{g}-\frac{8}{4} g^{2}+\Lambda .
$$

Setting $\Lambda=0$ this can then be rewritten as

$$
\begin{equation*}
-\frac{\ddot{g}}{\dot{g}^{2}}=\frac{3}{4}+\frac{1}{R_{0}^{2}} \frac{e^{-g}}{\dot{g}^{2}}+\frac{8 \pi p_{0}}{\dot{g}^{2}}, \tag{163.7}
\end{equation*}
$$

so that we can in any case put

$$
\frac{d}{d t}\left(\frac{1}{\dot{g}}\right) \geqslant \frac{3}{4} .
$$

Integrating over the course of expansion from the singular state ( $t_{s}, \dot{g}_{8}$ ) to the present state $(t, \dot{g})$, we obtain

$$
t-t_{8} \leqslant \frac{4}{3}\left(\frac{1}{\dot{g}}-\frac{1}{\dot{g}_{8}}\right)
$$

Hence for oscillating models with $\Lambda=0$, we can in any case write

$$
\begin{equation*}
\Delta t \leqslant \frac{4}{3 \dot{g}} \tag{163.8}
\end{equation*}
$$

where $\Delta t$ is the elapsed time since the singular state, and $\dot{g}$ is the present value of that quantity, as could be determined for the actual universe from observations on the red-shift.
164. The open model of Einstein and de Sitter ( $\Lambda=0, R_{0}=\infty$ )

Mathematically the simplest of all models can be obtained by taking the cosmological constant $\Lambda$ equal to zero, and setting the constant $R_{0}$ in the fundamental expression for the line element (149.1) equal to infinity

$$
\begin{equation*}
\Lambda=0 \quad R_{0}=\infty \tag{164.1}
\end{equation*}
$$

as has been proposed by Einstein and de Sitter. $\dagger$
The line element can then be written in the form

$$
\begin{equation*}
d s^{2}=-e^{\rho(\theta)}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{164.2}
\end{equation*}
$$

or also as

$$
d s^{2}=-e^{a(0)}\left(d x^{2}+d y^{2}+d z^{2}\right)+d t^{2}
$$

and space-time becomes spatially flat and spatially infinite in extent.

Furthermore, substituting (164.1) into the general expressions for pressure and density (150.7) and (150.8), these then reduce to the very simple form

$$
\begin{gather*}
8 \pi p_{0}=-\ddot{g}-\frac{3}{4} \dot{g}^{2}  \tag{164.3}\\
8 \pi \rho_{00}=\frac{3}{4} \dot{g}^{2} . \tag{164.4}
\end{gather*}
$$

The first of these equations requires that the acceleration $\ddot{g}$ always be negative to prevent negative pressures. The second of the equations provides an immediate relation between density and Doppler effect. For the two limiting cases of a fluid consisting solely of matter

[^65]exerting a negligible pressure, or a fluid consisting solely of radiation exerting the pressure corresponding to its density, these equations can be immediately integrated.

For the case of matter having zero pressure we can write from (164.3)

$$
\begin{equation*}
\frac{d^{2} g}{d t^{2}}+\frac{3}{4}\left(\frac{d g}{d t}\right)^{2}=0 \tag{164.5}
\end{equation*}
$$

which has the integral

$$
\begin{equation*}
e^{\ddagger \sigma}=a t+b \tag{164.6}
\end{equation*}
$$

where $a$ and $b$ are constants, and by combining with (164.4) we obtain

$$
\begin{equation*}
a=\sqrt{ }\left(6 \pi \rho_{00} e^{1 g}\right) \tag{164.7}
\end{equation*}
$$

as the value of the first of these constants.
For the case of radiation, having a pressure equal to one-third its energy density, we obtain by combining (164.3) and (164.4) the equation

$$
\begin{gather*}
\frac{d^{2} g}{d t^{2}}+\left(\frac{d g}{d t}\right)^{2}=0  \tag{164.8}\\
e^{a}=a t+b \tag{164.9}
\end{gather*}
$$

where the constant $a$ this time has the value

$$
\begin{equation*}
a=\sqrt{\left(\frac{32 \pi}{3} \rho_{00} e^{2 q}\right)} \tag{164.10}
\end{equation*}
$$

By the method employed at the end of the last section, the elapsed time from the singular state is also found for models of the Einsteinde Sitter type to be in any case as small as

$$
\begin{equation*}
\Delta t \leqslant \frac{4}{3 \dot{g}} \tag{164.11}
\end{equation*}
$$

## 165. Discussion of factors which were neglected in studying special models

The special models, which we have used in the foregoing sections to illustrate the different possibilities of temporal behaviour, were purposely limited, for the sake of simplicity, by the assumptions that the pressure due to the particles of matter in the fluid could be neglected, and that the total mass of this matter should remain constant. It is evident at least in theory, however, that these assumptions were not necessary for a solution of the problem of behaviour in time, provided we have sufficient information as to the properties of the fluid filling the model.

In general, for the treatment of temporal behaviour, the expressions
for pressure and density obtained in § 150, written most coniveniently in the form
and

$$
\begin{gather*}
\frac{d}{d t}\left(\rho_{00} e^{1 g}\right)+p_{0} \frac{d}{d t}\left(e^{1 g}\right)=0  \tag{165.1}\\
\frac{d}{d t}\left(e^{1 g}\right)= \pm \sqrt{\left(\frac{8 \pi \rho_{00} e^{g}}{3}+\frac{\Lambda e^{g}}{3}-\frac{1}{R_{0}^{2}}\right)} \tag{165.2}
\end{gather*}
$$

will give two of the necessary equations for determining $\rho_{00}, p_{0}$, and $g$ as functions of the time, and the third equation will be provided by the nature of the fluid.

In case the fluid behaves reversibly, so that its pressure is a definite function of energy and volume, this third relation will be of the nature of an equation of state of the general form

$$
\begin{equation*}
p_{0}=p_{0}(E, v)=p_{0}\left(\rho_{00} e^{i g}, e^{\sharp q}\right) \tag{165.3}
\end{equation*}
$$

where $e^{i g}$, as we have seen (151.4), is a quantity which is proportional to the proper volume of any given element of the fluid. In case the fluid behaves irreversibly, the third equation would have to contain time derivatives of $g(t)$ as well as $g(t)$ itself. In any case, however, with the help of the three equations and assumptions as to initial conditions and as to the values of the constants $\Lambda$ and $R_{0}$, the problem should be theoretically soluble.

The fact that we have neglected in our illustrative examples any contribution to pressure due to the random motion of particles of matter in the model can hardly be regarded as immediately serious for the purposes of cosmology. In the case of the present state of the actual universe, we should certainly regard the random motions of the nebulae themselves as properly correlated with a negligible pressure for the idealized fluid filling our model, and should presumably also regard this as legitimate for the random motion of dust or other particles which may be present in intergalactio space.

The fact, however, that we have taken the total mass of the matter in the models as constant, deserves a little more attention, since this means when applied to the real universe that we are neglecting the actual flow of radiation from the nebulae into internebular space. In accordance with equation (152.7) we can write

$$
\begin{equation*}
-\frac{1}{M} \frac{d M}{d t}=\frac{3}{2}\left[\frac{\rho_{00}+\frac{5}{8} p_{0}}{\rho_{m}}-\frac{1}{4 \pi \rho_{m}}\left(\ddot{g}+\frac{\ddot{g}}{\dot{g}}\right)\right] \dot{g} \tag{165.4}
\end{equation*}
$$

as an expression for the fractional rate at which the mass of the
particles would be changing with time. And writing for simplicity

$$
\begin{equation*}
\gamma=3\left[\frac{\rho_{00}+\frac{5}{8} p_{0}}{\rho_{m}}-\frac{1}{4 \pi \rho_{m}}\left(\ddot{g}+\frac{\ddot{g}}{\dot{g}}\right)\right] \tag{165.5}
\end{equation*}
$$

we can re-express the above equation in the form

$$
\begin{equation*}
-\frac{1}{M} \frac{d M}{d t}=-\frac{1}{\left(\rho_{m} e^{i g}\right)} \frac{d}{d t}\left(\rho_{m} e^{i g}\right)=\gamma \frac{\dot{g}}{2}, \tag{165.6}
\end{equation*}
$$

where $\rho_{m}$ is the density of matter in the model.
Concerning the present value of $\gamma$ in the actual universe, we do not have complete information since the cosmic rays have an unknown origin which may very likely involve a decrease in the mass of matter. If, however, we assume for all the matter in the universe a rate of fractional decrease the same as that for the sun we should obtain as small a value as

$$
\begin{equation*}
\gamma \simeq 10^{-4} \tag{165.7}
\end{equation*}
$$

and the true value may well be smaller yet. (de Sitter estimates $\gamma \simeq 2 \times 10^{-7}$.)

Also concerning the rate of change of $\gamma$ with time we have no knowledge. Nevertheless, over a reasonable time interval we may take $\gamma$ as a constant. Doing so, we can then integrate equation (165.6) and obtain

$$
\begin{equation*}
\rho_{m}=\rho_{1} e^{-1(3+y) \sigma} \tag{165.8}
\end{equation*}
$$

as an expression for the density of matter in our model, where $\rho_{1}$ is a constant. Furthermore, for the density of radiation in the model we can write

$$
\begin{equation*}
\rho_{r}=3 p_{0} \tag{165.9}
\end{equation*}
$$

if we neglect the contribution of random particle motion to the total pressure $p_{0}$.

Substituting these two expressions into the energy equation (165.1) we shall then have

$$
\frac{d}{d t}\left(\rho_{1} e^{-\mathrm{i} \gamma \theta}+3 p_{0} e^{i g}\right)+p_{0} \frac{d}{d t}\left(e^{\ddagger \theta}\right)=0
$$

and by performing the indicated differentiations, resubstituting from (165.8) and (165.9), and rearranging, we can obtain therefrom

$$
\begin{equation*}
\frac{1}{p_{0}} \frac{d p_{0}}{d t}=\frac{1}{\rho_{r}} \frac{d \rho_{r}}{d t}=-\left(2-\frac{\gamma}{2} \frac{\rho_{m}}{\rho_{r}}\right) \dot{g} \tag{165.10}
\end{equation*}
$$

as an expression for the logarithmic rate of change in the pressure and in the density of radiation.

This result is of interest in showing. for the case of an expanding
model with $\dot{g}$ positive, that the pressure and density of radiation would be decreasing with time except for large values of $\gamma$ or $\rho_{m} / \rho_{r}$. Assigning to $\gamma$ the value given by (165.7), the pressure of radiation would cease to build up as soon as the density of radiation compared with that of matter reached the value

$$
\begin{equation*}
\rho_{r}=2.5 \times 10^{-5} \rho_{m} . \tag{165.11}
\end{equation*}
$$

Hence as first pointed out by de Sitter, $\dagger$ the theory of an expanding universe is capable of accounting for the apparent disappearance of the radiation whioh pours from the stars into internebular space. It will also be noted, when the pressure does decrease monotonically with expansion, that there oan be no minima (see 157.12) on the critical curve, Fig. 6, and hence no chance for an osoillating behaviour of the second kind, type $O_{2}$.
As a final remark concerning the simplifications which were made in obtaining specific illustrations of the different varieties of temporal behaviour, it is to be notioed that the fluids filling the models, were so chosen that their changes in density could be assumed to take place reversibly as the models themselves expanded or contracted, and the possibilities for irreversible behaviour were neglected. In Part III of the present chapter, to which we now turn, the differences between thermodynamically reversible and irreversible expansions and contractions of cosmological models will be specially considered.

[^66]

## X

## APPLICATIONS TO COSMOLOGY (contd.)

Part III. THE APPLICATION OF RELATIVISTIC THERMODYNAMICS TO NON-STATIC HOMOGENEOUS COSMOLOGICAL MODELS

## 166. Application of the relativistic first law

We must now undertake a brief consideration of the thermodynamic behaviour of the homogeneous cosmological models which correspond to the line element

$$
d s^{2}=-\frac{e^{\alpha(\theta)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d i^{2} . \quad \text { (166.1) }
$$

In accordanoe with the principles of relativistic thermodynamios as developed in Chapter IX, we may regard the relativistic analogue of the first law of ordinary thermodynamics as provided by the principles of relativistic mechanics as expressed in the form of the energymomentum equation

$$
\begin{equation*}
\frac{\partial \mathfrak{T}_{\mu}^{\nu}}{\partial x^{\nu}}-\frac{1}{2} \mathfrak{Z}^{\alpha \beta} \frac{\partial g_{\alpha \beta}}{\partial x^{\mu}}=0 . \tag{166.2}
\end{equation*}
$$

And in applying this expression to the case of the above line element we may take the only surviving components of the energy-momentum tensor, in accordance with ( 150.5 ) and ( 150.6 ), as given by

$$
\begin{equation*}
T^{T 11}=-g^{11} p_{0} \quad T^{22}=-g^{22} p_{0} \quad T^{133}=-g^{33} p_{0} \quad T^{44}=\rho_{00} \tag{166.3}
\end{equation*}
$$

or, on lowering indices,

$$
T_{1}^{1}=T_{2}^{2}=T_{8}^{3}=-p_{0} \quad T_{4}^{4}=\rho_{00},
$$

where $\rho_{00}$ and $p_{0}$ are the proper macroscopic density and pressure of the fluid as they would be measured by a local observer at rest therein at the position and instant of interest.
Substituting (166.3) into (166.2), we obtain, for the case $\mu=1$,

$$
-\frac{\partial}{\partial r}\left(p_{0} \sqrt{-g}\right)+\frac{1}{2} p_{0} \sqrt{-g}\left(g^{11} \frac{\partial g_{11}}{\partial r}+g^{22} \frac{\partial g_{22}}{\partial r}+g^{33} \frac{\partial g_{33}}{\partial r}+g^{44} \frac{\partial g_{44}}{\partial r}\right)=0,
$$

where the last term in the parenthesis can be added $n$ account of the constancy of $g_{44}$. As a result of equation (39) in Aptendix III, however, this immediately reduces to

$$
-\sqrt{-g} \frac{\partial p_{0}}{\partial r}-p_{0} \frac{\partial \sqrt{-g}}{\partial r}+p_{0} \frac{\partial \sqrt{-g}}{\partial r}=0
$$

And since similar expressions result from taking $\mu$ as 2 or 3 , the only information that we obtain, by applying the energy-momentum equation to our present line element for the cases $\mu=1,2,3$ is the independence of pressure on position

$$
\begin{equation*}
\frac{\partial p_{0}}{\partial r}=\frac{\partial p_{0}}{\partial \theta}=\frac{\partial p_{0}}{\partial \phi}=0, \tag{166.4}
\end{equation*}
$$

which is already evident from the known spatial homogeneity of the model.
Substituting (166.3) in (166.2) for the case $\mu=4$, however, we obtain as already seen in § 151 , the equation

$$
\frac{\partial}{\partial t}\left(\rho_{00} \sqrt{-g}\right)+\frac{1}{2} p_{0} \sqrt{-g}\left(g^{11} \frac{\partial g_{11}}{\partial t}+g^{22} \frac{\partial g_{22}}{\partial t}+g^{38} \frac{\partial g_{23}}{\partial t}\right)=0,
$$

and by inserting the expressions for the $g_{\mu \nu}$ given by the line element, this reduces to the important result

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\rho_{00} \frac{r^{2} \sin \theta e^{i d(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{3}}\right)+p_{0} \frac{\partial}{\partial t}\left(\frac{r^{2} \sin \theta e^{\operatorname{ta(t)}()}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{3}}\right)=0 . \tag{166.5}
\end{equation*}
$$

Noting that the proper volume of any element of fluid, permanently located in the case of the present co-moving coordinates in any desired range $\delta r \delta \theta \delta \phi$, would be given by

$$
\begin{equation*}
\delta v_{0}^{\circ}=\frac{r^{2} \sin \theta e^{10}(t)}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{3}} \delta r \delta \theta \delta \phi, \tag{166.6}
\end{equation*}
$$

we oan also rewrite (166.5) in the form

$$
\begin{equation*}
\frac{d}{d t}\left(\rho_{00} \delta v_{0}\right)+p_{0} \frac{d}{d t}\left(\delta v_{0}\right)=0 . \tag{166.7}
\end{equation*}
$$

This equation shows-as previously remarked-that the proper energy of each element of the fluid in the model as measured by a local observer would ohange with the proper volume of the element, in accordance with the ordinary equation for the adiabatic expansion or compression of the fluid.
The result is thermodynamically important since it shows that there will be no heat flow into or out of the elements of fluid composing the model. This conclusion may also be regarded as a consequence of the spatial homogeneity of the model.

## 167. Application of the relativistic second law

In accordance with the principles of relativistic thermodynamios, the analogue of the ordinary second law of thermodynamics as
discussed in § 119 can be taken as given by the expression

$$
\begin{equation*}
\frac{\partial}{\partial x^{\mu}}\left(\phi_{0} \frac{d x^{\mu}}{d s} \sqrt{-g}\right) \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4} \geqslant \frac{\delta Q_{0}}{T_{0}}, \tag{167.1}
\end{equation*}
$$

where $\phi_{0}$ is the proper entropy density of the fluid at the position and instant of interest, the quantities $d x^{\mu} / d s$ are the components of the macroscopic 'velocity' of this fluid referred to the coordinates in use, $T_{0}$ is the proper temperature, and $\delta Q_{0}$ is the heat flowing into the element of fluid and during the time denoted by $\delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4}$ as measured by the local observer. The sign of equality in this expression refers to reversible processes and the sign of inequality to irreversible processes.

In applying this expression to the models under consideration using coordinates corresponding to the line element in the form (166.1), we oan take

$$
\begin{equation*}
\frac{d r}{d s}=\frac{d \theta}{d s}=\frac{d \phi}{d s}=0 \quad \frac{d t}{d s}=1 \tag{167.2}
\end{equation*}
$$

owing to the co-moving character of the coordinates, and can set

$$
\begin{equation*}
\delta Q_{0}=0 \tag{167.3}
\end{equation*}
$$

owing to the adiabatic character of the changes demonstrated in the preceding section. Substituting in (167.1), we can then write the relativistic second law for these models in the form

$$
\begin{equation*}
\frac{d}{d t}\left(\phi_{0} \frac{r^{2} \sin \theta e^{4 o(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{3}} \delta r \delta \theta \delta \phi\right) \geqslant 0 \tag{167.4}
\end{equation*}
$$

and on substituting the expression for proper volume given by (166.6), this can be written in the form

$$
\begin{equation*}
\frac{d}{d t}\left(\phi_{0} \delta v_{0}\right) \geqslant 0 \tag{167.5}
\end{equation*}
$$

which shows that the proper entropy for each element of fluid in the model can only increase or at best remain constant as time proceeds.

With the help of the two relations (166.7) and (167.5), we thus obtain the very satisfactory result that a local observer who examines an element of fluid in his immediate neighbourhood would find therefor the same behaviour as would be predicted from the classical principles of thermodynamics for an element of fluid undergoing an adiabatic expansion or contraction.
168. The conditions for thermodynamic equilibrium in a static Einstein universe
Since we have seen that the static Einstein universe can be regarded as a special case given by our non-static models when $g(t)$ becomes constant, we can now use the foregoing information as to the thermodynamic behaviour of non-static models to investigate the conditions for equilibrium in the original Einstein model.

We can investigate the conditions for a state of thermodynamic equilibrium in the usual manner, by considering the possibilities for change to a neighbouring state of the model, by varying the radius of the model

$$
\begin{equation*}
R=R_{0} e^{\ddagger 0} \tag{168.1}
\end{equation*}
$$

and the number of mols

$$
\begin{equation*}
n_{1}^{0}, n_{2}^{0}, \ldots, n_{n}^{0} \tag{168.2}
\end{equation*}
$$

of the different chemical constituents which would give the composition of any selected element of fluid and hence of the model as a whole.

During the progress of such a variation, the model could be regarded as temporarily non-static with the energy and entropy of each element of the fluid subject to our previous relations (166.7) and (167.5). Hence since by (167.5) the entropy of each element of the fluid can only remain constant or increase with time, we can take

$$
\begin{equation*}
\delta\left(\phi_{0} v_{0}\right)=0 \tag{168.3}
\end{equation*}
$$

under the subsidiary condition

$$
\begin{equation*}
\delta\left(\rho_{00} v_{0}\right)+p_{0} \delta v_{0}=0 \tag{168.4}
\end{equation*}
$$

as the necessary requirement for thermodynamic equilibrium, where we have now written

$$
\begin{equation*}
v_{0}=\frac{r^{2} \sin \theta e^{1 g}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{3}} \delta r \delta \theta \delta \phi \tag{168.5}
\end{equation*}
$$

as the proper volume of the particular element of the fluid considered.
To use the above conditions for equilibrium, we oan evidently write in accordance with the classical thermodynamics

$$
\begin{equation*}
\delta\left(\phi_{0} v_{0}\right)=\delta S_{0}=\frac{1}{T_{0}} \delta E_{0}+\frac{p_{0}}{T_{0}} \delta v_{0}+\left(\frac{\partial S_{0}}{\partial n_{1}^{0}}\right)_{E_{0}, v_{0}} \delta n_{1}^{0}+\ldots+\left(\frac{\partial S_{0}}{\partial n_{n}^{0}}\right)_{E_{0}, v} \delta v_{n}^{0}, \tag{168.6}
\end{equation*}
$$

since the proper entropy $S_{0}=\phi_{0} v_{0}$ as measured by a local observer will evidently depend in the classical manner on proper energy,
volume, and composition. Hence since we have $E_{0}=\rho_{00} v_{0}$ for the proper energy, we obtain by oombining (168.4) and (168.6)

$$
\begin{equation*}
\sum_{i}\left(\frac{\partial S_{0}}{\partial n_{i}^{n}}\right) \delta n_{i}^{0}=0, \tag{168.7}
\end{equation*}
$$

as a necessary condition for thermodynamic equilibrium in a statio Einstein universe.

This result is of interest since by oomparsion with (60.12), we see that it gives the classical condition for chemioal equilibrium between different substances in the fluid. Hence the relative proportions between different materials which might be able to change into each other, for example hydrogen and helium, or indeed matter and radiation, would have the same values at thermodynamic equilibrium in a static Einstein universe as we should calculate for flat space-time. This is important since any effeot of the gravitational curvature in the models on such ratios could have been very important for cosmology. $\dagger$

Although the pair of relations (168.3) and (168.4), or the equivalent pair (168.4) and (168.7), can be taken as necessary conditions for thermodynamic equilibrium, it is of course evident that further investigation is necessary to determine whether they are sufficient conditions for the equilibrium to be stable. And the investigations of § 159 have actually shown that the equilibrium state for an Einstein universe would in general be unstable towards small variations of the radius, unless indeed we could have a fluid whose pressure would increase on expansion.
169. The conditions for reversible and irreversible changes in non-static models
With the help of our expression (167.5) for the second law as applied to homogeneous cosmologioal models.

$$
\begin{equation*}
\frac{d}{d t}\left(\phi_{0} \delta v_{0}\right) \geqslant 0 \tag{169.1}
\end{equation*}
$$

we oan readily distinguish between the characteristics of reversible and irreversible changes in such models.

For the case of reversible processes, we shall have to use the equality sign in this expression, and oan thus take constant proper entropy

[^67]for each element of fluid in the model as the criterion of reversibility. Hence to investigate the possibility for reversible ohanges in the model we must examine the causes which could lead to an increase in the entropy of an element of the fluid.

In doing so, we note-as already pointed out in § 130-in the first place that no entropy increases could occur as a result of irreversible heat flow, since we have seen, from our applioation of the first law and also from the homogeneity of the model, that there is no heat flow in these models from one portion of the fluid to another. In the second place, we note that no entropy increase could ocour from the friction of moving members against the walls of any container for the fluid, as in familiar examples of adiabatio changes in volume, since now no such parts or container are involved. In the third place, we note that no entropy increases could result from an inability of the fluid to maintain the same pressure in the interior and at the boundary of any element of fluid, as in ordinary cases of expansion or compression in a oylinder where a pressure gradient is set up by the motion of the piston, since as a result of the homogeneity of the model the pressure (see 186.4) is uniform throughout.

We thus see that the familiar sources for entropy increase, connected in ordinary engineering practice with heat flow at a finite rate and imperfeot interaction of the working fluid with its surroundings, would be eliminated in the case of the elements of fluidin our cosmological models. We can hence conclude that the changes in the model will be reversible, provided the internal physical-chemioal processes which ocour in the fluid itself as the model expands or contracts involve no entropy increase.

The actual attainment of reversible behaviour for our non-static cosmologioal models will then depend on the possibility of selecting fluids of a simple enough constitution so that no internal irreversible processes, which would change the proper entropy of any given element of the fluid filling the model, oan occur. We have already pointed out in § 130 of the chapter on relativistic thermodynamios that two such fluids would be provided by a distribution of particles of incoherent matter (dust) exerting zero pressure, and by a distribution of black-body radiation. And in the next two sections we shall give special attention to the reversible behaviour of models filled with these two fluids.

In the case of more complicated fluids, however, it is evident that
internal processes would in general accompany a finite rate of change in the volume of an element of the fluid which would lead to increases in its entropy. This would then lead to the sign of inequality in the second law expression (169.1), and hence also to the conditions for a thermodynamioally irreversible behaviour of the model. As a simple example of such a fluid, we have already pointed out in § 131 the case of a diatomic gas, which with a finite rate of expansion or compression would dissociate into its elements or recombine under non-equilibrium conditions and hence with increase in entropy. In later sections of this Part of Chapter $\mathbf{X}$ we shall give special attention to the irreversible expansion and contraction of cosmologioal models.

## 170. Model filled with incoherent matter exerting no pressure as an example of reversible behaviour

We may now give a little detailed consideration to a model filled with a distribution of incoherent matter or dust particles exerting negligible pressure, as furnishing an example of thermodynamically reversible behaviour at a finite rate. In such a model, the proper entropy associated with any element of the fluid would always be merely the sum total of the entropies of its constituent unohanging particles. Thus the entropy would have to remain constant, even with a finite rate of expansion or contraction of the model, and we should have the conditions for reversibility given by the equality sign in (169.1).

Hence we should expect the expansion or contraction of such models to take place reversibly, with nothing to prevent the return of the model to an earlier state provided the conditions are such that a reversal in the direction of motion does take place. Indeed, if we set the cosmological constant $\Lambda$ equal to zero, and thus obtain the conditions for closed models with an oscillating behaviour of the first kind, type $O_{1}$, we have already seen in § 163 that the radius would symmetrically increase and decrease with the time in a manner which can be described as a cycloid in the Rt-plane by the equations

$$
\begin{equation*}
R=\frac{\alpha}{6}(1-\cos \psi) \quad t=\frac{\alpha}{6}(\psi-\sin \psi), \tag{170.1}
\end{equation*}
$$

where $\alpha$ is a constant.
Thus the behaviour of such models would not only be thermodynamically reversible, but within a finite time would be subject to actual reversal as well if we set $\Lambda$ equal to zero. Furthermore, even
if we are uncertain as to the mechanism of passage through the singular state at $R=0$, we can at least conclude that the model would return again from its maximum expansion to states having the same radius $R$ as before, and with exactly the same rate of change ( $d R / d t$ ) as before but in the reverse direction.

## 171. Model filled with black-body radiation as an example of reversible behaviour

As a second example of reversible behaviour with a finite rate of change, we may take a model filled solely with black-body radiation. Here too it is perhaps immediately evident that the entropy associated with the contents of any element having the coordinate range $\delta r \delta \theta \delta \phi$ would be constant, since the absence of irreversibility due to pressure gradients or friction of moving parts, combined with the absence of any other material present which could interact irreversibly with the radiation, means that changes in the proper volume of such an element even at a finite rate could be regarded as the reversible adiabatio expansion or compression of black-body radiation, which from the point of view of classical thermodynamics leads to no ohange in entropy.

Nevertheless, the situation is sufficiently complicated so that it may be desirable to give a more detailed analysis. We shall first show that an expansion or contraction of the model would lead to a new black-body distribution of radiation corresponding to a new temperature; and show that the change in proper volume and temperature for any element $\delta r \delta \theta \delta \phi$ would then be such as to leave the entropy unchanged.

As the definition of a black-body distribution of radiation, i.e. a distribution which is in thermodynamic equilibrium, we have the Planck distribution law (65.6), which at any desired initial time $t_{1}$ would give us

$$
\begin{equation*}
d E_{1}=\frac{8 \pi h \nu_{1}^{3}}{c^{3}} \frac{1}{e^{\overline{h \nu_{1} / k T_{1}}-1} d \nu_{1} d v_{1} .} \tag{171.1}
\end{equation*}
$$

for the radiational energy $d E_{1}$ which a local observer at rest in the coordinates $r, \theta, \phi$ would find in the frequency range $\nu_{1}$ to $\nu_{1}+d \nu_{1}$, and in the volume $d v_{1}$, at the temperature $T_{1}$.

At any later time $t_{2}$ when the quantity $g(t)$ which determines the temporal behaviour of the model has changed from $g_{1}$ to $g_{2}$, the frequency as measured by a local observer of the photons originally
responsible for the above energy will have become in accordance with (156.8)

$$
\begin{equation*}
\nu_{2}=e^{\mathfrak{Z}\left(\sigma_{1}-g\right)_{2} \nu_{1}}, \tag{171.2}
\end{equation*}
$$

and hence, owing to the proportionality with frequency, their energy will have become

$$
\begin{equation*}
d E_{\mathbf{2}}=e^{\sharp\left(\theta_{1}-g_{2}\right)} d E_{1} . \tag{171.3}
\end{equation*}
$$

Furthermore, in accordanoe with the dependence of proper volume on time given by (151.4), the volume now containing these photons, or rather their equivalent, will have become

$$
\begin{equation*}
d v_{2}=e^{\ell\left(\sigma_{2}-g_{1}\right)} d v_{1} \tag{171.4}
\end{equation*}
$$

Substituting these three equations into (171.1), we then obtain for the distribution of radiation at time $t_{2}$ as measured again by a local observer

$$
\begin{equation*}
d E_{2}=\frac{8 \pi h \nu_{2}^{3}}{c^{3}} \frac{1}{e^{h v_{2} / k T_{2}}-1} d \nu_{2} d v_{2} \tag{171.5}
\end{equation*}
$$

provided we take $T_{2}$ as given by

$$
\begin{equation*}
T_{2}=T_{1} e^{\frac{1}{2}\left(g_{1}-q_{2}\right)} . \tag{171.6}
\end{equation*}
$$

This thus gives the desired demonstration that the expansion or contraction of the model leads to a new distribution of black-body radiation with the new temperature determined by (171.6).

Hence since the entropy of black-body radiation is given in accordance with (65.5) in terms of its temperature and volume by the wellknown formula

$$
\begin{equation*}
S=\frac{4}{3} a T^{3} v \tag{171.7}
\end{equation*}
$$

we see that the entropy associated with any given element $\delta r \delta \theta \delta \phi$ would remain constant, since we oan write therefor in accordance with the foregoing equations

$$
\begin{equation*}
S=\frac{t_{3}^{3}}{3} a T_{1}^{3} \delta v_{1}={ }_{3}^{3} a T_{2}^{3} \delta v_{2}=\text { const } \tag{171.8}
\end{equation*}
$$

Thus also in the case of a model filled solely with black-body radiation we should have constant entropy for each element $\delta r \delta \theta \delta \phi$, and hence the condition for expansions or contractions at a finite rate reversibly. Moreover, here too as in the preceding case, by taking the cosmological constant $\Lambda$ as equal to zero, we could obtain closed models in which the motion would not only be reversible but actually reversed as well, the relation between radius and time being given in accordance with (163.6) by

$$
\begin{equation*}
R=\sqrt{ }\left(\beta-t^{2}\right) \tag{171.9}
\end{equation*}
$$

where $\beta$ is a constant.
This case of reversible behaviour in a model containing black-body
radiation is perhaps more interesting than the previous one of a model composed of dust partioles exerting no pressure, since now the processes of expansion and contraction with the accompanying ohanges in temperature seem definitely thermodynamio in oharacter, as compared with the previous expansions and contractions whioh seemed purely mechanioal in oharacter and hence perhaps quite naturally reversible.

Also in the case of models containing a mixture of dust partioles and radiation having no appreciable interaction, it is evident that we should expeot reversible behaviour. But as soon as we go to particles small enough so that their thermal motion oannot be neglected it is evident that we must expeet some slight irreversibility, since with a finite rate of volume ohange there would be a delay in the transfer of energy between the particles and the accompanying radiation, which would lead to a lag behind the conditions for true equilibrium.

In connexion with the foregoing discussion, however, it is perhaps unnecessary to stress the precise-in any case hypothetioal-conditions under whioh oompletely reversible volume ohanges could take place at a finite rate. It is more important to emphasize the absence from our present cosmological models of the factors of irreversible heat flow, friction, and pressure gradients which are such common sources of irreversibility in ordinary thermodynamic processes taking place at a finite rate, that we may not realize that it is their presence rather than the mere finiteness of the rate itself which is leading to irreversibility. $\dagger$

## 172. Discussion of failure to obtain periodic motions without

 singular statesThe foregoing examples of a reversible oscillation in the radius of a closed model, between values corresponding to a lower singular state and an upper maximum, suggest an investigation of the possibilities for a strictly periodic behaviour in which the volume of any element of the fluid would pass continuously back and forth between a true minimum and maximum. This would be a periodic oscillation of the second kind, type $O_{3}$, already mentioned as conoeivable in § $157(e)$. We may now show, nevertheless, assuming reasonable $\dagger$ This example of reversible behaviour at a finite rate, together with a more complicated one, will be found in Tolman, Phys. Rev. 37, 1639 (1931); ibid. 38, 797 (1931).
properties for the fluid in the model, that no such strictly periodic oscillations would be possible, $\dagger$ and that even non-periodic oscillations of this kind would not appear important.
Remembering that the dependence of the line element (166.1) on time for the models under discussion is given by the quantity $g(t)$, we shall write the conditions for an osoillation of the model between a true minimum and maximum in the form

$$
\begin{equation*}
g_{1}<g_{2} \quad \dot{g}_{1}=\dot{g}_{2}=0 \quad \ddot{g}_{1} \geqslant 0 \quad \ddot{g}_{2} \leqslant 0, \tag{172.1}
\end{equation*}
$$

where the dots indicate differentiation with respect to time, and the subscripts 1 and 2 indioate the value of the given quantity at the minimum and maximum respectively. By oombining these expressions with our expressions for the proper density and pressure of the fluid in the model
and

$$
\begin{align*}
& 8 \pi \rho_{00}=\frac{3}{R_{0}^{2}}-\theta+\frac{3}{g} \dot{g}^{2}-\Lambda  \tag{172.2}\\
& 8 \pi p_{0}=-\frac{1}{R_{0}^{2}} e^{-\theta}-\ddot{g}-\frac{3}{9} \dot{g}^{2}+\Lambda,
\end{align*}
$$

we can then find what properties the fluid would have to show in order to permit the postulated minimum and maximum. Since we shall wish to consider both closed and open models, we may distinguish the three separate cases $R_{0}^{2}>0, R_{0}^{2}=\infty$, and $R_{0}^{2}<0$, corresponding respectively to closed, open flat, and open curved models.

For the case $R_{0}^{2}>0$, we can readily obtain from the foregoing

$$
\begin{align*}
& \rho_{1}>\rho_{2} \\
& \rho_{1}<p_{2} \tag{172.3}
\end{align*}
$$

as relations which must hold for the densities and pressures of the fluid at the minimum and maximum, in order for an oscillation of the type in question to ocour. If such behaviour takes place, the density of the fluid would then decrease as the volume of each element of fluid in the model increases in the ratio $e^{t \sigma_{2}}$ to $e^{t \sigma_{2}}$ in passing from minimum to maximum, but the pressure would have to increase in passing from minimum to maximum, in agreement with a necessary condition for oscillations of type $O_{2}$ already found for the special case of closed models with positive pressure in § 157 (e).
For striotly periodic oscillations, nevertheless, between a definite minimum and maximum it is evident that the behaviour of each
element of the fluid would have to be thermodynamically reversible since otherwise the same state could not be returned to over and over again. Hence, in connexion with the above, we can rule out suoh strictly periodic oscillations, unless we are willing to assume a fluid filling the model which has the unusual properties of an increase in pressure accompanying reversible adiabatio expansion.

For oscillations which are not strictly periodio but which might occur once or more between minima and maxima which do not have to remain fixed, the requirement of thermodynamio reversibility could be dropped. Hence the above conditions would be compatible with suoh an oscillation if, for example, there should be an irreversible rush in the formation of radiation during expansion so that the pressure would be sufficiently high at maximum to bring about reversal. It could hardly be expeoted, nevertheless, that the pressure could then deorease again on contraction so as to permit a second minimum.

For the case $R_{0}^{2}=\infty$, to which we now turn, we obtain from the combination of (172.1) with (172.2)

$$
\begin{equation*}
\rho_{1}=\rho_{2} ; \tag{172.4}
\end{equation*}
$$

and for the case $R_{0}^{2}<0$, we obtain

$$
\begin{equation*}
\rho_{1}<\rho_{2} \tag{172.5}
\end{equation*}
$$

as necessary conditions for oscillatory motion of the type under consideration.
In accordance with the energy equation (151.6), nevertheless, we can write

$$
\begin{equation*}
d \rho_{00}=-\frac{3}{2}\left(\rho_{00}+p_{0}\right) d g, \tag{172.6}
\end{equation*}
$$

for the ohange in density with $g$. Hence the above conditions could be met only if we assumed an unknown kind of fluid whioh can support a negative pressure at least equal to its energy density.

As a result of the above disoussion, it is evident, at least at the present stage of the theory, that we may neglect homogeneous models in whioh the elements of fluid would undergo either a strictly periodic expansion and contraction or any kind of successive osoillations in volume between a true minimum and maximum. This finding, nevertheless, affects of course in no way the possibilities for osoillation between a lower singular state and a true upper maximum which we have previously studied.

## 173. Interpretation of reversible expansions by an ordinary observer

In earlier seotions we have studied the possibility for expansions or contractions to take place in our cosmological models at a finite rate, and yet thermodynamically either completely reversibly, or at least with the elimination of sources of irreversibility which commonly accompany a finite rate of change in small-size systems. This leads to the possibility that cosmologioal processes, whioh might be interpreted by an ordinary unsophistioated observer as irreversible merely on account of their finite rate, could actually be taking place reversibly. Suoh a possible confusion must be avoided in order to obtain clear notions as to cosmological phenomena.

To investigate the matter, we shall take to start with the extremely simple model of § 171 , filled solely with black-body radiation, and at the time of interest undergoing a reversible expansion with the quantity $g(t)$ in the formula for the line element

$$
\begin{equation*}
d s^{2}=-\frac{e^{g(t)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{173.1}
\end{equation*}
$$

increasing with $t$. In considering the model we shall carefully distinguish between the results, which would be obtained by a local observer at rest with respect to $r, \theta$, and $\phi$ and hence at rest with respect to the mean flow of energy in the model, and the interpretation, which he would place on these results from the point of view of classical thermodynamios, if he were an ordinary observer unfamiliar with relativistic thermodynamios and uninformed as to the general expansion taking place in the model.

In determining the results which this ordinary observer would desire for his interpretation, we shall consider him for convenience as located at the origin of coordinates and let him examine the contents of the universe in a small region in his immediate neighbourhood. In doing this, in view of his ignorance as to the general expansion taking place, we shall assume that he marks this region off, not so as to contain a given element of the fluid in the model, but by laying measuring rods end to end from the origin so as to obtain a sphere of constant proper radius

$$
\begin{equation*}
l_{0}=\text { const. } \tag{173.2}
\end{equation*}
$$

around the origin. Taking this sphere as small enough so that terms of the order $r^{2} / 4 R_{0}^{2}$ can be neglected in comparison with unity, the
coordinate $r$ at its boundary will have the value

$$
\begin{equation*}
r=l_{0} e^{-\mathbf{- 1} \sigma} \tag{173.3}
\end{equation*}
$$

which will be varying with the time at the rate

$$
\begin{equation*}
\frac{d r}{d t}=-\frac{1}{2} l_{0} e^{-\frac{1}{2} 0} \frac{d g}{d t} . \tag{173.4}
\end{equation*}
$$

And the proper volume of the sphere will have the constant value

$$
\begin{equation*}
v_{0}=\frac{\mathbf{g}_{8}}{8} l_{0}^{8} . \tag{173.5}
\end{equation*}
$$

Furthermore, in order to ascertain the results obtained by our observer from the measurements made in this region, we can use the energy equation (166.7) which oan be conveniently written in the form

$$
\begin{equation*}
\frac{d}{d t}\left(\rho_{00} e^{t \theta}\right)+p_{0} \frac{d}{d t}\left(e^{t \theta}\right)=0, \tag{173.6}
\end{equation*}
$$

together with the relations connecting proper density, pressure, and temperature

$$
\begin{equation*}
\rho_{00}=a T_{0}^{4} \quad \text { and } \quad p_{0}=\frac{a}{3} T_{0}^{4}, \tag{173.7}
\end{equation*}
$$

which hold in oase the fluid is black-body radiation as assumed.
With the help of the foregoing, it is then easily seen, that our observer will find

$$
\begin{equation*}
\frac{1}{\rho_{00}} \frac{d \rho_{00}}{d t}=\frac{1}{p_{0}} \frac{d p_{0}}{d t}=-2 \frac{d g}{d t}, \tag{173.8}
\end{equation*}
$$

for the rate at which energy density and pressure are decreasing in his neighbourhood;

$$
\begin{equation*}
\frac{1}{T_{0}} \frac{d T_{0}}{d t}=-\frac{1}{2} \frac{d g}{d t}, \tag{173.9}
\end{equation*}
$$

for the rate at whioh the temperature is dropping in his neighbourhood; and

$$
\begin{equation*}
\frac{1}{n_{0}} \frac{d n_{0}}{d t}=-\frac{3}{2} \frac{d g}{d t} \tag{173.10}
\end{equation*}
$$

for the rate at whioh the number of photons $n_{0}$ inside his sphere of constant volume is decreasing with time owing to net flow across the boundary.

Moreover, it is evident, if our observer stations an assistant on the boundary of his sphere and directs him to compare the frequency of photons escoaping with those that are entering from outside, that he will report an average shift towards the red for the entering photons, since in accordance with (173.4) this assistant would be moving with
respect to a local observer, ohosen so as to remain at rest in the coordinate system $r, \theta$, and $\phi$, and hence also so as to obtain isotropio findings for the frequency of radiation.

Thus our ordinary observer would have at his disposal a continually dropping temperature in his own neighbourhood, and a flow of energy away therefrom towards regions of apparently lower temperature in the depths of space beyond, which he would be inolined to interpret from the classioal point of view as evidences for a general process of energy degradation. He could hence be led to the erroneous conolusion that the universe was behaving irreversibly, in spite of the fact that the morelegitimate considerations of relativistic thermodynamics have shown that such a model would actually be behaving reversibly, and indeed with a suitable value for the cosmologioal constant $\Lambda$ would pass through a maximum expansion and return again to its original volume with reversed velocities.

The above model is of oourse highly idealized, containing as it does nothing but black-body radiation. By neglecting the interaction between radiation and matter, however, reversible behaviour could also be obtained with a model containing a mixture of black-body radiation and inooherent matter; and the same results would be found as to the flow of radiation away from any given looation during expansion. Computations have also been made $\dagger$ with a model containing a mixture of black-body radiation and a perfect monatomic gas, assuming the possibility of transforming radiation into matter and vice versa, and assuming-contrary to the presumable possi-bilities-that the interaction between matter and radiation could take place rapidly enough to maintain equilibrium conditions. In such a model, in addition to the outward flow of radiation, it is found except for extraordinarily high temperatures that a reversible expansion would be accompanied by the annihilation of matter.

The main point to be stressed in connexion with the foregoing is the feasibility of mimiaking with the help of reversibly expanding models -at least to some extent-the kind of behaviour, which in the case of the real universe would naturally be interpreted from older points of view as irreversible. This of course does not mean that actually irreversible processes are not taking place in the real universe, but it does emphasize the necessity of using relativistio rather than olassical thermodynamics in the study of cosmology.
$\dagger$ Tolman, Phys. Rev. 38, 787 (1931).
174. Analytical treatment of succession of expansions and contractions for a closed model with $\Lambda=0$
Since processes which are actually thermodynamically irreversible appear to take place in the real universe, we may now turn to a consideration of the irreversible behaviour of cosmological models. To prepare for this we shall devote the present section to an analytical treatment of the behaviour-whether reversible or irreversible-of closed models with the cosmological constant $\Lambda$ set equal to zero. We make this selection partly because this assigns to $\Lambda$ what seems to be-as already emphasized-the most natural value to take, and partly because closed models with this value of $\Lambda$ provide a good illustration of the new relativistic features of irreversible processes which we shall wish to study.

We have already seen in § $157(f)$, that models of the above kind could only undergo an expansion from a lower singular state to an upper maximum followed by return to smaller volumes. We shall now investigate this behaviour in more detail. $\dagger$

For the models under consideration we may take the line element in the form

$$
\begin{equation*}
d s^{2}=-\frac{e^{g(i)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{174.1}
\end{equation*}
$$

and base the treatment on the expressions for proper pressure and density given by (150.7) and (150.8):

$$
\begin{equation*}
8 \pi p_{0}=-\frac{1}{R_{0}^{2}} e^{-g}-\ddot{g}-\frac{3}{4} \dot{g}^{2} \tag{174.2}
\end{equation*}
$$

and

$$
\begin{equation*}
8 \pi \rho_{00}=\frac{3}{R_{0}^{2}} e^{-\sigma}+\frac{3}{4} g^{2}, \tag{174.3}
\end{equation*}
$$

where $\Lambda$ has been set equal to zero, and where in agreement with our assumption of a closed model, we must take

$$
\begin{equation*}
R_{0}^{2}>0 \tag{174.4}
\end{equation*}
$$

Furthermore, in agreement with physical possibilities we must take

$$
\begin{equation*}
\rho_{00} \geqslant 0, \tag{174.5}
\end{equation*}
$$

since the density of material in the model could not be zero. We shall also take

$$
\begin{equation*}
p_{0} \geqslant 0 \tag{174.6}
\end{equation*}
$$

since we shall regard the model as filled with a mixture of matter and

[^68]radiation oapable of exerting positive pressure, but incapable of withstanding tension.
(a) The upper boundary of expansion. Assuming that at some initial time $t=0$, the model has a finite volume and a finite rate of expansion corresponding to
\[

$$
\begin{equation*}
g=g_{0} \quad \text { and } \quad \dot{g}=\dot{g}_{0} \tag{174.7}
\end{equation*}
$$

\]

we may first show that there will be a finite upper boundary beyond which $g(t)$ cannot increase, without reference to the reversibility or irreversibility of behaviour.

Combining equation (174.2) with the inequality (174.6), we can write in general

$$
\begin{equation*}
\ddot{g}+\frac{8}{4} \dot{g}^{2}+\frac{1}{R_{0}^{2}} e^{-a} \leqslant 0, \tag{174.8}
\end{equation*}
$$

and, since $g$ will be positive as long as expansion continues, we can multiply this by the positive quantity $2 e^{\frac{10}{} 0} \dot{g}$ and write
or

$$
\begin{align*}
& 2 e^{\frac{10}{} g \ddot{g}+\frac{\frac{2}{2}}{2} e^{\frac{10}{} g^{3}}+\frac{2}{R_{0}^{2}} e^{\frac{1}{} g} \dot{g} \leqslant 0, ~} \\
& \frac{d}{d t}\left(e^{\frac{1}{t} \dot{g}^{2}}\right)+\frac{4}{R_{0}^{2}} \frac{d}{d t}\left(e^{\frac{1}{\partial} \sigma}\right) \leqslant 0, \tag{174.9}
\end{align*}
$$

as an expression which will hold as long as $g$ continues to increase.
Integrating (174.9) between $t=0$ and any later time of interest $t=t$, and substituting the initial values of $g$ and $g$ as given by (174.7), we then obtain

$$
\begin{equation*}
e^{\frac{4}{} g g^{2}}+\frac{4}{R_{0}^{2}} e^{\frac{1}{2}} \leqslant e^{\frac{1 g_{0}}{} \dot{g}_{0}^{2}}+\frac{4}{R_{0}^{2}} e^{1 g_{0}}, \tag{174.10}
\end{equation*}
$$

or noting in accordance with (174.4) that $R_{0}^{2}$ is positive
as an expression which will hold as long as $g$ continues to increase. Hence, since $g_{0}$ and $\dot{g}_{0}$ are by hypothesis finite, there will be a finite upper boundary which $g$ cannot surpass. This result may be expressed in the form

$$
\begin{equation*}
g \leqslant \gamma \tag{174.12}
\end{equation*}
$$

where $\gamma$ is a finite quantity.
(b) Time necessary to reach maximum. With the help of the above, we can now show further that $g$ will reach its maximum value and start to decrease within a finite time.

Combining the two inequalities (174.8) and (174.12), we can evidently write
or

$$
\ddot{g} \leqslant-\frac{1}{R_{0}^{2}} e^{-\gamma-\frac{3}{4} g^{2}}
$$

$$
\begin{equation*}
\frac{d \dot{g}}{d t} \leqslant-\frac{1}{R_{0}^{2}} e^{-\gamma} \tag{174.13}
\end{equation*}
$$

and integrating this between $t=0$ and any later time of interest, we obtain

$$
\dot{g} \leqslant \dot{g}_{0}-\frac{1}{R_{0}^{2}} e^{-\gamma t},
$$

where $\dot{g}_{0}$ is the initial value of $d g / d t$. In accordance with this expression, however, we see that at a finite time

$$
\begin{equation*}
t \leqslant R_{0}^{2} e^{\gamma} \dot{g}_{0} \tag{174.14}
\end{equation*}
$$

$g(t)$ will reach its maximum and start to decrease.
(c) Time necessary to complete contraction. It will also be of interest to consider the behaviour of the model after passing through the maximum and starting to contract. As $\dot{g}$ will then evidently be negative, we may now multiply (174.8) by the negative quantity $2 e^{i t g} \dot{g}$, and integrating as was done before in order to obtain (174.10), write as the result for the present case

$$
e^{t g^{2}}+\frac{4}{R_{0}^{2}} e^{\frac{1}{g}} \geqslant e^{i I_{m}} g_{m}^{2}+\frac{4}{R_{0}^{2}} e^{i g_{m}}
$$

where $g_{m}$ and $\dot{g}_{m}$ are the values of the quantities indicated, on passing through the maximum at time $t=t_{m}$. Moreover, since the velocity will be zero at this maximum, we shall actually have $\dot{g}_{m}=0$, and may rewrite the above result in the form

$$
e^{\frac{10}{} \dot{g}^{2}} \geqslant \frac{4}{R_{0}^{2}}\left(e^{\frac{1}{2} \rho_{m}}-e^{\frac{1}{} \rho}\right) .
$$

Furthermore, with $\dot{g}$ negative and $R_{0}$ real and positive corresponding to a closed model, this is equivalent to

$$
\begin{equation*}
e^{i g} \frac{d g}{d t} \leqslant-\frac{2}{R_{0}} \sqrt{ }\left(e^{i g_{m}}-e^{i g}\right) . \tag{174.15}
\end{equation*}
$$

This expression, however, can readily be integrated between the time $t_{m}$ at which the maximum was passed and any later time of interest $t$, to give

$$
\begin{equation*}
\left(t-t_{m}\right) \leqslant R_{0}\left\{e^{e^{\ddagger g}} \sqrt{ }\left(e^{\frac{10}{} g_{m}}-e^{\ddagger 0}\right)-e^{\frac{10}{m}} \sin ^{-1} \frac{e^{t g}}{e^{\frac{1}{g_{m}}}}+\frac{1}{2} \pi e^{\ddagger \sigma_{m}}\right\} \tag{174.16}
\end{equation*}
$$

In accordance with this expression, we then see that within a finite time

$$
\begin{equation*}
\left(t-t_{m}\right) \leqslant \frac{1}{2} \pi R_{0} e^{t g_{m}} \tag{174.17}
\end{equation*}
$$

after passing through its maximum, the value of $g$ would decrease to minus infinity, provided the singular state at the lower limit of the motion did not occur earlier.
(d) Behaviour at lower limit of contraction. To summarize the foregoing conclusions, we see that the model starting at a selected initial time with any finite value of $g_{0}$ and finite rate of expansion $\dot{g}_{0}$, would then reach a maximum value of $g$ and start contracting within a finite time later. And furthermore this contraction would proceed at a sufficient rate so that $g$ could decrease to minus infinity again within a finite time. We must now inquire as to the behaviour of the model on reaching the lower limit of contraction.

In the first place, since the proper volume of any element of fluid in the model would always be proportional to $e^{\ddagger n}$, we realize on physical grounds alone that $e^{\ddagger g}=0, g=-\infty$, would in any case set a lower limit for possible contraction. In the second place, nevertheless, in accordance with (174.15) when $e^{t g}$ reaches the value zero we should have

$$
\begin{equation*}
\dot{g}=-\infty, \tag{174.18}
\end{equation*}
$$

and hence also in accordance with (174.8)

$$
\begin{equation*}
\ddot{g}=-\infty \tag{174.19}
\end{equation*}
$$

at this point. Thus the conditions for an analytical minimum are completely unsatisfied, and the analysis would fail to describe the passage of the model through the point.

Hence, since on physical grounds the contraction cannot proceed further than the point $e^{\ddagger 0}=0$, it is evident on mathematical grounds that we can maintain the validity of the fundamental differential equations (174.2) and (174.3) which control the behaviour of the model, only by introducing a renewed expansion which starts from some singular state at the lower limit of contraction. This singular state may of course lie near rather than exactly at the point $e^{e^{0} 0}=0$.

It is, to be sure, unfortunate that our differential equations for the motion of the model are not sufficient to describe the mechanism of passage through the lower limit of contraction, the existence of which is physically inevitably necessary. As suggested by Einstein, $\dagger$ it is

[^69] possible that the idealizations-such for example as the complete homogeneity of the model-on which the analysis has been founded are to be regarded in the case of an actual physical system as failing in the neighbourhood of this lower limit of contraction. The situation is perhaps similar to that which would be furnished by an attempt to describe the behaviour of an elastic ball, bouncing up and down from the floor, solely with the help of the usual equation for gravitational acceleration
\[

$$
\begin{equation*}
\frac{d^{2} h}{d t^{2}}=-g . \tag{174.20}
\end{equation*}
$$

\]

This equation would be sufficient to describe the motion of the ball as it rose to its maximum height and fell from that point. It would fail, however, to give a description of the mechanism of reversal when the ball reached the floor, and further considerations involving the size and elastic properties of the ball would be necessary to describe the passage through that point.

As the end result of this section, we may then conclude, for the case $\Lambda=0$, that the only possible behaviour, for a closed homogeneous model of the universe filled with a fluid unable to withstand tension, would be a continued succession of expansions and contractions, such that $g(t)$ would increase from a singular state at the lower limit of the previous contraction up to a true maximum, and then return again to a singular state where renewed expansion would again set in. Furthermore, if at any given initial time the value of $g$ and its rate of increase $g$ were finite, the upper limit reached by $g$ would be finite and only a finite time would be necessary to complete the cycle of expansion and contraction. Finally, it is to be emphasized that these conditions have been obtained without any reference to the reversibility or irreversibility of the behaviour of the model, and would be equally valid for the succession of identical expansions and contractions which would correspond to reversible behaviour and for the succession of changing expansions and contractions which would be obtained with irreversible behaviour.

## 175. Application of thermodynamics to a succession of irreversible expansions and contractions

As already pointed out in Chapter IX, a continued succession of irreversible expansions and contractions, as found for the models considered in the preceding section, would seem very strange from the
point of view of classical thermodynamics, which would predict an ultimate state of maximum entropy and rest as the result of continued irreversible processes in an isolated system. Hence we must now examine the bearing of relativistic thermodynamics on this finding. $\dagger$

In accordance with our general disoussion in § 169 of the conditions for reversibility and irreversibility in the behaviour of homogeneous models, the succession of irreversible expansions and contractions, which we are now considering, would be characterized by a continued increase in the proper entropy of any selected element of fluid in the model, as given by the sign of inequality in the expression

$$
\begin{equation*}
\frac{d}{d t}\left(\phi_{0} \delta v_{0}\right)>0 \tag{175.1}
\end{equation*}
$$

Thus, although the model might pass through states in the course of an expansion or contraction in which the conditions momentarily correspond to those for physical-chemical equilibrium, it is evident that the entropy of any element of the fluid would ultimately have to increase without limit as the irreversible expansions and contractions continued. Hence we must now show that this can be possible, since the classical thermodynamics has accustomed us to the idea of a maximum upper value for the possible entropy of any isolated system.

To investigate this point it is evident that we may take the proper entropy, measured for any small element of the fluid by a local observer, as depending on the state in accordance with the classical equation

$$
\begin{equation*}
d\left(\phi_{0} \delta v_{0}\right)=\frac{1}{T_{0}} d\left(\rho_{00} \delta v_{0}\right)+\frac{p_{0}}{T_{0}} d\left(\delta v_{0}\right)+\frac{\partial\left(\phi_{0} \delta v_{0}\right)}{\partial n_{1}^{0}} d n_{1}^{0}+\ldots+\frac{\partial\left(\phi_{0} \delta v_{0}\right)}{\partial n_{n}^{0}} d n_{n}^{0} \tag{175.2}
\end{equation*}
$$

where the proper energy of the element ( $\rho_{00} \delta v_{0}$ ), its proper volume $\delta v_{0}$, and the number of mols $n_{1}^{0}, \ldots, n_{n}^{0}$ of its different chemical constituents are taken as the independent variables which determine its state.

In applying this equation to the continued increase in the entropy of the element, which must take place if the irreversible expansions and contractions continue, we note in accordance with the result obtained from the first law in § 166

$$
\begin{equation*}
\frac{d}{d t}\left(\rho_{00} \delta v_{0}\right)+p_{0} \frac{d}{d t}\left(\delta v_{0}\right)=0 \tag{175.3}
\end{equation*}
$$

$\dagger$ Tolman, Phys. Rev. 39, 320 (1932).
that the immediate cause which leads to entropy increase cannot be due to the presence of the first two terms on the right-hand side of (175.2), since their sum will always be equal to zero. Hence the internal mechanism by which the entropy increase is actually occurring at any time must be due to the presence of the remaining terms on the right-hand side, which correspond to the irreversible adjustment of composition in the direction of equilibrium.

At first sight it might seem that such an adjustment of concentrations could provide only a limited increase in entropy, since the classical thermodynamics has made us familiar with the existence of a maximum possible entropy for a system having a given energy and volume; the present case differs, however, from the classical case of an isolated system, since the proper energy of any selected element of fluid in the model does not have to remain constant. Indeed, in accordance with (175.3), the proper energy of every element of fluid in the model would be decreasing with time during expansion and increasing with time during contraction. Hence if the pressure tends to be greater during a compression than during the previous expansion, as would be expected with a lag behind equilibrium conditions, an element of the fluid can return to its original volume with increased energy and hence also with increased entropy. Thus, although the internal mechanism of entropy increase would always be due at any instant to the adjustment of concentrations, for example in the direction of dissociation during the later stages of expansion and in the direction of recombination during the later stages of contraction, the possibility for continued entropy increase would have to be due in the long run to an increase in the proper energy of the elements of fluid in the model.

As shown in § 131 of the last chapter, the situation is analogous to the continued increase in entropy and energy which would occur in the classical case of a continued succession of irreversible adiabatic expansions and compressions for a dissociating gas in a cylinder with non-conducting walls and a movable piston, so long as external energy was available to complete the desired compressions; and in the relativistic case this external energy can be regarded as coming from the potential energy of the gravitational field associated with Einstein's pseudo-tensor density ${ }^{\dagger}$ p. Similar considerations could also be given to the irreversible expansion and contraction of a mixture of matter and radiation, assuming a delay in their attainment of
equilibrium which in the later stages of expansion might involve both a lag in the transformation of a portion of the mass of matter into radiation as well as a lag in the escape of radiation from the matter. Such possibilities might be of interest for the actual universe.

Having found that a continued succession of irreversible expansions and contractions for our cosmological models would involve in the long run an increase in the proper energy of the elements of fluid therein when they return to the same volume, we must now examine the effects of such an increase on the character of later and later cycles. This can easily be done with the help of our equation for energy density (174.3), which gives

$$
\begin{equation*}
8 \pi \rho_{00} e^{t \sigma}=\frac{3}{R_{0}^{2}} e^{i \rho}+\frac{3}{2} e^{t a g^{2}}, \tag{1.75.4}
\end{equation*}
$$

as an expression which is proportional to the proper energy of any selected element of the fluid, having the proper volume

$$
\begin{equation*}
\delta v_{0}=\frac{r^{2} \sin \theta e^{\dagger t}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{3}} \delta r \delta \theta \delta \phi . \tag{175.5}
\end{equation*}
$$

In accordance with these expressions we see that the volume of any element of the fluid will return to an earlier value when $g(t)$ so returns, and hence that the energy of the element can be greater at a later return only in case the square of the velocity, $\dot{g}^{2}$, has a greater value. This, however, is sufficient to indicate the general difference between the character of a given cycle and sufficiently later ones, as shown in Fig. 10, where the later cycle has larger values of $|\dot{g}|$ for a given value of $e^{t 0}$, and hence also rises to a higher maximum.
Since the value of the energy density at the point of maximum expansion would be given by

$$
\begin{equation*}
8 \pi \rho_{00}=\frac{3}{R_{0}^{2}} e^{-\emptyset}, \tag{175.6}
\end{equation*}
$$

and the value of $g$ at the maximum would ultimately increase without limit, we see that the energy density at this point would get smaller and smaller for later cycles. Henoe, too, we may infer that the model might spend a greater and greater proportion of its period in a condition of lower density than that observed, for example at present in the actual universe, even though a return to higher densities would always occur. The above conclusion as to energy density at the point of maximum expansion, however, does not apply in general to the
irreversible oscillations that could be obtained with other assumptions as to $\Lambda$ and $R_{0}^{2}$.

In concluding this Part of Chapter $X$, it should be emphasized, at our present stage of very incomplete knowledge as to the actual behaviour of our surroundings over long periods of time, that the importance of the foregoing applications of thermodynamics to cosmological models lies primarily, not so much in providing immediate explanations for the phenomena of the real universe, as in indicating

the ultimate necessity for the use of relativistic rather than classical thermodynamics for a successful treatment of the problems of cosmology. Two considerations which might have a bearing on the problems of actual cosmology may, nevertheless, be mentioned.

In the first place, the foregoing discussion has suggested the possibility that the present state of the actual universe, or of that portion which lies within some $10^{8}$ light years, may perhaps be the result of an irreversible expansion from an earlier state of exceedingly small volume, corresponding to the lower singular states that we have found in the case of some of our homogeneous models. In such a lower state of very small volume, the density, pressure, and temperature that we should have to assign to the fluid in the model would, however, be very high; and the conditions for thermodynamic equilibrium very much displaced, in the general direction for endothermic chemical reaction, as compared with those now prevailing on the
average in our surroundings. In Chapter V, nevertheless, we have seen that the relative amounts of hydrogen and helium, of different isotopes, and perhaps also of matter and radiation, actually found in the universe, do show a great excess of endothermic substances when compared with present conditions for equilibrium. Hence it might be plausible to try to explain existing ratios as the result of slow irreversible changes which have taken place since an earlier state of high density and temperature.

In the second place, in connexion with the behaviour of the actual universe, some stress must be laid on the possibility found for a certain class of models to expand and contract irreversibly without ever reaching an unsurpassable state of maximum entropy. It would of course not be safe to conclude therefrom that the actual universe will never reach a state of maximum entropy, where further change would be impossible. Nevertheless, this finding in the case of certain kinds of model must be allowed to exert some liberalizing action on our general thermodynamic thinking. At the very least it would seem wisest, if we no longer dogmatically assert that the principles of thermodynamics necessarily require a universe which was created at a finite time in the past and which is fated for stagnation and death in the future.

## X

## APPLICATIONS TO COSMOLOGY (contd.)

Part IV. CORRELATION OF PHENOMENA IN THE ACTUAL UNIVERSE WITH THE HELP OF NON-STATIC HOMOGENEOUS MODELS

## 176. Introduction

There are three different kinds of justification that can be given for our extensive consideration of the properties of non-static homogeneous cosmological models. In the first place, we have a natural interest and intellectual pleasure in trying to develop the consequences of any set of mathematical assumptions without reference to possible physical applications. Secondly, since we have based our treatment on acceptable physical theory, we have the right to expect that the theoretical behaviour of our models will at least inform and liberalize our thinking as to conceptual possibilities for the behaviour of the actual universe. In the third place, however, and this is perhaps most important of all, we have the right to hope that the models can be so constructed as to assist in the correlation and explanation of the observed phenomena of the actual universe, and indeed may even be sufficiently representative as to permit some cautious extrapolation forward and backward in time, which will give us not too fallacious ideas as to the past and future history of our surroundings.

It is this possibility of using non-static homogeneous models to correlate the phenomena of the actual universe, which has been only incidentally mentioned in the foregoing, to which we must now turn. In doing so, it is to be emphasized that we shall attempt as nearly as possible a phenomenological point of view. We shall regard the line element, which we have derived for our models, as an approximate expression which may cease to be even reasonably satisfactory when extrapolated to too great distances or over too long time intervals. Furthermore, we shall attempt to obtain information concerning the function $g(t)$, which occurs in the expression for the line element and hence determines the temporal behaviour of the models, not from hypothetical considerations as to the possible origin or fate of the universe, but by the more modest method of expanding this function as a power series in $t$ around the present time, and then learning as much as we can about the coefficients in this series from actual observational data.

In the following rather long section, which is divided into several parts, we shall first consider the several kinds of observational information which are now available concerning the contents and structure of the real universe. This information has to do with the magnitudes, distances, spectra, diameters, masses, and distribution of the extra-galactic nebulae, since these are the only things outside our own galaxy concerning which we now have any certainty of knowledge. Our precise information as to the nature and behaviour of these objects is largely due to the work of Hubble and of Hubble and Humason. We shall not concern ourselves with the observational problems involved in obtaining the raw data, but shall present in some detail the methods used in the interpretation thereof. In later sections we shall then consider the correlation of the available information with the help of our non-static models.

## 177. The observational data

(a) The absolute magnitudes of the nearer nebulae. Of fundamental importance for our knowledge of the extra-galactic nebulae are the determinations of magnitude and distance made by Hubble and Humason. $\dagger$ The work divides itself into three parts. In the first place, we have the determination of the mean absolute magnitude for a considerable number of the nearer nebulae from direct observations on individual stars which they contain. In the second place, we have the observation of apparent magnitudes for more distant nebulae which are associated in groups or clusters. And in the third place, we then have the use of these results to calculate the distances to the clusters.

We may first consider the determination of absolute magnitudes for the nearer nebulae, and leave the apparent magnitudes and distances of the more distant nebulae to the next two parts of this section.

Types of stars which have been identified in the nearest extragalactic nebulae include Cepheid variables, irregular variables, helium stars ( $B_{0}$ and $O$ ), P Cygni stars, and novae. With the help of the observed magnitudes and periods of the Cepheid variables, actually found therein, Hubble and Humason have determined the distances to eight $\ddagger$ of the nearest nebulae, using Shapley's 1930 zero point for

[^70]the period-luminosity relation for the Cepheids. $\dagger$ This together with Shapley's values for the two Magellanic olouds, then gives us at least fairly accurate values for the distances to ten extra-galactic nebulae. And these distances, moreover, are confirmed by the observed magnitudes for the other types of stars which can be recognized in these objects.

Combining this knowledge as to the distances of the ten nebulae, with their total observed visual magnitude as obtained from Hopmann's $\ddagger$ correction of Holetschek's measures and from other sources, Hubble and Humason then find for the absolute visual magnitude of these objects-as they would appear at the standard distance of 10 parsecs-the mean value $-14 \cdot 7$, with a total range of about $5 \cdot 0$ magnitudes, and an average residual of 1.5 around this mean.

In addition to these determinations, when the different types of star present can be distinguished, Hubble and Humason have also been able to use the luminosity of the brightest stars present to extend the determination of absolute magnitudes to any case where stars can be recognized at all. For eight of the ten objects considered above,§ the absolute magnitudes of the brightest stars therein were found to have the mean value -6.1, with a range of only about 1.8 magnitudes, and an average residual of $0 \cdot 4$ around the mean. Since the scatter in the magnitudes of the brightest stars is considerably less than the scatter in the magnitudes of the nebulae themselves, it seems rational to assume that the brightest stars in these objects have a reasonably constant absolute magnitude independent of the nebula in which they are located. Furthermore, the validity of this assumption is confirmed by the fact that all the data available show a scatter for the differences between the observed magnitudes for the nebulae as a whole and their brightest stars, which can apparently be accounted for by the scatter to be expected in the absolute magnitudes of the nebulae alone. Hence it seems justifiable to take $-6 \cdot 1$ as a figure for the absolute magnitude of the brightest stars in any nebula where they can be seen at all, and then obtain the absolute magnitude of the nebula by adding the difference between the observed magnitudes of the nebula and of its brightest stars.
Proceeding along these lines, in the case of 40 nebulae where stars

[^71] could be seen, Hubble and Humason have found for the mean difference between the observed magnitudes of the nebulae as a whole and their brightest stars the figure -8.88 , with a range of 4.9 magnitudes, and an average residual around the mean of 0.77 . The agreement between the seatter of 5.0 magnitudes for the ten nebulae first considered and the above scatter of 4.9 magnitudes will be noted.
Combining the figures, $-6 \cdot 1$ for the absolute magnitudes of the brightest stars, and -8.88 for the mean difference in the magnitudes of the forty nebulae and such stars, the result $-15 \cdot 0$ is found for the mean absolute magnitude of these objects, as compared with -14.7 for the original ten nebulae. The oheck is very satisfactory, and Hubble and Humason finally adopt
\[

$$
\begin{equation*}
M_{\mathrm{VIg}}=-14 \cdot 9 \tag{177.1}
\end{equation*}
$$

\]

for the mean absolute visual magnitude of extra-galactic nebulae.
For purposes of comparison with more distant nebulae, it is also desirable to have a figure for mean absolute photographic magnitude. The photographic magnitudes of nebulae were found to be best obtained by using extra-focal images larger than the focal dimensions of the nebulae. By comparing the photo-visual and photographic magnitudes corresponding to such images for sixty nebulae in the Virgo oluster, Hubble and Humason obtain the figure

$$
C I=+1 \cdot 10 \pm 0 \cdot 02,
$$

for the mean colour-index of not too distant nebulae, and this value was in reasonable agreement with other data available. Combining with (177.1), the figure

$$
\begin{equation*}
M_{p g}=-13 \cdot 8, \tag{177.2}
\end{equation*}
$$

is then obtained for the mean absolute photographic magnitude of extra-galactic nebulae, using extra-focal images. $\dagger$
(b) The corrected apparent magnitudes for more distant nebulae. We now turn to the determinations by Hubble and Humason of the apparent photographic magnitudes of more distant nebulae where individual stars cannot be seen. The treatment involves several interesting corrections the nature of which may first be considered.

Since the light from the more distant nebulae is actually found to have suffered a shift in wave-lengths towards the red, these corrections

[^72]must be applied to the immediately observed photographic magnitudes in order to make them comparable with the above absolute photographic magnitudes as determined for the nearer nebulae which show no appreciable red-shift. The general nature of the corrections will be seen from the following considerations: first, that the red-shift implies an actual decrease in the total rate at which energy is being delivered at the boundary of the earth's atmosphere; secondly, that the changed distribution of this energy in the spectrum implies a change in the fraction of it which will be absorbed in passing through the earth's atmosphere; thirdly, that the changed distribution of energy implies a change in the relation of its thermal to its visual effectiveness; and finally, that the changed distribution of energy also implies a change in the relation of its visual to its photographic effectiveness.

The detailed treatment of these corrections may be based on an equation which can be regarded as an empirical relation, connecting the photographic magnitude of a heavenly object as ordinarily measured, with its bolometric magnitude as would be determined from thermal measurements made without absorption by the earth's atmosphere. The equation may be written in the form

$$
\begin{equation*}
m_{p g}=m_{b}+\Delta m_{r}+H I+C I \tag{177.3}
\end{equation*}
$$

where $m_{p g}$ and $m_{b}$ are the photographic and bolometric magnitudes, $\Delta m_{r}$ is the empirical correction to be added to the bolometric magnitude to obtain the radiometric magnitude as measured thermally after absorption by the earth's atmosphere, $H I$ is the empirical value of the so-called heat-index which must be added to the radiometric magnitude to obtain the visual magnitude, and $O I$ is the empirical value of the so-called colour-index which must finally be added to the visual magnitude to obtain the photographic magnitude.
In accordance with this equation, we may then write

$$
\begin{equation*}
\Delta n_{p g}=\Delta m_{b}+\Delta\left(\Delta m_{r}\right)+\Delta(H I)+\Delta(C I) \tag{177.4}
\end{equation*}
$$

as an expression for the effect of the red-shift in increasing the photographic magnitude of the more distant nebulae, by producing changes in their bolometric magnitude and in the three empirically determined quantities that must be added thereto in order to obtain the photographic magnitude.

To calculate the direct effect of the red-shift in changing the bolometric magnitude, we must make use of what may be regarded as the
equation of definition for magnitudes

$$
\begin{equation*}
m-M=2.5 \log L-2.5 \log l, \tag{177.5}
\end{equation*}
$$

where $m$ and $M$ are the observed and absolute magnitudes for a heavenly object, $l$ is the observed luminosity of the object, and $L$ the luminosity which it would have at the standard distance of 10 parsecs.

The effect on luminosity of superimposing a red-shift on the radiation from a distant object can be twofold. In the first place, it is evident that the frequency, and hence energy, associated with each individual photon coming to the observer will be decreased in the ratio $\lambda:(\lambda+\delta \lambda)$ of the original to the increased wave-length. In the second place, if the red-shift is actually due to a Doppler effect, the rate at which photons arrive at the observer will also be decreased in this same ratio. Since Hubble and Humason do not wish to assign any particular cause for the red-shift, they purposely allow for only the first of these effects, and hence write in accordance with (177.5).

$$
\begin{equation*}
\Delta m_{b}=2.5 \log \frac{\lambda+\delta \lambda}{\lambda} \tag{177.6}
\end{equation*}
$$

as the change in bolometric magnitude due to the red-shift. If we allow for both effects, the change in bolometric magnitude would be twice as great. For the Leo cluster, nevertheless, which has the largest red-shift so far observed the additional correction would be within the limits of probable error.

To obtain the remaining quantities on the right-hand side of (177.4) we must consider the effect of red-shift in changing the apparent temperature of nebulae, since atmospheric absorption, heat-index, and colour-index are quantities which have been observationally related to spectral type and hence to apparent temperature. The spectral type of the nebulae may be taken as approximately $d G_{3}$ corresponding to a black-body temperature of the emitting source of $5,760^{\circ}$ absolute. Hence if the light suffers a fractional shift in wavelength it is evident from Planck's law (65.6), that the new spectral distribution would correspond to an apparent temperature of emission given by

$$
\begin{equation*}
T=5,760\left(\frac{\lambda}{\lambda+\delta \lambda}\right) \tag{177.7}
\end{equation*}
$$

Furthermore, as the empirical relations connecting temperature of emission with spectral type and hence also with atmospheric absorp-
tion, heat-index, and colour-index, we may take the tabular expression given by Hubble and Humason for the known data: - $\dagger$

Table I

| Temp. ${ }^{\circ}$ Abs. | Spectral Type | Effect of Atm. | Heat-Index <br> $H I$ | Colour-Index <br> HI |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{6 , 5 0 0}$ | $F_{\mathrm{s}}$ | 0.44 | 0.30 | 0.62 |
| 6,000 | $d G_{0}$ | 0.43 | 0.32 | 0.72 |
| 5,600 | $d G_{\mathrm{s}}$ | 0.41 | $0.3 \theta$ | 0.83 |
| 5,100 | $d K_{0}$ | 0.40 | 0.55 | 0.99 |
| 4,400 | $d K_{\mathrm{s}}$ | 0.48 | 1.10 | 1.26 |
| 3,400 | $d M$ | 0.53 | 1.40 | 1.76 |

With the help of the foregoing equations, together with graphical interpolation of the data given by Table I, Hubble and Humason are then able to obtain the results shown in Table II for the effect of a given fractional shift in wave-length in producing-in accordance with (177.4)-a change in the photographic magnitudes of nebulae.

Table II
Effect of Red-Shift on Photographic Magnitude

| Velocity lom./sec. | Distance Parsecs | $\frac{\delta \lambda}{\lambda}$ | Temp. ${ }^{\circ} A b s$. | Spectral Type | $\Delta m_{B}$ | $\Delta\left(\Delta m_{r}+H I\right)$ | $\Delta(O I)$ | $\Delta m_{p p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0.0000 | 5,760 | $d G 3.0$ | 0.000 | 0.000 | 0.000 | 0.000 |
| 1,000 | $1.8 \times 10^{6}$ | 0.0033 | 5,740 | $3 \cdot 3$ | 0.003 | 0.004 | 0.008 | 0.015 |
| 4,000 | $7 \cdot 2$ | 0.0133 | 5,685 | $4 \cdot 0$ | 0.015 | 0.015 | 0.02 | 0.05 |
| 8,000 | 14.4 | 0.0267 | 5,615 | $4 \cdot 7$ | 0.03 | 0.03 | 0.04 | 0-10 |
| 12,000 | 21.6 | 0.0400 | 5,540 | $5 \cdot 8$ | 0.04 | 0.05 | 0.06 | $0 \cdot 15$ |
| 16,000 | 28.8 | 0.0533 | 5,470 | $6 \cdot 5$ | 0.06 | 0.06 | 0.08 | $0 \cdot 20$ |
| 20,000 | 36 | 0.0667 | 5,400 | $7 \cdot 2$ | 0.07 | 0.08 | $0 \cdot 10$ | $0 \cdot 25$ |
| 30,000 | 54 | 0.1000 | 5,235 | $8 \cdot 8$ | $0 \cdot 11$ | $0 \cdot 13$ | $0 \cdot 16$ | $0 \cdot 40$ |
| 40,000 | 72 | $0 \cdot 133$ | 5,080 | $d K 0 \cdot 2$ | $0 \cdot 14$ | $0 \cdot 20$ | 0.21 | 0.55 |
| 50,000 | 90 | $0 \cdot 167$ | 4,940 | $1 \cdot 4$ | 0.17 | 0.32 | 0.26 | 0.75 |
| 60,000 | 108 | $0 \cdot 200$ | 4,800 | $2 \cdot 3$ | 0.20 | $0 \cdot 44$ | 0.31 | 0.95 |

The third column in this table gives the actual fractional red-shift considered, while the first two columns give merely for convenience the velocity of recession which would correspond to this red-shift if we interpret it as due to an ordinary Doppler effect, together with the distance to the nebula which we shall later find observationally associated with that red-shift. The remaining columns give in order: the temperature corresponding to the red-shift as calculated from

[^73](177.7); the spectral type corresponding to this temperature as obtained from Table I; the change in bolometric magnitude caused by the red-shift as calculated from (177.6); the small change in $\Delta m_{r}$ combined with that in heat-index as obtained from Table I; the change in colour-index as also obtained from that table; and finally the total change in photographic magnitude $\Delta m_{p g}$ due to the redshift as calculated in accordance with (177.4) by combining the figures in the three preceding columns. By subtracting the appropriate value for $\Delta m_{p g}$, it then becomes possible to correct the observed photographic magnitude for any nebula to that which would be expected if the light coming therefrom had suffered no red-shift.

The actual data of Hubble and Humason for the average photographic magnitudes and red-shifts found in eight clusters of nebulae, and for two groups composed of isolated nebulae having a moderate range in magnitude, are given in Table III, where the red-shifts are expressed in terms of the corresponding velocity of recession. The average figure given for the photographic magnitude, is the most frequent magnitude in the case of the clusters and the mean magnitude in the case of the two groups. The next to the last column in the table gives the correction $-\Delta m_{p g}$ which, in accordance with the preceding table, must be applied to the observed photographic magnitude to allow for the effects of the red-shift. It will be seen that this correction at the present time is actually negligible for all except the three most distant clusters. The last column in the table gives the distances to the clusters obtained by the method of calculation to be discussed below.

Table III

| Cluster | Number <br> Nebulae | Diameter Cluster | Number Red-shifts Measured | Mean Shift $\mathrm{km} / \mathrm{sec}$. | $\begin{gathered} \text { Average } \\ m_{p p} \end{gathered}$ | $\begin{gathered} \text { Correction } \\ -\Delta m_{p q} \end{gathered}$ | Distance Parsecs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Virgo | (500) | $12^{\circ}$ | 7 | 890 | 12.5 | . . | $1.8 \times 10^{6}$ |
| Pegasus | 100 | 1 | 5 | 3,810 | 15.5 | - | $7 \cdot 25$ |
| Pisces | 20 | 0.5 | 4 | 4,630 | 15.4 |  | 7 |
| Cancer | 150 | 1.5 | 2 | 4,820 | 16.0 | $\cdots$ | 9 |
| Perseus | 500 | 2.0 | 4 | 5,230 | 16.4 |  | 11 |
| Coma | 800 | 1.7 | 3 | 7,500 | 17.0 | $-0.10$ | $13 \cdot 8$ |
| Ursa Major | 300 | 0.7 | 1 | 11,800 | 18.0 | $-0.15$ | 22 |
| Leo | 400 | 0.6 | 1 | 19,600 | 18.0 | -0.25 | 32 |
| Group I | 16 | . | 16 | 2,350 | 13.8 | . |  |
| Group II | 21 | . | 21 | 630 | 11.6 | . |  |

(c) Nebular distances calculated from apparent magnitudes. Taking the nebulae which appear in a cluster to be actually physically associated in a relatively restricted region, it now becomes possible to calculate the distance to the cluster by comparing the average observed photographic magnitude for the nebulae therein with the mean absolute photographic magnitude obtained from nearer nebulae. In a similar manner, it is also possible to calculate an average distance for the isolated nebulae which have been grouped together for purposes of treatment.

In order to make such calculations, Hubble and Humason make use of two interesting assumptions.

In the first place, it is assumed that the absolute magnitude to be expected on the average for any nebula is the same as that previously obtained for the nearer nebulae. Since the distance to the Leo cluster actually turns out to be a little more than $10^{8}$ light years, this involves not only the assumption that nebulae in differen ${ }^{+}$ parts of the universe tend to be alike at a given time, but also the assumption that the luminosity of a nebula would suffer little change in $10^{8}$ years.

In the second place, it is assumed that the apparent luminosity of nebulae, making allowance for the effect of the red-shift, would be proportional to the inverse square of their distances, in the manner to be expected for stationary objects in ordinary Euclidean space.

To make use of these assumptions, we have the equation of definition for magnitude

$$
\begin{equation*}
m-M=2.5 \log L-2.5 \log l \tag{177.8}
\end{equation*}
$$

where $m$ and $M$ are the observed and absolute magnitudes for a heavenly object, $l$ is the observed luminosity of the object, and $L$ the luminosity which it would have at the standard distance of 10 parsecs. And we have the inverse square law for luminosities

$$
\begin{equation*}
\frac{l}{L}=\frac{D^{2}}{d^{2}} \tag{177.9}
\end{equation*}
$$

where $d$ and $D$ are the actual and standard distances. Combining the two equations and setting $D=10$, we obtain

$$
\begin{equation*}
\log d=0.2(m-M)+1 \tag{177.10}
\end{equation*}
$$

for the distance $d$ in parsecs in terms of apparent and absolute magnitude.

This result may be applied to the photographic magnitudes of Hubble and Humason in the form

$$
\begin{equation*}
\log d=0 \cdot 2\left(m_{p g}-\Delta m_{p g}-M_{p q}\right)+1 \tag{177.11}
\end{equation*}
$$

where $-\Delta m_{p \sigma}$ is the correction for the effect of red-shift already discussed. With the help of this equation and the figures for absolute and corrected apparent photographic magnitudes given by (177.2) and Table III, the distances to the various clusters may now be obtained, as already shown in the last column of Table III, where the estimated reliability of the result is roughly indicated by the number of significant figures presented.

A treatment of the relation between luminosity and distance, in which the assumption of flat space and stationary nebulae is not made will be given in § 179. It will be shown there that the calculated nebular distances $d$ are related in a specially simple manner to the coordinate $\bar{r}$ which we have used in one of the later forms (149.5) in which we have expressed the original formula for the non-static line element (149.1).
(d) Relation of observed red-shift to magnitude and distance. In the case of extra-galactic nebulae, the nearly universal occurrence of spectral shifts towards the red was made evident at least as early as 1922 by the pioneer work of Slipher, $\dagger$ on the light from nearby nebulae; and, by employing the methods for determining nebular distances discussed above, an approximate linearity of red-shift with calculated distance out to $2 \times 10^{6}$ parsecs was established in 1929 by the work of Hubble. $\ddagger$ With the present much more extended data of Hubble and Humason, it now becomes possible to obtain a very satisfactory treatment of the dependence of red-shift on observed magnitude and hence also on calc̣ulated distance.

Since the quantities actually observed are red-shift and apparent magnitude, we may first consider the values for these quantities as given in Table $\Pi I$ for the case of the eight clusters and the two groups of isolated nebulae. The relation between the values given is shown in Fig. 11, taken from Hubble and Humason, where the logarithms of red-shift-expressed in terms of velocity $v$-have been plotted as ordinates, and the observed magnitudes are taken as abscissae. The relation is evidently closely linear, and was found to be satisfactorily

[^74]expressed by the equation
\[

$$
\begin{equation*}
\log v=0.2 m+0.507 \tag{177.12}
\end{equation*}
$$

\]

with an average deviation of 0.031 in $\log v$ and 0.15 in $m$ over the range of interest.
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With the help of the equation connecting magnitude with distance given by (177.10), we can also examine the relation between red-shift and calculated distance. This is shown in Fig. 12, where the redshift is again expressed in terms of velocity. The dots near the origin represent the data for nearby individual nebulae, and the circles represent the data given in Table III.

The direct relation between red-shift and calculated distance is seen from this plot to be closely linear, and by combining equations (177.11) and (177.12) and inserting the value for $M_{p g}=-13.8$ can be expressed in the form

$$
\begin{equation*}
\frac{v}{d}=5.58 \times 10^{-4} \frac{\mathrm{~km} . / \mathrm{sec} .}{\text { parsec }} \tag{177.13}
\end{equation*}
$$

For our later purposes, it will be more useful to express the red-shift in terms of fractional change in the wave-length. We then obtain

$$
\begin{equation*}
\frac{\delta \lambda}{\lambda}=1.86 \times 10^{-9} d \tag{177.14}
\end{equation*}
$$

with the distance $d$ in parsecs, or

$$
\begin{equation*}
\frac{\delta \lambda}{\lambda}=5.71 \times 10^{-10} d \tag{177.15}
\end{equation*}
$$

with $d$ expressed in light years. It is believed that the uncertainty in the final result is definitely less than 20 per cent. and probably not more than 10 per cent.

In considering the significance of this remarkable discovery of a linear relation between red-shift and distance, it is pertinent to inquire into the constancy of the red-shift found for different nebulae in the same cluster. The Coma cluster may be taken as an example, since it shows a considerably wider range in red-shift than any of the other (nearer) clusters where more than one measurement has been made. At the time the data in Table III were assembled by Hubble and Humason, the red-shifts for four nebulae in this cluster had been measured. Three of these nebulae gave the values $6,700,7,600$, $7,900 \mathrm{~km}$./sec., with a mean of $7,500 \mathrm{~km}$./sec. when corrected for solar motion. The fourth nebula gave the value $5,000 \mathrm{~km}$./sec. and was excluded from the treatment on the assumption that it was a superimposed object not belonging to the cluster. Since that time Humason has obtained the red-shifts, $6,600,6,900,6,900,7,000$, $8,500 \mathrm{~km}$./sec. for five additional members of the cluster. The total range of $1,900 \mathrm{~km}$./sec. may be somewhat exaggerated since each measurement depends on a single spectrogram with the small dispersion of $875 \AA$. per millimetre.

It is also of interest to inquire into the constancy of the fractional red-shift for different lines in the light from the same nebula. For this purpose Dr. Hubble has kindly placed at the writer's disposal
data for ten lines in the spectrum of N.G. C. 1275 in the Perseus cluster, having unshifted values ranging from $\lambda=3,727$ to $\lambda=5,007$. The maximum and minimum values for $\delta \lambda / \lambda$ occur at $\lambda=4,363$ and $\lambda=5,007$ and differ by about 14 per cent. of their mean. Both of these lines, however, are labelled 'poor'. For the first and last lines in the spectrum labelled 'good', occurring at the much more widely separated positions $\lambda=3,727$ and $\lambda=4,861$, the values of $\delta \lambda / \lambda$ differ by only about 3 per cent. of their mean. Within the limits of accuracy of the present data the values of $\delta \lambda / \lambda$ may be regarded as independent of $\lambda$.
(e) Relation of apparent diameter to magnitude and distance. Assuming ordinary Euclidean space, populated with stationary nebulae all of which have the same actual dimensions, it is evident that the apparent diameters of these objects as measured by the subtended. angle $\delta \theta$ could be taken inversely proportional to their distance $d$ in accordance with the equation $\dagger$

$$
\begin{equation*}
\delta \theta=\frac{\text { const. }}{d} \tag{177.16}
\end{equation*}
$$

and by combining this expression with the relation between distance and magnitude given by (177.10), we obtain

$$
\begin{equation*}
\log \delta \theta=-0 \cdot 2 m+c \tag{177.17}
\end{equation*}
$$

as a relation connecting the two immediately observable quantities apparent diameter and apparent magnitude, where $c$ is a constant.

In applying this equation to actual observations, it was found by Hubble $\ddagger$ that the value of $c$, although reasonably constant for nebulae of any given type, had different values as might be expected for different types of nebulae. Nevertheless, the values do not vary greatly, and in the case of regular nebulae show an interesting dependence on the sequence of types of elliptical, spiral, and barred spiral forms which can be distinguished. By reducing all the nebulae to a standard type, it then became possible to correlate all the available data as shown below in Fig. 13, where the logarithms of apparent diameter are plotted as abscissae and the total visual magnitudes of the nebulae as ordinates. The two highest points on the plot are for the Magellanic clouds. The equation for the representative line is

$$
\begin{equation*}
\log \delta \theta=-0 \cdot 2 m+2 \cdot 6 \tag{177.18}
\end{equation*}
$$

[^75]where $\delta \theta$ is the maximum apparent diameter in minutes of arc and $m$ is the observed visual magnitude. The equation applies of course only after the reduction to a standard type.

The correlation shown by the above figure is sufficient to confirm our general idea as to the extra-galactic position of the objects considered. A treatment of the relation between luminosity and apparent
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diameter where the assumption of flat-space and stationary nebulae is not made will be given in § 180 .

Equation (177.16) provides of course an alternative method for the determination of nebular distances, using apparent diameters instead of apparent magnitudes. In practice the method is complicated, however, not only by the presence of a wide variety in form, but also by the fact that determinations of apparent diameter are much more dependent on length of photographic exposure than those of apparent magnitude, owing to the high luminosity of the central regions of nebulae.
(f) Actual diameters and masses of nebulae. The actual diameters of nebulae can be calculated from their apparent diameters and distances. The figures of Hubble for the mean maximum diameters for different types of nebulae are given in Table IV.

Table IV

| Type | Diameter in parsecs | Type | Diameter in parsecs |
| :---: | :---: | :---: | :---: |
| Elliptical Nebulae |  | Normal Spirals |  |
| $E_{0}$ | 360 | $S_{a}$ | 1,450 |
| ${ }_{H} H_{1}$ | 430 | $S_{\text {S }}$ | 1,900 |
| $H_{2}$ $H_{8}$ | 500 590 | ${ }_{\text {Barred }}{ }^{S_{0}}$ Spirals | 2,500 |
| $E_{4}$ | 700 | $\mathrm{SB}_{a}$ | 1,280 |
| $E_{5}$ | 810 | SB ${ }_{4}$ | 1,320 |
| $W_{6}$ | 960 | SB | 2,250 |
| $W_{7}$ | 1,130 | Irregular Nebulae | 1,500 |

These figures would have to be diminished by about 15 per cent. in order to allow for the new zero point of the period-luminosity relation for the Cepheids. It is to be emphasized, however, that the values obtained are dependent on exposure time and must not be taken as definite. Present estimates $\dagger$ of the diameter of our own system as outlined by the globular clusters are of the order of 20,000 to 50,000 parsecs. Objects tentatively identified as globular clusters have recently been found in the Andromeda nebula by Hubble, $\ddagger$ and it seems probable that our own galaxy and the Andromeda nebula are of approximately the same size.

Estimates of the masses of nebulae may be made by combining figures for actual diameter with those for velocity of rotation determined with the spectroscope, by making the assumption of orbital rotation around the nucleus. They may also be obtained by Opik's method of assuming the same coefficient of emission for the material in the spirals as in our own galaxy. Using the somewhat meagre data available, Hubble§ estimates

$$
\begin{equation*}
m=(6 \text { to } 10) \times 10^{8} \odot \tag{177.19}
\end{equation*}
$$

as a reasonable value for the mean mass of the nebulae, where the mass of the sun is

$$
\begin{equation*}
\odot=1.983 \times 10^{33} \text { grammes } \tag{177.20}
\end{equation*}
$$

$(g)$ Distribution of nebulae in space. Assuming ordinary Euclidean space populated with a uniform distribution of stationary nebulae, it is evident that the number of nebulae $N$ to be expected out to any distance $d$ could be taken as proportional to the cube

[^76]thereof, in accordance with the equation
\[

$$
\begin{equation*}
N=\text { const. } \times d^{3} \tag{177.21}
\end{equation*}
$$

\]

and by combining this expression with the relation between distance and magnitude given by (177.10), we obtain

$$
\begin{equation*}
\log N=0.6 m+C, \tag{177.22}
\end{equation*}
$$

where $m$ is the limiting magnitude considered and $C$ is a constant.
In applying this equation to actual observations, two interesting phenomena are encountered.

In the first place, there appears to be a practically complete lack of any extra-galactic nebulae at all in the plane of the Milky Way, the 'zone of avoidance' being somewhat irregular in shape but of the general order of $15^{\circ}$ in width. The explanation of this phenomenon is doubtless to be found in the presence of a layer of obscuring material in our own galaxy. This explanation is strengthened by the presence of known clouds of material in the Milky Way which are even sufficient to obscure all but the nearer stars in our own system. The explanation is still further strengthened by data of Hubble $\dagger$ which show that nebular counts increase between the zone of avoidance and the galactic poles in the manner to be expected if the nebulae are actually seen through a layer of obsouring material.

The second phenomenon of interest is the irregularity in the density of nebular distribution, which is certainly found, unless sufficiently large ranges in depth and angular area are chosen for the individual counts. This is in any case partly due to the tendency for nebulae to be found in clusters. Thus, as emphasized by Shapley and Ames, $\ddagger$ the total number of nebulae observed out to magnitude 13 is twice as great in the northern hemisphere as in the southern hemisphere. This difference, however, can be entirely ascribed to the presence of the populous Virgo cluster in the northern hemisphere within that range of magnitudes. In addition to such effects of elustering, Shapley§ finds out to magnitude $18 \cdot 2$, after correcting to uniform conditions, an excess for nebular counts in the northern as compared with the southern hemisphere. Hubble $\dagger$ finds, however, out to magnitude 20 no such difference between the two hemispheres.

Making due allowance for the obscuring effect in the Milky Way and

[^77]the lack of uniformity corresponding to insufficient ranges in depth and area, Hubble $\dagger$ finds that the distribution of extra-galactic nebulae can be reasonably represented by an equation of the above form
\[

$$
\begin{equation*}
\log N=0.6 m-9.12 \tag{177.23}
\end{equation*}
$$

\]

where $N$ is the number per square degree, and $m$ is the corrected apparent photographic magnitude.

A treatment of the density of nebular distribution which does not involve the assumption of flat space and stationary nebulae will be given in § 181.
( $h$ ) Density of matter in space. Making use of the best estimates now available for the mean mass of the nebulae and their density of distribution, Hubble $\dagger$ takes

$$
\begin{equation*}
\rho=(1.3 \text { to } 1.6) \times 10^{-30} \mathrm{gm} . / \mathrm{cm} .^{3} \tag{177.24}
\end{equation*}
$$

as an estimate for the averaged out density in space of the matter which composes the extra-galactic nebulae.

This is of course a lower limit for the actual density of matter in space, since we do not now know how much other matter may be present in the form of dust, gas, or moving particles associated with cosmic ray phenomena. Hubble estimates that the density of extragalactic dust might be a thousand times the figure given above without having as yet been detected.

In addition to matter there is an unknown amount of radiation present in intergalactic space, inoluding that which has come from the nebulae themselves and that which may be associated with cosmic ray phenomena. A uniform distribution of black-body radiation with a temperature of about $19^{\circ}$ absolute would have a density of $10^{-30}$ gm./cm. ${ }^{3}$

In view of the possibilities for other material besides the nebulae to be present in space, it is possible that the actual homogeneity of distribution may be much greater than would be concluded from the tendency for nebulae to occur in clusters.

For our later purposes, it will be advantageous to re-express (177.24) in the relativistic units of § 81. Doing so we can write

$$
\begin{equation*}
8 \pi \rho=\frac{8 \pi \times 10^{-30}}{1.349 \times 10^{28}} \simeq 1.86 \times 10^{-57} \mathrm{~cm} .^{-2} \tag{177.25}
\end{equation*}
$$

or changing to light years as the unit of distance

$$
\begin{equation*}
8 \pi \rho \simeq 1.7 \times 10^{-21}(\mathrm{yrs} .)^{-2} \tag{177.26}
\end{equation*}
$$

178. The relation between coordinate position and luminosity

We must now turn to the interpretation of the foregoing observational data with the help of our non-static models. In the next few sections it will first be necessary to derive a number of relations which will facilitate a comparison of the properties of such models with the data available, and a unified prosentation of the correspondences between the behaviour of the model and the observed phenomena in the actual universe will have to be delayed until § 185 .
In the present section we shall consider the relation between the coordinate positions of nebulae and the observed luminosities which would be expected on the basis of a non-static homogeneous model.

In carrying out the actual treatment, it will prove simplest not to use the line element in the first form that was obtained

$$
\begin{equation*}
d s^{2}=-\frac{e^{g(l)}}{\left[1+r^{2} / 4 R_{0}^{2}\right]^{2}}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2}, \tag{178.1}
\end{equation*}
$$

but in the later form

$$
\begin{equation*}
d s^{2}=-e^{\partial(t)}\left(\frac{d \bar{r}^{2}}{1-\bar{r}^{2} / R_{0}^{2}}+\tilde{r}^{2} d \theta^{2}+\bar{r}^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{178.2}
\end{equation*}
$$

which was obtained in § 149 by introducing the transformation

$$
\begin{equation*}
\bar{r}=\frac{r}{1+r^{2} / 4 R_{0}^{2,}} \tag{178.3}
\end{equation*}
$$

Since this equation of transformation involves none of the coordinates except $r$, it is evident that all of our previous exprossions, for example those for density and pressure, which do not dopend on $r$, will be unchanged.

To obtain the desired relation between coordinate position and observed luminosity, $\dagger$ it will be simplest at the start to take the nebula as located at the origin of coordinates and the observer at the given coordinate distance of interest $\bar{r}$, both having no motion relative to the spatial coordinates in use, and hence in accordance with our previous considerations both permanently at rest with respect to the matter in their immediate neighbourhoods. As the definition of the observed luminosity $l$, we may take the rate which the observer finds for the energy received from the nebula in unit time and per unit area, using of course his own proper measures, and assuming no absorption between him and the nebula.

To undertake the calculation of this luminosity, let $t_{1}$ and $t_{2}$ be the respective times for the departure of light from the nebula at the origin and its arrival at the observer at the coordinate distance $\bar{r}$. In accordance with the expression for the velocity of light that corresponds to the line element (178.2), we can relate these two values of $t$ to the distance travelled by the equation

$$
\int_{i_{1}}^{t_{1}} e^{-t o(l)} d t=\int_{0}^{\bar{r}} \frac{d \bar{r}}{\sqrt{\left(1-\bar{r}^{2} / R_{0}^{2}\right)}}
$$

By differentiation-since the limits of integration of the right-hand side are constant-we then obtain

$$
\begin{equation*}
\frac{\delta t_{2}}{\delta t_{1}}=e^{1\left(g_{2}-\sigma_{1}\right)} \tag{178.4}
\end{equation*}
$$

as an expression which connects the time interval $\delta t_{1}$ between the departure of two electromagnetic disturbances from the source and the time interval $\delta t_{2}$ between their arrival at the observer with the values of $g(t)$ for the model, $g_{1}$ and $g_{2}$ at times $t_{1}$ and $t_{2}$.

Applying this result to the time interval between successive wave orests which leave the nebula, noting that our coordinate time $t$ agrees with propor time both for the nebula and for the observer, we may evidently write

$$
\begin{equation*}
\frac{\lambda+\delta \lambda}{\lambda}=\frac{\nu}{\nu+\delta \nu}=e^{i\left(\theta_{2}-g_{1}\right)} \tag{178.5}
\end{equation*}
$$

as an expression which relates the wave-length $\lambda$ and frequency $\nu$ of light leaving the nebula with the shifted values $(\lambda+\delta \lambda)$ and $(\nu+\delta \nu)$ which it will exhibit to the observer. The expression agrees of course with our original treatment of the Doppler effect as shown by comparison with (155.7).

Furthormore, by applying the result given by (178.4) to the time interval between successive photons which we can regard as carrying energy away from the nebula, we obtain

$$
\begin{equation*}
\frac{z_{2}}{z_{1}}=e^{-1\left(v_{1}-q_{1}\right)} \tag{178.6}
\end{equation*}
$$

as a connexion between the total rate $z_{1}$ at which photons leave the nebula, and their total observed rate of arrival $z_{2}$ at the surface around the origin defined by the coordinate distance $\bar{r}$.

Finally, moroover, it is evident, from the form of the line element
(178.2), that we may write

$$
\begin{equation*}
A_{0}=4 \pi \bar{r}^{2} e^{g_{3}} \tag{178.7}
\end{equation*}
$$

as an expression for the total proper area of this bounding surface defined by $\bar{r}$ through which the photons pass at time $t_{2}$.

Hence making use of these last three equations, and taking $h \nu_{1}$ as the mean energy of the photons that leave the nebula, it is evident that we can now write

$$
\begin{equation*}
l=\frac{z_{1} h_{\nu_{1}} e^{g_{1}-g_{3}}}{4 \pi \bar{r}^{2} e^{g_{2}}}=\frac{z_{1} h \nu_{1}}{4 \pi \bar{r}^{2} e^{g_{2}}}\binom{\lambda}{\lambda+\delta \bar{\lambda}}^{2} \tag{178.8}
\end{equation*}
$$

as the desired expression for the observed luminosity of the nebula as defined above.

This result has been derived for simplicity taking the nebula as at the origin of coordinates and the observer at the coordinate distance $\bar{r}$. It has been shown, however, in § 149 (c) that the transformation to a new system of coordinates, having the same form of line element as given by (178.2) but having the observer at the origin, would place the nebula at the coordinate distance $\bar{r}$. Hence we may regard (178.8) as applying equally well when the observer is at the origin and the nebula at $\bar{r}$.

This now makes it easy to compare the observed luminosities for different nebulae which have different coordinate distances $\bar{r}$ but which are observed at the same time $t_{2}$ at the origin. Taking the intrinsic luminosities and hence $z_{1}$ and $\nu_{1}$ as being the same for the different nebulae considered, we can immediately write from (178.8)

$$
\begin{equation*}
\frac{l}{l^{\prime}}=\frac{\bar{r}^{\prime 2}}{\bar{r}^{2}} \frac{\left(1+\delta \lambda^{\prime} / \lambda^{\prime}\right)^{2}}{(1+\delta \lambda / \lambda)^{2}} \tag{178.9}
\end{equation*}
$$

for the ratio of the observed luminositics of two identical nebulae located at the coordinate distances $\bar{r}$ and $\bar{r}^{\prime}$, and exhibiting the fractional red-shifts $\delta \lambda / \lambda$ and $\delta \lambda^{\prime} / \lambda^{\prime}$ at the origin.

Introducing the transformation equation (178.3), this result can also be expressed in terms of our earlier coordinate $r$ in the form

$$
\begin{equation*}
\frac{l}{\bar{l}^{\prime}}=\frac{r^{\prime 2}}{r^{2}} \frac{\left(1+r^{2} / 4 R_{0}^{2}\right)^{2}\left(1+\delta \lambda^{\prime} / \lambda^{\prime}\right)^{2}}{\left(1+r^{\prime 2} / 4 R_{0}^{2}\right)^{2}(1+\delta \lambda / \lambda)^{2}} \tag{178.10}
\end{equation*}
$$

It is the increased complexity of this form as compared with (178.9) which recommends the use of the coordinate system ( $\bar{r}, \theta, \phi, t$ ) for our present considerations instead of the original system ( $r, \theta, \phi, t$ ) which was used in deriving the line element.

In obtaining these relations between luminosity and coordinate position, it will be noted that we assume, in addition to a homogeneous model, a constancy in the mean intrinsic luminosities of nebulae over the time intervals of the order of $10^{8}$ years which will be involved in actual applications.

By solving (178.9) for the coordinate positions of nebulae $\bar{r}$ in terms of their luminosities $l$, we can evidently rewrite the result in the form

$$
\begin{equation*}
\bar{r}=\frac{\text { const. }}{\sqrt{l}}\left(\frac{\lambda}{\lambda+\delta \lambda}\right) . \tag{178.11}
\end{equation*}
$$

## 179. The relation between coordinate position and astronomically determined distance

With the help of the relation between luminosity and nebular position given by (178.9), we can now readily determine the relation between coordinate positions $\bar{r}$ and the computed distances. $d$ given by Hubble and Humason. To do this we must first replace luminosities by magnitudes, owing to the use of this latter quantity in the computations made by astronomers. Solving (178.9) for the ratio $\bar{r}$ to $\tilde{r}^{\prime}$ between the coordinate positions of two nebulae and taking logarithms we can write

$$
\begin{equation*}
\log _{\overline{\boldsymbol{r}}^{\prime}}^{\bar{r}}=0 \cdot 5 \log \frac{l^{\prime}}{\bar{l}}+\log ^{\prime} \frac{1+\delta \lambda^{\prime} \lambda^{\prime}}{1+\delta \lambda / \lambda}, \tag{179.1}
\end{equation*}
$$

and introducing the definition of magnitudes in the form

$$
m-m^{\prime}=2 \cdot 5 \log \frac{l^{\prime}}{l^{\prime}},
$$

the above can be written in the form

$$
\begin{equation*}
\log _{\bar{r}^{\prime}}^{\bar{r}}=0 \cdot 2\left(m_{b}-m_{b}^{\prime}\right)+\log ^{\frac{1+\delta \lambda^{\prime}}{} \lambda^{\prime} \lambda^{\prime}} 1 \tag{179.2}
\end{equation*}
$$

where $m_{b}$ and $m_{b}^{\prime}$ are the observed bolometric magnitudes, in agreement with the definition which we have given for luminosity in the preceding section.

To compare this expression with that used by Hubble and Humason, we must now change to photographio magnitudes by introducing the empirical relation between these two kinds of magnitude given by (177.3). Doing so, we obtain

$$
\begin{array}{r}
\log _{\overline{\bar{r}^{\prime}}}^{\bar{r}}=0.2\left\{m_{p a}-\Delta m_{r}-(H I)-(C I)-m_{p a}^{\prime}+\Delta m_{r}^{\prime}+\right. \\
 \tag{179.3}\\
\left.+(I I I)^{\prime}+(C I)^{\prime}\right\}+\log ^{\frac{1}{1}+\delta \lambda^{\prime} / \lambda^{\prime}} 1+\delta \lambda / \bar{\lambda}
\end{array}
$$

Taking $\bar{r}^{\prime}$ as the coordinate for a nebula at the standard distance of 10 parsecs, and for convenience choosing the mesh system so that we can then put $\bar{r}^{\prime}=10$, it is evident-since the red-shift and its effects are negligible at that distance-that the above can be rewritten in the form

$$
\log \bar{r}=0.2\left\{m_{p g}-\Delta\left(\Delta m_{r}\right)-\Delta(H I)-\Delta(C I)-M_{p g}\right\}-\log \left(\frac{\lambda+\delta \lambda}{\lambda}\right)+1
$$

(179.4)
where $m_{p g}^{\prime}$ has been replaced by the absolute photographic magnitude $M_{p g}$. Noting, however, in accordance with (177.4) and (177.6), the expression for $\Delta m_{p g}$ taken by Hubble and Humason as the effect of the red-shift on photographic magnitudes, this result can again be rewritten in the form

$$
\begin{equation*}
\log \bar{r}=0.2\left(m_{p g}-\Delta m_{p g}-M_{p g}\right)+1-0.5 \log \binom{\lambda+\delta \lambda}{\lambda}, \tag{179.5}
\end{equation*}
$$

which can be immediately compared with the expression (177.11)

$$
\begin{equation*}
\log d=0 \cdot 2\left(m_{p g}-\Delta m_{p g}-M_{p q}\right)+1 \tag{179.6}
\end{equation*}
$$

used in the calculation of distances by Hubble and Humason.
As a consequence we may now write

$$
\begin{equation*}
\left.\bar{r}=d \sqrt{\left(\frac{\lambda}{\lambda+\delta \lambda}\right)}\right) \quad d=\bar{r} \sqrt{\binom{\lambda+\delta \lambda}{\lambda}} \tag{179.7}
\end{equation*}
$$

as the desired relation between the distances $d$ to the nebulae as computed by Hubble and Humason and the coordinate positions $\bar{r}$ which would be assigned to them on the basis of the line element (178.2), provided we choose the coordinate meshes for convenience so that $\bar{r}=10$ at the standard distance of 10 parsecs at the time of interest.

The appearance of the factor $\sqrt{ }(1+\delta \lambda / \lambda)$ in these expressions is due to the fact, that the expanding model definitely assigns a Doppler effect as the cause of the red-shift and hence allows for a change in the frequency of arrival as well as in the intrinsic frequency associated with the photons which reach the observer, while the considerations of Hubble and Humason purposely allowed only for the latter of these two effects. The non-appearanco of terms in $R_{0}^{2}$ is due to the properties of the coordinate system ( $\bar{r}, \theta, \phi, t$ ) which we have selected.

Since for the Leo cluster, the farthest yet examined, the difference between $\bar{r}$ and $d$ would only be about 3 per cent, we can regard these quantities as the same within the observational error until further data are available.

## 180. The relation between coordinate position and apparent diameter

We may next consider the relation between the coordinate positions of nebulae and their apparent diameters, $\dagger$ again using the line element in the form

$$
\begin{equation*}
d \delta^{2}=-e^{o g(t)}\left(\frac{d \bar{r}^{2}}{1-\bar{r}^{2} / R_{0}^{2}}+\bar{r}^{2} d \theta^{2}+\bar{r}^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{180.1}
\end{equation*}
$$

For the purposes of the discussion we shall take the observer as permanently located at the origin of coordinates and the nebula at the coordinate distance $\bar{r}$. Furthermore, we shall take $t_{1}$ and $t_{2}$ as the times when the light which is observed leaves the nebula and arrives at the origin, this light travelling radially inward in accordance with § 154. Taking the diameter of interest as lying in the direction of $d \theta$, we can then write, in accordance with the form of the line element,

$$
\begin{equation*}
\delta l_{0}=\bar{r} e^{\sharp I_{1}} \delta \theta, \tag{180.2}
\end{equation*}
$$

as an expression for the proper diameter $\delta l_{0}$ of the nebula at the time $t_{1}$ when the light is emitted, where $g_{1}$ is the value of $g(t)$ at that time, and $\delta \theta$ is the angular diameter for the nebula which will be observed at the origin.

Assuming $\delta l_{0}$ actually the same for the different nebulae which are being observed at the same time $t_{2}$ at the origin, we can then rewrite (180.2) in the form

$$
\begin{equation*}
\delta \theta=\frac{\text { const. }}{\bar{r}} e^{1\left(\sigma_{1}-a_{1}\right)}, \tag{180.3}
\end{equation*}
$$

since the value $g_{2}$ for $g(t)$ at the time of observation will be the same for these different nebulae. And introducing the expression for the red-shift (178.5), this can be rewritten in the form

$$
\begin{equation*}
\delta \theta=\frac{\text { const. }}{\bar{r}}\left(\frac{\lambda+\delta \lambda}{\lambda}\right) . \tag{180.4}
\end{equation*}
$$

By combining (180.4) with the relation (178.11) between observed luminositios and coordinate position we can write

$$
\begin{equation*}
\frac{\delta \theta}{\sqrt{l}}=\text { const. }\binom{\lambda+\delta \lambda}{\lambda}^{2}, \tag{180.5}
\end{equation*}
$$

as a relation between observed diameters, luminosities, and red-shift,
which could provide a direct empirical test of the hypothesis that the red-shift is due to an actual expansion.
By combining (180.4) with the relation (179.7) between coordinate position $\bar{r}$ and astronomically determined distance $d$, we obtain

$$
\begin{equation*}
\delta \theta=\frac{\text { const. }}{d}\left(\frac{\lambda+\delta \lambda}{\lambda}\right)^{\frac{3}{3}}, \tag{180.6}
\end{equation*}
$$

as compared with the earlier expression (177.16) obtained by assuming stationary nebulae in ordinary Euclidean space.

## 181. The relation between coordinate position and counts of nebular distribution

We now turn to a treatment of the number of nebulae to be expected, from counts made out to a given coordinate distance $\bar{r}$, on the assumption of a homogeneous expanding model. To obtain this we may let $n_{0}$ be the number of nebulae per unit proper volume at some selected initial time $t_{0}$, when $g(t)$ for the model has the value $g_{0}$. In accordance with the expression for proper volume corresponding to the form of the line element (180.1), it is then evident that we may write for the number of nebulae between the coordinate positions $\bar{r}$ and $\bar{r}+d \bar{r}$

$$
\begin{equation*}
d N=n_{0} d v_{0}=\frac{4 \pi n_{0} e^{i \rho_{0}} \bar{r}^{2} d \bar{r}}{\sqrt{\left(1-\bar{r}^{2} / R_{0}^{2}\right)}} . \tag{181.1}
\end{equation*}
$$

We have shown, however, in § 153 that particles at rest with respect to the spatial coordinates $(r, \theta, \phi)$ and hence also with respect to ( $\bar{r}, \theta, \phi$ ) would remain permanently so. Hence there will be no loss or gain by a net passage of nebulae past the boundaries $\bar{r}$ and $\bar{r}+d \vec{r}$, and (181.1) will give for all times the number of nebulae in the selected coordinate range. Hence we may now write

$$
d N=\text { const. } \cdot \begin{gather*}
\bar{r}^{2} d \bar{r}  \tag{181.2}\\
\left.\sqrt{(1-}-\bar{r}^{2} / R_{0}^{2}\right)
\end{gather*}
$$

as a general expression for the change in nebular counts as we go to greater and greater coordinate distances $\bar{r}$. Furthermore, from the relation of coordinate position to luminosity and red-shift given by (178.11), it is evident that this expression could provide means for a direct empirical test of the actual homogeneity of nebular distribution.

Knowing the value of $R_{0}$ which can be real, infinite, or imaginary, equation (181.2) can be integrated to give the total count out to any given value of $\bar{r}$. From our later information as to the possible limits
for $R_{0}^{2}$, see (183.14), we shall find that $\bar{r}^{2} / R_{0}^{2}$ could hardly be greater than 2 per cent. even at the distance of the Leo cluster at some $10^{8}$ light years. Hence it will be sufficient for many purposes to take

$$
\begin{equation*}
N=\text { const. } \vec{r}^{3} \tag{181.3}
\end{equation*}
$$

as an expression for the expected number of nebulae out to any given value of $\bar{r}$ so far considered. By substituting equations (178.11), (179.7), and (180.4), this result can also be written in the variety of forms

$$
\begin{align*}
& N=\text { const. } \bar{r}^{3} \\
& N=\text { const. } d^{3}\left(\frac{\lambda}{\lambda+\delta \lambda}\right)^{\frac{3}{2}} \\
& N=\frac{\text { const. }}{l}\left(\frac{\lambda}{\lambda+\delta \lambda}\right)^{3}  \tag{181.4}\\
& N=\frac{\text { const. }}{(\delta \theta)^{3}}\left(\frac{\lambda+\delta \lambda}{\lambda}\right)^{3}
\end{align*}
$$

for the expected number of nebulae out to a given value of the coordinate $\bar{r}$, astronomically determined distance $d$, bolometric luminosity $l$, or apparent diameter $\delta \theta$, where $\delta \lambda / \lambda$ is the observed redshift for nebulae at that limit. $\dagger$ The second of these expressions is to be compared with the earlier expression (177.21) obtained by assuming stationary nebulae in ordinary Euclidean space.

## 182. The relation between coordinate position and red-shift

We may next consider the relation between coordinate position and observed red-shift, still using the coordinates ( $\bar{r}, \theta, \phi, t$ ) which have been found specially convenient for the correlation of astronomical data, and which corrospond to the line element for the homogenoous model when written in the form

$$
\begin{equation*}
d s^{2}=-e^{n t l t}\left(\frac{d \bar{r}^{2}}{1-\bar{r}^{2} / \bar{R}_{0}^{2}}+\bar{r}^{2} d \theta^{2}+\bar{r}^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{182.1}
\end{equation*}
$$

In aceordance with the general treatment of the Doppler effect for homogenoous modols given in § 155 (see equation 155.8), or the incidental treatment given in § 178 (see equation 178.5 ), we can write

$$
\begin{equation*}
\frac{\delta \lambda}{\bar{\lambda}}=e^{\frac{k}{\left(l_{1}-a_{1}\right)}-1} \tag{182.2}
\end{equation*}
$$

[^78]as an expression for the fractional red-shift in the wave-length of nebular light as observed at the origin, where $g_{1}$ is the value of $g(t)$ for the model when the light leaves the nebula at time $t_{1}$ and $g_{2}$ is its value when the light is observed at the origin at time $t_{2}$.

In applying this equation to observational data, it is evident that $g_{2}$ can be treated as a constant, since we actually observe different nebulae at our own location, which we take as the origin, all at the same time. The quantity $g_{1}$, however, will have to be regarded as a variable since by going to more and more distant nebulae we go to earlier and earlier times of emission and hence to changed values of $g_{1}$. It is hence evident that the relation between red-shift and nebular distance will depend on the form of the relation between $g$ and $t$.

In order to have a definite expression for the form of $g(t)$, we could, of course, select a model having some one of the various possible types of time-behaviour discussed in Part II of this chapter, and then use the corresponding expression for $g(t)$. Such a selection, however, would have to be made at the present time mainly on the basis of metaphysical predilections. For our present purposes, it will be better to adopt a much more phenomenological point of view and endeavour to obtain what information we can as to an appropriate form for $g(t)$ by comparison with observational data.

To undertake this it will be most convenient to regard $g(t)$ as developed into a power series in $t$ around the present time $t_{2}=0$, which we take for convenience as the starting-point for temporal measurements. $\dagger$ This form of development seems reasonable in view of the obvious rationality of taking $g(t)$ as a continuous function, and in view of the known approximate linearity of red-shift with distance. We may then write $g(t)$ as the series

$$
\begin{equation*}
g(t)=2\left(k t+l t^{2}+m t^{3}+\ldots\right), \tag{182.3}
\end{equation*}
$$

where $k, l, m, \ldots$, are constant coefficients, the factor 2 has been introduced to avoid later fractions, and higher terms will for the present be neglected.

The omission from the series of a constant term in $t^{0}$ evidently involves no loss in generality, and by giving $g(t)$ the convenient value $g_{2}=0$ at the present time $t_{2}=0$, makes the line element (182.1) reduce to the special relativity form in the neighbourhood of the origin and at the present time, and makes it possible to rewrite the

[^79]expression (182.2) for the red-shift observed at the origin in the form
\[

$$
\begin{equation*}
\frac{\delta \lambda}{\lambda}=e^{-k a_{1}}-1=e^{-\left(k t_{1}+L f_{1}+m t_{1}^{n}+\ldots\right)}-1 \tag{182.4}
\end{equation*}
$$

\]

where $t_{1}$ is the time in the past when the observed light left the nebula.

To compare with astronomical data, however, it will be more convenient to have the red-shift expressed, not in terms of the time $t_{1}$ of light emission from the nebula, but as a power series in terms of the coordinate distance $\bar{r}$ to the nebula in question. To obtain such an expansion we shall need the values at $\bar{r}=0$ for the successive derivatives of $\delta \lambda / \lambda$ with respect to $\bar{r}$.

For the first derivative we can write in accordance with (182.4)

$$
\begin{equation*}
\frac{d}{d \vec{r}}\left(\frac{\delta \lambda}{\lambda}\right)=-\frac{1}{2} e^{-t \sigma_{1}} \frac{d g_{1}}{d t_{1}} \frac{d t_{1}}{d \bar{r}} \tag{182.5}
\end{equation*}
$$

where $d t_{1} / d \bar{r}$ is the change in the time with change in the coordinate position of the nebula considered. And in accordance with the expression for the velocity of light which corresponds to the line element (182.1) we can evidently write therefor

$$
\begin{equation*}
\frac{d t_{1}}{d \vec{r}}=-\frac{e^{\ddagger g_{1}}}{\sqrt{\left(1-\bar{r}^{2} / R_{0}^{2}\right)}} \tag{182.6}
\end{equation*}
$$

which on substitution into (182.5) gives us

$$
\begin{equation*}
\frac{d}{d \vec{r}}\left(\frac{\delta \lambda}{\lambda}\right)=\frac{1}{2} \frac{1}{\left.\sqrt{\left(1-\bar{r}^{2}\right.} / R_{0}^{2}\right)} \frac{d g_{1}}{d t_{1}} \tag{182.7}
\end{equation*}
$$

in agreement with our previous equation (156.6).
By similar treatments we may obtain the higher derivatives of $\delta \lambda / \lambda$. Doing so, introducing the expression for $g(t)$ given by (182.3), and taking the values for the derivatives at $r=0$, we then finally obtain

$$
\begin{align*}
& {\left[\frac{d}{d \vec{r}}\left(\frac{\delta \lambda}{\lambda}\right)\right]_{\bar{r}=0}=k} \\
& {\left[\frac{d^{2}}{d \bar{r}^{2}}\left(\frac{\delta \lambda}{\lambda}\right)\right]_{\bar{r}=0}=-2 l} \\
& {\left[\frac{d^{3}}{d \bar{r}^{3}}\left(\frac{\delta \lambda}{\lambda}\right)\right]_{\bar{r}_{m 0}}=\frac{k}{R_{0}^{2}}+2 k l+6 m,} \tag{182.8}
\end{align*}
$$

where it is specially pleasurable to note that terms depending on the
spatial curvature corresponding to $R_{0}^{2}$ do not appear until the third derivative.
With the help of these expressions we may now express the redshift as a function of the coordinate position of the nebula in the form of the Maclaurin's series

$$
\begin{equation*}
\frac{\delta \lambda}{\lambda}=k \bar{r}-l \bar{r}^{2}+\left(\frac{k}{6 R_{0}^{2}}+\frac{1}{3} k l+m\right) \vec{r}^{3}+\ldots \tag{182.9}
\end{equation*}
$$

In applying this result to the observational data for the actual universe, taking the light year as the unit of distance, we may evidently put

$$
\begin{equation*}
k=5.71 \times 10^{-10}(\mathrm{yrs} .)^{-1} \tag{182.10}
\end{equation*}
$$

for the coefficient of the first term in the series, in accordance with the observations of Hubble and Humason as given by equation (177.15) where $d$ may be replaced by $\bar{r}$ within the limits of observational error.

Furthermore, since the red-shift is actually found within the limits of error to increase approximately linearly with $\bar{r}$ out to the Leo cluster at about $10^{8}$ light years, it is evident that we can place some restriction on the range of permissible values of the coefficients of the following terms. If we take the plot of observed red-shift against distance given by Fig. 12, as indicating that the deviations from a simple linear formula $\delta \lambda / \lambda=k r$ should not exceed 1 per cent. at $10^{7}$ light years, should not greatly exceed 3 per cent. at $3 \times 10^{7}$ light years, and should not exceed 18 per cent. at $10^{8}$ light years, we are led to assign

$$
\begin{gather*}
|l|<5 \times 10^{-19}(\mathrm{yrs} .)^{-2}  \tag{182.11}\\
\left|\frac{k}{6 R_{0}^{2}}+\frac{1}{3} k l+m\right|<5 \times 10^{-27}(\mathrm{yrs} .)^{-3} \tag{182.12}
\end{gather*}
$$

and
as reasonable upper limits for the values of these coefficients without reference to sign.

These upper limits would produce the following percentage deviations from the simple formula $\delta \lambda / \lambda=k \bar{r}$ at the various distances given.

> Table V

| Distance in <br> light years | $1 \times 10^{7}$ | $2 \times 10^{7}$ | $3 \times 10^{7}$ | $6 \times 10^{7}$ | $10 \times 10^{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Term in $\bar{r}^{2}$ <br> Term in $\bar{r}$ | $0.9 \%$ | $1.8 \%$ | $2.6 \%$ | $5.3 \%$ | $8.8 \%$ |
| $\frac{\text { Term in } \bar{r}^{3}}{\text { Term in } \bar{r}}$ | $0.1 \%$ | $0.4 \%$ | $0.8 \%$ | $3.2 \%$ | $8.8 \%$ |

183. The relation of density to spatial curvature and cosmological constant
We turn now to a comparison of the estimated density, as given by (177.26), for the matter in the universe in the form of nebulae

$$
\begin{equation*}
8 \pi \rho=1.7 \times 10^{-21}(\mathrm{yrs} .)^{-2} \quad\left(\rho=10^{-30} \mathrm{gm} . / \mathrm{cm} .^{3}\right), \tag{183.1}
\end{equation*}
$$

with our expressions for pressure, total density, and density of matter in the model as given by (150.7), (150.8), and (150.10). In terms of our series expansion for $g(t)$, as given by (182.3), these expressions can be written as applying at the present time $t=0$ in the form
and

$$
\begin{align*}
8 \pi p_{0} & =-\frac{1}{R_{0}^{2}}-4 l-3 k^{2}+\Lambda  \tag{183.2}\\
8 \pi \rho_{00} & =\frac{3}{R_{0}^{2}}+3 k^{2}-\Lambda  \tag{183.3}\\
8 \pi \rho_{m} & =\frac{6}{R_{0}^{2}}+12 l+12 k k^{2}-4 \Lambda \tag{183.4}
\end{align*}
$$

where the density of matter is taken as $\rho_{m}=\rho_{00}-3 p_{0}$ on the approximate basis discussed in § 150 , which would be entirely valid if we could regard the pressure in the model as due solely to the radiation present.

These expressions are a little difficult to handle owing to our meagre observational information and to the simultaneous appearance of the two quantities $R_{0}^{2}$ and $\Lambda$ concerning which we have as yet no information. Nevertheless, since the pressure in the model cannot be less than zero, and the density of matter cannot be less than that actually soen in the form of nebulae, we may write
and

$$
\begin{gather*}
0<-\frac{1}{R_{0}^{2}}-4 l-3 k^{2}+\Lambda  \tag{183.5}\\
1 \cdot 7 \times 10^{-21}<\frac{6}{R_{0}^{2}}+12 l+12 k^{2}-4 \Lambda \tag{183.6}
\end{gather*}
$$

and by eliminating first $\Lambda$ and then $R_{0}^{8}$ from these inequalities and combining with our previous knowledge as to the value of $k$ and the limits imposed on $l$ as given in the preceding section, we can readily obtain as pretty reliable lower limits
and

$$
\begin{align*}
& -1 \times 10^{-18}<\frac{1}{R_{0}^{2}}  \tag{183.7}\\
& -2 \times 10^{-18}<\Lambda . \tag{183.8}
\end{align*}
$$

The upper limits for these quantities are more uncertain. It would seem reasonable, however, to assume that the total density of matter and radiation present could hardly be greater than 1,000 times the value given for the density of matter in the nebulae which would give us

$$
\begin{equation*}
\frac{3}{R_{0}^{2}}+3 k^{2}-\Lambda<1.7 \times 10^{-18} \tag{183.9}
\end{equation*}
$$

And since radiation has the highest possible ratio of pressure to density we can also evidently write

$$
\begin{equation*}
-\frac{3}{R_{0}^{2}}-12 l-9 k^{2}+3 \Lambda<\frac{3}{R_{0}^{2}}+3 k^{2}-\Lambda, \tag{183.10}
\end{equation*}
$$

and by using these inequalities together with our previous information as to $k$ and $l$ can set the upper limits
and

$$
\begin{equation*}
\frac{1}{R_{0}^{2}}<2.1 \times 10^{-18}, \tag{183.11}
\end{equation*}
$$

Furthermore, making use of the information we now have as to $k$, $l$, and ( $1 / R_{0}^{2}$ ) in connexion with our previous expression (182.12), we now find that the limits for $m$ itself would be given by

$$
\begin{equation*}
-5.3 \times 10^{-27}<m<5.2 \times 10^{-27} \tag{183.13}
\end{equation*}
$$

For convenience of reference we may collect the information obtained in this and the preceding section as to permissible values in the form

$$
\begin{align*}
& k=5.71 \times 10^{-10}(\mathrm{yrs} .)^{-1} \\
&-5 \times 10^{-19}<l<5 \times 10^{-19}(\mathrm{yrs} .)^{-2} \\
&-5.3 \times 10^{-27}<m<5.2 \times 10^{-27}(\mathrm{yrs})^{-3}  \tag{183.14}\\
&-1 \times 10^{-18}<\frac{1}{R_{0}^{2}}<2.1 \times 10^{-18}(\mathrm{yrs})^{-2} \\
&-2 \times 10^{-18}<\Lambda<5.7 \times 10^{-18}(\mathrm{yrs} .)^{-2} .
\end{align*}
$$

It is interesting to note that the range of possible values given by (183.14) is such that we should not be justified in assuming that the original de Sitter line element was necessarily a good approximation for the behaviour of the actual universe. In accordance with (142.10), the de Sitter line element is a special case of the line element (182.1) now being used, which can be obtained by taking $1 / R_{0}^{2}, l, m, \ldots$ equal to zero. In the expressions for density and pressure, however, terms of the order $\Lambda$ and $l / R_{0}^{2}$ occur additively and it is not evident from (183.14) that the latter could be neglected in comparison with the former.

## 184. The relation between red-shift and rate of disappearance of matter

In § 152 we have derived an expression for the fractional rate at which the mass of matter in a non-static model would be disappearing as the result of emission of radiation from the nebulae, or of processes of synthesis or annihilation of matter in internebular space which might be leading to the production of a radiational component of the cosmic rays. The expression obtained (152.7) was an approximate one to the extent that the density of matter $\rho_{m}$ was taken as the total density $\rho_{00}$ minus the density of radiation which was assigned the value $3 p_{0}$, but was otherwise exact.

Using our present series expansion for $g(t)$

$$
\begin{equation*}
g(t)=2\left(k t+l t^{2}+m t^{3}+\ldots\right) \tag{184.1}
\end{equation*}
$$

we can now write the previous expression (152.7), for the rate at which mass would be disappearing, in the form

$$
\begin{equation*}
-\frac{1}{M} \frac{d M}{d t}=3\left[\frac{\rho_{00}+\frac{5}{8} p_{0}}{\rho_{m}}-\frac{1}{4 \pi \rho_{m}}\left(4 l+\frac{6 m}{k}\right)\right] k, \tag{184.2}
\end{equation*}
$$

where higher coefficients in the series than $k, l, m$ would in any case not occur. It is evident that this result might imply some restriction on the values of $l$ and $m$ in addition to those already found.

We may first consider the case of a perfectly linear expression for $g(t)$ with $l$ and $m$ equal to zero. In accordance with (182.9) and the limits which we have found for ( $1 / R_{0}^{2}$ ) this would also imply a very closely linear expression for the red-shift as a function of distance. Under these circumstances with

$$
\begin{equation*}
l=m=0 \tag{184.3}
\end{equation*}
$$

the rate of decrease in the mass of matter present would at least be as great as

$$
\begin{equation*}
-\frac{1}{M} \frac{d M}{d t}=3 k \tag{184.4}
\end{equation*}
$$

since the numerator of the first term on the right-hand side of (184.2) can in any case not be less than the denominator.

Giving $k$ its known observational value, however, this would imply a very rapid rate of decrease in the mass associated with matter.

This is illustrated by the following table $\dagger$ in which the value of $3 k$ is compared with the known rates for the loss of mass by the emission of radiation from different types of stars.

## Table VI

Generation of Energy by Typical Stars

| Star | Ergs per Gramme <br> per Second | $-\frac{1}{M} \frac{d M}{d t}(\text { Yrs. })^{-1}$ |
| :--- | :---: | :---: |
| H.D. 1337 A | 15,000 | $5 \cdot 3 \times 10^{-10}$ |
| B.D. $6^{\circ} 1309 \mathrm{~A}$ | $(11,000)$ | $3.9 \times 10^{-10}$ |
| V Puppis A | 1,100 | $3.9 \times 10^{-11}$ |
| Betelgeux | $(300)$ | $1.1 \times 10^{-11}$ |
| Capella A | 48 | $1.7 \times 10^{-12}$ |
| Sirius A | 29 | $1.0 \times 10^{-12}$ |
| Sun | 1.90 | $6.6 \times 10^{-14}$ |
| $\alpha$ Centauri B | 0.90 | $3.2 \times 10^{-14}$ |
| 60 Kruger B | 0.02 | $7.0 \times 10^{-16}$ |
| $3 k$ | 50,000 | $17.1 \times 10^{-10}$ |

Hence unless we should be willing to allow the possibility of a higher average rate for the general transformation of the mass of matter into radiation, even than that observed in the star H.D. 1337A which at present has the highest known ratio of luminosity to mass, we should have to conclude that the dependence of $g(t)$ on $t$ could not be strictly linear. It is conceivable, nevertheless, that a high rate of transformation of internebular matter into radiation might be connected with the production of cosmic rays.

It is interesting to note that the above conclusion, that $g(t)$ could not be an exactly linear function of $t$, also implies in accordance with (182.9) that the fractional red-shift $\delta \lambda / \lambda$ could not be expected to be an exactly linear function of the coordinate distance to the nebulae $\bar{r}$.

In addition, it is of interest to realize that our present considerations might also imply a further complication in regarding the original de Sitter line element, for an empty model, as providing an approximately satisfactory representation of the phenomena of the actual universe. To see this, we note from (142.10), as remarked in the preceding section, that the de Sitter line element is a special case of the line element (182.1) now being used, which can be obtained by taking ( $1 / R_{0}^{2}$ ) as equal to zero and setting $g(t)$ exactly equal to $2 k t$. With

[^80]$g(t)$ linear, however, we should have the exceedingly high rate of annihilation given by the last line in Table VI for that matter which must be regarded as actually present, even though we use an empty model as our first approximation.
Having seen that the values of $l$ and $m$ cannot be taken as exactly zero unless we are willing to allow an extraordinarily high rate of transformation, we may now return to (184.2) and examine into the values of $l$ and $m$ which would be necessary to permit as low a rate of transformation as might be demanded by observational considerations. Since it is safe to assume that the density of radiation in the universe could hardly be more than of the same order as the density of matter, it is evident from (184.2) that we could reduce the rate of transformation down to the value zero
$$
-\frac{1}{M} \frac{d M}{d t}=0,
$$
if we are allowed values of $l$ and $m$ large enough so that we could take
\[

$$
\begin{equation*}
4 l+\frac{6 m}{l} \simeq 8 \pi \rho_{m} \tag{184.5}
\end{equation*}
$$

\]

Referring to (183.1), however, we should hardly wish to set $8 \pi \rho_{m}$ greater than a thousand times the observed minimum corresponding to the mass of the nebulae, which would give us

$$
\begin{equation*}
4 l+\frac{6 m}{k} \simeq 1.7 \times 10^{-18} \tag{184.6}
\end{equation*}
$$

and in accordance with (183.14) we can take

$$
\begin{equation*}
4 l \leqslant 2 \times 10^{-18} \tag{184.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{6 m}{k} \leqslant 5 \cdot 5 \times 10^{-17} \tag{184.8}
\end{equation*}
$$

as upper limits without disagreeing with the observed extent to which the red-shift has been found linear with distance.

Hence we can conclude that the approximate equality (184.6) could be satisfied, and as low a rate be assigned to the transformation of the matter in our model into radiation as may be found empirically nocessary without controverting any observational data so far established. The desirability of more precise information as to the actual values of $l$ and $m$ is of course evident.
185. Summary of correspondences between model and actual universe
This completes the derivation of special relations needed for comparing the properties of non-static homogeneous models with the phenomena of the actual universe, and we may now undertake a unified presentation of the correspondences which can be established. In a general way it can be said that there are no essential conflicts between model and reality, and that the specific correspondences which can be presented are sufficient to make the model appear quite helpful in interpreting the behaviour of the actual universe at least out to some $10^{8}$ light years.
To present these correspondences we may write the line element for the model in the form which we have found convenient

$$
\begin{equation*}
d s^{2}=-e^{2\left(d d+u^{1}+m t^{2}+\ldots\right)}\left(\frac{d \bar{r}^{2}}{1-\bar{r}^{2} / R_{0}^{2}}+\bar{r}^{2} d \theta^{2}+\bar{r}^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2}, \tag{185.1}
\end{equation*}
$$

where $g(t)$ is expressed by a series expansion around the present time $t=0$, and we take ourselves for convenience as located at the origin $\bar{r}=0$. Furthermore, taking the light year and the year as the units of distance and time, we may assign in accordance with (183.14) as appropriate numerical values to consider in correlating the model with observational data,

$$
k=5.71 \times 10^{-10}(\mathrm{yrs} .)^{-1}
$$

$$
\begin{align*}
& -5 \times 10^{-18}<l<5 \times 10^{-19}(\text { yrs. })^{-2} \\
& \left.-5.3 \times 10^{-27}<m<5.2 \times 10^{-27} \text { (yrs. }\right)^{-8}  \tag{185.2}\\
& -1 \times 10^{-18}<\frac{1}{R_{0}^{2}}<2.1 \times 10^{-18}(\mathrm{yrs})^{-2} \\
& \left.-2 \times 10^{-18}<\Lambda<5.7 \times 10^{-18} \text { (yrs.) }\right)^{-2} .
\end{align*}
$$

As the first satisfactory feature of the model, we have the spatial isotropy and homogeneity which it exhibits. This is in agreement with our present observational findings, which on a large scale show no outstanding dependence on direction and indicate no preferred properties for our own location in the universe. With more extensive information, the change to a non-homogeneous model may become necessary as will be emphasized in the next section.

As a second feature of the model, we have its agreement with the findings of Hubble as to the relation between the computed distances to the nebulae and their apparent diameter and observed density of distribution. To show this, we have the relation between coordinate position $\bar{r}$ in the model and the computed distances $d$ to the nebulae as obtained by Hubble and Humason

$$
\begin{equation*}
\bar{r}=d \sqrt{ }\{\lambda /(\lambda+\delta \lambda)\} \tag{185.3}
\end{equation*}
$$

where $\delta \lambda / \lambda$ is the observed red-shift in the light from the nebula under consideration; and we have--below at the left and right respectively -the theoretical expressions for the observed diameter $\delta \theta$ at a given position and the nebular count $N$ out to a given position, together with the empirical expressions taken by Hubble as approximately fitting the observations.

$$
\begin{array}{ll}
\delta \theta=\frac{\text { const. }}{\bar{r}}\left(\frac{\lambda+\delta \lambda}{\lambda}\right) & \delta \theta=\frac{\text { const. }}{\bar{d}} \\
N=\text { const. } \int_{0}^{\bar{r}} \frac{\bar{r}^{2} d r}{\sqrt{\left(1-\bar{r}^{2} / R_{0}^{2}\right)}} & N=\text { const. } d^{3} . \tag{185.5}
\end{array}
$$

Owing to the small values of $\delta \lambda / \lambda$ and $\bar{r}^{2} / R_{0}^{2}$, even at $10^{8}$ light years, and the approximate character of the observational data, we may regard the agreement between theory and observation as entirely satisfactory.

As a third very important feature of the model, we have its unstrained explanation of the observed red-shift in the light from the nebulae as due to a mutual recession of these objects. As the theoretical expression for this red-shift we have

$$
\begin{equation*}
\frac{\delta \lambda}{\lambda}=k \bar{r}-l \bar{r}^{2}+\left(\frac{k}{6 R_{0}^{2}}+\frac{1}{3} k l+m\right) \bar{r}^{3}+\ldots \tag{185.6}
\end{equation*}
$$

as compared with the empirical expression of Hubble and Humason

$$
\begin{equation*}
\frac{\delta \lambda}{\lambda}=k d \tag{185.7}
\end{equation*}
$$

As shown in § 182, the range in possible numerical values given by (185.2) for the coefficients of the higher order terms is such, that the two expressions agree within a reasonable estimate as to the accuracy of the empirical formula.

As a fourth feature of the model, we have the conclusion to be drawn from (185.6) that the fractional red-shift in the light from any given nobula should be independent of the particular wave-length examined. This agrees with the data available as discussed at the end of § $177(d)$.

As a fifth very satisfactory feature, we have the necessary presence
of matter in the models. The numerical values given by (185.2) are such that the density of this matter could not be less than the $10^{-30} \mathrm{gm} . / \mathrm{cm} .^{3}$ which may be estimated as the averaged-out density of matter actually seen in the form of nebulae, such that the total density of all matter and radiation could not be greater than 1,000 times this value, and such that the pressure could not be less than zero.

Finally, as a sixth feature of the model, it has been found that the numerical values allowed by (185.2) are such, that the rate at which the mass of matter in the model is decreasing in favour of free radiation could be assigned any value, from zero up to and beyond that for the star having the highest known ratio of luminosity to mass, as may be made necessary by further observational information. Thus the model permits the flow of radiation from the stars, and indeed must be non-static if this occurs, but prescribes no impossible figure for the amount of the flow.

In addition to these direct correspondences between the properties of the model and observed phenomena, it should not be overlooked that the basis upon which the model has been constructed is furnished by the relativistic theory of gravitation, which-over smaller distances than those now involved-has itself received excellent confirmation. Furthermore, it may be emphasized again that this theory has in any case indicated the impossibility of constructing a stable static model of the universe, so that some red-shift or violet-shift in the light from distant objects is at least to be expected.

It will be seen from the foregoing, that the degree of correspondence between the properties of the model and observed phenomena and the lack of any essential conflict are sufficient to give us considerable confidence in a cautious use of our theory in interpreting the behaviour of the actual universe.

A number of obvious suggestions present themselves as to further observational research.

It is of course very desirable to extend the observations as to largescale homogeneity as far as possible. The establishment of a significant difference between near and far parts of the universe or between the northern and southern hemispheres, as to density of nebular distribution, or as to the relation between red-shift and distance would be very important and if found might provide the empirical basis for change to a non-homogeneous model.

A verification of the exact form of the predicted relation (180.5) between apparent diameters and luminosities

$$
\begin{equation*}
\frac{\delta \theta}{\sqrt{l}}=\text { const } \cdot\left(\frac{\lambda+\delta \lambda}{\lambda}\right)^{2} \tag{185.8}
\end{equation*}
$$

would lend strong support to the hypothesis of nebular recession, since this relation would not necessarily hold with other explanations of the red-shift. The test would be complicated by the difficulties of handling the data on diameters.

Similarly a verification of the relation between luminosity and nebular counts provided by the two equations (178.11) and (181.2)

$$
\begin{equation*}
\bar{r}=\frac{\text { const. }}{\sqrt{l}}\left(\frac{\lambda}{\lambda+\delta \lambda}\right) \tag{185.9}
\end{equation*}
$$

and

$$
\begin{equation*}
N=\text { const. } \int_{0}^{\bar{r}} \frac{\bar{r}^{2} d \bar{r}}{\sqrt{\left(1-\bar{r}^{2} / R_{0}^{2}\right)}} \tag{185.10}
\end{equation*}
$$

would test both the theory of recession and the hypothesis of homogeneous distribution. Both this and the foregoing test might be complicated when carried to the needed distances by the effect of intervening obscuration, or by the failure of the hypothesis that the nebulae have properties which can be regarded as constant over the time intervals involved. Indeed the main result of the tests might be to establish the probability of such effects.

Further investigation of the red-shift as a function of distance will be exceedingly important. At present we do not even know the sign of the second term in the series expression for $\delta \lambda / \lambda$ as a function of $\bar{r}$, and hence cannot say whether the rate of the mutual recession of the nebulae is increasing or decreasing with time. The answer to this question might be made possible by the use of the two-hundred inch reflector now under construction.

More information as to the contents of the universe in addition to the visible nebulae will also be important. As already indicated, the presence of intergalactic gas or dust may sometime be detected from the obscuration that they produce, and increased knowledge concerning the source and nature of the cosmic rays may soon be available. With more complete information as to the presence of internebular material, our limits for the possible values of $1 / l_{0}^{\nu}$ and $\Lambda$ might be considerably narrowed.
(\%oncoming some of these questions and concerning others now less
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obvious, we can-in the near future-confidently expect increased observational knowledge. And it is observation rather than hypothesis that must dictate the final nature of our cosmological theory.

## 186. Some general remarks concerning cosmological models

In the present section we shall make some general remarks concerning the homogeneity, spatial curvature, and temporal behaviour tọ be ascribed to cosmological models. In the preceding section we have emphasized the specific correspondences that can be established between observational data and the properties of a model appropriately constructed in accordance with the principles of relativistic mechanics. In the present section, on the other hand, we shall be more impressed by the lack of sufficient observational data to permit a unique determination of all the characteristics for a reasonably successful cosmological picture that we might wish to know.
(a) Homogeneity. We may first consider the justification for ascribing spatial isotropy and hence also-as we have seen in § 148spatial homogeneity to the models that we have investigated. A very practical justification for this procedure lies in the definiteness and mathematical tractability of the models that we thereby obtain. And a more real justification lies in the high degree of large-scale homogeneity actually observed.

On the other hand, from a smaller scale point of view, it is evident that there is a great tendency for the nebulae to occur in clusters. Hence the finer details of cosmic behaviour could not in any case be represented by a perfectly homogeneous model. Thus, for example, it should be clearly appreciated that the lower singular state of exactly zero radius, which might be thought of as occurring in the case of an oscillatory time behaviour, must be regarded as the attribute of a certain class of homogeneous models, and not as a state that would necessarily accompany an oscillating expansion and contraction of the whole or parts of the real universe.

Furthermore, even from a large-scale point of view, it is evident that we have no knowledge as to conditions in the actual universe beyond some $10^{8}$ light years. Hence it is entirely possible, that other densities of distribution, or contraction instead of expansion, may be present in portions of the universe beyond the reach of our present telescopes. An investigation of the forces of control which distant parts of the universe could exert on each other would be very impor-
tant. It is possible that these forces would not be sufficient to maintain uniform conditions throughout, a point which has also been emphasized in conversation by the writer's colleague, Professor Zwicky.
The use of homogeneous models must hence be regarded as commendable on grounds of mathematical convenience for obtaining a suitable first approximation, as inappropriate, nevertheless, for the treatment of finer details, and as subject to possible important modification when data on more distant portions of the universe become available. $\dagger$
(b) Spatial curvature. Adopting a homogeneous model as a satisfactory first approximation, the limits placed on the possible values of $1 / R_{0}^{2}$ by known observational data are sufficiently wide as shown by (185.2), so that this quantity might actually be positive, zero, or negative. Hence we do not now have sufficient information to distinguish definitely between the three cases of a model which is closed, open and spatially uncurved, or open and spatially curved.

Even if we introduce the special but reasonable assumption that the cosmological constant $\Lambda$ is to be assigned the value zero, we cannot definitely determine the sign of $1 / R_{0}^{2}$. Making this assumption, the expression for density could be written in the form

$$
\begin{equation*}
8 \pi \rho_{00}=\frac{\mathbf{3}}{R_{0}^{2}}+3 k^{2} . \tag{186.1}
\end{equation*}
$$

For $8 \pi \rho_{00}$, however, we have felt it necessary to take the range of possible values from $1.7 \times 10^{-21}$ to $1.7 \times 10^{-18}$, while $3 k^{2}$ has the approximate value $1 \times 10^{-18}$. It is interesting to see from this, nevertheless, that $1 / R_{0}^{2}$ would have to be negative and the model open, unless the actual density were considerably larger than that which oan be observed in the form of nebular material.

It is further evident that the known data do not conflict with the proposal of Einstein and de Sitter to take $1 / R_{0}^{2}$ and $\Lambda$ both equal to zero, as discussed in § 164. It is also interesting to note that the specific Einstein-de Sitter model, which could be obtained by taking the pressure equal to zero as in equation (164.5), can be shown to lead to values for $\ddot{j}$ and $\ddot{g}$ such that $l$ and $m$ would lie within the range given by (185.2) as compatible with the accuracy of the linear relation between red-shift and distance.

Although we do not have the necessary obsorvational data to decide

[^81]between open and closed models, two remarks of a somewhat metaphysical character may be made in connexion with the problem. On the one hand, it might be urged, as has been done at least in conversation by Professor Lemaitre, that the hypothesis of a closed and hence finite model was an 'optimistic' one to make, since an infinite universe could not be regarded in its totality as an object susceptible to scientific treatment. On the other hand, it might be equally urged, nevertheless, that there has been nothing in the whole past history of scientific endeavour to indicate that the field of its investigations would ever be exhausted. Indeed, the goal of science has always appeared to present the character of a receding horizon. Hence on a priori grounds an open model might perhaps seem equally probable.
(c) Temporal behaviour. The observational data as summarized by (185.2) are also insufficient to make any decision as to the kind of temporal behaviour that should be ascribed to the model over long periods of time. We can, to be sure, assert with some confidence that the universe in our immediate neighbourhood is now undergoing an expansion. Until we have information as to the sign of the second derivative of the red-shift as a function of distance, however, we cannot say whether the rate of expansion is increasing with time as we might expect for a model which will ultimately arrive in the empty de Sitter state, or is decreasing with time as we might expect for a model which is undergoing oscillations.

Indeed, by making the specific hypothesis that the pressure in the model can be taken as zero, it can be shown that the extreme cases-of the Lemaitre model (161.11) with $\Lambda=\Lambda_{L}, R_{0}^{2}>0$ which expands from an original static state, of the Einstein model (163.3) with $\Lambda=0, R_{0}^{2}>0$ which oscillates between a lower singular state and a maximum, and of the Einstein-de Sitter model (164.6) with $\Lambda=0, R_{0}^{2}=\infty$ which expands from a singular state-can all three be adjusted to give a behaviour at the present time which would lie within the limits which we have assigned as possible for the density of matter, and for the rccuracy of the linear relation of red-shift to distance. Hence we cannot now distinguish between the various possible types of time behaviour which were discussed at the end of Part II of this chapter, and must regard those discussions as presenting different conceptual possibilities rather than as immediately applicable.

We have shown in $\S 163$ and 164, for the two cases of the Einstein
model and the Einstein-de Sitter model, that the elapsed time of the expansion since the singular state would have to be short, being given by
or

$$
\begin{align*}
& \Delta t \leqslant \frac{4}{3 \dot{g}}, \\
& \Delta t \leqslant \frac{2}{3 \vec{k}}, \tag{186.2}
\end{align*}
$$

in terms of our series expansion. Hence for these models the elapsed time since the singular state could not be much greater than $10^{9}$ years, which is of the order of the age of the earth. Furthermore, from the known value of the red-shift and its approximate linearity, it appears roughly in general that the major part of the past expansion has quite probably taken place in a past time of the order of $10^{9}$ to $10^{10}$ years. In view of the much longer time scale, of the order of $10^{12}$ years, usually regarded as necessary for stellar evolution, some discussion of the short time thus probably involved in cosmic expansion is necessary.

In the first place in connexion with this apparent difficulty as to time scales, $\dagger$ it is to be emphasized that the highly idealized homogeneous models which we have employed can hardly be regarded as adequate for drawing any exact conclusions as to the precise state of the actual universe say $10^{9}$ years ago. Thus, as already mentioned earlier in this section, it is evident that the unique singular state at the lower limit of volume from which the expansion would appear to start in the case of certain models must be regarded as a property of the homogeneous model rather than a character that could actually be found in the real universe. Furthermore, since we do not know the behaviour of the universe at distances beyond our own neighbourhood out to some $10^{8}$ light years, it is evident that calculations of the exact time when the expansion for some given model started cannot be regarded as having a preciso application to the real universe, and we can merely roughly conclude that the time of expansion for our own neighbourhood might woll be of the general order of $10^{9}$ to $10^{10}$ years.

[^82]In the second place, it is to be emphasized, as has been done particularly by de Sitter, $\dagger$ that there is no necessity for regarding the beginning of the expansion as in any sense the beginning of the universe, and no reason for expecting an identity between the time scales for stellar evolution and nebular expansion. Indeed de Sitter would regard the unhomogeneous structure of the nebulae, their high velocities of rotation, and the apparent date of the birth of our own planetary system, as all being pieces of evidence in agreement with a close approach of pre-existing nebulae or galaxies some $10^{0}$ to $10^{10}$ years ago.

The difference between the time scales for stellar evolution and nebular expansion suggests that no definiteness could now be attached to any idea as to the beginning of the physical universe. Indeed, it is difficult to escape the feeling that the time span for the phenomena of the universe might be most appropriately taken as extending from minus infinity in the past to plus infinity in the future. The classical thermodynamic arguments against such a view must certainly be somewhat modified in the light of the increased possibilities of behaviour provided by relativistic thermodynamics, and would be subject to even more serious modification if the principle of energy conservation should fail within the interior of stars as suggested possible by Bohr.

## 187. Our neighbourhood as a sample of the universe as a whole

It is evident from the foregoing that our present data are insufficient to provide a precise cosmological model which would necessarily correspond to the actual universe in all regions and over all time intervals. It is hence best to regard the line element which we have used for investigating the behaviour of the universe

$$
\begin{equation*}
d s^{2}=-e^{2\left(d d+l\left(l^{r}+m{ }^{8}+\ldots\right)\right.}\left(\frac{d \bar{r}^{2}}{1-\bar{r}^{2} / R_{0}^{2}}+\bar{r}^{2} d \theta^{2}+\bar{r}^{2} \sin ^{2} \theta d \phi^{2}\right)+d t^{2} \tag{187.1}
\end{equation*}
$$

as a first approximation, suitable for treating events not too far distant from our own location, at times not too remote from the present.

On the basis of the ideas that we thus gain, it seems reasonable to conclude that the expansion of the universe-for which we find evi-
dence at the present time and in our own neighbourhood-is a phenomenon which has progressed during a past time at least of the order of $10^{8}$ years and which will presumably continue for a comparable time in the future. Furthermore, we are reasonably safe in believing that the density of nebular distribution and the rate of expansion will be found to persist, with roughly unchanged values, perhaps to several times the distances of the order of $10^{8}$ light years already investigated.

For the treatment of the whole universe in all its regions and during all of time we have, nevertheless, no adequate model, and to obtain ideas as to its complete nature can only rely on the roughest methods of scientific induction. To apply such methods we must proceed by regarding that portion of the universe which we have already studied as a fair sample, but not as an exact sample of the whole at all times and places.

Having discovered an expanding distribution of nebulae as far as our telescopes can penetrate, we may reasonably regard the presence of matter in relative motion as a typical feature of the universe. Nevertheless, to ascribe to this matter everywhere the same density and stage of evolutionary development which we now find in our own neighbourhood, and to exclude the possibility at all times and places of motions of contraction which are mechanically as simple as those of expansion, would be to regard our own present neighbourhood not only as a fair sample but quite unjustifiably as an exact replica of the whole.

It may seem somewhat ironic to conclude our elaborate treatment of the properties and temporal behaviour of specific cosmological models, with words which disparage their applicability to the actual universe. Their study, however, has certainly informed us as to conceptual possibilities, and has provided a provisional and approximate theoretical background which has already been successful in correlating a considerable number of the phenomena of the real universe.

As a final remark it is desirable to emphasize the special necessity in the field of cosmology of avoiding the evils of autistic or wishfulfilling thinking. In the first place, the problems of cosmology are necessarily extensive and intricate and must be attacked in the light of very meagre information. Hence, we must be careful not to substitute the comfortable certainties of some simple mathematical model in place of the great complexities of the actual universe. In
the second place, it is evident that the past history of the universe and the future fate of man are involved in the issue of our studies. Hence we must be specially careful to keep our judgements uninfected by the demands of theology and unswerved by human hopes and fears. The discovery of models, which start expansion from a singular state of zero volume, must not be confused with a proof that the actual universe was created at a finite time in the past. And the discovery of models, which could expand and contract irreversibly without ever coming to a final state of maximum entropy and rest, must not be confused with a proof that the actual universe will always provide a stage for the future role of man.

It is appropriate to approach the problems of cosmology with feelings of respect for their importance, of awe for their vastness, and of exultation for the temerity of the human mind in attempting to solve them. They must be treated, however, by the detailed, critical, and dispassionate methods of the scientist.

## APPENDIX I

## SYMBOLS FOR QUANTITIES

A subscript ${ }_{0}$ or superscript ${ }^{0}$ attached to a symbol usually designates a proper quantity as measured by a local observer. (Note exception in case of $R=R_{0}{ }^{e t g(t)}$.)

Scalar quantities (Italic type).
a Stefan-Boltzmann constant.
A Free energy. Number of molecules in a mol.
c Velocity of light. Concentration.
d Distance as determined astronomically.
$e$ Electric charge. Base of natural logarithms.
$E$ Energy.
F Thermodynamic potential.
$g(t), g$ Function giving time dependence of line element for homogeneous cosmological models.
h Planck's constant.
$i \sqrt{-1}$.
$k$ Boltzmann's constant. Newton's constant of gravitation.
$l$ Luminosity of heavenly object.
$m$ Mass. Magnitude of heavenly object.
$n$ Number of mols.
$N$ Number of molecules.
$p$ Pressure.
$Q$ Heat.
$r$ Radial coordinate.
$\boldsymbol{R}$ Gas constant.
$R_{0} e^{i g(t)}=R \quad$ Radius of cosmological model.
$S$ Entropy.
$t$ Time.
IT Temperature.
$u$ Velocity. Density of radiation.
$U$ Energy.
$v$ Volume. Velocity.
$\delta v_{0}$ Element of proper spatial volume.
$V$ Relative velocity of coordinate axes.
$W$ Work.
$x, y, z$ Spatial coordinates.
$\alpha$ Degree of dissociation.
$\epsilon$ Dielectric constant.
$\eta$ Integrating factor.
$\theta, \phi, \chi$ Polar coordinates.
$\delta \theta$ Apparent diameter of a nebula.
$\kappa$ Gravitational constant connecting energy-momentum tensor with contracted Riemann-Christoffel tensor.
$\lambda$ Wave-length.
A Cosmological constant.
$\mu$ Magnetic permeability.
$\nu$ Frequency.
$\rho$ Density.
$\rho_{00}$ Proper macroscopic density of energy.
$\rho_{0}$ Proper density of electric charge.
$\sigma$ Electrical conductivity.
$\tau$ Period.
$\phi$ Soalar potential. Entropy density.
$\psi$ Newtonian gravitational potential.
Vector quantities (Clarendon type).
A Vector potential.
B Magnetic induction.
C Density of conduction current.
D Electric displacement.
E Electric field strength.
F Foree.
f Force acting on a unit cube.
g Density of momentum.
G Total momentum.
H Magnetic field strength.
J Current density.
M Angular momentum. Magnetic polarization.
P Electric polarization.
s Density of energy flow.
u Velocity.
$T$ ensors (Italic type with indices).
Latin indices $i, j, k$, etc., assume values $1,2,3$.
Greek indices $\alpha, \beta, \ldots, \mu, \nu, \ldots$, etc., assume values $1,2,3,4$.
ds Invariant interval.
$\delta_{\mu \nu}$ Galilean values of metrical tensor.
$F^{\mu}$ Minkowski force.
$F^{\mu \nu}$ Field tensor, electron theory.
$F^{\mu \nu}, H^{\mu \nu} \quad$ Field tensors, macroscopic theory.
$g_{\mu \nu}$ Fundamental metrical tensor.
$g$ Determinant $\left|g_{\mu \nu}\right|$.
$h_{\mu \nu}$ Deviations from Galilean values of $g_{\mu \nu}$.
$J^{\mu}$ Generalized current. Components of momentum and energy.
$p_{i j}$ Components of (absolute) stress.
$R_{\mu \nu \sigma}^{\tau}$ Riemann-Christoffel tensor.
$\boldsymbol{R}_{\mu \nu}$ Contracted Riemann-Christoffel tensor.
$\boldsymbol{R}$ Invariant obtained from Riemann-Christoffel tensor.
$t_{i j}$ Components of (relative) stress.
$T^{\mu \nu}$ Energy-momentum tensor.
Tensor densities (German type).
$\mathfrak{F}^{\mu \nu} \quad$ Electric field tensor density.
$g^{\mu \nu}=g^{\mu \nu} \sqrt{-g}$.
$g_{\alpha}^{\mu \nu}=\frac{\partial}{\partial x^{\alpha}}\left(g^{\mu \nu} \sqrt{-g}\right)$.
$\mathfrak{I}^{\mu}$ Current vector density.
\& Lagrangian function (a pseudo scalar).
$\mathrm{t}_{\mu}^{\nu}$ Pseudo tensor density of potential energy and momentum.
$\mathfrak{T}_{\mu}^{\nu}$ Tensor density of material energy and momentum.

APPENDIX II

## SOME FORMULAE OF VECTOR ANALYSIS

Unit vectors parallel to axes $\mathbf{i}, \mathbf{j}, \mathbf{k}$.
Unit vector normal to a surface $n$.
Resolution of vector into components:

$$
\begin{equation*}
\mathrm{F}=F_{x} \mathrm{i}+F_{y} \mathrm{j}+F_{x} \mathrm{k} \tag{3}
\end{equation*}
$$

Inner product of vectors:

$$
\begin{equation*}
(\mathrm{A} \cdot \mathrm{~B})=A_{x} B_{x}+A_{y} B_{y}+A_{x} B_{z}=A B \cos (\mathrm{AB}) \tag{4}
\end{equation*}
$$

Outer product of vectors:

$$
\begin{equation*}
[\mathrm{A} \times \mathrm{B}]=\left(A_{y} B_{z}-A_{z} B_{y}\right) \mathrm{i}+\left(A_{x} B_{x}-A_{x} B_{x}\right) \mathrm{j}+\left(A_{x} B_{y}-A_{y} B_{x}\right) \mathrm{k} \tag{5}
\end{equation*}
$$

Normal component of vector:

$$
\begin{equation*}
A_{n}=(\mathbf{A} \cdot \mathrm{n})=A \cos (\mathrm{An}) \tag{6}
\end{equation*}
$$

The vector operator del:

$$
\begin{equation*}
\nabla=\left(\mathrm{i} \frac{\partial}{\partial x}+\mathrm{j} \frac{\partial}{\partial y}+\mathbf{k} \frac{\partial}{\partial z}\right) \tag{7}
\end{equation*}
$$

$\operatorname{grad} \phi=\nabla \phi=\mathrm{i} \frac{\partial \phi}{\partial x}+\mathrm{j} \frac{\partial \phi}{\partial y}+\mathrm{k} \frac{\partial \phi}{\partial z}$.
$\operatorname{div} A=(V \cdot A)=\frac{\partial A_{x}}{\partial x}+\frac{\partial A_{y}}{\partial y}+\frac{\partial A_{z}}{\partial z}$.
$\operatorname{curl} \mathbf{A}=[\nabla \times \mathbf{A}]=\left(\frac{\partial A_{z}}{\partial y}-\frac{\partial A_{y}}{\partial z}\right) \mathbf{i}+\left(\frac{\partial A_{x}}{\partial z}-\frac{\partial A_{z}}{\partial x}\right) \mathrm{j}+\left(\frac{\partial A_{y}}{\partial x}-\frac{\partial A_{x}}{\partial y}\right) \mathbf{k}$.
$\operatorname{div} \operatorname{curl} A=0$.
The Laplacian operator:

$$
\begin{equation*}
\nabla^{2}=\nabla \cdot \nabla=\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}\right) \tag{12}
\end{equation*}
$$

$$
\begin{equation*}
\text { curl } \operatorname{curl} F=\operatorname{grad} \operatorname{div} F-\nabla^{2} F \tag{13}
\end{equation*}
$$

Gauss's theorem:

$$
\int_{\text {vol }}(\nabla \cdot \mathrm{A}) d v=\int_{\text {surt }} A_{n} d \sigma
$$

$$
\begin{align*}
\int_{\text {vol }}\left(\frac{\partial A_{x}}{\partial x}+\frac{\partial A_{y}}{\partial y}\right. & \left.+\frac{\partial A_{z}}{\partial z}\right) d v \\
& =\int_{\text {surt }}\left\{A_{x} \cos (n x)+A_{y} \cos (n y)+A_{z} \cos (n z)\right\} d \sigma \tag{14}
\end{align*}
$$

Stokes's theorem:

$$
\begin{equation*}
\int_{\text {line }} \mathbf{A} \cdot d \mathbf{s}=\int_{\text {surf }}[\operatorname{curl} \mathbf{A}]_{n} d \sigma . \tag{15}
\end{equation*}
$$

Green's theorem:

$$
\begin{equation*}
\int_{\text {vol }}\left(\phi \nabla^{2} \psi-\psi \nabla^{2} \phi\right) d v=\int_{\text {surt }}(\phi \nabla \psi-\psi \nabla \phi)_{n} d \sigma \tag{16}
\end{equation*}
$$

Another integral theorem:

$$
\begin{equation*}
\int_{\text {vol }}(\mathbf{A} \cdot \operatorname{curl} \mathbf{B}-\mathbf{B} \cdot \operatorname{curl} \mathbf{A}) d v=-\int_{\text {surf }}[\mathbf{A} \times \mathbf{B}]_{n} d \sigma . \tag{17}
\end{equation*}
$$

The Dalembertian operator:

$$
\begin{equation*}
\left(\nabla^{2}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}\right)=\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}\right) \tag{18}
\end{equation*}
$$

Solution of 'wave equation':

$$
\begin{gather*}
\left(\nabla^{2}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}\right) \psi=\omega \\
\psi(x, y, z, t)=-\frac{1}{4 \pi} \int \frac{[\omega]}{r} d v \tag{10}
\end{gather*}
$$

where $[\omega]$ is the value of $\omega$ at location of volume element $d v$ and at time $t-r / c$.

## APPENDIX III

## SOME FORMULAE OF TENSOR ANALYSIS

(a) General Notation.

Indices $\alpha, \beta, \ldots, \mu, \nu, \ldots$, etc., assume values 1, 2, 3, 4.
Covariant indices as subscripts; contravariant indices as superscripts.
Coordinate systems.

$$
\begin{align*}
& x^{\mu}=x^{1}, x^{2}, x^{3}, x^{4}  \tag{2}\\
& x^{\prime \mu}=x^{\prime 1}, x^{\prime 2}, x^{\prime 3}, x^{\prime 4} \\
& \quad \text { etc. }
\end{align*}
$$

where

$$
x^{\prime \mu}=x^{\prime \mu}\left(x^{1}, x^{2}, x^{8}, x^{4}\right) .
$$

Summation convention for dummy indices.

$$
\begin{align*}
& A^{\alpha} B_{\alpha}=\sum_{\alpha=1}^{\alpha-4} A^{\alpha} B_{\alpha}=A^{1} B_{1}+A^{2} B_{2}+A^{3} B_{3}+A^{4} B_{4}  \tag{3}\\
& A^{\alpha \beta} B_{\alpha \beta}=\sum_{\alpha=1}^{\alpha=4} \sum_{\beta=1}^{\beta=4} A^{\alpha \beta} B_{\alpha \beta}=A^{11} B_{11}+A^{18} B_{12}+\ldots+A^{44} B_{44},
\end{align*}
$$

etc. One of a pair of dummies always covariant and the other contravariant.

Definition of a tensor.
A collection of $4^{r}$ components (with the rank $r$ equal to the total number of indices $\alpha, \beta, \ldots, \mu, \nu, \ldots$, etc.) which are associated with a given point $x^{\mu}$ in the manifold, and are transformed to new values on a transformation of coordinates in accordance with the rule

$$
\begin{equation*}
T_{\rho \sigma \ldots . .}^{\prime \mu \nu . . .}=\frac{\partial x^{\prime \mu}}{\partial x^{\alpha}} \frac{\partial x^{\prime \nu}}{\partial x^{\beta}} \frac{\partial x^{\gamma}}{\partial x^{\prime \rho}} \frac{\partial x^{8}}{\partial x^{\prime \sigma} \ldots T_{\gamma^{6} \ldots \ldots}^{\alpha \beta}} . \tag{4}
\end{equation*}
$$

Examples.
Tensor of rank zero (scalar invariant):

$$
\begin{equation*}
S^{\prime}=S \tag{5}
\end{equation*}
$$

Contravariant tensor of rank one (vector):

$$
\begin{equation*}
A^{\prime \mu}=\frac{\partial x^{\prime \mu}}{\partial x^{\alpha}} A^{\alpha} \tag{6}
\end{equation*}
$$

Covariant tensor of rank one:

$$
\begin{equation*}
A_{\mu}^{\prime}=\frac{\partial x^{\alpha}}{\partial x^{\prime \mu}} A_{\alpha} \tag{7}
\end{equation*}
$$

Mixed tensor of rank two:

$$
\begin{equation*}
T_{\mu}^{\prime \nu}=\frac{\partial x^{\prime \nu}}{\partial x^{\alpha}} \frac{\partial x^{\beta}}{\partial x^{\prime \mu}} T_{\beta}^{\alpha} \tag{8}
\end{equation*}
$$

Symmetrical tensor:

$$
\begin{equation*}
T^{\mu \nu}=T^{\nu \mu} \tag{9}
\end{equation*}
$$

Antisymmetrical tensor:

$$
\begin{equation*}
F^{\mu \nu}=-F^{\nu \mu} \tag{10}
\end{equation*}
$$

(b) The Fundamental Metrical Tensor and its Properties.

The metrical tensor:

$$
\begin{equation*}
g_{\mu \nu}=g_{\nu \mu} \tag{l1}
\end{equation*}
$$

The infinitesimal difference in coordinate position:

$$
\begin{equation*}
d x^{\mu}=d x^{1}, d x^{2}, d x^{3}, d x^{4} \tag{12}
\end{equation*}
$$

The scalar interval $d s$ corresponding to $d x^{\mu}$ :

$$
\begin{equation*}
d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu} \tag{13}
\end{equation*}
$$

The determinant formed from the components $g_{\mu \nu}$ :

$$
\begin{equation*}
g=\left|g_{\mu \nu}\right| \tag{14}
\end{equation*}
$$

The normalized minor:

$$
\begin{equation*}
g^{\mu \nu}=\frac{\left|g_{\mu \nu}\right|_{\text {minor }}}{g} \tag{15}
\end{equation*}
$$

The mixed tensor:

$$
g_{\mu}^{\nu}=\delta_{\mu}^{\nu}= \begin{cases}1 & \mu=\nu  \tag{16}\\ 0 & \mu \neq \nu\end{cases}
$$

The Galilean values of the $g_{\mu \nu}$ :

$$
\begin{equation*}
\delta_{\mu \nu}= \pm 1,0 \tag{17}
\end{equation*}
$$

The Christoffel three-index symbols:

$$
\begin{align*}
& {[\mu \nu, \sigma]=\frac{1}{2}\left(\frac{\partial g_{\mu \sigma}}{\partial x^{\nu}}+\frac{\partial g_{\nu \sigma}}{\partial x^{\mu}}-\frac{\partial g_{\mu \nu}}{\partial x^{\sigma}}\right)} \\
& \{\mu \nu, \sigma\}=\frac{1}{2} g^{\sigma \lambda}\left(\frac{\partial g_{\mu \lambda}}{\partial x^{\nu}}+\frac{\partial g_{\nu \lambda}}{\partial x^{\mu}}-\frac{\partial g_{\mu \nu}}{\partial x^{\lambda}}\right) \tag{18}
\end{align*}
$$

The Riemann-Christoffel tensor:

$$
\begin{equation*}
R_{\mu \nu \sigma}^{\tau}=\{\mu \sigma, \alpha\}\{\alpha \nu, \tau\}-\{\mu \nu, \alpha\}\{\alpha \sigma, \tau\}+\frac{\partial}{\partial x^{\nu}}\{\mu \sigma, \tau\}-\frac{\partial}{\partial x^{\sigma}}\{\mu \nu, \tau\} . \tag{19}
\end{equation*}
$$

The equation for a geodesic:

$$
\begin{equation*}
\delta \int d s=0 \text { is equivalent to } \frac{d^{2} x^{\sigma}}{d s^{2}}+\{\mu \nu, \sigma\} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}=0 . \tag{20}
\end{equation*}
$$

(c) Tensor Mandeulations.

The raising, lowering, and change of indices (examples):

$$
\begin{align*}
A^{\nu} & =g^{\nu \alpha} A_{\alpha}  \tag{21}\\
A_{\mu} & =g_{\mu \alpha} A^{\alpha}  \tag{22}\\
A^{\nu} & =g_{\alpha}^{\nu} A^{\alpha} \tag{23}
\end{align*}
$$

Contraction (examples):

$$
\begin{align*}
T & =T_{\nu}^{\nu}=g_{\nu \alpha} T^{\nu \alpha}=T_{1}^{1}+T_{2}^{8}+T_{8}^{8}+T_{4}^{4}  \tag{24}\\
R_{\mu \nu} & =\{\mu \sigma, \alpha\}\{\alpha \nu, \sigma\}-\{\mu \nu, \alpha\} \alpha \sigma, \sigma\}+\frac{\partial}{\partial x^{\nu}}\{\mu \sigma, \sigma\}-\frac{\partial}{\partial x^{\sigma}}\{\mu \nu, \sigma\} . \tag{25}
\end{align*}
$$

Addition (example):

$$
\begin{equation*}
A_{\mu}=B_{\mu}+C_{\mu}=\left(B_{1}+C_{1}\right),\left(B_{2}+C_{2}\right),\left(B_{3}+C_{3}\right),\left(B_{4}+C_{4}\right) \tag{26}
\end{equation*}
$$

Outer product (example):

$$
\begin{align*}
& A_{\mu}^{\nu}=B_{\mu} C^{\nu}=B_{1} C^{1} \quad B_{1} C^{2} \quad B_{1} C^{3} \quad B_{1} C^{4} \\
& B_{2} C^{1} \quad B_{2} C^{2} \quad B_{2} C^{3} \quad B_{2} C^{4} \\
& B_{8} C^{1} \quad B_{8} C^{2} \quad B_{3} C^{3} \quad B_{3} C^{4} \\
& B_{4} C^{1} \quad B_{4} C^{2} \quad B_{4} C^{3} \quad B_{4} C^{4} . \tag{27}
\end{align*}
$$

Inner product (example):

$$
\begin{equation*}
A=A_{\nu}^{\nu}=B_{\nu} C^{\nu}=B_{1} C^{1}+B_{2} C^{2}+B_{3} C^{3}+B_{4} C^{4} \tag{28}
\end{equation*}
$$

Covariant differentiation (examples):

$$
\begin{align*}
\left(A^{\mu}\right)_{\nu} & =A_{\nu}^{\mu}
\end{aligned}=\frac{\partial A^{\mu}}{\partial x^{\nu}}+\{\alpha \nu, \mu\} A^{\alpha}, \begin{aligned}
&\left(A_{\mu}\right)_{\nu}=A_{\mu \nu}  \tag{29}\\
&=\frac{\partial A_{\mu}}{\partial x^{\nu}}-\{\mu \nu, \alpha\} A_{\alpha}  \tag{30}\\
&\left(T^{\mu \nu}\right)_{\sigma}=T_{\sigma}^{\mu \nu} \tag{31}
\end{align*}=\frac{\partial T^{\mu \nu}}{\partial x^{\sigma}}+\{\alpha \sigma, \mu\} T^{\alpha \nu}+\{\alpha \sigma, \nu\} T^{\mu \alpha},
$$

 $-\{\mu \sigma, \alpha\} T_{. . \nu}^{\cdots} . . . \mathrm{for}$ each covariant index.
Divergence:

$$
\begin{equation*}
(T \ldots, \ldots . . . \tag{33}
\end{equation*}
$$

(d) Musobllaneous Formulat.

$$
\begin{align*}
\left(g_{\mu \nu}\right)_{\sigma} & =0 .  \tag{35}\\
\{\mu \nu, \sigma\} & =\{\nu \mu, \sigma\} .  \tag{36}\\
\{\alpha \sigma, \sigma\} & =\frac{\partial}{\partial x^{\alpha}} \log \sqrt{-g .}  \tag{37}\\
T^{\alpha \beta} d g_{\alpha \beta} & =-T_{\alpha \beta} d g^{\alpha \beta} .  \tag{38}\\
\frac{d g}{g} & =g^{\alpha \beta} d g_{\alpha \beta}=-g_{\alpha \beta} d g^{\alpha \beta} .  \tag{39}\\
\left(\phi_{\mu}\right)_{\nu}-\left(\phi_{\nu}\right)_{\mu} & =\frac{\partial \phi_{\mu}}{\partial x^{\nu}}-\frac{\partial \phi_{\nu}}{\partial x^{\mu}} .  \tag{40}\\
\left(F_{\mu \nu}\right)_{\sigma}+\left(F_{\nu \sigma}\right)_{\mu} & +\left(F_{\sigma \mu}\right)_{\nu}=\frac{\partial F_{\mu \nu}}{\partial x^{\sigma}}+\frac{\partial F_{\nu \sigma}}{\partial x^{\mu}}+\frac{\partial F_{\sigma \mu}}{\partial x^{\nu}}
\end{align*}
$$

$$
\begin{equation*}
\phi_{\mu \nu \sigma}-\phi_{\mu \sigma \nu}=\phi_{\epsilon} R_{\mu \nu \sigma}^{\epsilon} \tag{41}
\end{equation*}
$$

with $\phi_{\mu \nu \sigma}=\left(\left(\phi_{\mu}\right)_{\nu}\right)_{\sigma}$ and $\phi_{\mu \sigma \nu}=\left(\left(\phi_{\mu}\right)_{\sigma}\right)_{\nu}$.

$$
\begin{equation*}
\left(T_{. . \ldots \ldots}\right)_{\nu \sigma}-\left(T_{. . \mu \ldots . .}\right)_{\sigma \nu}=\sum T_{\ldots \xi . . .} R_{\mu \nu \sigma}^{\epsilon} \tag{42}
\end{equation*}
$$

where the summation $\Sigma$ is for all the original indices $\mu$.
(e) Formulae Involving Tensor Densities.

$$
\begin{gather*}
\mathfrak{T}=T \sqrt{-g} .  \tag{44}\\
\mathfrak{T}_{\ldots \mu . .}^{\nu . .}=T \cdot \mu \cdots \sqrt{-g .} .  \tag{45}\\
\left(A^{\mu}\right)_{\mu} \sqrt{-g}=\mathfrak{A}_{\mu}^{\mu}=\frac{\partial}{\partial x^{\mu}}\left(A^{\mu} \sqrt{-g}\right)=\frac{\partial \mathfrak{M}^{\mu}}{\partial x^{\mu}} .  \tag{46}\\
\left(T_{\mu}^{\nu}\right)_{\nu} \sqrt{-g}=\mathfrak{I}_{\mu \nu}^{\nu}=\frac{\partial \mathfrak{T}_{\mu}^{\nu}}{\partial x^{\nu}}-\frac{1}{2} \mathfrak{T}^{\alpha \beta} \frac{\partial g_{\alpha \beta}}{\partial x^{\mu}}=\frac{\partial \mathfrak{T}_{\mu}^{\nu}}{\partial x^{\nu}}+\frac{1}{2} \mathfrak{T}_{\alpha \beta} \frac{\partial g^{\alpha \beta}}{\partial x^{\mu}},
\end{gather*}
$$

$$
\begin{equation*}
\left.F^{(\mu \nu}\right)_{\nu} \sqrt{-g}=\mathfrak{F}_{\nu}^{\mu \nu}=\frac{\partial \mathfrak{F}^{\mu \nu}}{\partial x^{\nu}} \tag{47}
\end{equation*}
$$

provided $F^{\mu \nu}=-F^{\nu \mu}$.
( $f$ ) Four-dimensional Volume. Proper Spatial Volume.
When limits of integration correspond to a given four-dimensional region, we have the invariant

$$
\begin{equation*}
I=\iiint \int \sqrt{-g^{\prime}} d x^{\prime 1} d x^{\prime 2} d x^{\prime 3} d x^{\prime 4}=\iiint \int \sqrt{-g} d x^{1} d x^{2} d x^{3} d x^{4} \tag{49}
\end{equation*}
$$

When region is small enough to permit natural coordinates $x, y, z, t$ or proper coordinates $x_{0}, y_{0}, z_{0}, t_{0}$, we have

$$
\begin{align*}
& \delta I=\iiint \int d x d y d z d t=\iiint \int d x_{0} d y_{0} d z_{0} d t_{0} \\
&=\iiint \int \sqrt{-g} d x^{1} d x^{2} d x^{3} d x^{4} \tag{50}
\end{align*}
$$

Hence we can take

$$
\begin{equation*}
\delta I=\delta v \delta t=\delta v_{0} \delta t_{0}=\delta v_{0} \dot{\delta} s=\sqrt{-g} \delta x^{1} \delta x^{2} \delta x^{3} \delta x^{4}, \tag{51}
\end{equation*}
$$

where $\delta v$ and $\delta v_{0}$ are elements of spatial volume and $\delta t$ and $\delta t_{0}=\delta s$ elements of time in natural and in proper coordinates respectively.

## APPENDIX IV

## USEFUL CONSTANTS*

Stefan-Boltzmann constant
Avogadro's number
$a=7.623_{7} \times 10^{-15} \mathrm{erg} \mathrm{cm} .^{-3}$ deg..$^{-4}$
Velocity of light

$$
c=2.99796 \times 10^{10} \mathrm{~cm} . \mathrm{sec} .^{-1}
$$

Charge of electron

$$
A=6.064_{36} \times 10^{23} \mathrm{~mol} .^{-1}
$$

$e=4.770 \times 10^{-10}$ abs. e.s. units.
Specific oharge of electron
Planok's constant
Boltzmann's constant
Newton's constant (gravita-
$e / m=\delta .279_{41} \times 10^{17}$ abs. e.s. units gm..$^{-1}$
$h=6.547 \times 10^{-27} \mathrm{erg}$ sec.
$k=1.3708_{9} \times 10^{-16} \mathrm{erg} \mathrm{deg} .^{-1}$
$k=6.664 \times 10^{-8}$ dyne $\mathrm{cm} .^{2} \mathrm{gm} .^{-2}$
tion)
Gas constant

$$
\begin{aligned}
R & =8.3136_{0} \times 10^{7} \mathrm{erg} \text { deg. } .^{-1} \mathrm{~mol} .^{-1} \\
& =1.9864_{\mathrm{g}} \text { cal. deg. } .^{-1} \mathrm{~mol} .^{-1}
\end{aligned}
$$

Transformation from relativistic to c.g.s. units:
$l, t, m$ in relativistic units.
$L, T, M$ in c.g.s. units.
$L=l \mathrm{~cm}$.
$T=\frac{1}{2.998 \times 10^{10}} t=3.335 \times 10^{-11} t \mathrm{sec}$.
$M=\frac{\left(2.998 \times 10^{10}\right)^{2}}{6.664 \times 10^{-8}} m=1.349 \times 10^{28} \mathrm{mgm}$.
1 parsec $=3.258$ light years $=3.084 \times 10^{18} \mathrm{~cm}$.
1 light year $=9.463 \times 10^{17} \mathrm{~cm}$.
1 sidereal year $=3.1558 \times 10^{7} \mathrm{sec}$.
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## SUBJECT INDEX

Boltzmann-Stefan equation, 139.
Boundary conditions for eleotrical media, 110.

Carnot cycle involving velocity, 159.
Christoffel symbols, 173.
Clock, effect of potential on rate, 192.
Clock paradox, 194.
Complete static system, 80.
Conservation of angular momentum, 77.
Conservation of electric charge, 85,109 , 264.

Conservation of mass, energy, and momentum:
for electromagnetic systems, 89-93, 113-16.
for mechanical systems, 69-62, 74-7.
for particles, 42, 49, 51.
in general relativity, 225-9, 261, 285.
Constants, Table of, 497.
Constitutive equations, 102, 104, 108, 263.

Coordinates: co-moving, 301, 364 ; Galilean, 37; proper, 33, 180 ; natural, 180.

Cosmic rays, 58, 151, 382, 385, 418, 476.
Cosmological constant, 189, 191, 341, $344,402,412,473$.
Cosmological models, general remarks, 5 , 10, 332, 361, 482.
Cosmological models (static), 331.
Einstein model : behaviour of particles and light rays, 341; comparison with actual universe, 344; density and pressure, 339 ; derivation of line element, 335; Doppler effect, 343; geometry, 337; instability, 405; thermodynamic equilibrium, 423.
de Sitter model : behaviour of particles and light rays, 349; comparison with actual universe, 359, 474, 476 ; density and pressure zero, 348; derivation of line element, 335; Doppler effect, 354; geometry, 346.
Cosmological models (non-static, homogeneous), 361.
Application of mechanics, 361 ; application of thermodynamics, 420; assumption of spatial isotropy, 362 ; behaviour of light rays, 387; behaviour of particlea, 383; change in energy with time, 379; change in
matter with time, 381; correspondence to actual universe, 478; density and pressure, 376; density of matter, 379; density related to apatial curvature and cosmological constant, 473; derivation of line element, 364 ; different expressions for line element and interpretation thereof, 370, 375; Doppler effect, 389, 392; Einstein-de Sitter open model, 415; Friedmenn model with conservation of energy, 408; geometry, 371; Lemaitre model with conservation of mass, 408; models which expand continuously from a atatic state, 409; models which expand continuously from a nonstatic state, 412; models with transformation of matter into radiation, 434, 441, 475; oscillatory behaviour, 401, 402, 404, 412, 435, 439 ; periodic behaviour, 401, 429; reversible and irreversible behaviour 417, 424, 426, 427, 432, 439; time dependence for closed models, 394 ; time dependence for open models, 403; transfer of origin of coordinates, 372, 464; transformation of matter into radiation, 362, 417, 434, 441, 475.

Current vector, 95, 103, 107, 258, 262.
Dalembertian, 268.
Deflexion of light in gravitational field, 209, 285.
Density of matter in space, 461.
Dimensions of space-time, 29.
Doppler effect: general treatment, 288; in Einstein model, 343; in nonstatic model, 389, 392 ; in de Sitter model, 354.

Electrodynamics, 84, 258.
Electromagnetic field tensors, 96, 103, 259.

Emission theories of light, 16.
Energy content, 120.
Energy-momentum tensor, for matter, $71,189,215$; for electricity 99,115 , 261 ; for perfect fiuid, 216 ; for radiation, 217, 269, 273.
Entropy content, 121.

Entropy vector, 164, 294.
Equilibrium: between hydrogen and helium, 140; between matter and radiation, 146; chemical, 129, 311 ; in Einstein universe, 405, 423; thermal, 130, 312, 315; thermodynamic, 125, 127, 307, 308.
Euclidean space, 31.
Field: corresponding to flow of radiation, 273 ; electromagnetic, 84, 95, 102, 105, 258, 262 ; gravitational, 185-91; of charged particle, 265 ; spherical, 239, 241, 250 ; weak, 236.
Final atate of a syatem, 134, 326.
First law of thermodynamics, 120, 152, 292.

First postulate of relativity, 12.
Free energy, 123.
Galilean transformation, 21.
General relativity, 165.
Geodesic, 172.
Geometry corresponding to space-time, 30.

Heat content, 123.
Heat, relativistic interpretation, 297.
Interval, 31, 169, 181.
Isotopes, 144.
Joule heat, 112.
Kennedy-Thorndike experiment, 14.
Kinetic energy, 47.
Lagrangian function, 222.
Light rays and particles, interaction of, 285.

Line element: Einstein, 335; non-static homogeneous universe, 364; Schwarzschild, 202, 349; de Sitter, 335.

Lorentz-Fitzgerald contraction, 13.
Lorentz rotation, 32.
Lorentz transformation, 18 ; for accelerstion, 27 ; for contraction factor, 27 ; for electromagnetic densities and stresses, 92; for electromagnetic field, 87, 106; for energy, 154; for entropy, 157 ; for force, 46 ; for heat, 157 ; for mass, 45 ; for mechanical densities and stresses, 64, 68, 69; for pressure, 154; for temperature, 158; for velocity, 25 ; for volume, 163 ; for work, 156.

Macroscopic density, 68.
Macroscopic electrodynamics, 261.
Magnitudes, see Nebulae.

- Mass, energy and momentum, relations between, 48.
Mass: longitudinal, 55 ; of electron, 53; of particle, 43; of radiation, 271 ; transverse, 55.
Maxwell-Lorentz field equations, 84, 258.
Maxwell's equations, 101.
Mechanics, 42, 214.
Metric and gravitation, 176.
Michelson-Morley experiment, 13.
Minkowski force, 62.
Nebulae: actual diameters and masses, 458 ; distances, 453 ; distribution in space, 459; magnitudes, 446, 448; relation of coordinate position, to apparent diameter 467, to distance 465 , to luminosity 462 , to nebular counts 468, to red-shift 469 ; reletion of magnitude, to apparent diameter 457, to distance 453, to nebular counts 461 , to red-shift 454.
Newton's theory as a first approximation, 198.

Pencil of light, 274.
Perfect fluid, behaviour of, 218.
Perfect gas, 136.
Perihelion, advance of, 208.
Planck law, 140.
Planetary motion, 205.
Poisson's equation, 185, 188, 199.
Potential: generalized electromagnetic, 96, 258; gravitational, 183; Newtonian, 199; scalar, 86; thermodynamic, 123 ; vector, 86.
Poynting vector, 80.
Principle of covariance, 166.
Principle of equivalence, 174.
Principle of Mach, 184.
Proper coordinates, 33, 180.
Proper quantities, use of, 7.
Proper volume, 496.
Pulse of light, 279.
Rediation: black body, 139; dynamics of black body, 161 ; energy-momentum tensor, 217, 269, 272; flow of, 272; mass, 271.
Red-shift, see Nebulae.
Relativity, of uniform motion, 12; of all kinds of motion, 176.
Reversibility and irreveraibility, 121, 294. 206, 424.

Reversibility and rate, 132, 319.
Riemann-Christoffel tenser, 185; contracted 187.
Right-angled lever, 79.
Sakur-Tetrode equation, 138.
Sampling of universe, 486.
Schur's theorem, 368, 372.
Second law of thermodynamics, 121, 152, 162, 293, 296.
Second postulate of relativity, 15.
Signature of line element, 31.
Space and time, ideas as to, 17.
Space-time continuum, 28.
Spatial contraction, 22.
Spatial isotropy, 362, 364.
Special relativity, 12.
Stresses: electromagnetic 91, 115; mechanical, 60, 69.
Symbols for quantities, 489.
Tensor analygis, 34, 493.
Tensors: electromagnetic fleld tensors, $96,103,259$; current vector, 95,103 , 107, 258, 262; energy-momentum
tensor, for matter 71, 189, 215, for electricity 99, 115, 261, for perfect fluid 216, for radiation 217, 269, 273 ;entropy vector, 164, 294; metrical tensor, 36, 183, 494; pseudo-tensor of potential energy and momentum, 224; Riemann-Christoffel tensor, 185.
Thermodynamic potential, 123.
Thermodynamics, 118, 291.
Third law of thermodynamics, 122.
Time dilation, 22.
Time scale, 412, 414, 416, 485.
Trajectories of particles and light rays, 171, 182.

Units used in general relativity, 201, 497.
Vector analysis, 491.
Waves: electromagnetic, 85, 267; gravitational, 239.
Wave-length, gravitational shift in, 211, 286.

Weight and mass, proportionality, 192.
Work, 47, 120, 156.
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