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## PREFACE

The theory that forms the subject of this book had its beginning with Artin's extension in 1927 of Wedderhurn's structure theory of algebras to rings satisfying the chain conditions. Since then the theory has been considerably extended and simplified. The only exposition of the subject in book form that has appeared to date is Deuring's Algebren published in the Ergebnisse series in 1935. Much progress has been made since then and this perhaps justifies a new exposition of the subject.

The present account is almost completely self-contained. That this has been possible in a book dealing with results of the significance of Wedderburn's theorems, the Albert-Brauer-Noether theory of simple algebras and the arithmetic ideal theory is another demonstration of one of the most remarkable characteristics of modern algebra, namely, the simplicity of its logical structure.

Roughly speaking our subject falls into three parts: structure theory, representation theory and arithmetic ideal theory. The first of these is an outgrowth of the structure theory of algebras. It was motivated originally by the desire to discover and to classify "hypercomplex" extensions of the field of real numbers. The most important names connected with this phase of the development of the theory are those of Molien, Dedekind, Frobenius and Cartan. The structure theory for algebras over a general field dates from the publication of Wedderburn's thesis in 1907; the extension to rings, from Artin's paper in 1927. The theory of representations was originally concerned with the problem of representing a group by matrices. This was extended to rings and was formulated as a theory of modules by Emmy Noether. The study of modules also forms an important part of the arithmetic ideal theory. This part of the theory of rings had its origin in Dedekind's ideal theory of algebraic number fields and more immediately in Emmy Noether's axiomatic foundation of this theory.

Throughout this book we have placed particular emphasis on the study of rings of endomorphisms. By using the regular representations the theory of abstract rings is obtained as a special case of the more concrete theory of endomorphisms. Moreover, the theory of modules, and hence representation theory, may be regarded as the study of a set of rings of endomorphisms all of which are homomorphic images of a fixed ring $\mathfrak{o}$. Chapter 1 lays the foundations of the theory of endomorphisms of a group. The concepts and results developed here are fundamental in all the subsequent work. Chapter 2 deals with vector spaces and contains some material that, at any rate in the commutative case, might have been assumed as known. For the sake of completeness this has been included. Chapter 3 is concerned with the arithmetic of non-commutative principal ideal domains. Much of this chapter can be regarded as a special case of the general arithmetic ideal theory developed in Chapter 6. The methods of Chapter 3 are, however, of a much more elementary character and
this fact may be of interest to the student of geometry, since the results of this chapter have many applications in that field. A reader who is primarily interested in structure theory or in representation theory may omit Chapter 3 with the exception of 3 . Chapter 4 is devoted to the development of these theories and to some applications to the problem of representation of groups by projective transformations and to the Galois theory of division rings. In Chapter 5 we take up the study of algebras. In the first part of this chapter we consider the theory of simple algebras over a general field. The second part is concerned with the theory of characteristic and minimum polynomials of an algebra and the trace criterion for separability of an algebra.

In recent years there has been a considerable interest in the study of rings that do not satisfy the chain conditions but instead are restricted by topological or metric conditions. We mention von Neumann and Murray's investigation of rings of transformations in Hilbert space, von Neumann's theory of regular rings and Gelfand's theory of normed rings. There are many important applications of these theories to analysis. Because of the conditions that we have imposed on the rings considered in this work, our discussion is not directly applicable to these problems in topological algebra. It may be hoped, however, that the methods and results of the purely algebraic theory will point the way for further development of the topological algebraic theory.
This book was begun during the academic year 1940-1941 when I was a visiting lecturer at Johns Hopkins University. It served as a basis of a course given there and it gained materially from the careful reading and criticism of Dr. Irving Cohen who at that time was one of the auditors of my lectures. My thanks are due to him and also to Professors Albert, Schilling and Hurewicz for their encouragement and for many helpful suggestions.

N. Jacobson.

Chapel Hill, N. C.,
March 7, 1943.

## CHAPTER 1

## GROUPS AND ENDOMORPHISMS

1. Rings of endomorphisms. With any commutative group $\mathfrak{M}$ we may associate a ring $\mathfrak{F}(\mathfrak{M})$, the ring of endomorphisms (homomorphisms of $\mathfrak{M}$ into itself) of ㅇ. On the other hand, as we shall see, any ring with an identity may be obtained as a subring of the ring of endomorphisms of its additive group. Because of this fact, we may use the theory of rings of endomorphisms to obtain the theory of abstract rings. This method of studying rings is one of the most important ones that we shall use in this book. It will therefore be well to begin our discussion with a brief survey of that part of the theory of groups and endomorphisms that will be required later.

Our primary concern in the sequel is with commutative groups. However, since most of the results of this chapter are valid for an arbitrary group $\mathfrak{M}$, we shall not assume at the outset that $\mathfrak{M}$ is commutative. Nevertheless, we shall find it convenient to use the additive notation in $\mathfrak{M}$ : The group operation will be denoted as + , the identity element as 0 , the inverse of $a$ as $-a$, etc.

Consider the collection $\mathfrak{T}(\mathfrak{M})$ of single-valued transformations of $\mathfrak{M}$ into itself, i.e. onto a subset of Mi. As always for transformations, we regard $A=B$ if the images $x A$ and $x B$ are identical for all $x$ in $\mathfrak{M}$. Now we shall turn $\mathfrak{T}$ into an algehraic system by introducing into it two fundamental operations. First, if $A$ and $B$ are in $\mathfrak{T}$, the sum $A+B$ is defined as the transformation whose effect on any $x$ in $\mathfrak{M}$ is obtained by adding the images $x A$ and $x B$. In other terms

$$
x(A+B)=x A+x B .
$$

The product $A B$ is the resultant of $A$ and $B$ :

$$
x(A B)=(x A) B .^{1}
$$

The following facts concerning the algebraic system $\mathfrak{I}$ are readily verified:

1) $\mathfrak{I}$ is a group relative to + . The identity element of this group is the transformation 0 that is defined by the equation $x 0=0$. The negative of $A$, $-A$, is given by the defining equation $x(-A)=-x A$.
2) $\mathcal{T}$ is a semi-group with an identity relative to multiplication, i.e. $(A B) C=$ $A(B C)$ and the identity element of $\mathfrak{T}$ is the identity transformation $1(x 1=x)$.
3) The distributive law

$$
A(B+C)=A B+A C
$$

holds.
The system $\mathfrak{T}$ is therefore very nearly a ring. It fails to be one since the
${ }^{1}$ This equation justifies our notation $x A$. For by using it, the order of writing corresponds to the order of performance of the transformations.
relations $A+B=B+A$ and $\left(B+\left(^{\prime}\right) A=B A+C . A\right.$ are not universally valid. We may satisfy the first of these conditions if we suppose that $M ?$ is commutative, but even in this case, the second condition fails.

Example. Let 9 be the crclic group of order 2 with elements 0,1 where $1+1=0$. I contains four elements

$$
0=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), \quad 1=\left(\begin{array}{ll}
0 & 1 \\
0 & 1
\end{array}\right), \quad A=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad B=\left(\begin{array}{ll}
0 & 1 \\
1 & 1
\end{array}\right)
$$

where, in general, $\left(\begin{array}{ll}0 & 1 \\ a & b\end{array}\right)$ denotes the transformation $0 \rightarrow a, 1 \rightarrow b$. The addition and multiplication tables in $\mathcal{I}$ are, respectively,

$$
\begin{array}{l|l:l:l|l|l|l|l|l|} 
& 0 & 1 & A & B \\
\hline 0 & 0 & 1 & A & \frac{B}{A} & & -0 & 0 & A \\
\hline 1 & 1 & 0 & B & \frac{0}{1} \\
\hline A & A & B & 0 & 1 & \frac{1}{1} & 0 & 1 & A \\
\hline B & B & A & 0 & B \\
\hline
\end{array}
$$

Since $0 . A \neq 0$, it is clear that the second distributive law does not hold.
We consider next the subset $\mathfrak{F}(\mathfrak{M})$ of $\mathfrak{T}$ consisting of the endomorphisms of $\mathfrak{M}$ (an arbitrary group). We recall the definition: A transformation $A$ of a group is an endomorphism if it is a homomorphism of the group into itself, that is,

$$
(x+y) A=x A+y A
$$

It is clear that $\mathbb{E}$ is closed relative to the multiplication defined in $\mathfrak{T}$. Moreover, if $B$ and $C$ are arbitrary elements of $\mathcal{I}$ and $A$ is in $\mathcal{E}$, then

$$
(B+C) A=B A+C A
$$

From our point of view the system $\mathcal{E}$ is not particularly interesting when $\mathfrak{M z}$ is an arbitrary group, for then $\mathcal{F}$ need not be closed relative to the addition that we defined in $\mathfrak{T}$. However, the situation is quite different when $\mathfrak{M}$ is commutative. In this case it is readily seen that if $A$ and $B$ are in $\mathcal{G}$, then $A+B=$ $B+A, 0$ and $-A$ all belong to $\dot{F}$. Since the associative and distributive laws for multiplication hold, $\mathbb{E}$ is a ring. This is the fundamental

Theorem 1. If $\mathfrak{M i}$ is a commutative group, then the set $\mathfrak{F}(\mathfrak{M})$ of endomorphisms of $\mathfrak{M}$ is a ring relative to the operations $A+B$ and $A B$ that are defined by the equations $x(A+B) \equiv x A+x B, x(A B) \equiv(x A) B$.

Examples. 1) Let $\mathfrak{M}$ be the group of rational integers under ordinary addition. Since $\mathfrak{P}$ is a cyclic group with 1 as a generator, any endomorphism $A$ is determined by its effect on 1 . For if $1 A=a$ and $x=\widetilde{1+\cdots+1}$, then $x A=x a$ the ordinary product of the integers $x$ and $a$. Since $(-x) A=-x A$, this equation holds also for negative $x$ 's and since $0 A=0=0 a$, it holds for 0 . Thus any endomorphism $A$ of $\mathfrak{M}$ is a transformation that multiplies the element
$x$ of 92 by a fixed element $a$. The element $a$ is uniquely determined by $A$, and it is clear that every integer $a$ arises from some endomorphism in this way. Hence $\mathbb{F}$ is in $(1-1)$ correspondence with $\mathfrak{M l}$. If $A \rightarrow a$ and $B \rightarrow b$ in our correspondence, then $x(A+B)=x A+x B=x a+x b=x(a+b)$ and similarly $x(A B)=x(a b)$. Hence $A+B \rightarrow a+b$ and $A B \rightarrow a b$, i.e. (F is isomorphic to the ring of rational integers $\mathfrak{M}$.
2) As a generalization of 1) we let $\mathfrak{M}$ be a direct sum of $n$ infinite cyclic groups. If $e_{1}, \cdots, e_{n}$ are generators of $\mathfrak{M}$, any endomorphism $A$ is completely determined by the images $e_{i} A=f_{i}$. On the other hand, we may choose elements $f_{i}$ arbitrarily in $\mathfrak{M}$ and define $\left(\Sigma e_{i} x_{i}\right) A=\Sigma f_{i} x_{i}, x_{i}$ integers. Then $A$ is an endomorphism. If

$$
e_{i} A=e_{1} a_{1 i}+\cdots+e_{n} a_{n i}, \quad(i=1, \cdots, n)
$$

$a_{i j}$ rational integers, then the correspondence $A \rightarrow\left(a_{i j}\right)$ is $(1-1)$ between $(\mathcal{F}$ and the ring of $n \times n$ matrices with rational integral elements. If $B \rightarrow\left(b_{i j}\right)$, we may verify that $A+B \rightarrow\left(a_{i j}\right)+\left(b_{i j}\right)$ and $A B \rightarrow\left(b_{i j}\right)\left(a_{i j}\right)$. Hence the correspondence is an anti-isomorphism between $\mathcal{E}$ and the ring of rational integral matrices. ${ }^{2}$ It may be remarked that the associative and distributive laws for these matrices may be deduced by means of our correspondence from the associative and distributive laws for endomorphisms.
3) If $\mathfrak{M}$ is a direct sum of cyclic groups of order $m$, a similar discussion shows that the ring of endomorphisms of $\mathfrak{M l}$ is anti-isomorphic to the ring of matrices with elements in the ring of rational integers reduced modulo $m$.

We return to the consideration of an arbitrary group $\mathfrak{M}$. Let $(\mathfrak{H}(\mathfrak{M})$ be the set of $(1-1)$ transformations of $\mathfrak{M}$ onto itself. It is clear that if $A$ is in $(\mathfrak{b}(\mathfrak{M})$, then the inverse transformation $A^{-1}$ is defined. It follows that $\mathfrak{G}(\mathfrak{M})$ is a group under multiplication.

Now if $A$ is an endomorphism, $A^{-1}$ is also an endomorphism. Hence the intersection $\mathfrak{H}(\mathfrak{M})=\mathscr{E}(\mathfrak{M}) \wedge(\mathfrak{H}(\mathfrak{M})$ is also a group under multiplication. The elements of this group, the $(1-1)$ endomorphisms of $\mathfrak{M}$ onto itself, are the automorphisms of $\mathfrak{M}$. Of particular interest among these transformations are the inner automorphisms. If $s \in \mathfrak{M}$, then the inner automorphism corresponding to $s$ is the transformation $S$ defined by the equation $x S=-s+x+s$. If $A$ is an arbitrary automorphism, then $x\left(A^{-1} S A\right)=-s A+x+s A$, i.e. $A^{-1} S A$ is the inner automorphism associated with the element $s A$. This shows that the totality of inner automorphisms constitutes an invariant subgroup of the complete group of automorphisms.

We recall that in any ring with an identity, an element $u$ is a unit if it has both a left and a right inverse relative to the identity. It follows immediately that these two inverses are equal and that no other element in the ring can satisfy either of the equations $u x=1$ or $x u=1$. As usual we denote the inverse of

[^0]$u$ by $u^{-1}$. It may be proved directly that the set of units of any ring is a group relative to the multiplication defined in the ring. Now consider any commutative group $\mathfrak{M}$, its ring of endomorphisms $\mathfrak{E}$ and its group of automorphisms $\mathfrak{N}$. Since the ( $1-1$ ) transformations of a set are the only ones that possess twosided inverses, it is evident that $\mathfrak{M}$ is the group of units of $\mathfrak{E}$. As an application of this fact, we see that the group of automorphisms of the direct sum $\mathfrak{M}$ of $n$ infinite cyclic groups is isomorphic to the extended unimodular group of $n \times n$ rational integral matrices having determinants +1 or -1 . For we have seen that the ring of endomorphisms of $\mathfrak{M}$ is isomorphic to the ring of $n \times n$ rational integral matrices, and by using the multiplicative property of determinants, we see that the units of the latter ring are the matrices of determinants $\pm 1$.
2. Groups relative to a set of endomorphisms. In many algebraic problems we are interested in studying a group $\mathfrak{M}$ relative to a fixed set of endomorphisms $\Omega$ acting in $\mathfrak{M}$. We fix our attention on the subgroups, called $\Omega$-subgroups (allowable), which are transformed into themselves by every endomorphism belonging to $\Omega$. Although, in our applications, $\mathfrak{M}$ will usually be an infinite group, the following examples indicate that this point of view is fruitful even in the study of finite groups.
Examples. 1) $\Omega$ is vacuous. All subgroups are allowable. 2) $\Omega$ consists of the inner automorphisms. Here the $\Omega$-subgroups are the invariant subgroups. 3) $\Omega$ is the complete set of automorphisms. The $\Omega$-subgroups are the characteristic subgroups of $\mathfrak{M}$.

We suppose now that $\mathfrak{M}$ and $\Omega$ are fixed. If $\mathfrak{R}_{1}$ and $\Re_{2}$ are $\Omega$-subgroups, evidently the intersection $\mathfrak{R}_{1} \wedge \mathfrak{R}_{2}$ is also an $\Omega$-subgroup. The join $\left(\mathfrak{R}_{1}, \mathfrak{R}_{2}\right)$, defined as the smallest subgroup containing $\mathfrak{R}_{1}$ and $\mathfrak{N}_{2}$, may be characterized as the set of finite sums of elements in $\mathfrak{N}_{1}$ and $\mathfrak{N}_{2}$. It follows that $\left(\mathfrak{R}_{1}, \mathfrak{R}_{2}\right)$ is an $\Omega$-subgroup. If $\mathfrak{N}_{1}$ is invariant, $\left(\mathfrak{N}_{1}, \mathfrak{R}_{2}\right)=\mathfrak{R}_{1}+\mathfrak{N}_{2}=\mathfrak{N}_{2}+\mathfrak{R}_{1}$ where $\mathfrak{N}_{1}+\mathfrak{N}_{2}$ denotes the set of elements $x_{1}+x_{2}, x_{i}$ in $\mathfrak{M}_{i}$.

If $\mathfrak{R}$ is an $\Omega$-subgroup, the endomorphism $\alpha$ of $\Omega$ induces in $\mathfrak{R}$ an endomorphism which we shall also denote as $\alpha$. Of course, distinct mappings $\alpha$ and $\beta$ in $\mathfrak{M}$ may coincide when regarded as mappings in $\mathfrak{\eta}$. We note that if $\alpha \beta=\gamma \epsilon \Omega$ or $\alpha+\beta=\delta \epsilon \Omega$, then these relations hold also for the induced transformations in 9 .

Now suppose that $\mathfrak{P}$ and $\mathfrak{P}$ are $\Omega$-subgroups and that $\mathfrak{B}$ is invariant in $\mathfrak{N}$. We consider the difference group consisting of the cosets $\mathfrak{B}+y, y$ in $\mathfrak{R}$. If $\alpha \in \Omega, \alpha$ determines a transformation in $\mathfrak{M}-\mathfrak{P}$ in the following way. If $\mathfrak{P}+y$ is an arbitrary coset, then the coset $\mathfrak{B}+y \alpha$ does not depend on the choice of the representative $y$ and so it is uniquely determined by the coset $\mathfrak{P}+y$ and by the endomorphism $\alpha$. Hence the correspondence $\mathfrak{P}+y \rightarrow \mathfrak{B}+y \alpha$ is a singlevalued transformation. Again, we denote this transformation in $\mathfrak{N}-\mathfrak{B}$ by $\alpha$, i.e. $(\mathfrak{B}+y) \alpha=\mathfrak{B}+y \alpha$. It is clear that $\alpha$ is an endomorphism in $\mathfrak{P}-\mathfrak{B}$. As in the case of subgroups, $\alpha \beta=\gamma$ or $\alpha+\beta=\delta$ in $\mathfrak{R}$ implies the same relation for the induced transformations in $\mathfrak{N}-\mathfrak{P}$. We may repeat these processes, forming difference groups of difference groups, subgroups of difference groups,
etc. In this way a whole hierarchy $\Omega$ of groups is generated in which the original endomorphisms $\alpha$ induce uniquely defined endomorphisms. We shall call the members of $\Omega, \Omega$-groups.

Let $\mathfrak{R}$ and $\overline{\mathfrak{R}}$ be any two $\Omega$-groups. A mapping $A$ of $\mathfrak{R}$ into the whole of $\overline{\mathfrak{R}}$ is an $\Omega$-homomorphism if it is an ordinary homomorphism and $\alpha A=A \alpha$ for all $\alpha$ in $\Omega$. Then $\mathfrak{R}$ and $\overline{\mathfrak{R}}$ are $\Omega$-homomorphic. ${ }^{3}$ If $A$ is $(1-1)$, it is an $\Omega$-isomorphism and then $\mathfrak{N}$ and $\overline{\mathfrak{M}}$ are $\Omega$-isomorphic. If $\overline{\mathfrak{M}} \leqq \mathfrak{N}$, we use the term $\Omega$ endomorphism for $\Omega$-homomorphism and if $\overline{\mathfrak{M}}=\mathfrak{N}$, we use the term $\Omega$-automorphism for $\Omega$-isomorphism.
3. The isomorphism theorems. Let $\mathfrak{R}$ and $\mathfrak{P}$ be $\Omega$-groups, $\mathfrak{P}$ invariant in $\mathfrak{N}$. It is well known that the correspondence $x \rightarrow \mathfrak{B}+x$ is a homomorphism $A$ between $\mathfrak{P}$ and $\mathfrak{P}-\mathfrak{B}$. Since $(\mathfrak{B}+x) \alpha=\mathfrak{B}+x \alpha, A \alpha=\alpha A$ and $A$ is an $\Omega$-homomorphism. Now suppose that $\mathfrak{R}$ and $\overline{\mathfrak{R}}$ are two $\Omega$-groups and that $x \rightarrow \bar{x}=x A$ is an $\Omega$-homomorphism between them. If $\mathfrak{B}$ is the set of elements of $\mathfrak{M}$ sent into 0 , we know that $\mathfrak{B}$ is an invariant subgroup of $\mathfrak{M}$ and that the correspondence $\mathfrak{P}+x \rightarrow \bar{x}=x A$ is an isomorphism between $(\mathfrak{R}-\mathfrak{P})$ and $\overline{\mathfrak{R}}$. Since $(y \alpha) A=(y A) \alpha=0 \alpha=0$ if $y \in \mathfrak{P}, \mathfrak{P}$ is an $\Omega$-subgroup and since $(\mathfrak{P}+x) \alpha=$ $(\mathfrak{P}+x \alpha) \rightarrow(x \alpha) A=(x A) \alpha$, the isomorphism is an $\Omega$-isomorphism between $\mathfrak{N}-\mathfrak{l}$ and $\overline{\mathfrak{M}}$. This proves the fundamental theorem on $\Omega$-homomorphisms:

Theorem 2. If $\mathfrak{M}$ and $\mathfrak{P}$ are $\Omega$-groups and $\mathfrak{P}$ is invariant in $\mathfrak{R}$, then $\mathfrak{N}$ and $\mathfrak{n}$ - $\mathfrak{B}$ are $\Omega$-homomorphic. Conversely if $\mathfrak{N}$ is $\Omega$-homomorphic to an $\Omega$-group $\overline{\mathfrak{P}}$ and $\mathfrak{B}$ is the set of elements mapped into 0 by the homomorphism, $\mathfrak{B}$ is an invariant $\Omega$-subgroup of $\mathfrak{\Re}$ and $\mathfrak{R}-\mathfrak{B}$ and $\overline{\mathfrak{R}}$ are $\Omega$-isomorphic.

If $A$ is an $\Omega$-homomorphism between $\mathfrak{R}$ and $\overline{\mathfrak{R}}$ and $\Re$ is an $\Omega$-subgroup of $\mathfrak{R}$, then its image $\Re A$ is an $\Omega$-subgroup of $\overline{\mathfrak{R}}$. If $\mathfrak{R}$ is invariant in $\mathfrak{M}, \mathfrak{R} A$ is invariant in $\mathfrak{M A}=\overline{\mathfrak{R}}$. On the other hand, if $\bar{\Re}$ is an $\Omega$-subgroup of $\overline{\mathfrak{R}}$ and $\Re$ is the set of elements $y$ of $\mathfrak{P}$ such that $y A \in \bar{R}$, then $\Re$ is an $\Omega$-subgroup of $\mathfrak{\Re}$ containing $\mathfrak{P}$, the set of elements mapped into 0 by the homomorphism. Again, the invariance of $\bar{\Re}$ implies that of $\Re$. If $\Re$ is an $\Omega$-subgroup containing $\mathfrak{P}$, any element of $\mathfrak{R}$ mapped into an element of $\mathfrak{R A}$ is in $\mathfrak{R}$. For if $x A=y A$ for $x$ in $\mathfrak{R}$ and $y$ in $\Re$, $(x-y) A=0$ and $x-y \in \mathfrak{P}$. Hence $x=(x-y)+y \in \Re$." These results may be stated as follows:

Theorem 3. Let $\mathfrak{M}$ be $\Omega$-homomorphic to $\overline{\mathfrak{M}}$ under the $\Omega$-homomorphism $A$ and let $\mathfrak{B}$ be the set of elements mapped into 0 by $A$. Then the correspondence $\Re \rightarrow$ $\Re A=\widetilde{\Re}$ is $(1-1)$ between the $\Omega$-subgroups $\Re$ containing $\mathfrak{P}$ and the $\Omega$-subgroups of $\overline{\mathfrak{M}}$. The group $\mathfrak{\Re}$ is invariant in $\mathfrak{M}$ if and only if $\bar{\Re}$ is invariant in $\overline{\mathfrak{R}}$.

[^1]Now let $\bar{\Re}$ be an invariant $\Omega$-subgroup of $\bar{\Re}$. If we apply the $\Omega$-homomorphism between $\overline{\mathfrak{M}}$ and $\overline{\mathfrak{R}}-\overline{\mathfrak{R}}$ after that between $\mathfrak{\Re}$ and $\overline{\mathfrak{R}}$, we obtain an $\Omega$-homomorphism between 92 and $\overline{\mathfrak{R}}-\bar{\Re}$. The elements mapped into 0 of $\overline{\mathfrak{R}}-\bar{\Re}$ are those in $\Re$. Hence we have the

First Isomorphism Theorem. Suppose that 92 is $\Omega$-homomorphic to $\overline{\mathfrak{M}}$, and let $\bar{\Re}$ be an invariant $\Omega$-subgroup of $\bar{\Re}$ and $\Re$ the totality of elements mapped into $\bar{\Re}$. Then $\mathfrak{N}-\mathfrak{\Re}$ and $\overline{\mathfrak{R}}-\overline{\mathfrak{R}}$ are $\Omega$-isomorphic.

Evidently this implies the
Corollary. If $\Re$ is an $\Omega$-subgroup of 92 containing the invariant $\Omega$-subgroup $\mathfrak{B}$ of $\mathfrak{Y}$ and $(\mathfrak{N}-\mathfrak{B})$ is invariant in $(\mathfrak{Y}-\mathfrak{Y})$, then $\mathfrak{\Re}$ is invariant in $\mathfrak{M}$ and $\mathfrak{M}-\mathfrak{R}$ is $\Omega$-isomorphic to $(\mathfrak{N}-\mathfrak{P})-(\Re-\mathfrak{B})$.

Suppose that $\mathfrak{R}_{1}, \mathfrak{N}_{2}, \mathfrak{M}_{1}$ are $\Omega$-groups; $\mathfrak{N}_{i} \leqq \mathfrak{M}_{1}$ and $\mathfrak{R}_{2}$ invariant in $\mathfrak{M}_{1}$. Then the smallest subgroup containing $\mathfrak{M}_{1}$ and $\mathfrak{R}_{2}$ is $\mathfrak{M} \equiv \mathfrak{N}_{1}+\mathfrak{l}_{2}=\mathfrak{R}_{2}+\mathfrak{R}_{1}$. The group $\mathfrak{R}_{2}$ is invariant in $\mathfrak{l}$ and the cosets in the difference group $\mathfrak{N}-\mathfrak{R}_{2}$ have the form $\Re_{2}+x_{1}, x_{1}$ in $\Re_{1}$. It follows that the correspondence $x_{1} \rightarrow$ $\Re_{2}+x_{1}$ is an $\Omega$-homomorphism between $\Re_{1}$ and $\Re-\Re_{2}$. Since the elements mapped into 0 are those of $\Re_{1} \wedge \Re_{2}$, we have the

Second Isomorphism Theorem. If $\mathfrak{R}_{1}, \mathfrak{R}_{2}, \mathfrak{M}_{1}$ are $\Omega$-groups, $\mathfrak{M}_{i} \leqq \mathfrak{M}_{1}$ and $\mathfrak{l}_{2}$ is invariant in $\mathfrak{M}_{1}$, then 1) $\mathfrak{R}_{1}+\mathfrak{n}_{2}=\mathfrak{n}_{2}+\mathfrak{n}_{1}$, 2) $\mathfrak{N}_{1} \wedge \mathfrak{R}_{2}$ is invariant in $\mathfrak{R}_{1}$ and 3) $\left(\mathfrak{l}_{1}+\mathfrak{M}_{2}\right)-\mathfrak{R}_{2}$ is $\Omega$-isomorphic to $\mathfrak{R}_{1}-\left(\mathfrak{R}_{1} \wedge \mathfrak{R}_{2}\right)$.
4. The Jordan-Hölder-Schreier theorem. A chain of $\Omega$-groups $\mathfrak{M}_{1} \geqq \mathfrak{M}_{2}$ $\geqq \cdots \geqq \mathfrak{M}_{s+1}=0$ is a normal series for $\mathfrak{M}_{1}$ if each $\mathfrak{M}_{i}$ is invariant in $\mathfrak{M}_{i-1}$. The difference groups $\mathfrak{M}_{i-1}-\mathfrak{M}_{i}$ are called the factors of the series while a second chain is a refinement of the first if it contains all of the $\mathfrak{M}_{i}$. We shall call two normal series equivalent if there is a $(1-1)$ correspondence between their factors such that the paired factors are $\Omega$-isomorphic.

Theorem 4 (Schreier). Any two normal series for $\mathfrak{M}_{1}$ have equivalent refinements.
Let $\mathfrak{M}_{1} \geqq \cdots \geqq \mathfrak{M}_{s+1}=0$ and $\mathfrak{M}_{1}=\mathfrak{M}_{1} \geqq \cdots \geqq \mathfrak{M}_{t+1}=0$ be the two normal series. Define $\mathfrak{M}_{i j}=\mathfrak{M}_{i+1}+\left(\mathfrak{M}_{i} \wedge \mathfrak{M}_{j}\right)$ for $j=1, \cdots, t+1$ and $i=$ $1, \cdots, s, \mathfrak{M}_{s+1,1}=0$. Then $\mathfrak{M}_{i, t+1}=\mathfrak{M}_{i+1,1}$ and $\left(\mathfrak{M}_{1}=\right) \mathfrak{M}_{11} \geqq \cdots \geqq \mathfrak{M}_{1 t} \geqq$ $\mathfrak{M}_{21} \geqq \cdots \geqq \mathfrak{M}_{2 t} \geqq \cdots \geqq \mathfrak{M}_{s, t} \geqq 0$. Similarly, set $\mathfrak{M}_{j i}=\mathfrak{M}_{j+1}+\left(\mathfrak{R}_{j} \wedge \mathfrak{M}_{i}\right)$ for $i=1, \cdots, s+1$ and $j=1, \cdots, t, \mathfrak{M}_{t+1,1}=0$ and obtain $\Re_{j, s+1}=\mathfrak{M}_{j+1,1}$ and $\left(\mathfrak{R}_{1}=\right) \mathfrak{M}_{11} \geqq \cdots \geqq \mathfrak{N}_{1 s} \geqq \mathfrak{M}_{21} \geqq \cdots \geqq \mathfrak{M}_{2 s} \geqq \cdots \geqq \mathfrak{M}_{t, s} \geqq 0$. Thus in each chain we have st +1 terms. We may pair $\mathfrak{M}_{i j}-\mathfrak{M}_{i, j+1}$ with $\mathfrak{M}_{j i}-$ $\mathfrak{n}_{j, i+1}$ to obtain the theorem as a consequence of the following

Lemma (Zassenhaus). Let $\mathfrak{M}_{1}, \mathfrak{N}_{1}^{\prime}, \mathfrak{M}_{2}, \mathfrak{M}_{2}^{\prime}, \mathfrak{M}_{1}$ be $\Omega$-groups where $\mathfrak{M}_{i} \leqq \mathfrak{M}_{1}$, $\mathfrak{N}_{i}^{\prime} \leqq \mathfrak{M}_{i}$ and $\mathfrak{M}_{i}^{\prime}$ is invariant in $\mathfrak{M}_{i}$. Then $\mathfrak{M}_{1}^{\prime}+\left(\mathfrak{N}_{1} \wedge \mathfrak{M}_{2}^{\prime}\right)$ is invariant in $\mathfrak{N}_{1}^{\prime}+$ $\left(\mathfrak{R}_{1} \wedge \mathfrak{R}_{2}\right) ; \mathfrak{R}_{2}^{\prime}+\left(\mathfrak{R}_{2} \wedge \mathfrak{M}_{1}^{\prime}\right)$ is invariant in $\mathfrak{R}_{2}^{\prime}+\left(\mathfrak{R}_{2} \wedge \mathfrak{n}_{1}\right)$ and the corresponding difference groups are $\Omega$-isomorphic.

By the Second Isomorphism Theorem, $\mathfrak{N}_{2} \wedge \mathfrak{N}_{1}^{\prime}=\left(\mathfrak{R}_{2} \wedge \mathfrak{R}_{1}\right) \wedge \mathfrak{N}_{1}^{\prime}$ is invariant in $\mathfrak{N}_{1} \wedge \mathfrak{R}_{2}$ and. $\left(\mathfrak{R}_{1} \wedge \mathfrak{R}_{2}\right)-\left(\mathfrak{R}_{1}^{\prime} \wedge \mathfrak{R}_{2}\right)$ and $\left(\mathfrak{R}_{1}^{\prime}+\left(\mathfrak{R}_{1} \wedge \mathfrak{N}_{2}\right)\right)-\mathfrak{N}_{1}^{\prime}$ are $\Omega$-iso-
morphic. Similarly, $\mathfrak{R}_{1} \wedge \mathfrak{R}_{2}^{\prime}$ is invariant in $\mathfrak{R}_{1} \wedge \mathfrak{R}_{2}$ and hence $\left(\mathfrak{R}_{1}^{\prime} \wedge \mathfrak{N}_{2}\right)+$ $\left(\mathfrak{R}_{1} \wedge \mathfrak{R}_{2}^{\prime}\right)$ is invariant. In the homomorphism between $\mathfrak{R}_{1} \wedge \mathfrak{R}_{2}$ and $\left(\mathfrak{R}_{1}^{\prime}+\right.$ $\left.\left(\mathfrak{R}_{1} \wedge \mathfrak{R}_{2}\right)\right)-\mathfrak{N}_{1}^{\prime}$, the group $\left(\left(\mathfrak{R}_{1}^{\prime} \wedge \mathfrak{R}_{2}\right)+\left(\mathfrak{R}_{1} \wedge \mathfrak{R}_{2}^{\prime}\right)\right)$ is mapped into $\left(\left(\mathfrak{N}_{1}^{\prime} \wedge \mathfrak{R}_{2}\right)\right.$ $\left.\left.+\left(\mathfrak{N}_{1} \wedge \mathfrak{R}_{2}^{\prime}\right)+\mathfrak{M}_{1}^{\prime}\right)-\mathfrak{N}_{1}^{\prime}=\left(\mathfrak{N}_{1} \wedge \mathfrak{N}_{2}^{\prime}\right)+\mathfrak{M}_{1}^{\prime}\right)-\mathfrak{R}_{1}^{\prime}$. Hence by the above corollary $\left(\mathfrak{R}_{1} \wedge \mathfrak{n}_{2}^{\prime}\right)+\mathfrak{M}_{1}^{\prime}$ is invariant in $\left(\mathfrak{R}_{1} \wedge \mathfrak{R}_{2}\right)+\mathfrak{R}_{1}^{\prime}$ and $\left(\mathfrak{R}_{1}^{\prime}+\left(\mathfrak{N}_{1} \wedge \mathfrak{R}_{2}\right)\right)-$ $\left(\mathfrak{R}_{1}^{\prime}+\left(\mathfrak{R}_{1} \wedge \mathfrak{N}_{2}^{\prime}\right)\right)$ and $\left.\left(\mathfrak{R}_{1} \wedge \mathfrak{N}_{2}\right)-\left(\mathfrak{N}_{1} \wedge \mathfrak{N}_{2}^{\prime}\right)+\left(\mathfrak{N}_{1}^{\prime} \wedge \mathfrak{R}_{2}\right)\right)$ are $\Omega$-isomorphic. By symmetry $\left(\mathfrak{n}_{1} \wedge \mathfrak{N}_{2}\right)-\left(\left(\mathfrak{N}_{1} \wedge \mathfrak{R}_{2}^{\prime}\right)+\left(\mathfrak{N}_{1}^{\prime} \wedge \mathfrak{R}_{2}\right)\right)$ and $\left(\mathfrak{N}_{2}^{\prime}+\left(\mathfrak{N}_{1} \wedge \mathfrak{R}_{2}\right)\right)-$ $\left(\Re_{2}^{\prime}+\left(\mathfrak{R}_{2} \wedge \Re_{1}^{\prime}\right)\right)$ are $\Omega$-isomorphic. Comparing the second members of these isomorphic pairs, we obtain the lemma.
5. Chain conditions. If $\mathfrak{R}$ is an $\Omega$-group, we shall at various times assume one or both of the following finiteness conditions:

Descending chain condition. If $\mathfrak{\Re}=\mathfrak{N}_{1}>\mathfrak{N}_{2}>\cdots$ where $\mathfrak{N}_{i}$ is an invariant $\Omega$-subgroup of $\Re_{i-1}$, then the sequence has only a finite number of terms.

Ascending chain condition. If $\mathfrak{M}=\mathfrak{n}_{1}>\cdots>\mathfrak{M}_{k}=\mathfrak{B}>0$ is a normal series for $\mathfrak{M}$, then any chain of $\Omega$-subgroups $0<\mathfrak{P}_{1}<\mathfrak{P}_{2}<\cdots$ all of which are invariant in $\mathfrak{B}$ is finite.

Of course both chain conditions hold if $\mathfrak{N}$ is of finite order. On the other hand, we shall see that these conditions may be used in place of the assumption of finiteness of order to obtain extensions of some of the classical theorems on finite groups to infinite $\Omega$-groups. The following examples prove the independence of the two chain conditions.

Examples. 1) The additive group of integers. This group satisfies the ascending chain condition but not the descending chain condition. This is also true for the direct sum of a finite number of infinite cyclic groups (Cf. Chapter $3,3)$.
2) The direct sum $\mathfrak{M}$ of an infinite number of cyclic groups of order a prime $p .{ }^{4}$ Let $x_{1}, x_{2}, \cdots$ be a basis for $\mathfrak{M}$ and let $A$ be the endomorphism determined by the equations $x_{1} A=0, x_{i} A=x_{i-1}$. Then $\mathfrak{M}$ satisfies the descending chain condition relative to $\Omega=\{A\}$ but not the ascending chain condition. Another example of this type is furnished by the commutative group with generators $x_{1}, x_{2}, \cdots$ satisfying the relations $p x_{1}=0, p x_{i}=x_{i-1}$. Here we take $\Omega$ to be vacuous.

It should be noted that if $\mathfrak{R}$ is commutative, the ascending chain condition assumes the simpler form that any chain $0<\mathfrak{B}_{1}<\mathfrak{B}_{2}<\cdots$ of $\Omega$-subgroups of $\mathfrak{R}$ is finite in length. If either chain condition holds for an (arbitrary) $\mathfrak{M}$, then it holds also for any invariant $\Omega$-subgroup $\mathfrak{B}$ and for any difference group $\mathfrak{P}-\mathfrak{P}$. If both chain conditions hold, $\mathfrak{N}$ has a composition series, i.e. a normal series $\mathfrak{N}=\mathfrak{R}_{1}>\cdots>\mathfrak{N}_{h}>0$ that has no proper refinements. Thus a normal series is a composition series if $\mathfrak{R}_{i-1}>\mathfrak{R}_{i}$ and $\mathfrak{R}_{i-1}-\mathfrak{R}_{i}$ is $\Omega$-irreducible in the sense that it has no proper invariant $\Omega$-subgroups. To prove our assertion let $\mathfrak{N}^{\prime}$ be a proper invariant $\Omega$-subgroup. If $\mathfrak{N}-\mathfrak{R}^{\prime}$ is reducible, there is an $\mathfrak{R}^{\prime \prime}$ invariant in $\mathfrak{N}$ such that $\mathfrak{N}>\mathfrak{N}^{\prime \prime}>\mathfrak{R}^{\prime}>0$. Continuing in this way we
${ }^{4}$ Note that this group relative to the vacuous set of endomorphisms satisfies neither chain condition.
obtain, after a finite number of steps, an invariant $\Omega$-subgroup $\mathfrak{R}_{2}$ of $\mathfrak{N}=\mathfrak{R}_{1}$ such that $\mathfrak{R}_{1}-\mathfrak{R}_{2}$ is $\Omega$-irreducible. If we repeat this process for $\mathfrak{R}_{2}$, we obtain an $\mathfrak{N}_{3}$, etc. Then we have a normal series $\mathfrak{R}_{1}>\mathfrak{R}_{2}>\cdots$, and by the descending chain condition this breaks off after a finite number of steps, yielding a composition series for $\mathfrak{R}$.
If $\Omega$ is the set of inner automorphisms, a composition series for $\Re$ is called a principal series and if $\Omega$ is the complete set of automorphisms, we have a characteristic series. The following extension of the Jordan-Hölder theorem implies, in particular, the uniqueness (in the sense of isomorphism) of the factors of these series as well as of ordinary composition series ( $\Omega$ vacuous).

Theorem 5. Any two composition series for an $\Omega$-group $\mathfrak{R}$ are equivalent.
This is an immediate consequence of Schreier's theorem.
Theorem 6. A necessary and sufficient condition that an $\Omega$-group have a composition series is that it satisfy both chain conditions.

The sufficiency of this condition has already been proved. Now suppose that $\mathfrak{N}$ has a composition series of $h$ terms. If $\mathfrak{N}=\mathfrak{N}_{1}>\mathfrak{R}_{2}>\cdots$ is a descending chain of $\Omega$-subgroups, then there are at most $h$ terms in this chain since $\mathfrak{N}_{1}>\mathfrak{R}_{2}>\cdots>\mathfrak{N}_{k}>0$ is a normal chain and may be refined into a composition series having $h$ terms. A similar argument applies to ascending chains.

If $\mathfrak{R}_{1}>\cdots>\mathfrak{n}_{h}>0$ is a composition series for $\mathfrak{N}_{1}$, then $h$ is the length of the group $\mathfrak{N}_{1}$. Hence a group is $\Omega$-irreducible if and only if it has length one. If $\mathfrak{N}^{\prime}$ is an invariant $\Omega$-subgroup of $\Re_{1}$, we may suppose that $\Re^{\prime}$ is the term $\mathfrak{N}_{k+1}$ in a composition series. Then $\mathfrak{N}_{k+1}$ has length $h-k$. By the First Isomorphism Theorem, $\left(\mathfrak{N}_{1}-\mathfrak{N}_{k+1}\right)>\cdots>\left(\mathfrak{N}_{k}-\mathfrak{N}_{k+1}\right)>0$ is a composition series for $\mathfrak{R}_{1}-\mathfrak{N}_{k+1}$, and so the difference group has length $k$.

An $\Omega$-endomorphism $A$ of $\mathfrak{R}$ is normal if it commutes with all the inner automorphisms of $\mathfrak{M}$. Then for any $a$ and $x,-a A+x A+a A=-a+x A+a$. Thus $a A=a+c(a)$ where $c(a)$ is an element that commutes with every element of $\mathfrak{R A}$. If $\mathfrak{B}$ is an invariant $\Omega$-subgroup, then $\mathfrak{B A}$ is invariant in $\mathfrak{N}$ for any normal $A$. We note also that the product of normal endomorphisms is normal.

If $A$ is any $\Omega$-endomorphism, the set $B_{A}$ of elements $z$ such that $z A=0$ is an $\Omega$-subgroup. Evidently $0 \leqq 3_{A} \leqq B_{A^{2}} \leqq \cdots$. If $B_{A^{k}}=B_{A^{k+1}}$, we have $3_{A^{k+1}}=B_{A^{k+2}}=\cdots$. Thus in the chain $0 \leqq 3_{A} \leqq B_{A^{2}} \leqq \cdots$ we have either the sign < throughout or we have this sign for $k(\geqq 0)$ terms and thereafter equality. Now suppose that $\mathfrak{R} A=\mathfrak{N}$ and $3_{A} \neq 0$. Then $3_{A^{2}}>3_{A}$. For, each $z$ in $B_{A}$ has the form $x A$ for a suitable $x$ and so $z A=x A^{2}=0$. Hence if $\mathfrak{S}_{A^{2}}=\mathfrak{B}_{A}, x A=0$, i.e. every $z=0$. Similarly we see that $0<B_{A}<\mathcal{S}_{A^{2}}<\cdots$. Hence

Theorem 7. If $\mathfrak{\Re}$ satisfies the ascending chain condition and if $A$ is an endo-


If $A$ is a normal endomorphism, the chain $\mathfrak{N} \geqq \mathfrak{N} A \geqq \mathfrak{N} A^{2} \geqq \cdots$ is a normal chain. We have either $\mathfrak{N}>\mathfrak{N} A>\cdots$ or $\mathfrak{N}>\mathfrak{R} A>\cdots>\mathfrak{N} A^{k}=$ $\mathfrak{N} A^{k+1}=\cdots$. The first of these alternatives certainly holds if $3_{A}=0$ and
$\mathfrak{N}>\mathfrak{N} A$. For if $\mathfrak{N} A^{k}=\mathfrak{N} A^{k+1}, x A^{k+1}=y A^{k}$ for any $x$ and a suitable $y$. Hence $\left(x A^{k}-y A^{k-1}\right) A=0$ and $x A^{k}=y A^{k-1}$, i.e. $\mathfrak{R} A^{k-1}=\mathfrak{N} A^{k}$. Thus we have

Theorem 8. If $\mathfrak{M}$ satisfies the descending chain condition and if $A$ is a normal $\Omega$-endomorphism such that $\mathfrak{B}_{A}=0$, then $\mathfrak{N}=\mathfrak{M} A$.

If we combine the two preceding theorems, we obtain
Theorem 9. If $\mathfrak{N}$ satisfies both chain conditions and if $A$ is a normal $\Omega$-endomorphism, then either $A$ is an automorphism or $\mathfrak{N A}<\mathfrak{N}$ and $\mathfrak{B}_{A} \neq 0$.

Assume again the ascending chain condition. Then $0<3_{A}<\cdots<3_{A}{ }^{k}=$ $3_{A^{k+1}}=\cdots$ for a finite $k$. It follows that $\mathcal{B}_{A^{k}} \wedge \mathfrak{N} A^{k}=0$. For if $w$ is in this intersection, $w=x A^{k}$ and $w A^{k}=0$. Hence $x A^{2 k}=0$ and since $3_{A^{k}}=3_{A^{2 k}}$, $x A^{k}=w=0$. Since $\mathfrak{N} A^{k+1} \leqq \mathfrak{N} A^{k}, A$ induces an $\Omega$-endomorphism in $\mathfrak{P}=\mathfrak{M} A^{k}$ and since there are no elements $z$ in $\mathfrak{P}$ other than 0 such that $z A=0, A$ is an isomorphism between $\mathfrak{B}$ and $\mathfrak{B A}$. Hence if $D$ is any transformation in $\mathfrak{B}$ such that $D A=0$, then $D=0$. Evidently $A$ induces a nilpotent endomorphism ( $A^{k}=0$ ) in $3_{A^{k}}$.
If $A$ is normal and $\mathfrak{N}$ satisfies the descending chain condition, we have. $\mathfrak{N}>$ $\cdots>\mathfrak{N} A^{l}=\mathfrak{N} A^{l+1}=\cdots$. If $x$ is any element of $\mathfrak{M}, x A^{l}=y A^{2 l}$ for a suitable $y$ and so $x=y A^{l}+\left(-y A^{l}+x\right)=\left(x-y A^{l}\right)+y A^{l} \epsilon \mathfrak{N} A^{l}+\mathcal{B}_{A^{l}}=$ $\mathcal{B}_{A^{l}}+\mathfrak{N} A^{l}$. The transformation induced by $A$ in $\mathcal{B}_{A} l$ is nilpotent. If $D$ is any transformation in $\mathfrak{M} A^{l}$ such that $A D=0$, where $A$ is the induced endomorphism in $\mathfrak{N} A^{l}$, then $D=0$.

If both chain conditions hold, the integers $k$ and $l$ of the last two paragraphs are equal. For $\mathfrak{R} A^{k} \wedge \mathfrak{B}_{A^{k}}=0$ and hence the only element of $\mathfrak{R} A^{k}$ mapped into 0 by $A$ is 0 . It follows that $\mathfrak{P} A^{k}=\mathfrak{M} A^{k+1}$ so that $l \leqq k$. On the other hand, $\mathfrak{R} A^{l}=\left(\mathfrak{N} A^{l}\right) A$ implies that $\mathfrak{M} A^{l} \wedge \mathfrak{B}_{A}=0$. Thus if $y A^{l+1}=\left(y A^{l}\right) A=0$, $y A^{l}=0$; hence $\sum_{A^{l+1}}=B_{A} l$ and $k \leqq l$. Hence we have proved the important

Lemma (Fitting). Suppose that both chain conditions hold for $\mathfrak{R}$ and that $A$ is a normal $\Omega$-endomorphism. Then for a suitable $k$ we have $\mathfrak{N}=\mathfrak{N} A^{k}+\mathfrak{B}_{A^{k}}$, $\mathfrak{n} A^{k} \wedge \mathfrak{B}_{A^{k}}=0$ where $A$ is nilpotent in $\mathfrak{B}_{A^{k}}$ and an automorphism in $\mathfrak{N} A^{k}$.

Remark. We need not suppose that $A$ is an $\Omega$-endomorphism in the above discussion. Instead let $\Omega$ contain the inner automorphisms and let $A$ satisfy the condition that $A \Omega=\Omega A$, i.e. for each $\alpha$ in $\Omega$ there is an $\alpha^{\prime}$ and an $\alpha^{\prime \prime}$ in $\Omega$ such that $A \alpha=\alpha^{\prime} A, \alpha A=A \alpha^{\prime \prime}$. Since $\Omega$ contains the inner automorphisms, $\Omega$-subgroups are invariant. The groups $\mathfrak{N A}$ and $\Omega_{A}$ are $\Omega$-subgroups and one may carry over the above arguments without change. However, we shall sketch a more direct proof of the final result. Consider the chains $\mathfrak{N} \geq \mathfrak{N} A \geqq \cdots$ and $0 \leqq \mathcal{Z}_{A} \leqq \cdots$. The terms of these chains are $\Omega$-subgroups and so by the chain conditions there is an integer $m$ such that $\mathfrak{M} A^{m}=\mathfrak{M} A^{m+1}=\cdots$ and $\mathfrak{X}_{A^{m}}=\mathfrak{X}_{A^{m+1}}=\cdots$. Set $A^{m}=B$. Then $\mathfrak{N B}=\mathfrak{M} B^{2}, \mathfrak{X}_{B}=\mathfrak{X}_{B^{2}}$ and hence by the chain conditions $\mathfrak{M B \wedge} \Omega_{B}=0$. If $x$ is any element of $\mathfrak{M , x} B^{2}=y B$ for

6. Direct sums. In the remainder of this chapter we consider an $\Omega$-group $\mathfrak{\Re}$ for which the endomorphisms in $\Omega$ induce all of the inner automorphisms of $\mathfrak{M}$.

We shall also suppose that $\mathfrak{N}$ satisfies both chain conditions. As we have seen, the first assumption implies that every $\Omega$-subgroup is invariant and that $\Omega$ endomorphisms are normal. The ascending chain condition may be stated in the simpler form: Every ascending chain $0<\mathfrak{N}_{1}<\mathfrak{N}_{2} \cdots$ terminates after a finite number of terms.

We say that $\mathfrak{N}$ is a direct sum of the $\Omega$-subgroups $\mathfrak{R}_{i}, i=1, \cdots, h$ if

$$
\mathfrak{N}=\mathfrak{N}_{\mathbf{I}}+\cdots+\mathfrak{N}_{h}
$$

and

$$
\mathfrak{R}_{i} \wedge\left(\mathfrak{n}_{1}+\cdots+\mathfrak{R}_{i-1}+\mathfrak{R}_{i+1}+\cdots+\mathfrak{N}_{h}\right)=0
$$

for all $i$. The decomposition is $p$ roper if all $\mathfrak{M}_{i} \neq 0$. If no proper decomposition exists other than $\mathfrak{N}=\mathfrak{N}, \mathfrak{N}$ is indecomposable. We use the notation $\mathfrak{N}=$ $\mathfrak{N}_{1} \oplus \cdots \oplus \mathfrak{R}_{h}$ for a direct sum. Since the $\mathfrak{R}_{i}$ are invariant, $\mathfrak{n}_{i}+\mathfrak{N}_{j}=\mathfrak{R}_{j}+\mathfrak{N}_{i}$ and we may equally well write $\mathfrak{N}=\mathfrak{N}_{1^{\prime}} \oplus \cdots \oplus \mathfrak{N}_{h^{\prime}}$ for any permutation $1^{\prime}, \cdots, h^{\prime}$ of $1, \cdots, h$. If $a \in \mathfrak{M}_{i}$ and $b \in \mathfrak{R}_{j}, j \neq i$, then the commutator $-a-b+a+b \in \mathfrak{R}_{i} \wedge \mathfrak{M}_{j}=0$. Hence $a+b=b+a$ and any element of $\mathfrak{N}_{i}$ commutes with any in $\mathfrak{R}_{j}$.

A necessary and sufficient condition that $\mathfrak{N}=\mathfrak{N}_{1} \oplus \cdots \oplus \mathfrak{N}_{h}$, where the $\mathfrak{N}_{i}$ are $\Omega$-subgroups, is that every $x$ in $\mathfrak{R}$ be expressible in one and only one way in the form $x_{1}+\cdots+x_{h}, x_{i}$ in $\mathfrak{N}_{i}$. This implies directly that if $\mathfrak{R}=\mathfrak{N}_{1} \oplus \cdots$ $\oplus \mathfrak{N}_{h}$, then $\mathfrak{n}_{1}^{\prime}=\mathfrak{n}_{1}+\cdots+\mathfrak{n}_{k_{1}}=\mathfrak{n}_{1} \oplus \cdots \oplus \mathfrak{R}_{k_{1}}$ and if $\mathfrak{N}_{2}^{\prime}=\mathfrak{n}_{k_{1}+1}+\cdots$ $+\mathfrak{N}_{k_{1}+k_{2}}, \cdots, \mathfrak{N}_{l}^{\prime}=\mathfrak{N}_{k_{1}+\cdots+k_{l-1}+1}+\cdots+\mathfrak{R}_{k_{1}+\cdots+k_{l}}$, then $\mathfrak{N} \neq \mathfrak{N}_{1}^{\prime} \oplus \cdots$ $\oplus \mathfrak{N}_{l}^{\prime}$. Conversely, if $\mathfrak{N}=\mathfrak{N}_{1}^{\prime} \oplus \cdots \oplus \mathfrak{N}_{l}^{\prime}$ and $\mathfrak{N}_{1}^{\prime}=\mathfrak{N}_{1} \oplus \cdots \oplus \mathfrak{N}_{k_{1}}, \cdots$, $\mathfrak{N}_{l}^{\prime}=\mathfrak{N}_{k_{1}+\cdots+k_{l-1}+1} \oplus \cdots \oplus \mathfrak{N}_{k_{1}+\cdots+k_{l}}$, then $\mathfrak{N}=\mathfrak{N}_{1} \oplus \cdots \oplus \mathfrak{N}_{h}, h=$ $k_{1}+\cdots+k_{l}$.

If $\mathfrak{N}=\mathfrak{N}_{1} \oplus \mathfrak{n}_{2}$, the Second Isomorphism Theorem implies that $\mathfrak{R}_{2}$ is $\Omega$ isomorphic to $\mathfrak{N}-\mathfrak{N}_{1}$. Evidently the length of $\mathfrak{N}=$ length $\mathfrak{R}_{1}+$ length $\mathfrak{N}_{2}$. If $\mathfrak{N}_{1}$ and $\mathfrak{R}_{2}$ are $\Omega$-subgroups of $\mathfrak{R}$ such that $\mathfrak{N}=\mathfrak{N}_{1}+\mathfrak{N}_{2}$, and $\mathfrak{N}_{3}=\mathfrak{N}_{1} \wedge \mathfrak{N}_{2}$, then $\mathfrak{N}-\mathfrak{N}_{3}=\left(\mathfrak{R}_{1}-\mathfrak{n}_{3}\right) \oplus\left(\mathfrak{R}_{2}-\mathfrak{N}_{3}\right)$. It follows that

$$
\text { length } \mathfrak{N}+\text { length }\left(\mathfrak{N}_{1} \wedge \mathfrak{N}_{2}\right)=\text { length } \mathfrak{N}_{1}+\text { length } \mathfrak{R}_{2} .
$$

We may, of course, replace $\mathfrak{R}$ by $\mathfrak{R}_{1}+\mathfrak{R}_{2}$ and obtain this relation for arbitrary $\Omega$-subgroups of $\mathfrak{M}$.

If $\mathfrak{\Re}=\mathfrak{N}_{1} \oplus \cdots \oplus \mathfrak{N}_{h}$ so that we have, for every $x, x=x_{1}+\cdots+x_{h}$, $x_{i}$ in $\Re_{i}$, then we define the mapping $E_{i}$ by $x E_{i}=x_{i}$. Since the expression for $x$ is unique, $E_{i}$ is single valued. If $y=y_{1}+\cdots+y_{h}, x+y=\left(x_{1}+y_{1}\right)+$ $\cdots+\left(x_{h}+y_{h}\right)$. Hence $(x+y) E_{i}=x E_{i}+y E_{i}$. If $\alpha \epsilon \Omega, x \alpha=x_{1} \alpha+$ $\cdots+x_{n} \alpha$ so that $\alpha E_{i}=E_{i} \alpha$. The $E_{i}$ are therefore $\Omega$-endomorphisms. Evidently the following relations hold:

$$
\begin{equation*}
E_{i}^{2}=E_{i}, \quad E_{i} E_{j}=0 \quad \text { if } \quad i \neq j, \quad E_{1}+\cdots+E_{h}=1 . \tag{1}
\end{equation*}
$$

We note also that $E_{i}+E_{j}=E_{j}+E_{i}$ and that any partial sum $E_{i_{1}}+\cdots+E_{i_{n}}$, $i_{k}$ distinct, is an endomorphism.

An $\Omega$-endomorphism $E$ that is idempotent $\left(E^{2}=E\right)$ will be called a projection.

The $E_{i}$ determined by the direct decomposition are of this type. Now suppose, conversely, that the $E_{i}$ are arbitrary projections that satisfy (1). Then $\mathfrak{N} E_{i} \equiv \mathfrak{N}_{i}$ are $\Omega$-subgroups such that $\mathfrak{N}=\mathfrak{n}_{1} \oplus \cdots \oplus \mathfrak{n}_{h}$ and the $E_{i}$ are the projections determined by this decomposition. Furthermore if $E$ is any projection and $\mathcal{S}_{E}$ is the set of elements $z$ such that $z E=0$, then by Fitting's lemma, or directly, we have $\mathfrak{M}=\mathfrak{M E} \oplus \mathcal{B}_{E}$. Hence there is a projection $E^{\prime}$ such that $E+E^{\prime}=$ $E^{\prime}+E=1, E E^{\prime}=E^{\prime} E=0$. We shall call an idempotent element $E$ of any ring primitive if it is impossible to write $E=E^{\prime}+E^{\prime \prime}$ where $E^{\prime}$ and $E^{\prime \prime}$ are idempotent elements $\neq 0$ of the ring and $E^{\prime} E^{\prime \prime}=E^{\prime \prime} E^{\prime}=0$. Thus $\mathfrak{M}$ is indecomposable if and only if 1 is a primitive projection.

By Fitting's lemma we have
Theorem 10. Let $\mathfrak{M}$ be an $\Omega$-group for which $\Omega$ contains all the inner automorphisms of $\mathfrak{M}$ and both chain conditions hold. If $\mathfrak{M}$ is indecomposable, then any $\Omega$-endomorphism is either nilpotent or an automorphism.
7. The Krull-Schmidt theorems. Suppose that $\mathfrak{M}$ is decomposable so that $\mathfrak{N}=\mathfrak{n}_{1} \oplus \mathfrak{R}_{2}, \mathfrak{N}_{i} \neq 0$. If $\mathfrak{R}_{1}$ is decomposable, $\mathfrak{R}_{1}=\mathfrak{N}_{11} \oplus \mathfrak{n}_{12}$ and $\mathfrak{N}=\mathfrak{n}_{11} \oplus$ $\mathfrak{R}_{12} \oplus \mathfrak{R}_{2}$. Thus $\mathfrak{N}>\mathfrak{R}_{1}>\mathfrak{R}_{11} \neq 0$ and continuing in this way, we obtain an indecomposable $\mathfrak{M}_{1 \ldots 1}$ such that $\mathfrak{M}=\mathfrak{N}_{1 \ldots 1} \oplus \mathfrak{n}_{1}^{\prime}$. We simplify the notation and write $\mathfrak{M}=\mathfrak{R}_{1} \oplus \mathfrak{R}_{1}^{\prime}$ where $\mathfrak{R}_{1}$ is indecomposable and $\neq 0$. If $\mathfrak{R}_{1}^{\prime}$ is decomposable, we have $\mathfrak{R}_{1}^{\prime}=\mathfrak{R}_{2} \oplus \mathfrak{R}_{2}^{\prime}$ where $\mathfrak{R}_{2}$ is indecomposable and $\neq 0$. Then $\mathfrak{R}=\mathfrak{R}_{1} \oplus$ $\mathfrak{R}_{2} \oplus \mathfrak{n}_{2}^{\prime}$. This process yields a descending chain $\mathfrak{R}_{1}^{\prime}>\mathfrak{R}_{2}^{\prime}>\cdots$. Hence it breaks off and we obtain $\mathfrak{Y}=\mathfrak{R}_{1} \oplus \cdots \oplus \mathfrak{\Re}_{k}$ where the $\mathfrak{\Re}_{i}$ are indecomposable and $\neq 0$.

Now suppose that $\mathfrak{M}=\mathfrak{P}_{1} \oplus \cdots \oplus \mathfrak{F}_{k}$ is a second decomposition where the $\Omega$-subgroups $\mathfrak{B}_{j}$ are indecomposable and $\neq 0$. Let $E_{i}$ and $F_{j}$ be the projections determined by the two decompositions. Since any sum $E_{i_{1}}+\cdots+E_{i_{n}}$, $i_{m}$ distinct, is an endomorphism, this is true also for $A E_{i_{1}}+\cdots+A E_{i_{n}}=$ $A\left(E_{i_{1}}+\cdots+E_{i_{n}}\right)$ and $E_{i_{1}} A+\cdots+E_{i_{n}} A=\left(E_{i_{1}}+\cdots+E_{i_{n}}\right) A$ for any endomorphism $A$. If we apply the endomorphism $F_{j} E_{1}$ to $9 l_{1}$, we obtain an endomorphism in this group and we have $F_{1} E_{1}+\cdots+F_{k} E_{1}=E_{1}$ as the identity in $\Re_{1}$. We wish to show that at least one of the $F_{j} E_{1}$ is an automorphism in $\Re_{1}$. This will follow from the following lemma.

Lemma. Let $\Re$ be an $\Omega$-group for which $\Omega$ contains all the inner automorphisms of $\cap$ and both chain conditions hold. If 9 is indecomposable and $A$ and $B$ are Q-endomorphisms such that $A+B=1$, then either $A$ or $B$ is an automorphism.

Since $A+B=1$ and $A$ and $B$ are endomorphisms, $A^{2}+A B=A^{2}+B A$ and hence $A B=B A$. If neither $A$ nor $B$ is an automorphism, both are nilpotent. Then $1=(A+B)^{m}$ is a sum of terms of the type $A^{r} B^{s}$ where $r+s=m$. If $m$ is sufficiently large, we have either $A^{r}=0$ or $B^{s}=0$, and so we obtain the contradiction $1=0$.

We apply this to $F_{1} E_{1}=A$ and $F_{2} E_{1}+\cdots+F_{k} E_{1}=B$ acting in $9 \mathfrak{R}_{1}$. If $F_{1} E_{1}$ is not an automorphism, then $B$ is and hence $B^{-1}$ exists. It follows that $F_{2} E_{1} B^{-1}+\cdots+F_{k} E_{1} B^{-1}=1$. Either $F_{2} E_{1} B^{-1}$ is an automorphism or
$F_{3} E_{1} B^{-1}+\cdots+F_{k} E_{1} B^{-1}$ is. If we continue in this way, we obtain the result that for some $j, F_{j} E_{1} B^{-1} C^{-1} \cdots G^{-1}$ is an automorphism where $B^{-1}, C^{-1}, \cdots$ are automorphisms. It follows that $F_{j} E_{1}$ is an automorphism in $\mathfrak{R}_{1}$. For simplicity we write $j=1$.

Consider the $\Omega$-homomorphism $F_{1}$ between $\mathfrak{\Re}_{1}$ and $\Re_{1} F_{1} \leqq \mathfrak{\Re}_{1}$. Since $F_{1} E_{1}$ is an automorphism, $F_{1}$ is an isomorphism. Now $\mathfrak{R}_{1} F_{1}$ is an $\Omega$-subgroup of $\mathfrak{P}_{1}$, as is also $\overline{\mathfrak{P}}_{1}$, the subset of $\mathfrak{P}_{1}$ of elements $z$ such that $z E_{1}=0$. If $y$ is any element of $\mathfrak{B}_{1}, y E_{1}=w F_{1} E_{1}$ for some $w$ in $\mathfrak{R}_{1}$. Hence $y=\left(y-w F_{1}\right)+w F_{1}$ where $y-w F_{1}$ is in $\overline{\mathfrak{P}}_{1}$. Since $\overline{\mathfrak{P}}_{1} \wedge \mathfrak{N}_{1} F_{1}=0$, this contradicts the indecomposability of $\mathfrak{P}_{1}$ unless $\overline{\mathfrak{P}}_{1}=0$ and $\mathfrak{R}_{1} F_{1}=\mathfrak{B}_{1}$. Thus $\mathfrak{M}_{1} F_{1}=\mathfrak{B}_{1}$ and hence $F_{1}$ is an isomorphism between $\mathfrak{P}_{1}$ and $\mathfrak{P}_{1}$, and $E_{1}$ is an isomorphism between $\mathfrak{P}_{1}$ and $\Re_{1}$. We assert that $H_{1}=E_{1} F_{1}+E_{2}+\cdots+E_{h}$ is an $\Omega$-endomorphism. This is a consequence of the following general remark: Suppose that $\mathfrak{N}=\mathfrak{N}_{1} \oplus \cdots \oplus \mathfrak{N}_{h}$ and that $\mathfrak{N}^{\prime}=\mathfrak{N}_{1}^{\prime} \oplus \cdots \oplus \mathfrak{N}_{h}^{\prime}$ is an $\Omega$-subgroup of $\mathfrak{M}$. If $A_{i}$ is an $\Omega$-homomorphism between $\mathfrak{R}_{i}$ and $\mathfrak{R}_{i}^{\prime}$, then $E_{1} A_{1}+\cdots+E_{h} A_{h}$ is an $\Omega$-endomorphism in $\mathfrak{\Re}$. Our result follows by noting that $\mathfrak{P}_{1} \wedge\left(\Re_{2}+\cdots+\right.$ $\left.\mathfrak{N}_{h}\right)=0$ so that $\mathfrak{M}^{\prime} \equiv \mathfrak{P}_{1}+\mathfrak{R}_{2}+\cdots+\mathfrak{N}_{h}=\mathfrak{\Re}_{1} \oplus \mathfrak{R}_{2} \oplus \cdots \oplus \mathfrak{N}_{h}$. Since $z H_{1}=0$ implies that $z=0, H_{1}$ is an automorphism, i.e. $\mathfrak{V}^{\prime}=\mathfrak{N}$.

Now suppose that we have already obtained a pairing between $\mathfrak{P}_{i}$ and $\mathfrak{M}_{i}$ for $i=1, \cdots, r$ such that $E_{i}$ is an $\Omega$-isomorphism between $\mathfrak{P}_{i}$ and $\mathfrak{M}_{i}$ and $F_{i}$ is one between $\mathfrak{R}_{i}$ and $\mathfrak{\Re}_{i}$. Suppose also that $\mathfrak{\Re}=\mathfrak{\Re}_{1} \oplus \cdots \oplus \mathfrak{P}_{r} \oplus \mathfrak{\Re}_{r+1} \oplus$ $\cdots \oplus 9_{h}$, and $H_{r}=E_{1} F_{1}+\cdots+E_{r} F_{r}+E_{r+1}+\cdots+E_{h}$ is an automorphism. Since the inner automorphisms of a difference group are induced by inner automorphism of the group, $\overline{\mathfrak{R}}=\mathfrak{N}-\left(\mathfrak{\Re}_{1}+\cdots+\mathfrak{P}_{r}\right)$ satisfies our conditions. We have

$$
\overline{\mathfrak{M}}=\overline{\mathfrak{M}}_{r+1} \oplus \cdots \oplus \overline{\mathfrak{N}}_{h}=\overline{\mathfrak{P}}_{r+1} \oplus \cdots \oplus \overline{\mathfrak{P}}_{k}
$$

where $\overline{\mathfrak{P}}_{l}=\left(\mathfrak{B}_{1}+\cdots+\mathfrak{B}_{r}+\mathfrak{M}_{l}\right)-\left(\mathfrak{P}_{1}+\cdots+\mathfrak{ß}_{l}\right), \overline{\mathfrak{B}}_{j}=\left(\mathfrak{ß}_{1}+\cdots+\right.$ $\left.\mathfrak{B}_{r}+\mathfrak{B}_{j}\right)-\left(\mathfrak{B}_{1}+\cdots+\mathfrak{B}_{r}\right)$ are $\Omega$-isomorphic to $\mathfrak{M}_{l}$ and $\mathfrak{B}_{j}$ respectively. By the above discussion we may pair $\overline{\mathfrak{B}}_{r+1}$ with, say, $\overline{\mathfrak{A}}_{r+1}$ so that the corresponding projections $\bar{E}_{r+1}, \bar{F}_{r+1}$ are isomorphisms between $\overline{\mathfrak{B}}_{r+1}$ and $\overline{\mathfrak{M}}_{r+1}$. We also have the equation $\overline{\mathfrak{M}}=\overline{\mathfrak{M}}_{r+1} \oplus \overline{\mathfrak{M}}_{r+2} \oplus \cdots \oplus \overline{\mathfrak{M}}_{n}$. If $x \in\left(\mathfrak{ß}_{1}+\cdots+\mathfrak{ß}_{r+1}\right) \wedge$ $\left(\mathfrak{R}_{r+2}+\cdots+\mathfrak{N}_{h}\right)$, the coset $\bar{x}=x+\left(\mathfrak{P}_{1}+\cdots+\mathfrak{ß}_{r}\right) \epsilon \overline{\mathfrak{P}}_{r+1} \wedge\left(\overline{\mathfrak{M}}_{r+2}+\right.$ $\cdots+\overline{\mathfrak{M}}_{h}$ ). Hence $\bar{x}=0$ and $x \epsilon \mathfrak{P}_{1}+\cdots+\mathfrak{P}_{r}$. Since $\left(\mathfrak{P}_{1}+\cdots+\mathfrak{P}_{r}\right) \wedge$ $\left(\mathfrak{M}_{r+1}+\cdots+\mathfrak{\imath}_{h}\right)=0, x=0$. Thus
$\mathfrak{B}_{1}+\cdots+\mathfrak{B}_{r+1}+\mathfrak{R}_{r+1}+\cdots+\mathfrak{M}_{h}=\mathfrak{B}_{1} \oplus \cdots \oplus \mathfrak{B}_{r+1} \oplus \mathfrak{M}_{r+2} \oplus \cdots \oplus \mathfrak{N}_{h}$.
Hence $H_{r+1}=E_{1} F_{1}+\cdots+E_{r+1} F_{r+1}+E_{r+2}+\cdots+E_{h}$ is an endomorphism. Since $\bar{F}_{r+1}$ is an isomorphism between $\overline{\mathfrak{P}}_{r+1}$ and $\overline{\mathfrak{B}}_{r+1}, z_{r+1} F_{r+1} \neq 0$ if $z_{r+1} \neq 0$ is in $\mathfrak{\Re}_{r+1}$. Hence $z H_{r+1}=0$ only if $z=0 ; H_{r+1}$ is an automorphism and $\mathfrak{M}=$ $\mathfrak{\Re}_{1} \oplus \cdots \oplus \mathfrak{ß}_{r+1} \oplus \mathfrak{R}_{r+2} \oplus \cdots \oplus \mathfrak{N}_{h}$. This proves the following theorems.

Theorem 11 (Krull-Schmidt). Let $\mathfrak{M}$ be an $\Omega$-group such that $\Omega$ contains all the inner automorphisms and both chain conditions hold. Suppose that $\mathfrak{M}=\mathfrak{M}_{1} \oplus$ $\cdots \oplus \mathfrak{N}_{h}=\mathfrak{B}_{1} \oplus \cdots \oplus \mathfrak{F}_{k}$ are two decompositions of $\mathfrak{\Re}$ as direct sums of in-
decomposable groups $\neq 0$. Then $h=k$ and there is an $\Omega$-automorphism $H$ and a suitable ordering of the $\mathfrak{P}$ 's such that $\mathfrak{N}_{i} H=\mathfrak{P}_{i}$ and $\mathfrak{N}=\mathfrak{P}_{1} \oplus \cdots \oplus \mathfrak{P}_{r} \oplus$ $\mathfrak{M}_{r+1} \oplus \cdots \oplus \mathfrak{N}_{h}$.

Theorem $11^{\prime}$ (Krull-Schmidt, second formulation). Under the above assumptions let $E_{i}, F_{j}$ be sets of primitive projections $\neq 0$ such that

$$
\begin{array}{lll}
E_{1}+\cdots+E_{h}=1, & E_{i} E_{i^{\prime}}=0 & \text { if } \quad i \neq i^{\prime} \\
\dot{F}_{1}+\cdots+F_{k}=1, & F_{j} F_{j^{\prime}}=0 & \text { if } j \neq j^{\prime}
\end{array}
$$

Then $h=k$, and we may order the $F$ 's so that there exists an $\Omega$-automorphism $H$ satisfying $F_{i}=H^{-1} E_{i} H$ and so that $H_{r}=E_{1} F_{1}+\cdots+E_{r} F_{r}+E_{r+1}+\cdots+E_{h}$ is an $\Omega$-automorphism.

In both theorems we take $H=E_{1} F_{1}+\cdots+E_{h} F_{h}$.
If $\mathfrak{M}=\mathfrak{N}^{\prime} \oplus \mathfrak{R}^{\prime \prime}$ is any direct decomposition, there is a refinement of this decomposition to a direct sum of indecomposable groups. It follows that if the $\mathfrak{P}_{i}$ above are suitably ordered, then there is an $\Omega$-automorphism $H$ such that $\mathfrak{Y}^{\prime} H=\mathfrak{B}_{1} \oplus \cdots \oplus \mathfrak{B}_{t}$ and $\mathfrak{Y}^{\prime \prime} H=\mathfrak{P}_{t+1} \oplus \cdots \oplus \mathfrak{B}_{h}$.
8. Complete reducibility. If, as in the present situation, the $\Omega$-subgroups of $\mathfrak{Y}$ are invariant, they constitute a modular lattice (Dedekind structure) $\mathfrak{R}$ relative to the operations $\wedge$ and + . For Dedekind's distributive law:

$$
\mathfrak{n}_{1} \wedge\left(\mathfrak{R}_{2}+\mathfrak{n}_{3}\right)=\mathfrak{N}_{2}+\mathfrak{R}_{1} \wedge \mathfrak{R}_{3} \text { if } \quad \mathfrak{N}_{1} \geqq \mathfrak{R}_{2}
$$

is valid. The concepts of reducibility and decomposability are lattice concepts. Similarly, we say that $\mathfrak{R}$ is completely reducible if the lattice $\Omega$ is completely reducible, that is, if for every $\mathfrak{Y}^{\prime}$ in $\mathfrak{N}$ there is an $\mathfrak{N}^{\prime \prime}$ such that $\mathfrak{N}=\mathfrak{N}^{\prime} \oplus \mathfrak{N}^{\prime \prime}$. The element $\mathfrak{N}^{\prime \prime}$ is a complement of $\mathfrak{Y}^{\prime}$ relative to $\mathfrak{M}$.

If $\mathfrak{P}, \mathfrak{B}^{\prime} \in \mathfrak{R}$ and $\mathfrak{P}^{\prime} \leqq \mathfrak{P}$, let $\mathfrak{B}^{\prime \prime}$ be a complement of $\mathfrak{P}^{\prime}$ relative to $\mathfrak{M}$. From $\mathfrak{M}=\mathfrak{B}^{\prime}+\mathfrak{P}^{\prime \prime}$ and Dedekind's law we have $\mathfrak{B}=\mathfrak{B}^{\prime}+\left(\mathfrak{B}^{\prime \prime} \wedge \mathfrak{B}\right)$. Since $\mathfrak{P}^{\prime} \wedge$ $\mathfrak{B}^{\prime \prime}=0$, $\left(\mathfrak{P} \wedge \mathfrak{B}^{\prime \prime}\right)$ is a complement of $\mathfrak{P}^{\prime}$ relative to $\mathfrak{B}$. Thus any $\Omega$-subgroup $\mathfrak{B}$ of a completely reducible group $\mathfrak{R}$ is completely reducible. If $\mathfrak{N}=\mathfrak{R}_{1}>$ $\mathfrak{N}_{2}>\cdots$ is an infinite descending chain of elements in $\mathcal{E}$, there exist elements $\mathfrak{\Re}_{i}^{\prime} \neq 0$ for $i=2,3, \cdots$ such that $\mathfrak{N}_{i-1}=\mathfrak{M}_{i} \oplus \mathfrak{\Re}_{i}^{\prime}$. Then

$$
\mathfrak{N}_{1}=\mathfrak{N}_{2}^{\prime} \oplus \mathfrak{N}_{2}=\cdots=\mathfrak{N}_{2}^{\prime} \oplus \cdots \oplus \mathfrak{N}_{i}^{\prime} \oplus \mathfrak{N}_{i}
$$

and $\mathfrak{N}_{2}^{\prime}<\mathfrak{N}_{2}^{\prime} \oplus \mathfrak{N}_{3}^{\prime}<\mathfrak{N}_{2}^{\prime} \oplus \mathfrak{N}_{3}^{\prime} \oplus \mathfrak{N}_{4}^{\prime}<\cdots$ is an infinite ascending chain. Hence, if the ascending chain condition holds for a completely reducible group then the descending chain condition holds. Now suppose that $0<\mathfrak{M}_{1}<$ $\mathfrak{R}_{2}<\cdots$ is an infinite ascending chain. Determine $\mathfrak{N}_{1}^{\prime}$ so that $\mathfrak{N}=\mathfrak{N}_{1} \oplus \mathfrak{n}_{1}^{\prime}$ and $\mathfrak{R}_{i}^{\prime}$ for $i>1$ so that $\mathfrak{Y}_{i-1}^{\prime}=\left(\mathfrak{R}_{i-1}^{\prime} \wedge \mathfrak{R}_{i}\right) \oplus \mathfrak{R}_{i}^{\prime}$. Then $\mathfrak{N}_{i}+\mathfrak{R}_{i}^{\prime} \geqq \mathfrak{R}_{i-1}^{\prime}$ and $\geqq \mathfrak{M}_{i-1}$. Hence $\mathfrak{M}=\mathfrak{M}_{i}+\mathfrak{M}_{i}^{\prime}$. Since $\mathfrak{N}_{i}^{\prime} \wedge\left(\mathfrak{R}_{i-1}^{\prime} \wedge \mathfrak{M}_{i}\right)=0$, $\left(\mathfrak{R}_{i}^{\prime} \wedge\right.$ $\left.\mathfrak{R}_{i}\right) \wedge \mathfrak{R}_{i-1}^{\prime}=0$ and since $\left(\mathfrak{R}_{i}^{\prime} \wedge \mathfrak{M}_{i}\right) \leqq \mathfrak{R}_{i-1}^{\prime}$, it follows that $\mathfrak{M}_{i}^{\prime} \wedge \mathfrak{M}_{i}=0$ and $\mathfrak{N}=\mathfrak{N}_{i} \oplus \mathfrak{N}_{i}^{\prime}$. This, together with the relation $\mathfrak{R}_{i-1}^{\prime}>\mathfrak{N}_{i}^{\prime}$, implies that
$\mathfrak{N}_{1}^{\prime}>\mathfrak{M}_{2}^{\prime}>\cdots$ is an infinite descending chain. The descending chain condition therefore implies the ascending chain condition.
Theorem 12. If $\mathfrak{M}$ satisfies either chain condition and is completely reducible, then $\mathfrak{P}=\mathfrak{R}_{1} \oplus \cdots \oplus \mathfrak{N}_{h}$ where the $\mathfrak{R}_{i}$ are irreducible. Conversely, if $\mathfrak{R}=\mathfrak{R}_{1}+$ $\cdots+\mathfrak{M}_{h}$ where the $\mathfrak{M}_{i}$ are irreducible, then $\mathfrak{M}$ is completely reducible and satisfies both chain conditions.

First suppose that $\mathfrak{N}$ is completely reducible and that $\mathfrak{N}=\mathfrak{N}_{1} \oplus \cdots \oplus \mathfrak{N}_{h}$ where the $\mathfrak{R}_{i}$ are indecomposable. If $\mathfrak{R}_{i}$ is reducible, it contains an $\mathfrak{R}_{i}^{\prime} \neq 0$ and $\neq \mathfrak{N}_{i}$. Since $\mathfrak{N}_{i} \leqq \mathfrak{R}$, it is completely reducible also. Hence $\mathfrak{N}_{i}=\mathfrak{N}_{i}^{\prime} \oplus \mathfrak{N}_{i}^{\prime \prime}$ for a suitable $\mathfrak{R}_{i}^{\prime \prime} \neq 0$ contrary to the indecomposability of $\mathfrak{R}_{i}$. Now let $\mathfrak{M}=$ $\mathfrak{N}_{1}+\cdots+\mathfrak{R}_{h}, \mathfrak{N}_{i}$ irreducible, and let $\mathfrak{\Re}_{1}$ be an $\Omega$-subgroup of $\mathfrak{N}$. 'Then $\mathfrak{P}_{1} \wedge \mathfrak{R}_{i} \in \mathbb{R}$ and by the irreducibility of $\mathfrak{N}_{i}$ either $\mathfrak{B}_{1} \wedge \mathfrak{N}_{i}=0$ or $\mathfrak{P}_{1} \wedge \mathfrak{R}_{i}=\mathfrak{M}_{i}$ so that $\mathfrak{P}_{1} \geqq \mathfrak{R}_{i}$. If the second condition holds for all $i, \mathfrak{B}_{1}=\mathfrak{R}$. Otherwise let $i_{1}$ be an index such that $\mathfrak{P}_{1} \wedge \mathfrak{R}_{i_{1}}=0$. Then $\mathfrak{P}_{2} \equiv \mathfrak{P}_{1}+\mathfrak{N}_{i_{1}}=\mathfrak{P}_{1} \oplus \mathfrak{R}_{i_{1}}$. If we use $\mathfrak{\Re}_{2}$ in place of $\mathfrak{\Re}_{1}$, we obtain either $\Re_{2}=\mathfrak{M}$, or there is an $\mathfrak{N}_{i_{2}}, i_{2} \neq i_{1}$, such that $\mathfrak{\Re}_{2} \wedge \mathfrak{M}_{i_{2}} \neq 0$. Then $\mathfrak{\Re}_{3} \equiv \mathfrak{ß}_{2}+\mathfrak{R}_{i_{2}}=\mathfrak{\Re}_{2} \oplus \mathfrak{M}_{i_{2}}$. Continuing in this way we finally reach a $k$ such that $\mathfrak{M}=\mathfrak{P}_{k+1}=\mathfrak{P}_{k} \oplus \mathfrak{N}_{i_{k}}=\mathfrak{B}_{1} \oplus \mathfrak{N}_{i_{1}} \oplus$ $\cdots \oplus \mathfrak{R}_{i_{k}}$. Thus $\mathfrak{R}_{i_{1}} \oplus \cdots \oplus \mathfrak{R}_{i_{k}}$ is a complement of $\mathfrak{P}_{1}$ relative to $\mathfrak{R}$. Now if we begin with $\mathfrak{B}_{1}=0$, we obtain the decomposition $\mathfrak{\Re}=\mathfrak{R}_{i_{1}} \oplus \cdots \oplus \mathfrak{R}_{i_{k}}$. Hence

$$
\mathfrak{N}=\left(\mathfrak{N}_{i_{1}} \oplus \cdots \oplus \mathfrak{N}_{i_{k}}\right)>\left(\mathfrak{N}_{i_{2}} \oplus \cdots \oplus \mathfrak{R}_{i_{k}}\right)>\cdots>\mathfrak{M}_{i_{k}}>0
$$

is a composition series for $\mathfrak{\Re}$ and by Theorem 6 , both chain conditions hold.
9. o-modules. We shall now introduce the concept of a module, which is of particular importance in the theory of representations. We define a representation of an abstract ring $\mathfrak{o}$ as a homomorphism between $\mathfrak{o}$ and a subring of the ring of endomorphisms of a commutative group $\mathfrak{M}$. We denote the endomorphism corresponding to $a$ in o by $A$. However, we shall find it more convenient to denote the effect $x A$ simply as $x a$ and to regard this element as the "product" of $x$ in $\mathfrak{M}$ and $a$ in $\mathfrak{o}$. The following conditions hold:

$$
\begin{align*}
(x+y) a & =x a+y a \\
x(a+b) & =x a+x b  \tag{2}\\
x(a b) & =(x a) b
\end{align*}
$$

for all $x, y$ in $\mathfrak{M}$ and all $a, b$ in $\mathfrak{o}$. Now we shall call a commutative group $\mathfrak{M}$ an $\mathfrak{o}$-module if a product $x a$ in $\mathfrak{M}$ is defined for each $x$ in $\mathfrak{M}$ and each $a$ in $\mathfrak{o}$ such that (2) holds. Thus we have shown that the group $\mathfrak{M}$ in which a representation of $\mathfrak{o}$ is defined may be regarded as an $\mathfrak{o}$-module. On the other hand, any $\mathfrak{o}$ module defines a representation. For by the first of equations (2), the mapping $x \rightarrow x a$ is an endomorphism in $\mathfrak{M}$. By the second and third equations, the set $\mathfrak{D}$ of these erfdomorphisms is closed under addition and multiplication. More-
over, we may deduce easily that $x 0=0$ and that $x(-a)=-x a$ so that $\mathfrak{S}$ contains the 0 endomorphism and the negative of any endomorphism in this set. Thus $\mathfrak{E}$ is a ring. Now by the second and third equations, the correspondence between $a$ and the endomorphism $x \rightarrow x a$ is a homomorphism between 0 and $\mathfrak{O}$.

Since the ring $\mathfrak{o}$ has an existence independent of $\mathfrak{M}$, there is a natural way of comparing different $\mathfrak{o}$-modules. We define an o-homomorphism $H$ between the $\mathfrak{D}$-module $\mathfrak{M}$ and the $\mathfrak{D}$-module $\mathfrak{N}$ as a homomorphism between $\mathfrak{M}$ and $\mathfrak{P}$ such that $(x a) H=(x H) a$ for all $x$ in $\mathfrak{M}$ and all $a$ in $\mathfrak{o}$. If $H$ is $(1-1)$, we have an $\mathfrak{o}$-isomorphism. In a similar fashion we define an $\mathfrak{D}$-endomorphism and an $\mathfrak{p}$-automorphism. If $\mathfrak{M}$ is a subgroup of an $\mathfrak{D}$-module, having the property that $y a \in \mathfrak{R}$ for all $y$ in $\mathfrak{n}$ and all $a$ in $\mathfrak{o}, \mathfrak{M}$ is a module relative to the product $y a$. Then $\mathfrak{R}$ is called a submodule of $\mathfrak{M}$. We may set $(x+\mathfrak{R}) a=x a+\mathfrak{R}$ and observe that this function is single valued for the pairs $x+\mathfrak{M}$ in $\mathfrak{M}-\mathfrak{y}$ and $a$ in $\mathfrak{0}$. The rules (2) hold and so $\mathfrak{M}-\mathfrak{M}$ is a module, the difference module of $\mathfrak{M}$ with respect to $\mathfrak{P}$. The module $\mathfrak{M}$ is reducible if it contains a proper $\mathfrak{o}$-submodule. Decomposability and complete reducibility are defined in a similar fashion.

We shall see later that the following representation is fundamental in the structure theory of rings. We consider 0 as a commutative group relative to the addition defined in the ring $\mathfrak{o}$. Now we may turn this group into an o -module by taking $x a$ to be the ring product of $x$ and $a$. Then the equations (2) follow from the distributive and associative laws. Hence the group o is an o-module. It follows that the correspondence between the ring element $a$ and the endomorphism $x \rightarrow x a$ is a representation. We shall denote the endomorphism $x \rightarrow x a$ by $a_{r}$ and we shall call this mapping the right multiplication determined by $a$. The representation $a \rightarrow a_{r}$ is the (right) regular representation of 0 . If o has an identity $1,1 a_{r}=1 b_{r}$ implies that $a=b$; hence the regular representation is $(1-1)$. The 0 -submodules relative to the regular representation are the right ideals of 0 .

The theorems that we have proved for $\Omega$-groups are all valid for 0 -modules. The modification in statement and proof is obvious. For example, if $\mathfrak{M}$ is an $\mathfrak{D}$-module homomorphic to the $\mathfrak{o}$-module $\mathfrak{R}$, then the set $\mathfrak{B}$ of elements mapped into 0 by the homomorphism is a submodule of $\mathfrak{M}$ and $\mathfrak{M}-\mathfrak{Y}$ and $\mathfrak{M}$ are $\mathfrak{p}$ isomorphic. If $\mathfrak{o}$ contains an identity, the following device enables us to reduce the theory of $\mathfrak{o}$-modules to that of $\Omega$-groups. If $\mathfrak{M}$ and $\mathfrak{M}$ are $\mathfrak{n}$-modules, we form the direct sum $\subseteq=\mathfrak{M} \oplus \mathfrak{M} \oplus \mathfrak{D}$ and we define $(x+y+b) a=x a+$ $y a+b a$ for $x$ in $\mathfrak{M}, y$ in $\mathfrak{M}$ and $a, b$ in $\mathfrak{o}$. In this way we obtain a ring of endomorphisms $\mathfrak{\Sigma}$ in $\cong$ isomorphic to $\mathfrak{0}$. Now $\mathfrak{M}$ and $\mathfrak{Y}$ are $\mathfrak{E}$-subgroups and are $\mathfrak{£}$-homomorphic ( $\mathfrak{£}$-isomorphic) if and only if they are $\mathfrak{o}$-homomorphic ( $\mathfrak{0}$ isomorphic).

Finally we may remark that certain problems regarding $\Omega$-groups may be reduced to questions on representations. This is done by replacing $\Omega$ by its enveloping ring $\mathfrak{£}$ defined as the smallest subring of endomorphisms containing all the transformations in $\Omega$. Then $\Omega$ defines a representation of itself, or, more precisely, $\mathfrak{S}$ defines a representation of the abstract ring 0 isomorphic to $\mathfrak{O}$. The group $\mathfrak{M}$ in which the endomorphisms act is therefore an $\mathfrak{0}$-module.
10. Left-modules. Since we are primarily interested in non-commutative rings, the concept of an anti-homomorphism is almost as important as that of a homomorphism. We recall the definition: If $\mathfrak{o}$ and $\mathfrak{o}^{\prime}$ are rings, an anti-homomorphism is a mapping $x \rightarrow x^{\prime}$ of $\mathfrak{o}$ into the whole of $\mathfrak{o}^{\prime}$ such that

$$
(x+y)^{\prime}=x^{\prime}+y^{\prime} \quad(x y)^{\prime}=y^{\prime} x^{\prime}
$$

If, in addition, the mapping is $(1-1)$, then it is an anti-isomorphism and 0 and $\mathfrak{o}^{\prime}$ are anti-isomorphic. If we add the further condition that $\mathfrak{v}=\mathfrak{o}^{\prime}$, we have an anti-automorphism. For example, the correspondence between a matrix and its transpose is an anti-isomorphism in the ring of matrices with rational integral elements.

Now if $\mathfrak{o}$ is any ring, we may form a set $\mathfrak{v}^{\prime}$ whose elements $x^{\prime}$ are in $(1-1)$ correspondence with those of $\mathfrak{o}\left(x \leftrightarrow x^{\prime}\right)$ and then define $x^{\prime}+y^{\prime}$ as $(x+y)^{\prime}$ and $x^{\prime} y^{\prime}$ as $(y x)^{\prime}$. The resulting system is a ring anti-isomorphic to $\mathfrak{o}$, the mapping $x \rightarrow x^{\prime}$ being an anti-isomorphism.

We may now formulate the duals of the concepts of representation and o -module. We define an anti-representation (inverse representation) of o as an anti-homomorphism $a \rightarrow A^{\prime}$ between $\mathfrak{o}$ and a subring of the ring of endomorphisms of a commutative group $\mathfrak{M}$. In this case it is convenient to denote the value $x A^{\prime}$ of the function of $x$ and $a$ by $a x$. Then

$$
\begin{align*}
a(x+y) & =a x+a y \\
(a+b) x & =a x+b x  \tag{3}\\
(a b) x & =a(b x) .
\end{align*}
$$

We are therefore led to define a left $\mathfrak{o}$-module $\mathfrak{M}$ as a commutative group for which there is defined a product of $x$ in $\mathfrak{M}$ and $a$ in $\mathfrak{o}$ whose values $a x$, in $\mathfrak{M}$, satisfy (3). Thus any anti-representation leads to a left $\mathfrak{o}$-module, and, conversely, if a left 0 -module is given, the correspondence $a \rightarrow A^{\prime}$ where $x A^{\prime}=a x$ is an anti-representation. The definitions of isomorphism, submodule, etc. are similar to those for ordinary modules. As is to be expected, the "anti"-theory parallels the ordinary theory. We may in fact obtain a reduction to the ordinary theory by noting that any left $\mathfrak{o}$-module may be regarded as an $\mathfrak{o}^{\prime}$-module where $\mathfrak{0}^{\prime}$ is anti-isomorphic to $\mathfrak{0}$. In many cases, however, we shall find it more convenient to deal directly with left modules instead of carrying out this reduction.

As before, the additive group of any ring $\mathfrak{o}$ is a left $\mathfrak{o}$-module relative to the function whose values are the products $a x, x$ in the additive group 0 and $a$ in the ring 0 . We shall denote the mapping $x \rightarrow a x$ by $a_{l}$ and shall call it the left multiplication determined by $a$. The anti-representation $a \rightarrow a_{\iota}$ is called the left regular representation. It is clear that the submodules of the left $\mathfrak{o}$ module $\mathbf{o}$ are the left ideals of o .

## CHAPTER 2

## VECTOR SPACES

1. Definition. In this chapter we study a commutative group $\mathfrak{R}$ relative to a set $\Phi$ of endomorphisms that forms a division ring (non-commutative field). The set $\ell$ of $\Phi$-endomorphisms of a group of this type is a matrix ring over a division ring $\Phi^{\prime}$ anti-isomorphic to $\Phi$. Our study is therefore equivalent to the study of matrix rings. One of the fundamental results of the structure theory of rings (obtained in Chapter 4) amounts to the statement that any simple ring satisfying certain finiteness conditions is a matrix ring over a division ring. By means of this theorem, we shall be able to elevate the present seemingly special discussion to an important place in the general theory.

The exact assumptions that we make on $\Re$ and on $\Phi$ are the following:

1. If $\alpha, \beta \epsilon \Phi$, then $\alpha+\beta \epsilon \Phi$ and $\alpha \beta \epsilon \Phi$.
2. 0 and $1 \epsilon \Phi$.
3. If $\alpha \epsilon \Phi$, then $-\alpha \epsilon \Phi$ and if $\alpha \neq 0$, then $\alpha$ is an automorphism and $\alpha^{-1} \epsilon \Phi$. Thus the set $\Phi$ is a division subring, containing the identity endomorphism, of the ring of endomorphisms of $\Re$. We call $\mathfrak{R}$ a vector space (linear space, linear set) over $\Phi$.

As we have remarked for commutative groups relative to an arbitrary ring of endomorphisms, any vector space $\Re$ over $\Phi$ may be regarded as a $\varphi$-module, where $\varphi$ is the abstract ring isomorphic to $\Phi$. The module product $x 1=x$ for all $x$ in $\Re$ and 1 , the identity of $\varphi$. On the other hand, suppose that $\varphi$ is an arbitrary division ring and that $\mathfrak{M}$ is a $\varphi$-module in which $x 1=x$ for all $x$. Let $\Phi$ denote the ring of endomorphisms $x \rightarrow x \alpha$ determined by the elements $\alpha$ in $\varphi$. Then $\Phi$ is a homomorphic image $\neq 0$ of the division ring $\varphi$. It follows that $\Phi$ is isomorphic to $\varphi$. Hence $\Phi$ is a division ring and since $\Phi$ contains the identity mapping, $\Phi$ satisfies the assumptions $1-3$. Thus we may also define a vector space as a $\varphi$-module such that $\varphi$ is a division ring and $x 1=x$ for all $x$ in the module.

A $\Phi$-subgroup $\cong$ of a vector space $\Re$ over $\Phi$ is called a subspace of $\Re$. We shall restrict our attention to vector spaces that are finite dimensional in the sense that
4. The ascending chain condition for subspaces holds.

If $x$ is any vector (element) in $\Re$, the set ( $x$ ) of vectors of the form $x \alpha, \alpha$ arbitrary in $\Phi$, is a subspace. It is irreducible. For if $x \neq 0$, and $y \neq 0$ is in a subspace $\mathbb{S}$ of $(x)$, then $y=x \gamma$; hence $x \alpha=y \gamma^{-1} \alpha \epsilon \mathbb{S}$ so that $(x)=\mathbb{S}$. Evidently the subspaces $(x)$ are the only irreducible ones, since any subspace contains a subspace of this form.

If $\mathbb{S}$ is a subspace $\neq \mathfrak{R}$, let $y_{1}$ be a vector not in $\mathbb{S}$. Then $\widetilde{\Xi}_{1} \equiv \mathbb{S}+\left(y_{1}\right)=$ $\Im \oplus\left(y_{1}\right)$ since $\left(y_{1}\right)$ is irreducible. If $\Im_{1} \neq \Re$, we may find a $y_{2}$ not in $\Im_{1}$, and
then $\Xi_{2} \equiv \Xi_{1}+\left(y_{2}\right)=\Xi_{1} \oplus\left(y_{2}\right)=\Xi \oplus\left(y_{1}\right) \oplus\left(y_{2}\right)$. Continuing in this way, we obtain an increasing chain of subspaces $\Xi_{i}=\Xi \oplus\left(y_{1}\right) \oplus \cdots \oplus\left(y_{i}\right)$. Hence, by the ascending chain condition, there is an integer $r$ such that $i l=$ $\mathbb{S} \oplus\left(y_{1}\right) \oplus \cdots \oplus\left(y_{r}\right)$. If we set $\Xi^{\prime}=\left(y_{1}\right) \oplus \cdots \oplus\left(y_{r}\right)$, we obtain $: \lambda=$ $\subseteq \oplus \mathbb{\Xi}^{\prime}$. Hence 9 is completely reducible. If we begin with $\Xi=0$, we obtain a set of rectors $x_{1}, \cdots, x_{n} \neq 0$ such that $\Re=\left(x_{1}\right) \oplus \cdots \oplus\left(x_{n}\right) .{ }^{1}$ Every vector $x$ has a unique representation as $\Sigma x_{i} \xi_{i}, \xi_{i}$ in $\Phi$; for $x_{i} \xi_{i}$ is determined by $x$ and $x_{i} \xi_{i}=x_{i} \eta_{i}$ implies that $\xi_{i}=\eta_{i}$. The $x$ 's constitute a basis for $!$ over $\Phi$. By either the Jordan-Hölder theorem or the Krull-Schmidt theorem their number $n$, the dimensionality of $: \Omega$ over $\Phi$, is an invariant. In the next section we shall obtain a direct proof of this fact.

The invariance of dimensionality implies that isomorphic $\varphi$-modules have the same dimensionality. Conversely, let $\Re_{1}$ and $\Re_{2}$ be $\varphi$-modules having the same dimensionality and let $x_{1}^{(i)}, \cdots, \dot{x}_{n}^{(i)}$ be a basis for $\Re_{i}$. Then $\Sigma x_{j}^{(1)} \alpha_{j} \rightarrow \Sigma x_{j}^{(2)} \alpha_{j}$, $\alpha_{j}$ in $\varphi$, is a $\varphi$-isomorphism.

If $\varphi$ is any division ring, we may construct a vector space of any dimensionality $n$ over a ring of endomorphisms $\Phi$ isomorphic to $\varphi$. For let $\Re$ be the set of elements $x=\left(\xi_{1}, \cdots, \xi_{n}\right), \xi_{i}$ in $\varphi$. We define $x=y=\left(\eta_{1}, \cdots, \eta_{n}\right)$ if $\xi_{i}=\eta_{i}$ and

$$
x+y=\left(\xi_{1}+\eta_{1}, \cdots, \xi_{n}+\eta_{n}\right), \quad x \alpha=\left(\xi_{1} \alpha, \cdots, \xi_{n} \alpha\right)
$$

for $\alpha$ in $\varphi$. Then $?$ is a $\varphi$-module in which $x 1=x$. Hence $\Re$ is a vector space over $\Phi$, the ring of endomorphisms $x \rightarrow x \alpha$ and $\Phi$ is isomorphic to $\varphi$. If we set $x_{1}=(1,0, \cdots, 0), \cdots, x_{n}=(0, \cdots, 0,1)$, we obtain $\Re=\left(x_{1}\right) \oplus \cdots \oplus\left(x_{n}\right)$. Hence $\Re$ has a composition series and therefore $\Re$ satisfies both chain conditions. The dimensionality of $\Omega i$ is $n$. The possibility of constructing a vector space for any division ring insures the applicability of the results we shall derive for division rings of endomorphisms to arbitrary division rings.
2. Change of basis. The vectors $y_{1}, \cdots, y_{r}$ of $\Re$ over $\Phi$ are linearly independent if $\Xi \equiv\left(y_{1}\right)+\cdots+\left(y_{r}\right)=\left(y_{1}\right) \oplus \cdots \oplus\left(y_{r}\right)$ and the $y_{i}$ are $\neq 0$. An equivalent condition is that $\Sigma y_{i} \alpha_{i}=0$ only if all the $\alpha_{i}=0$. Now suppose that the $y$ 's are linearly independent and that $y_{i}=\Sigma x_{j} \beta_{j i}$ are expressions for the $y$ 's in terms of the basis $x_{1}, \cdots, x_{n}$. If $\rho$ is any element of $\Phi$, then the vectors $y_{1}, y_{2}+y_{1} \rho, y_{3}, \cdots, y_{r}$ are linearly independent. For otherwise, $y_{2}+$ $y_{1} \rho \epsilon\left(y_{1}\right)+\left(y_{3}\right)+\cdots+\left(y_{r}\right)$ and hence $y_{2} \epsilon\left(y_{1}\right)+\left(y_{3}\right)+\cdots+\left(y_{r}\right)$. We note also that $\bar{\Xi}=\left(y_{1}\right)+\left(y_{2}+y_{1} \rho\right)+\left(y_{3}\right)+\cdots+\left(y_{r}\right)$. Let $\beta_{n_{1} 1} \neq 0$ and set $\rho=-\beta_{n_{1}}^{-1} \beta_{n_{1} 2}$. Then the expression for the vector $y_{2}^{(1)}=y_{2}+y_{1} \rho$ does

[^2]not involve $x_{n_{1}}$. Similarly, we may choose vectors $y_{3}^{(1)}, \cdots, y_{1}^{(1)}$ in $\left(x_{1}\right)+$ $\cdots+\left(x_{n_{1}-1}\right)+\left(x_{n_{1}+1}\right)+\cdots+\left(x_{n}\right)$ such that $y_{1}, y_{2}^{(1)}, \cdots, y_{1}^{(1)}$ are linearly independent and $\Xi=\left(y_{1}\right)+y_{2}^{(1)}+\cdots+y_{r}^{(1)}$. Now suppose that $y_{k}^{(1)}=$ $\sum_{r_{i}} \beta_{i k}^{(1)}$ and that $\beta_{n 22}^{(1)} \neq 0$. Then we set $y_{k}^{(2)}=y_{k}^{(1)}-y_{2}^{(1)} \beta_{n_{2} 2}^{(1)} \beta_{n_{2} k}^{(1)}$ for $k=$ $3,4, \cdots$ and note that $y_{i}^{(2)} \neq 0$ and that the expressions for these $y_{k}^{(2)}$ involve neither $x_{i_{1}}$ nor $x_{n_{2}}$. Moreover, $\Xi=\left(y_{1}\right) \oplus\left(y_{2}^{(1)}\right) \oplus\left(y_{3}^{(2)}\right) \oplus \cdots \oplus\left(y_{r}^{(2)}\right)$. After a number of repetitions of this process, we oltain $\widetilde{\approx}=\left(y_{1}\right) \oplus\left(y_{2}^{(i)}\right) \oplus$ $\cdots \oplus\left(y_{r}^{(r-1)}\right)$ where $y_{i}^{(i-1)}=x_{n_{i}} \gamma_{n_{i} i}+\sum_{j \neq n_{i}} x_{j} \gamma_{j i} \neq 0, \gamma_{n_{i} i} \neq 0, s=1, \cdots, i$ and the $n_{i}$ are distinct. The correspondence between $y_{i}$ and $x_{n_{i}}$ clearly shows that $r \leqq n$. If $\Xi=\{$, the $y$ 's also form a basis for $\because i$ and so, by symmetry, $n \leqq r$. Thus the dimensionality is an invariant.

By a slight extension of the above method we obtain a basis $z_{1}, \cdots, z_{r}$ for $\Xi$ such that $z_{i}=x_{n_{i}} \epsilon_{n_{i} i}+\sum_{j \neq n_{t}} x_{j} \epsilon_{j i}, \epsilon_{n_{i} i} \neq 0, t=1, \cdots, r$. By multiplying these vectors by $\epsilon_{n_{i} i}^{-1}$ and then arranging them in proper order, we obtain finally a basis $u_{1}, \cdots$, $u_{r}$ for $\Xi$ such that $u_{i}=x_{n_{i}}+\sum_{j \neq n_{i}} x_{j} \rho_{j i}$ and $n_{1}<n_{2}<\cdots$. If $\Xi=$, , the invariance of dimensionality shows that $r=n$. Then the vectors $u_{i}$ are merely the original vectors $x_{i}$. Suppose, conversely, that $r=n$, i.e. the $y$ 's are linearly independent and their number is the dimensionality of $\Omega$. Then $u_{i}=x_{i}$ and so the $y$ 's as well as the $x$ 's form a basis for $\Re$. It should be remarked that the passage from the basis $y_{1}, \cdots, y_{n}$ to the basis $u_{1}=$ $x_{1}, \cdots, u_{n}=x_{n}$ has been effected by a sequence of replacements of the following types:
I. $\quad y_{i} \rightarrow y_{i}$ for $i \neq r$ and $y_{r} \rightarrow y_{r}+y_{s} \rho, s \neq r$.
II. $y_{i} \rightarrow y_{i}$ for $i \neq r$ and $y_{r} \rightarrow y_{r} \sigma, \sigma \neq 0$.
III. $y_{i} \rightarrow y_{i}$ for $i \neq r, s$ and $y_{r} \rightarrow y_{s}, y_{s} \rightarrow y_{r}$.

The last type is required to arrange the $x$ 's in the right order.
If $x_{1}, \cdots, x_{n}$ and $y_{1}, \cdots, y_{n}$ are any two bases for $\mathfrak{l}$, we may suppose that $y_{i}=\Sigma x_{j} \beta_{j i}$ and $x_{j}=\Sigma y_{k} \alpha_{k j}$. These expressions are unique. Since

$$
y_{i}=\sum_{k, j} y_{k} \alpha_{k j} \beta_{j i}, \quad x_{j}=\sum_{k, i} x_{k} \beta_{k i} \alpha_{i j},
$$

we have

$$
\sum_{i} \alpha_{k j} \beta_{j i}=\delta_{k i}, \quad \sum_{j} \beta_{k j} \alpha_{j i}=\delta_{k i}
$$

( $\delta_{k i}$, the Kronecker delta). Thus if we set $B=\left(\beta_{i j}\right), A=\left(\alpha_{i j}\right)$, we obtain $A B=1=B A$ where 1 is the identity matrix in $\Phi_{n}$, the ring of $n \times n$ matrices with elements in the division ring $\Phi$. ${ }^{2}$

[^3]On the other hand, suppose that $B=\left(\beta_{i j}\right)$ is any matrix having a right inverse $A(B A=1)$. Set $y_{i}=\Sigma x_{j} \beta_{j i}$ where $x_{1}, \cdots, x_{n}$ is a basis for $\Re$. Then

$$
\Sigma y_{k} \alpha_{k j}=\Sigma x_{i} \beta_{i k} \alpha_{k j}=\Sigma x_{i} \delta_{i j}=x_{i} .
$$

If the $y$ 's are not linearly independent, we may choose a subset $y_{1}, \cdots, y_{r}$ of them which are and such that $\mathfrak{S} \equiv\left(y_{1}\right)+\cdots+\left(y_{n}\right)=\left(y_{1}\right) \oplus \cdots \oplus\left(y_{r}\right)$, a proper decomposition. Since $x_{1}, \cdots, x_{n} \in \subseteq, \Im \subseteq \Im$, and we have a contradiction to the invariance of the dimensionality. Hence the $y$ 's are linearly independent and so they form a basis for $\mathfrak{R}$, and $A B=1$.

Theorem 1. If $\Phi$ is a division ring, then $A B=1$ in $\Phi_{n}$ if and only if $B A=1$.
If the $y$ 's do not form a basis, they are linearly dependent and hence $\Sigma y_{i} \gamma_{i}=0, \gamma_{i}$ not all 0. If $y_{i}=\Sigma x_{j} \beta_{j i}$, then $\Sigma \beta_{j i} \gamma_{i}=0$ so that the matrix

$$
C=\left(\begin{array}{cccc}
\gamma_{1} & 0 & \cdots & 0 \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\gamma_{n} & 0 & \cdots & 0
\end{array}\right)
$$

satisfies $B C=0$. Conversely, if $C \neq 0$ and $B C=0$, then the vectors $\Sigma x_{j} \beta_{j i}$ are linearly dependent. Thus we have proved

Theorem 2. If $\Phi$ is a division ring, a matrix in $\Phi_{n}$ is a unit if and only if it is not a left zero divisor.

Let $\Phi^{\prime}$ be a division ring anti-isomorphic to $\Phi$ and $\alpha \rightarrow \alpha^{\prime}$ an anti-isomorphism between $\Phi$ and $\Phi^{\prime}$. Then $\left(\alpha_{i j}\right)=A \rightarrow A^{*}=\left(\alpha_{i j}^{*}\right), \alpha_{i j}^{*}=\alpha_{j i}^{\prime}$ is an anti-isomorphism between $\Phi_{n}$ and $\Phi_{n}^{\prime}$. If $A B=1$, then $B^{*} A^{*}=1$ in $\Phi_{n}^{\prime}$ and if $C B=0$, then $B^{*} C^{*}=0$. It follows from this that we may replace the word "left" by "right" in the above theorem.

We saw that we could pass from the basis $y_{1}, \cdots, y_{n}$ to $x_{1}, \cdots, x_{n}$ by a sequence of replacements of the types I, II and III noted above. The matrices relating the new $y$ 's to the old ones are respectively
$\overline{\mathfrak{U}}$ isomorphic to $\mathfrak{N}$. We shall identify $\overrightarrow{\mathfrak{A}}$ with $\mathfrak{A}$. If $\mathfrak{U}$ has an identity $1, \mathscr{A}_{n}$ contains elements $e_{i j}=e_{i j} 1$ such that

$$
e_{i j} e_{k l}=\delta_{j k} e_{i l}
$$

and $e_{11}+\cdots+e_{n n}$ is an identity for $\mathscr{A}_{n}$. Every element $a$ in $\mathscr{A}_{n}$ may be written in one and only one way as $\Sigma e_{i j} a_{i j}$ where $e_{i j} a_{i j}$ now denotes the product of $e_{i j}$ and $a_{i j}, a_{i j}$ in $\mathfrak{A}$. The
and are called elementary matrices. Now if $\left\{x_{i}\right\},\left\{y_{i}\right\}$ and $\left\{z_{i}\right\}$ are three different bases for $\because$ and $y_{j}=\Sigma x_{i} \alpha_{i j}, z_{1}=\Sigma y_{j} \beta_{j k}$, then $z_{k}=\Sigma x_{i} \gamma_{i / k}$ where $C=\left(\gamma_{i j}\right)=$ $A B$. Hence we have

Theorem 3. Any unit in $\Phi_{n}$ is a product of elementary matrices.
As a matter of fact, the last type is superfluous. For if $n=2$, we have

$$
\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
-1 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right)
$$

and the modification for $n>2$ is obrious.
3. Vector spaces over different division rings. A type of rector space that occurs frecuently in the theory of rings and algebras is obtained as follows. Let $\mathfrak{A}$ be a ring with an identity and $\varphi$ a division subring of $\mathfrak{l}$ containing the identity. We have seen that the endomorphisms $x \rightarrow x \alpha$, for $x$ in $\mathfrak{Y}$ and $\alpha$ in $\varphi$, form a division ring $\Phi$ isomorphic to $\varphi$. Since $\Phi$ contains the identity endomorphism, we may regard $\mathfrak{A}$ as a rector space over $\Phi$. In a similar manner, we may use the endomorphisms $x \rightarrow \alpha, x \equiv x \alpha^{\prime}$ and obtain a division ring $\Phi^{\prime}$ of endomorphisms anti-isomorphic to $\varphi$.

Now suppose that $\Re$ is any rector space over $\Phi$ and that $\Sigma$ is a division subring of $\Phi$. We denote the set of endomorphisms $\xi \rightarrow \xi \alpha$ in $\Phi, \alpha$ in $\Sigma$, by $\Sigma$ also. Suppose first that the dimensionality $(\mathbb{X}: \Phi)$ is $n$ and that $(\Phi: \Sigma)=m$. Then if $x_{1}, \cdots, x_{n}$ is a basis for $\Re$ over $\Phi$ and $\xi_{1}, \cdots, \xi_{m}$ is a basis for $\Phi$ over $\Sigma$, every rector in $I$ has one and only one representation as $\Sigma x_{i} \xi_{j} \alpha_{i j}, \alpha_{i j}$ in $\Sigma$. Hence the $x_{i} \xi_{j}$ form a basis of $m n$ elements for $\Re$ over $\Sigma$. Conversely, if $\Re$ over $\Sigma$ is finite dimensional, it is evident that $\Re$ over $\Phi$ is also finite dimensional since $\Phi \geqq \Sigma$. Furthermore if $x$ is any vector $\neq 0$ in $\Omega$, the set $x \xi$, $\xi$ arbitrary in $\Phi$, is a subspace of $\Re$ over $\Sigma$. If $x \xi_{1}, \cdots, x \xi_{m}$ is a basis for this space, then $\xi_{1}, \cdots, \xi_{m}$ is a basis for $\Phi$ over $\Sigma$ and so $\Phi$ is finite dimensional over $\Sigma$. We have therefore proved

Тнеоrem 4. If $\Re$ is a vector space of finite dimensionality over $\Phi$ and $\Sigma$ is a division subring of $\Phi$ such that $\Phi$ over $\Sigma$ is finite, then $(\mathfrak{K}: \Sigma)=(\Re: \Phi)(\Phi: \Sigma)$. Conversely, if $\Re$ is any vector space over $\Phi$ and $\Re$ is finite over $\Sigma$, a division subring of $\Phi$, then $\Phi$ is finite over $\Sigma$.

The same result holds for $\Sigma^{\prime}$, the set of endomorphisms $\xi \rightarrow \alpha \xi$. In the remainder of this chapter we consider a fixed vector space $\%$ over a fixed division ring $\Phi$.
4. The ring of linear transformations. A $\Phi$-endomorphism $A$ of $\Re$ is called a linear transformation of $\Re$ over $\Phi$. Now, in any ring, the totality of elements that commute with the elements of a fixed subset of the ring form a subring.

[^4]Hence the set of linear transformations is a subring $\because$ of the ring of endomorphisms.

If $A$ is a linear transformation and $x_{1}, \cdots$, $x$ is a baxis for lly ore $t$, is completely determined by the images $x_{i}+1$ of the $x^{\circ} \therefore$. For if $x=-x_{i} \xi_{i}$, we have $x A=\Xi\left(x_{i} A\right) \xi_{i}$. On the other hand, we may choose $n$ elements $y_{i}$ at random and verify that the maping $\Sigma_{y} x_{i} \xi_{i} \rightarrow \Sigma y_{i} \xi_{i}$ is a linear transformation $A$ such that $x_{i} A=y_{i}$. In particular, for each $\alpha$ in $\Phi$ there is a unique linear transformation $\alpha^{\prime}$ such that $x_{i} \alpha^{\prime}=x_{i} \alpha$. Of course, $\alpha^{\prime}$ depends on the choice of the basis :ts well as on $\alpha$. The $\alpha^{\prime \prime}$, form a subring $\Phi^{\prime}$ of $x^{\prime}$ anti-ismorphie to $\Phi$, the correspondence $\alpha \rightarrow \alpha^{\prime}$ being an anti-isomorphism.

Now we may regard $i t$ as a vector space over $\Phi^{\prime}$. Since every $\because$ mat be written in one and only one way in the form $\Sigma x_{i} \xi_{i}^{\prime}, x_{1}, \cdots, x_{n}$ is a basis for ${ }^{\prime}$ over $\Phi^{\prime}$ and so ${ }^{\prime} i$ is $n$ dimensional over $\Phi^{\prime}$. The endomorphisms $\alpha$ are linear transformations in $g_{i}$ over $\Phi^{\prime}$ and since $x_{i} \alpha=x_{i} \alpha^{\prime}, \alpha$ is the condomorphism arsociated with $\alpha^{\prime}$ and the $x^{\prime}$ s in the same way that $\alpha^{\prime}$ is associated with $\alpha$ and the $x^{\prime}$ s, i.e. $\left(\alpha^{\prime}\right)^{\prime}=\alpha$.

Let $E_{i j}$ denote the linear transformation of $\boldsymbol{j}$ over $\Phi$ such that $x E_{i j}=\hat{o}_{i, n} x_{j}$. Since $x_{r}\left(E_{i j} \alpha^{\prime}\right)=x_{r}\left(\alpha^{\prime} E_{i j}\right), E_{i j} \alpha^{\prime}=\alpha^{\prime} E_{i j}$, and $E_{i j}$ in also linear in ${ }^{\prime \prime}$ over $\Phi^{\prime}$. Now suppose that $A$ is an arbitrary linear transformation in $\$$ over $\Phi$ and that $x_{r} A=\Sigma x_{j} \alpha_{r j}$. Then, as is readily verified, $A$ and $\Sigma E_{i j} \alpha_{i j}^{\prime}$ have the same effect on the $x^{\prime} \therefore$. Hence $A=\Sigma E_{i j} \alpha_{i j}^{\prime}$. Conversely, if $A=\Sigma E_{i j} \alpha_{i j}^{\prime}$. $A$ is in . and $x_{r} A=\Sigma x_{j} \alpha_{r j}$. It follows that every $A$ in ${ }^{\text {a may }}$ be represented in one and only one way in the form $\Sigma E_{i j} \alpha_{i j}^{\prime}, \alpha^{\prime}$ in $\Phi^{\prime}$. Since

$$
\begin{equation*}
E_{i j} E_{k l}=\delta_{j k} E_{i l}, \quad \Sigma E_{i i}=1, \tag{1}
\end{equation*}
$$

$\because=\Phi_{n}^{\prime}$.
By (1) we obtain

$$
\begin{equation*}
\alpha_{p q}^{\prime}=\sum_{k} E_{k p}\left(\Sigma E_{i j} \alpha_{i j}^{\prime}\right) E_{q k} \tag{2}
\end{equation*}
$$

Hence if $A=\Sigma E_{i j} \alpha_{i j}^{\prime}$ commutes with all the $E_{k l}$, then $\alpha_{p q}^{\prime}=0$ if $p \neq q$ and $\alpha_{p y}^{\prime}=A$, i.e. $A=\alpha^{\prime} \in \Phi^{\prime}$. Thus $\Phi^{\prime}$ may be characterized as the set of elements of $\because$ commutative with all the $E_{i j}$. We may also characterize $\Phi^{\prime}$ as the complete set of endomorphisms of $\Re$ commutative with all the endomorphisms $\alpha$ and all the $E_{i j}$, or, more simply, with all the endomorphisms $\Sigma E_{i j} \alpha_{i j}$. For, the condition that $A$ commute with $\Phi$ is that $A \epsilon V$. In a similar manner we see that $\Phi$ is the complete set of ?-endomorphisms of 9 . In particular the center ${ }^{3}$ $\mathfrak{C}$ of $\mathbb{Q}$ is contained in $\Phi$. Since $\mathbb{E} \leqq$ : and the elements of $\mathbb{E}$ commute with the $E_{i j}, \mathfrak{E} \leqq \Phi^{\prime} . \quad$ It follows that $\mathbb{E}=\Phi \wedge \Phi^{\prime}$. If $\Phi$ is commutative, the transformation $\alpha^{\prime}=\alpha$ and, therefore, $\alpha^{\prime}$ is independent of the choice of the basis. The field $\Phi$ is then the center of $?$. We return to the general case where $\Phi$ is a division ring, and we shall use the specific form of $\because$ to obtain a number of important structure theorems.

[^5]
## Theorem 5. The ring $\mathbb{R}$ is simple.

We recall that a ring is simple if it has no proper two-sided ideals. Let $\mathfrak{H} \neq 0$ be a two-sided ideal of $\mathbb{R}=\Phi_{n}^{\prime}$. If $\Sigma E_{i j} \beta_{i j}^{\prime}=B$ is an element $\neq 0$ in $\mathfrak{B}$, by (2) we obtain that $\beta_{i j}^{\prime} \in \mathfrak{B}$. At least one of these, say $\beta_{p q}^{\prime}$ is $\neq 0$. It follows that $1=\beta_{p q}^{\prime} \mathcal{\beta}_{p q}^{\prime-1} \in \mathfrak{B}$. Hence $\mathfrak{B}=\mathfrak{R}$.

Theorem 6. The ring $\mathbb{R}$ is a direct sum of irreducible right (left) ideals.
The set $E_{k k} \&$ consisting of the elements $\sum_{i} E_{k j} \alpha_{k j}^{\prime}$ is an irreducible right ideal. For if $\mathcal{S}$ is a right ideal $\neq 0$ contained in $E_{k k}^{\prime} \ell$, let $B=\sum_{j} E_{k j} \beta_{k j}^{\prime} \in \mathfrak{J}$ where $\beta_{k l}^{\prime} \neq 0$. Then $\mathfrak{F}$ contains $B E_{l k} ; \beta_{k l}^{\prime-1}=E_{k k}$ and hence all the elements of $E_{k k} \ell$. Evidently? $=E_{11} \mathbb{R}^{R} \oplus \cdots \oplus E_{n n}$ ?
5. Automorphisms and anti-automorphisms of $\mathcal{R}$. Let $F_{i j}$ be $n^{2}$ linear transformations such that

$$
\begin{equation*}
F_{i j} F_{k l}=\delta_{j k} F_{i l}, \quad F_{11}+\cdots+F_{n n}=1 \tag{3}
\end{equation*}
$$

If $y$ is a vector $\neq 0$, there is an $F_{p p}$ such that $y F_{p p} \neq 0$. It follows that the vectors $y_{i}=y F_{p i}$ form a basis for $\Re$ over $\Phi$. For if $\Sigma y_{i} \beta_{i}=0,\left(\Sigma y_{i} \beta_{i}\right) F_{j p}=$ $\sum_{i} y\left(F_{p i} F_{j p}\right)=\left(y F_{p p}\right) \beta_{j}=0$ and hence $\beta_{j}=0$ for $j=1, \cdots, n$. Relative to the $y_{i}$, we have

$$
\begin{equation*}
y_{r} F_{i j}=y F_{p r} F_{i j}=\delta_{i r} y F_{p j}=\delta_{i r} y_{j} \tag{4}
\end{equation*}
$$

If $S$ is the linear transformation such that $x_{i} S=y_{i}, S^{-1}$ is defined by $y_{i} S^{-1}=x_{i}$. From (4) and the definition of the $E_{i j}$ we obtain that $F_{i j}=S^{-1} E_{i j} S$. An important application of this result is the following theorem.

Theorem 7. Any automorphism of $\mathfrak{Z}$ has the form $\Sigma E_{i j} \alpha_{i j}^{\prime} \rightarrow S^{-1}\left(\Sigma E_{i j} \alpha_{i j}^{\prime s}\right) S$ where $\alpha^{\prime} \rightarrow \alpha^{\prime s}$ is an automorphism in $\Phi^{\prime}$.

Let $G$ be an automorphism of $\mathbb{R}=\Phi_{n}^{\prime}$. Then the transformations $F_{i j}=E_{i j}^{G}$ satisfy (3) and hence there is an $S$ in $\mathbb{Q}$ such that $E_{i j}^{G}=S^{-1} E_{i j} S$. The mapping $A \rightarrow S A^{G} S^{-1} \equiv A^{H}$ is an automorphism in $\mathbb{Z}$ such that $E_{i j}^{H}=E_{i j}$. Since $\Phi^{\prime}$ is the complete set of elements commutative with the $E_{i j}$, it follows that $H$ induces an automorphism $s$ in $\Phi^{\prime}$ and hence $\left(\Sigma E_{i j} \alpha_{i j}^{\prime}\right)^{H}=\Sigma E_{i j} \alpha_{i j}^{\prime ;}$. Then $A^{G}=$ $S^{-1}\left(\Sigma E_{i j} \alpha_{i j}^{\prime \delta}\right) S$.

Now let $J$ be an anti-automorphism in R. Since the transformations $F_{i j}=E_{i i}^{S}$ satisfy (3), there exists an $\mathcal{S}$ in $\mathbb{E}$ such that $E_{j i}^{J}=S^{-1} E_{i j} S$. The correspondence $A \rightarrow \dot{C} A^{S} S^{-1} \equiv A^{K}$ is an anti-automorphism sending $E_{i j}$ into $E_{j i}$. It therefore induces an anti-automorphism $t$ in $\Phi^{\prime}$ and $\left(\Sigma E_{i j} \alpha_{i j}^{\prime}\right)^{J}=S^{-1}\left(\Sigma E_{j i} \alpha_{i j}^{\prime t}\right) S$.

Theorem 8. The ring $:$ has an anti-automorphism if and only if $\Phi$ has an anti-automorphism. Moreover if $\mathbb{R}$ has an anti-automorphism $J$, then $A^{J}=$ $S^{-1}\left(\Sigma E_{j i} \alpha_{i j}^{\prime t}\right) S$ where $S \in \mathcal{Q}$ and $\alpha^{\prime} \rightarrow \alpha^{\prime t}$ is an anti-automorphism in $\Phi^{\prime}{ }^{4}$

[^6]If $J$ is involutorial in the sense that $. I^{2}=1$, then $E_{i j}=E_{i j}^{J^{2}}=$ $\left(S^{J} S^{-1}\right) E_{i j} S^{\prime}\left(S^{J}\right)^{-1}$. Hence $S^{J}=\sigma^{\prime} S, \sigma^{\prime}$ in $\Phi^{\prime}$. If $\sigma^{\prime} \neq-1, S^{J}+S=$ $\left(\sigma^{\prime}+1\right) S \equiv T$ and $\left(\sigma^{\prime}+1\right)$ has an inverse in $\Phi^{\prime}$. Then $\left(\Sigma E_{i j} \alpha_{i j}^{\prime}\right)^{J}=$ $T^{-1}\left(\searrow E_{j i} \alpha_{i j}^{\prime \prime \prime}\right) T$ where $T^{J}=T$ and $\alpha^{\prime \mu}=\left(\sigma^{\prime}+1\right) \alpha^{\prime \prime}\left(\sigma^{\prime}+1\right)^{-1}$. Thus we may supposi at the start that $A^{J}=S^{-1} A^{K} S$ where $S^{J}= \pm ふ, A^{\kappa}=\Sigma E_{j i} \alpha_{i j}^{\prime \prime}$. Since $A^{K^{2}}=S\left(S A^{J} S^{-1}\right)^{J} S^{-1}=A, K$ is involutorial. Hence $t$ is involutorial. We note finally that $S^{J}=S^{-1} S^{K} S= \pm S$ implies that $s^{K}= \pm S$.

Theorem 9. The ring ? has an involutorial arti-automorphism if and only if $\Phi$ has an incolutorial anti-automorphism. If $:$ has an intolutorial anti-antomorwhism.$J$, then $A^{J}=S^{-1}\left(\Sigma E_{j i} \alpha_{i j}^{\prime t}\right) S$ where $\alpha^{\prime} \rightarrow \alpha^{\prime t}$ is an involutorial anti-automorplism in $\Phi^{\prime}$, and $S \in \Xi$ and satisfies the equations $\sigma_{i j}^{\prime}=\sigma_{j i}^{\prime t}$.

We consider now the special case of a commutative $\Phi$ and we obtain as a corollary to the above theorems the following

Theorem 10. If $\Phi$ is a field, then any automorphism in $\Phi_{n}$ that leaves the elements of the center $\Phi$ invariant is inner. Any anti-automorphism of $\Phi_{n}$ leaving the elements of $\Phi$ invariant has the form $A \rightarrow S^{-1} A^{\prime} S \equiv A^{J}, A^{\prime}$ the transpose of $A$. The anti-automorplism $J$ is involutorial if and only if $S^{\prime}= \pm S$.
6. Commuting rings of endomorphisms. Suppose that $n=r s$ and define

$$
\begin{aligned}
G_{\alpha \beta} & =\sum_{\mu=0}^{s-1} E_{\mu r+\alpha, \mu r+\beta}, \quad \alpha, \beta=1, \cdots, r \\
H_{\kappa \lambda} & =\sum_{\gamma=1}^{r} E_{(\kappa-1) r+\gamma,(\lambda-1) r+\gamma}, \quad \kappa, \lambda=1, \cdots, s
\end{aligned}
$$

One readily verifies that

$$
\begin{array}{ll}
G_{\alpha \beta} G_{\gamma \delta}=\delta_{\beta \gamma} G_{\alpha \delta}, & G_{11}+\cdots+G_{r r}=1, \\
H_{\kappa \lambda} H_{\mu \nu}=\delta_{\lambda \mu} H_{\kappa \nu}, & H_{11}+\cdots+H_{s s}=1, \\
G_{\alpha \beta} H_{\lambda \lambda}=E_{(\kappa-1) r+\alpha,(\lambda-1) r_{+1} ; \beta}=H_{\kappa \lambda} G_{\alpha \beta} .
\end{array}
$$

By ( 7 ) every element of $!$ has the form $\Sigma G_{\alpha \beta} B_{\alpha \beta}$ where $B_{\alpha \beta}$ is a sum $\Sigma H_{\alpha \lambda} \beta_{\kappa \lambda}^{\prime}$, $\beta^{\prime}$ in $\Phi^{\prime}$, and if $\Sigma G_{\alpha \beta} B_{\alpha \beta}=0, B_{\alpha \beta}=0$. It follows that $\left(\Phi_{s}^{\prime}\right)_{r} \cong \Phi_{s}^{\prime}$. Similarly, every element has one and only one expression of the type $\Sigma H_{k \lambda} C_{k \lambda}$ where $C_{k \lambda}$ has the form $\sum G_{\alpha j} \gamma_{\alpha \beta}^{\prime}, \gamma^{\prime}$ in $\Phi^{\prime}$. If $A=\sum G_{\alpha \beta} B_{\alpha 3}, B_{\alpha \beta}=\sum_{\gamma} G_{\gamma \alpha} A G_{\beta \gamma}$. Hence the condition that $A$ commute with all $G_{\alpha 3}$ is that $A=B_{\alpha \alpha}^{\gamma}=B_{33}=\Sigma H_{\kappa \lambda} \beta_{\kappa \lambda}^{\prime}$. similarly, if $A$ commutes with all $H_{\kappa \lambda}$ it has the form $\Sigma G_{\alpha \beta} \gamma_{\alpha \beta}^{\prime}$.
 $\rho$ in $\Phi$. A $\Phi_{r}$-endomorphism is a $\Phi$-endomorphism which commutes with all the $G_{\alpha j}$. Hence it is an element of $\because$ commutative with all the $G_{\alpha 3}$. It therefore belongs to $\Phi_{s}^{\prime}$, the set of endomorphisms of the form $\Sigma H_{\kappa \lambda} \beta_{\kappa \lambda}^{\prime}$. Because of the symmetry, $\Phi_{r}$ may be characterized as the set of $\Phi_{s}^{\prime}$-endomorphisms of $\mathfrak{S}$.

Now suppose that $\Omega$ is any commutative group in which there is defined a ring of endomorphisms of the type $\Phi_{r}$ where $\Phi$ is a division ring containing the identity endomorphism. Our assumptions are therefore that 1) there are $r^{2}$
endomorphisms $G_{\alpha \beta}$ in $\Phi_{r}$ such that (5) holds, 2) $G_{\alpha \beta} \rho=\rho G_{\alpha \beta}$ for any $\rho$ in $\Phi$ and 3) every endomorphism of $\Phi_{r}$ has a unique representation in the form $\Sigma G_{\alpha \beta} \rho_{\alpha \beta}$. We suppose also that the ascending chain condition holds for $\Phi_{r}$ subgroups. Since $\Phi_{r} \geqq \Phi \geqq 1, \Re$ is a vector space over $\Phi$, though it is not clear a priori that $\mathfrak{S}$ is finite dimensional.

Let $x$ be an element $\neq 0$ in $\mathfrak{R}$. Since $\Sigma G_{\alpha \alpha}=1$, there is a $G_{\delta \delta}$ such that $x G_{\delta \delta} \neq 0$. Set $x_{\alpha}=x G_{\dot{\delta} \alpha}$. Then these elements are linearly independent over $\Phi$. If $\Re_{1}$ denotes the set of elements $\Sigma x_{\alpha} \rho_{\alpha}, \rho \in \Phi, \mathfrak{R}_{1}$ is a $\Phi_{r}$-subgroup. If $\Re_{1} \neq \Re$, let $y$ be a vector not in $\Re_{1}$. As before, there is a $G_{\epsilon \epsilon}$ such that $y G_{\epsilon \epsilon}$ is not in $\mathfrak{R}_{1}$ and if $x_{r+\alpha}=y G_{\epsilon \alpha}$, the elements $\Sigma x_{r+\alpha} \rho_{\alpha}$ form a $\Phi_{r}$-subgroup $\mathfrak{R}_{2}$ independent of $\Re_{1}$ in the sense that $\Re_{1} \wedge \Re_{2}=0$. If $\Re_{1}+\Re_{2} \neq \Re$, we may repeat the process thereby obtaining a chain $\Re_{1}<\pi_{1}+\Re_{2}<\cdots$. By the finiteness assumption this breaks off and we obtain $\Re=\Re_{1} \oplus \cdots \oplus \Re_{s}$. Hence $\Re$ has finite dimensionality $n=r s$ over $\Phi$.

Theorem 11. Let $\because i$ be a commutative group and $\Phi_{r}$ a matrix ring of endomorphisms in $\mathfrak{N}$ where $\Phi$ is a division ring containing 1. If $\mathfrak{R}$ satisfies the ascending chain condition for $\Phi_{r}$-subgroups, then it has finite dimensionality $n=r s$ over $\Phi$ and $\mathfrak{R}=\Re_{1} \oplus \cdots \oplus \Re_{s}$ where the $\Re_{i}$ are irreducible $\Phi_{r}$-subgroups.

The irreducibility of $\Re_{i}$ is seen as follows: If $z$ is any vector $\neq 0$ in $\Re$, there is a $\zeta$ such that $z G_{\zeta 1}, \cdots, z G_{\xi_{r}}$ are independent over $\Phi$. Hence the set $z \Phi_{r}=\mathfrak{R}_{i}$ for any $z \neq 0$ in $\mathrm{Si}_{i}$.

If we use the basis $x_{1}, \cdots, x_{n}$ determined above for $\mathfrak{i}$ over $\Phi$ and define the linear transformations $E_{i j}$ as before, we obtain $G_{\alpha \beta}=\sum_{\mu=0}^{s-1} E_{\mu r+\alpha, \mu r+\beta}$. For, $G_{\alpha \beta}$ is linear in $\because$ over $\Phi$ and it has the same effect as $\sum_{\mu=0}^{s-1} E_{\mu r+\alpha, \mu r+\beta}$ on the $x_{i}$. Hence we may apply the above discussion to obtain the following

Theorem 12. Let $\Phi_{r}$ be a matrix ring of endomorphisms in a commutative group $\mathfrak{\Re}$ such that the conditions of the preceding theorem hold. Then the ring of endomorphisms commutative with the given endomorphisms has the form $\Phi_{s}^{\prime}$ where $\Phi^{\prime}$ is a division ring anti-isomorphic to $\Phi$. The original set of endomorphisms $\Phi_{r}$ is the complete set commutative with those in $\Phi_{s}^{\prime}$.
7. Isomorphism of matrix rings. Suppose now that we have a ring that may be regarded as a matrix ring $\Phi_{n}^{\prime}$ and as a $\Psi_{r}^{\prime}$ where $\Phi^{\prime}$ and $\Psi^{\prime}$ are division rings containing the identity. Then we may suppose that $\Phi_{n}^{\prime}$ is the ring of linear transformations of an $n$-dimensional vector space $\mathfrak{i}$ over $\Phi, \Phi$ anti-isomorphic to $\Phi^{\prime}$. Let $G_{\alpha \beta}, \alpha, \beta=1, \cdots, r$, be the matrix units of $\Psi_{r}^{\prime}$. The endomorphisms $\Sigma G_{\alpha \beta} \rho_{\alpha \beta}, \rho$ in $\Phi$, form a ring $\Phi_{r}$ and we have seen that the dimensionality of $\Re$ over $\Phi$ is $r s=n$. Hence $r \leqq n$. By reversing the roles of $\Phi^{\prime}$ and $\Psi^{\prime}$ we obtain $n \leqq r$ and hence $r=n$. It follows that there is a linear transformation $S$ such that $G_{i j}=S^{-1} E_{i j} S, E_{i j}$ the matrix units for $\Phi_{n}^{\prime}$. Since the elements $\psi^{\prime}$ in $\Psi^{\prime}$ may be characterized as the linear transformations commuting with the $G_{i j}$ and those of $\Phi^{\prime}$, as the linear transformations commuting with the $E_{i j}$, we have $\Psi^{\prime}=S^{-1} \Phi^{\prime} S$.

Theorem 13. If $\Phi_{n}^{\prime}=\Psi_{r}^{\prime}$ where $\Phi^{\prime}$ and $\Psi^{\prime}$ are division rings, then $r=n$, $\Phi^{\prime}$ and $\Psi^{\prime}$ are isomorphic, and there exists an $S$ in $\Phi_{n}^{\prime}$ such that $\Psi^{\prime}=S^{-1} \Phi^{\prime} S$ and $G_{i j}=S^{-1} E_{i j} S$ for the corresponding matrix units.
8. Semi-linear transformations. We shall now discuss a type of transformation of a vector space, first considered by C. Segre, that forms a generalization of the concept of a linear transformation. Let $S$ be an automorphism of the division ring $\Phi$. Then a transformation $T$ of $\Re$ is called a semi-linear transformation of $\because i$ over $\Phi$ if

$$
\begin{equation*}
(x+y) T=x T+y T, \quad(x \alpha) T=(x T) \alpha^{S} \tag{8}
\end{equation*}
$$

for all $x, y$ in $\Re$ and all $\alpha$ in $\Phi$. If $T \neq 0, S$ is uniquely determined by $T$. For then there exists a vector $u$ such that $u T \neq 0$, and if $S$ and $S^{\prime}$ are automorphisms of $\Phi$ for which (8) holds, then $(u T) \alpha^{S}=(u T) \alpha^{S^{\prime}}$ for all $\alpha$. Hence $\alpha^{S}=\alpha^{S^{\prime}}$ and $S=S^{\prime}$. We shall call $S$ the automorphism of $T$.

The condition $\alpha T=T \alpha^{S}$ evidently implies that the endomorphism $T$ commutes with the set of endomorphisms $\Phi$. If $S=1, T$, of course, commutes with the indiridual members of $\Phi$ and $T$ is a linear transformation. The commutativity with $\Phi$ implies that a semi-linear transformation transforms any subspace $\Xi$ of $\Re$ into another subspace. It is also clear that if $\Xi_{1}$ and $\Xi_{2}$ are subspaces such that $\Xi_{1} \leqq \Xi_{2}$, then the image $\Xi_{1} T \leqq$ the image $\Xi_{2} T$. Since for any two subspaces $\Xi_{1}, \Xi_{2}, \Xi_{1}+\Xi_{2}$ may be characterized as the smallest subspace containing $\Xi_{1}$ and $\Xi_{2}$, it follows that if $T$ is a $(1-1)$ semi-linear transformation, then $\left(\Xi_{1}+\Xi_{2}\right) T=\Xi_{1} T+\Xi_{2} T$. In a similar manner $\left(\Xi_{1} \wedge \Xi_{2}\right) T=\Xi_{1} T \wedge$ $\Xi_{2} T$. Thus any ( $1-1$ ) semi-linear transformation of a vector space $\mathbb{R}$ induces a lattice isomorphism in the lattice of subspaces of $\because$. For this reason the semi-linear transformations are on a par with linear transformations in projective geometry.

If $T$ is an arbitrary semi-linear transformation, we let $\mathfrak{M}=\mathfrak{M}(T)$ denote the -pace of vectors $z$ such that $z T=0$ and we suppose that $z_{1}, \cdots, z_{r}$ is a basis for this space. We determine a subspace $\cong$ such that $\Re=9 \ell \oplus \cong$ and let $y_{1}, \cdots$, $y_{n-r}$ be a basis for $\Xi$. Then it follows directly that $y_{1} T, \cdots, y_{n-r} T$ is a basis for sit. Hence if we call the dimensionality of sT the rank of $T$ and the dimensionality of $\mathfrak{y}$ the mullity of $T$, then we have the following extension of the well-known theorem on linear equations:

$$
\operatorname{rank} T+\text { nullity } T=n
$$

If $x_{1}, \cdots, x_{n}$ is a basis for $\Re_{i}$ over $\Phi$, we may write $x_{i} T=\Sigma x_{j} \tau_{j i}$ and call $\left(\tau_{i}\right)$ the matrix of $T$ relative to this basis. The semi-linear transformation $T$ is determined by its matrix and its automorphism since $\left(\Sigma x_{i} \xi_{i}\right) T=\Sigma x_{j} \tau_{j} \xi_{i}^{*}$. In terms of the coordinates $\left(\xi_{1}, \cdots, \xi_{n}\right)$ of the vector $x$, we may describe $T$ as the transformation that sends $\left(\xi_{1}, \cdots, \xi_{n}\right)$ into $\left(\eta_{1}, \cdots, \eta_{n}\right)$ where $\eta_{i}=$ $\Sigma \tau_{j i} \xi_{i}^{G}$. Now if $\left(\tau_{i j}\right)$ is an arbitrary matrix and $S$ is any automorphism, then the equation $\left(\Sigma x_{i} \xi_{i}\right) T=\Sigma x_{j} \tau_{j} \xi_{i}^{*}$ defines a semi-linear transformation with automorphism $S$ and with matrix $\left(\tau_{i j}\right)$ relative to the basis $x_{1}, \cdots, x_{n}$.

If $y_{i}, \cdots, y_{n}$ is a second basis for $\Re$ orer $\Phi$ and $y_{i}=\Sigma x_{i j} \beta_{i i}$, a simple com-
putation shows that the matrix of the semi-linear transformation $T$ relative to this basis is $(\beta)^{-1}(\tau)\left(\beta^{S}\right)$ where $(\tau)$ is its matrix relative to the $x$ 's. Hence the theory of semi-linear transformations corresponds to a theory of matrices with elements in a division ring in which two matrices $(\tau)$ and $(\sigma)$ are regarded as equivalent if there exists a matrix $(\beta)$ such that $(\sigma)=(\beta)^{-1}(\tau)\left(\beta^{S}\right)$, $S$, a fixed automorphism.

Now suppose that $\Gamma$ is a set of semi-linear transformations. If $\mathbb{S}$ is a proper subspace of $\Re$ invariant under all the $T$ in $\Gamma$, we may choose a basis $y_{1}, \cdots, y_{n}$ for $\mathfrak{R}$ such that $y_{1}, \cdots, y_{r}$ is a basis for $\mathbb{S}(0<r<n)$. Then the matrix of $T$ relative to this basis is of the form $\left(\begin{array}{cc}\tau_{1} & * \\ 0 & \tau_{2}\end{array}\right)$ where $\left(\tau_{1}\right)$ is a matrix of $T$ in $\mathfrak{S}$ and $\left(\tau_{2}\right)$ is a matrix of $T$ in the difference space $\Re-\Xi$. Conversely, if there exists a basis relative to which the matrices of $\Gamma$ have this "reduced" form, then $\Re$ is reducible when regarded as a group relative to $\Omega=(\Gamma, \Phi)$ the logical sum of $\Gamma$ and $\Phi$. In view of the relation between the matrices of a semi-linear transformation, we may state this condition also in the following way: If $(\tau)$ is the matrix of $P$ relative to the basis $x_{1}, \cdots, x_{n}$ and $S$ is the automorphism of $T$, then there exists a matrix $(\beta)$ independent of $T$ such that $(\beta)^{-1}(\tau)\left(\beta^{S}\right)=\left(\begin{array}{cc}\tau_{1} & * \\ 0 & \tau_{2}\end{array}\right)$.

Now if $\Re=\Re_{s}>\Re_{s-1}>\cdots>\Re_{1}>0$ is a composition series for $\Re$ relative to $\Omega$, we choose a basis $y_{1}, \cdots, y_{n}$ of $\Re$ over $\Phi$ such that $y_{1}, \cdots, y_{n_{1}}$ is a basis for $\Re_{1}, y_{n_{1}+1}, \cdots, y_{n_{1}+n_{2}}$ is a basis for $\Re_{2}$, etc. Then if $(\beta)$ is the matrix relating the $y$ 's to the $x$ 's, the matrix of $T$ relative to the $y$ 's is

$$
(\beta)^{-1}(\tau)\left(\beta^{S}\right)=\left(\begin{array}{llll}
\tau_{1} & & & *  \tag{9}\\
& \tau_{2} & & \\
& & \ddots & \\
& & & \tau_{s}
\end{array}\right)
$$

where $\left(\tau_{i}\right)$ is a matrix of the semi-linear transformation induced by $T$ in $\Re_{i}-$ $\Re_{i-1}$ and the blocks below the "diagonal" consist of 0's. The irreducibility of $\Re_{i}-\Re_{i-1}$ amounts to the following matrix irreducibility: it is impossible to find a matrix $\left(\beta_{i}\right)$ independent of $T$ such that $\left(\beta_{i}\right)^{-1}\left(\tau_{i}\right)\left(\beta_{i}^{S}\right)$ has the reduced form $\left(\begin{array}{cc}\tau_{i 1} & * \\ 0 & \tau_{i 2}\end{array}\right)$. Conversely if $(\beta)$ is any matrix for which (9) holds, where the $\left(\tau_{i}\right)$ are irreducible, then $(\beta)^{-1}(\tau)\left(\beta^{S}\right)$ arises from a composition series in the way indicated.

In a similar fashion we see that if $\Re=\Re_{1} \oplus \cdots \oplus \Re_{s}$ where $\Re_{i} \neq 0$ is an $\Omega$-subgroup, there is a matrix ( $\beta$ ) such that

$$
(\beta)^{-1}(\tau)\left(\beta^{s}\right)=\left(\begin{array}{lll}
\tau_{1} & & 0 \\
& \tau_{2} & \\
& \ddots & \\
& & \\
0 & & \tau_{s}
\end{array}\right)
$$

for all $T$ where, in this case, we have 0 's on both sides of the diagonal, and where ( $\tau_{i}$ ) is the matrix of the induced transformation $T$ in $\mathfrak{R}_{i}$.

We note the following combinatorial properties of the set of semi-linear transformations. If $T_{1}$ and $T_{2}$ are semi-linear transformations with automorphisms $S_{1}$ and $S_{2}$, respectively, then $T_{1} T_{2}$ is a semi-linear transformation with automorphism $S_{1} S_{2}$. If $S_{1}=S_{2}=S$, then $T_{1}+T_{2}$ is a semi-linear transformation with automorphism $S$ and if $T_{1}$ is (1-1), $T_{1}^{-1}$ is a semi-linear transformation with automorphism $S_{1}^{-1}$.

Now if $\left(\tau_{1}\right)$ and $\left(\tau_{2}\right)$ are the matrices, relative to the same basis, of $T_{1}$ and $T_{2}$, then the matrix of $T_{1} T_{2}$ is $\left(\tau_{2}\right)\left(\tau_{1}^{S_{2}}\right)$. Thus the matrix of $T^{k}$ is $(\tau)\left(\tau^{S}\right) \cdots\left(\tau^{s^{k-1}}\right)$. If $T$ is $(1-1)$, the matrix of $T^{-1}$ is $\left(\tau^{s^{-1}}\right)^{-1}$. If $T_{1}$ and $T_{2}$ have the same automorphism, then the matrix of $T_{1}+T_{2}$ is $\left(\tau_{1}\right)+\left(\tau_{2}\right)$. As a special case of these facts we note that the correspondence between a linear transformation $T$ and its matrix $(\tau)$ is an anti-automorphism between the ring of linear transformations $\ell$ and the ring of matrices $\Phi_{n}$. Since $\Phi$ is associated in an invariant manner with $?$, this correspondence has certain advantages orer the one noted previously between $\mathbb{E}$ and $\Phi_{n}^{\prime}$.

As applications of our computations and of the results of the first chapter we note the following theorems on matrices in $\Phi_{n}$.
Theorem 14. If $\left(\epsilon_{i}\right)(i=1, \cdots, s)$ are matrices $\neq 0$ in $\Phi_{n}$ such that

$$
\left(\epsilon_{i}\right)^{2}=\left(\epsilon_{i}\right), \quad\left(\epsilon_{i}\right)\left(\epsilon_{j}\right)=0 \quad \text { if } \quad i \neq j, \quad \Sigma\left(\epsilon_{i}\right)=1
$$

then there exists a non-singular matrix ( $\beta$ ) in $\Phi_{n}$ such that

This is obtained by using the $\left(\epsilon_{i}\right)$ to define linear transformations $E_{i}$ such that

$$
E_{i}^{2}=E_{i} \neq 0, \quad E_{i} E_{j}=0 \quad \text { if } \quad i \neq j, \quad \Sigma E_{i}=1
$$

Then $\Re i=\Re E_{1} \oplus \cdots \oplus \Re E_{s}$ and so, relative to a suitable basis, we obtain the matrices (10) for $E_{1}, E_{2}, \cdots$.

If $T$ is a semi-linear transformation, we may use the Remark following Fitting's lemma to obtain a decomposition $\mathfrak{R}=\mathfrak{N} \oplus \subseteq$ where $\mathfrak{N}$ and $\mathfrak{S}$ are subspaces invariant under $T$ and $T$ is nilpotent in $\mathfrak{N}$ and non-singular in $\mathfrak{S}$. This implies the following
Theorem 15. If $(\tau)$ is a matrix in $\Phi_{n}$ and $S$ is an automorphism in $\Phi$, there exists a matrix $(\beta)$ such that

$$
(\beta)^{-1}(\tau)\left(\beta^{S}\right)=\left(\begin{array}{ll}
\nu & 0 \\
0 & \sigma
\end{array}\right)
$$

where $(\nu) \cdots\left(\nu^{s k}\right)=0$ for sufficiently large $k$ and $(\sigma)$ is a unit.

## CHAPTER 3

## NON-COMMUTATIVE PRINCIPAL IDEAL DOMAINS

1. Definitions and examples. In studying a linear transformation or, more generally, a semi-linear transformation $T$ with automorphism $S$, we are usually interested in the ring of transformations $\Phi[T]$ generated by $T$ and the scalar multiplications $x \rightarrow x \alpha$. Evidently $\Phi[T]$ contains the transformations $\alpha_{0}+$ $T \alpha_{1}+T^{2} \alpha_{2}+\cdots+T^{m} \alpha_{m}$. On the other hand, $\left(T^{k} \alpha\right)\left(T^{l} \beta\right)=T^{k+l} \alpha^{s^{l}} \beta$ and hence the set of polynomials in $T$ is closed under multiplication. It follows that $\Phi[T]$ coincides with the set of these polynomials. Now, it is convenient to introduce a certain ring $\Phi[t, S]$ of polynomials in an indeterminate $t$. First, let $\Phi$ be the abstract division ring isomorphic to the ring of endomorphisms $\Phi$ in the vector space $\Re .^{1} \quad$ Let $\Phi[t, S]$ denote the set of polynomials

$$
\alpha_{0}+t \alpha_{1}+t^{2} \alpha_{2}+\cdots+t^{m} \alpha_{m}
$$

where $t$ is an indeterminate and the coefficients $\alpha_{i}$ are in $\Phi$. We define $\alpha_{0}+t \alpha_{1}+$ $\cdots+t^{m} \alpha_{m}=\beta_{0}+t \beta_{1}+\cdots+t^{m^{\prime}} \beta_{m^{\prime}}$ if $\alpha_{0}=\beta_{0}, \alpha_{1}=\beta_{1}, \cdots$, and we add polynomials according to the rule $\left(\alpha_{0}+t \alpha_{1}+\cdots\right)+\left(\beta_{0}+t \beta_{1}+\cdots\right)=$ $\left(\alpha_{0}+\beta_{0}\right)+t\left(\alpha_{1}+\beta_{1}\right)+\cdots$. Multiplication is defined by means of the distributive law and

$$
\left(t^{k} \alpha\right)\left(t^{l} \beta\right)=t^{k+l} \alpha^{s^{l}}{ }_{\beta} .
$$

It is readily verified that $\Phi[t, S]$ is a ring.
Now, with the polynomial $\alpha_{0}+t \alpha_{1}+\cdots+t^{m} \alpha_{m}$ we may associate the endomorphism $\alpha_{0}+T \alpha_{1}+\cdots+T^{m} \alpha_{m} \epsilon \Phi[T]$. Our correspondence is then a representation of $\Phi[t, S]$ in $\mathfrak{R}$ and $\mathfrak{R}$ is a $\Phi[t, S]$-module.

If $\alpha(t)=\alpha_{0}+\cdots+t^{m} \alpha_{m}, \alpha_{m} \neq 0$, the degree of $\alpha(t)$ is $m$. We also define the degree of 0 to be $-\infty$ and note that

$$
\begin{aligned}
& \operatorname{deg}[\alpha(t)+\beta(t)]=\max (\operatorname{deg} \alpha(t), \operatorname{deg} \beta(t)), \\
& \operatorname{deg}[\alpha(t) \beta(t)]=\operatorname{deg} \alpha(t)+\operatorname{deg} \beta(t) .
\end{aligned}
$$

The second equation shows that $\Phi[t, S]$ has no zero-divisors, i.e. $\Phi[t, S]$ is a domain of integrity. It shows also that the only units of this domain are the elements $\neq 0$ in $\Phi$. Now let $\beta(t)=\beta_{0}+\cdots+t^{m^{\prime}} \beta_{m^{\prime}}$ with $\beta_{m^{\prime}} \neq 0$ and $m^{\prime} \leqq m$. Then

$$
\alpha(t)-\beta(t) t^{m-m^{\prime}}\left(\beta_{m}^{-1}\right)^{s^{m-m}} \alpha_{m}=\alpha_{0}^{\prime}+t \alpha_{1}^{\prime}+\cdots+t^{m-1} \alpha_{m-1}^{\prime} .
$$

Hence, if we continue this division process, we obtain polynomials $\gamma(t)$ and $\rho(t)$ such that

$$
\alpha(t)=\beta(t) \gamma(t)+\rho(t)
$$

[^7]where $\operatorname{deg} \rho(t)<\operatorname{deg} \beta(t)$. Similarly, we may find a $\gamma_{1}(t)$ and a $\rho_{\mathrm{i}}(t)$ such that $\alpha(t)=\gamma_{1}(t) \beta(t)+\rho_{1}(t), \operatorname{deg} \rho_{1}(t)<\operatorname{deg} \beta(t)$.

Now let $\mathfrak{T}$ be a right ideal $\neq 0$ in $\Phi[t, S]$. We choose an element $\beta(t) \neq 0$ in $\mathfrak{F}$ having least degree for the non-zero elements of $\mathfrak{J}$. Then if $\alpha(t)$ is any element in $\mathfrak{J}, \alpha(t)=\beta(t) \gamma(t)+\rho(t)$ where $\operatorname{deg} \rho(t)<\operatorname{deg} \beta(t)$ and since $\rho(t)=\alpha(t)-$ $\beta(t) \gamma(t) \in \mathfrak{Y}, \rho(t)=0$ because of the minimality of the degree of $\beta(t)$. Thus $\alpha(t)=\beta(t) \gamma(t)$ and $\mathfrak{Y}=\beta(t) \Phi[t, S]$, the ideal of right multiples of $\beta(t)$. An ideal of this form will be called a principal right ideal. Similarly, every left ideal is principal in the sense that it has the form $\Phi[t, S] \beta(t)$. Now we shall call

- a domain of integrity o a principal ideal domain if every right ideal is a principal right ideal $a_{0}$ and every left ideal is a principal left ideal $D a$. Thus $\Phi[t, S]$ is an example of a domain of this type. One may verify that the following are other examples:

1) The ring of integers.
2) Any division ring.
3) The subring of Hamilton's quaternion algebra consisting of quaternions $1 \alpha_{0}+i \alpha_{1}+j \alpha_{\underline{2}}+k \alpha_{3}$ where the $\alpha$ 's are either all rational integers or all halves of odd integers.
4) The ring $\Phi[t$, '] of differential polynomials. Here the definition is similar to that of $\Phi[t, S]$ with the modification that the rule $\alpha t=t \alpha+\alpha^{\prime}$ replaces $\alpha t=t \alpha^{S}$ and $(\alpha+\beta)^{\prime}=\alpha^{\prime}+\beta^{\prime},(\alpha \beta)^{\prime}=\alpha \beta^{\prime}+\alpha^{\prime} \beta$.

In this chapter we consider in some detail the theory of principal ideal domains. The principal applications that we note are to the theory of semilinear transformations, obtained by specializing $o$ to be $\Phi[t, S]$.
2. Elementary properties. Let 0 be a principal ideal domain. If $a_{0}$ and $b 0$ are right ideals $\neq 0$ such that $a \mathrm{D} \geqq b 0$, then $b=a c$, or $a$ is a left factor of $b$. If $a_{0}=b 0, a u=b$ and $b v=a$. Hence $a=a u v$ and $a(1-u v)=0, u v=1$. Similarly $v u=1$ so that $u$ and $v$ are units in $0 .{ }^{2} \quad$ Hence $a$ and $b$ are right associates. Similar remarks hold for left ideals. Throughout this chapter there is a complete parallelism between the theory of right ideals and that of left ideals. We shall therefore state the results for right ideals only.

If $a_{1} 0 \leqq a_{2} 0 \leqq \cdots$ is a chain of right ideals, the set theoretic sum of these ideals is a right ideal and hence has the form $a 0$. Since $a \epsilon a_{\sqrt{\prime} 0}$ for a suitable $N, a_{0}=a_{N} \mathrm{D}=a_{N+1} \mathrm{D}=\cdots$. Now suppose that $a_{1} \mathrm{D} \geqq a_{2} \mathrm{D} \geqq \cdots$ is a descending chain and that all of the $a_{i} 0$ contain a fixed element $b \neq 0$. Then $b=a_{i} b_{i}, a_{i}=a_{i-1} c_{i-1}$ and hence $b=a_{i-1}\left(c_{i-1} b_{i}\right)=a_{i-1} b_{i-1}$. It follows that $b_{i-1}=c_{i-1} b_{i}$ and $\mathfrak{o} b_{1} \leqq \mathfrak{o} b_{2} \leqq \cdots$ so that $\mathfrak{o} b_{N}=\mathfrak{o} b_{N+1}=\cdots$ for $N$ sufficiently large. Thus $c_{N}, c_{N+1}, \cdots$ are units, and $a_{N 0}=a_{v+1} 0=\cdots$. We note next that the descending chain condition holds only if $o$ is a division ring. For suppose that $a$ is an element $\neq 0$ in 0 and consider the chain $a 0 \geqq a^{2} 0 \geqq \cdots$ Let $k$ be an integer such that $a^{k}{ }_{\mathrm{D}}=a^{k+1} \mathrm{D}$. Then $a^{k+1}=a^{k} u$ where $u$ is a unit; hence $a=u$ is a unit.

[^8]Theorem 1. The ascending chain rondition holds for right ideals of o. Any descending chain of right idcals haiing an interscction $\neq 0$ contains only a finite number of distinct ideals. If the descending chain condition holds without restriction, $\mathfrak{o}$ is a division ring.

Let $a$ and $b$ be elements $\neq 0$ and consider the ideal $a 0+b 0$ of elements $a x+b y$, $x$ and $y$ arbitrary in $o$. This is the smallest ideal containing $a_{0}$ and $b 0$. Now let $a 0+b 0=d 0$. Then $d=a p+b q$ is a highest common left factor of $a$ and $b$, i.e. $d$ is a left factor of $a$ and $b$ and any left factor of $a$ and $b$ is a left factor of $d$. The element $d$ is determined to within a unit right factor. Any one of the determinations of $d$ will be denoted $b_{y}(a, b)$. Now write $a=d a_{1}, b=d b_{1}$. Then $a\left(1-p a_{1}\right)=d a_{1}-a p a_{1}=b q a_{1}$ and similarly, $b\left(1-q b_{1}\right)=a p b_{1}$. Since either $p$ or $q$ is $\neq 0$, this proves that the intersection $a_{0} \wedge b_{0}=m_{0} \neq 0$. The element $m$ is a least common right multiple of $a$ and $b$ in the obrious sense: $m$ is a common right multiple of $a$ and $b$ and $m$ is a right multiple of any common right multiple of $a$ and $b$. We denote $m$ by $[a, b]$ and note that it is determined to within a unit right factor.

Theorem 2. Any two elements $a$ and $b, \neq 0$, have a highest common left factor $(a, b)$ and a least common right multiple $[a, b]$ determined to within unit right factors.

The existence of common right multiples $\neq 0$ enables us to use the ordinary construction of fractions to obtain a quotient division ring for $\mathfrak{o}$. For this purpose we consider the pairs $(a, b)$ with $b \neq 0$. Define $(a, b) \sim(c, d)$ if, for $m=b d_{1}=d b_{1}$, we have $a \dot{d}_{1}=c b_{1}$. This relation is symmetric, reflexive and transitive. Let $a / b$ denote the set of pairs $(c, d) \sim(a, b)$. We define $a / b+$ $c / d \equiv\left(a d_{1}+c b_{1}\right) / m$. If $c \neq 0$, let $n=b c_{2}=c b_{2}$ and define $(a / b)(c / d) \equiv$ $a c_{2} / d b_{2}$. For $c=0$ we set $(a / b)(0 / d)=0 / d$. It is readily seen that these functions are single valued and that the sets $a / b$ called (right) fractions form a division ring $\Phi$ relative to these functions as addition and multiplication. The division ring $\Phi$ contains a subring $\overline{\mathfrak{0}}$ whose elements $a / 1$ are in isomorphic correspondence with the elements of $\mathfrak{o}$. Thus if we replace $\mathfrak{o}$ by $\overline{\mathfrak{o}}$, we may suppose that the domain $\mathfrak{v}$ is a subring of a division ring. The element $a / b=(a / 1)(b / 1)^{-1}$ so that $\Phi$ is the smallest division subring of $\Phi$ containing $\mathfrak{o}$.
3. Finitely generated $\mathfrak{o}$-modules. We suppose that $\mathfrak{o}$ is an arbitrary ring with an identity and that $\mathfrak{M}$ is an $\mathfrak{D}$-module in which $x 1=x$ for all $x$. We recall the defining properties of the product:

$$
\begin{aligned}
(x+y) a & =x a+y a \\
x(a+b) & =x a+x b \\
x(a b) & =(x a) b
\end{aligned}
$$

for all $x, y$ in $\mathfrak{M}$ and all $a, b$ in $\mathfrak{o}$. We say that $\mathfrak{M}$ is finitely generated if there exist $n$ generators $x_{1}, \cdots, x_{n}$ in $\mathfrak{M}$ such that every element in $\mathfrak{M}$ may be expressed in the form $\Sigma x_{i} a_{i}, a_{i}$ in $\mathfrak{o}$. If the ascending chain condition holds for the submodules of $\mathfrak{M}$, it is readily seen that $\mathfrak{M}$ is finitely generated.

Now suppose that $\mathfrak{i l}$ is a submodule of $\mathfrak{M}$ and let $\mathfrak{J}_{i} \equiv \mathfrak{J}_{i}(\mathfrak{P})$ denote the set of elements $a_{i}$ that occur as multipliers of elements of the form $x_{i} a_{i}+x_{i+1} a_{i+1}+$ $\cdots+x_{n} a_{n}$ in $\mathfrak{H}$. Then $\mathfrak{Y}_{i}$ is a right ideal. Evidently if $\Re \leqq \nVdash$, a second submodule, then $\left.\mathfrak{\jmath}_{i}(\vartheta) \leqq \mathfrak{J}_{i}(\not)^{\prime}\right)$. On the other hand, it follows readily that if
 us to prove

Theorem 3. If o is a ring that satisfies the ascending (descending) chain condition for right ideals, then any finitely generated $\mathfrak{0}$-module $\mathfrak{M}$ satisfies the ascending (descending) chain condition for submodules.

For let $\mathfrak{M}_{1} \leqq \mathfrak{M}_{2} \leqq \cdots$ be an ascending chain of submodules and let $\mathfrak{Y}_{i}^{(k)}=$ $\mathfrak{Y}_{i}\left(\mathfrak{M}_{k}\right)$. Then $\mathfrak{Y}_{i}^{(1)} \leqq \mathfrak{Y}_{i}^{(2)} \leqq \cdots$ and hence there is an integer $N$ such that $\mathfrak{Y}_{i}^{(N)}=\mathfrak{J}_{i}^{(N+1)}=\cdots$ for all $i$. This implies that $\mathfrak{M}_{N}=\mathfrak{M}_{N+1}=\cdots$. The descending chain condition may be treated in a similar manner.

If the elements of $\mathfrak{M}$ are expressible in one and only one way in the form $\Sigma x_{i} a_{i}$, then $\mathfrak{M}$ is called a free module with the basis $x_{1}, \cdots, x_{n}$. An equivalent condition is that the $x_{i}$ be generators of $\mathfrak{M}$ and that $\Sigma x_{i} d_{i}=0$ only when all the $d_{i}=0$. As in the case of division rings discussed in Chapter 2, we may construct, for any ring $\mathfrak{o}$, a free module having a prescribed number of base elements. The theorem on the invariance of the number of base elements is not, however, true without restriction on $\mathfrak{0}$. Thus it may be possible to choose elements $y_{1}, \cdots, y_{m}, m<n$, in $\mathfrak{M}$ such that every $x=\Sigma y_{k} b_{k}$ for suitable $b_{k}$ in $\mathfrak{o}$. We shall now show that the invariance theorem holds under either one of the following assumptions:

1) $O$ is a subring of a division ring.
2) The ascending chain condition holds for the right ideals of 0 .

For suppose that $\mathfrak{M}$ has $m<n$ generators $y_{k}=\Sigma x_{i} a_{i k} .{ }^{3}$ Then each $x_{i}=$ $\Sigma y_{k} b_{k i}$ and hence $x_{i}=\Sigma x_{j} a_{j k} b_{k i}$. By the uniqueness assumption, $\Sigma a_{j k} b_{k i}=\delta_{j i}$ so that

$$
(a)(b) \equiv\left(\begin{array}{cccccc}
a_{11} & \cdots & a_{1 m} & 0 & \cdots & 0 \\
\cdot & \cdots & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot & \cdot & \cdots & \cdot \\
a_{m 1} & \cdots & a_{m m} & 0 & \cdots & 0 \\
a_{m+11} & \cdots & a_{m+1} & 0 & \cdots & 0 \\
\cdot & \cdots & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot & \cdot & \cdots & \cdot \\
a_{n 1} & \cdots & a_{n m} & 0 & \cdots & 0
\end{array}\right)\left(\begin{array}{cccccc}
b_{11} & \cdots & b_{1 m} & b_{1 m+1} & \cdots & b_{1 n} \\
\cdot & \cdots & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot & \cdot & \cdots & \cdot \\
b_{m 1} & \cdots & b_{m m} & b_{m m+1} & \cdots & b_{m n} \\
0 & \cdots & 0 & 0 & \cdots & 0 \\
\cdot & \cdots & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot & \cdot & \cdots & \cdot \\
0 & \cdots & 0 & 0 & \cdots & 0
\end{array}\right)=1 .
$$

Since $(b)(a) \neq 1$, this is impossible when 1) holds, as is evident from Theorem 1, Chapter 2. We note next that the mapping $\Sigma x_{i} a_{i} \rightarrow \Sigma y_{k} a_{k}$ is an $\mathfrak{D}$-endomorphism $A$ such that $\mathfrak{M A}=\mathfrak{M}$. On the other hand $\mathfrak{B}_{A}$, the set of elements mapped into 0 by $A$, includes $x_{m+1}, \cdots, x_{n}$ and so $\mathfrak{B}_{A} \neq 0$. This is excluded when 2 ) holds by Theorem 7, Chapter 1. ${ }^{4}$

[^9]Now let $\mathfrak{F}$ be a free $\mathfrak{o}$-module with the basis $e_{1}, \cdots, e_{n}$ and let $\mathfrak{M}$ be any $\mathfrak{o}$-module with $n$ generators $x_{1}, \cdots, x_{n}$. The correspondence $\Sigma e_{i} a_{i} \rightarrow \Sigma x_{i} a_{i}$ is an $\mathfrak{o}$-homomorphism between $\mathfrak{F}$ and $\mathfrak{M}$. Hence $\mathfrak{M}$ is isomorphic to $\mathfrak{F}-\mathfrak{R}$, $\mathfrak{F}$ the set of elements mapped into 0 by the homomorphism. We shall use this result later to obtain the structure of finitely generated $\mathfrak{D}$-modules for any principal ideal domain $\mathfrak{o}$.

An $\mathfrak{0}$-module that is generated by a single element is called cyclic. If we regard $\mathfrak{o}$ as a module relative to the ordinary multiplication $x a$, we see that $o$ is a free cyclic module since $a=1 a$. A right ideal $\mathfrak{F}$ of $\mathfrak{o}$ is an $\mathfrak{0}$-submodule. $\mathfrak{F}$ is cyclic if and only if it is principal, and $\mathfrak{F}=a_{0}$ is free if and only if $a$ is not a left zero divisor. Now if $\mathfrak{M}$ is any cyclic $\mathfrak{D}$-module and $x$ is a generator of $\mathfrak{M}$, the correspondence between $a$ in $\mathfrak{o}$ and $x a$ in $\mathfrak{M}$ is an $\mathfrak{D}$-homomorphism. Thus in this case $\mathfrak{M}$ is isomorphic to the difference module $\mathfrak{0}-\mathfrak{Y}$ where $\mathfrak{Y}$ is the right ideal of elements $b$ such that $x b=0$. The ideal $\mathfrak{Y}$ is called the order of $x$.
4. Cyclic $\mathfrak{p}$-modules. From now on $\mathfrak{o}$ will denote a principal ideal domain. If $\mathfrak{M}$ is an $\mathfrak{D}$-module and $x$ is an element of $\mathfrak{M}$, we shall say that $x$ has finite order if its order $\mathfrak{F} \neq 0$. Suppose that $x$ and $y$ have finite orders $\mathfrak{Y}_{1}$ and $\mathfrak{Y}_{2}$. Then $\mathfrak{J}_{3}=\mathfrak{Y}_{1} \wedge \mathfrak{Y}_{2} \neq 0$ and since $(x+y) b=0$ for all $b$ in $\mathfrak{Y}_{3}$, the element $x+y$ has finite order. Next if $a$ is any element $\neq 0$ in $\mathfrak{0}, a 0 \wedge \Im_{1}=\Im_{4} \neq 0$ and if $b$ is an element $\neq 0$ in $\mathfrak{Y}_{4}, b=a c$ where $c \neq 0$. Then $(x a) c=x b=0$. Thus the totality of elements of finite order is a submodule of $\mathfrak{M}$.

We consider now a cyclic $\mathfrak{o}$-module $\mathfrak{M}$ whose generator has finite order and hence, without loss of generality, we may suppose that $\mathfrak{M}=0-a_{0}, a \neq 0$. Any submodule of $\mathfrak{D}-a \mathfrak{o}$ has the form $b \mathfrak{o}-a \mathfrak{0}$ where $b \mathfrak{o} \geqq a \mathfrak{0}$ and hence $a=b c$. The submodule $b_{0}-a_{0}$ is cyclic since it is generated by the coset of the element $b$. Since the order of the coset $b+a_{0}$ is $c \mathbb{D}, b \mathfrak{0}-a_{0}$ is $\mathfrak{0}$-isomorphic to $\mathfrak{0}-c \mathbb{0}$. By the Second Isomorphism Theorem, $(0-a \mathfrak{0})-(b 0-a \mathfrak{0})$ is 0 -isomorphic to $\mathfrak{D}-b \mathbf{o}$. Thus with a factorization $a=b c$ of an element $a \neq 0$ we may associate a chain of $\mathfrak{0}$-modules $\mathfrak{0}-a \mathfrak{0} \geqq b 0-a \mathfrak{0} \geqq a 0-a 0=0$ whose difference modules are respectively $\mathfrak{o}-b 0$ and $\mathfrak{o}-c \mathbb{0}$, and conversely.

We seek a condition on $a$ and $b, \neq 0$, that $\mathfrak{0}-a_{0}$ and $\mathfrak{0}-b 0$ be 0 -isomorphic. Let $1_{a}$ be the coset containing the element 1 in $\mathfrak{o}-a_{0}$. By an isomorphism this is mapped into a coset $u_{b}$ in $\mathfrak{0}-b \mathfrak{0}$. Then $1_{a} c$ corresponds to $u_{b} c$. Since $0 \rightarrow 0$ is an isomorphism, $u_{b} a=b 0$. If $u$ is any element of $u_{b}, u a=b v=m$. Since $1_{b}$, the coset containing 1 in $0-b \mathfrak{0}$, has the form $u_{b} c$ for a suitable $c$, we have $u c=1+b q$. Hence the highest common left factor $(u, b)$ of $u$ and $b$ is 1 . Since $u a_{1} \epsilon b 0$ only if $a_{1}=\boldsymbol{a} c_{1}, m$ is the least common right multiple $[u, b]$ of $u$ and $b$. Following Ore, we shall say that $a$ and $b$ are right similar if there is a $u$ in $\mathfrak{o}$ such that $(u, b)=1$ and $a=u^{-1}[u, b]$, or $u a \mathfrak{0}=u \mathfrak{0} \wedge b 0$ and $u \mathbb{0}+b \mathfrak{o}=0$. We have, therefore, shown that $\mathfrak{0}-a_{0}$ and $\mathfrak{o}-b_{0}$ are $\mathfrak{o}$-isomorphic only when $a$ and $b$ are right similar. The converse also holds, since, as is seen by retracing the above steps, $1_{a} c \rightarrow u_{b} c$ is an isomorphism. Now the condition $m=u a=$ $b v=[u, b]$ implies that $a$ and $v$ have no common right factor, i.e. $\mathfrak{D} a+\mathfrak{o} v=\mathfrak{o}$, and $(u, b)=1$ implies that $m$ is a least common left multiple of $a$ and $v$. Thus
$a$ and $b$ are left similar in the obvious sense. Because of the equivalence of left and of right similarity we shall refer to this property simply as similarity. If we consider $o$ as a left module relative to left multiplication, we obtain

Theorem 4. The o modules $\mathfrak{0}-a_{0}$ and $\mathfrak{0}-b_{0}(a, b \neq 0)$ are isomorphic if and only if the left modules $\mathfrak{0}-\mathrm{o} a$ and $\mathfrak{0}-\mathrm{ob}$ are isomorphic. For either of these conditions to hold it is necessary and sufficient that a and $b$ be similar.

We note that $u a$, and hence $u a v$, are similar to $a$ if $u$ and $v$ are units. If o is commutative and $m=u a=b u, u p+b q=1$; then $a=a u p+a b q=b(r p+a q)$ so that $b$ is a factor of $a$. Similarly $a$ is a factor of $b$. Hence, in this case, $a$ and $b$ are similar if and only if ther differ by units.

Let $a$ be an element $\neq 0$ and not a unit. Then $0>a_{0}>0$. Since the chain conditions hold, the $\mathfrak{d}$-module $\mathfrak{o}$ - $a \mathrm{o}$ has a composition series. Such a series corresponds to a chain of ideals $\mathrm{D}=a_{0} \mathrm{D}>a_{1} \mathrm{D}>a_{2} \mathrm{D}>\cdots>a_{n} \mathrm{D}=a_{0}$ such that $\left(a_{i} \mathfrak{D}-a_{0}\right)-\left(a_{i+1} \mathfrak{D}-a \mathfrak{D}\right)$, and hence $a_{i} \mathfrak{D}-a_{i+1} \mathfrak{0}$, is irreducible. If $a_{i+1}=a_{i} b_{i+1}, a_{0}=1$, then $a_{i} \mathfrak{0}-a_{i+1}^{i} \mathfrak{0}$ is isomorphic to $\mathfrak{o}-b_{i+1} \mathfrak{0}$. Hence $a=b_{1} b_{2} \cdots b_{n}$ where the $b_{i}$ are irreducible in the sense that they are neither 0 nor units and they have no proper factors. Conversely if $a=b_{1} b_{2} \cdots b_{n}, b_{i}$ irreducible, we obtain a composition series $\mathfrak{0}-a 0>b_{1} \mathrm{o}-a_{0}>b_{1} b_{2} \mathrm{D}-a_{0}>\cdots$ $>0$. Thus we may apply the Jordan-Hölder theorem to obtain the following

Theorem 5. Any element $a \neq 0$ and not $a$ unit may be written as $b_{1} \cdots b_{n}, b_{i}$ irreducible. If $a=c_{1} \cdots c_{m}$ where the $c_{j}$ are irreducible then $m=n$ and the $b$ 's and the $c$ 's may be paired into similar pairs.

The number $n$ of irreducible factors $b_{i}$ in $a=b_{1} \cdots b_{n}$ will be called the length of $a$. It is also the length of a composition series for $0-a_{0}$. Let $b$ be a second element $\neq 0$ and not a unit and suppose first that $(a, b)=1$. Then $a^{-1}[a, b]=b^{\prime}$ is similar to $b$. Hence length $b^{\prime}=$ length $b$. Now let $(a, b)=d$, $a=d a_{1}, b=d b_{1}$. Then $\left(a_{1}, b_{1}\right)=1$ and length $\left[a_{1}, b_{1}\right]=$ length $a_{1}+$ length $a_{1}^{-1}\left[a_{1}, b_{1}\right]=$ length $a_{1}+$ length $b_{1}$. Since $[a, b]=d\left[a_{1}, b_{1}\right]$, length $[a, b]=$ length $d+$ length $a_{1}+$ length $b_{1}$ and length $[a, b]+$ length $d=$ length $a_{1}+$ length $b_{1}+2$ length $d=$ length $a b$ we have

Theorem 6. If $a, b$ are $\neq 0$ and not units, then length $[a, b]+$ length $(a, b)=$ length $a b$.

A proper direct decomposition of $\mathfrak{o}-a_{0}$ is associated with a set of ideals $a_{i} \mathfrak{0}$ such that $\mathfrak{0}>a_{i} \mathfrak{0}>a_{0}, a_{1} \mathrm{o}+\cdots+a_{n} \mathfrak{0}=\mathfrak{0}$ and $a_{i} \mathfrak{0} \wedge\left(a_{1} \mathfrak{0}+\cdots+\right.$ $\left.a_{i-1} \mathrm{0}+a_{i+1} \mathrm{0}+\cdots+a_{n} \mathrm{o}\right)=a_{0}$. Thus the elements $a_{i}$ are proper factors of $a$, the highest common left factor $\left(a_{1}, \cdots, a_{n}\right)=1$ and the least common right multiple $\left[a_{i},\left(a_{1}, \cdots, a_{i-1}, a_{i+1}, \cdots, a_{n}\right)\right]=a$. If $a=a_{i} b_{i}, a_{i} \mathfrak{0}-a \mathfrak{0}$ is 0 -isomorphic to $0-b_{i} \mathfrak{0}$. The condition that $a_{i} \mathfrak{0}-a 0$ be indecomposable is that no proper divisors $b_{i}^{\prime}, b_{i}^{\prime \prime}$ of $b_{i}$ exist such that $\left[b_{i}^{\prime}, b_{i}^{\prime \prime}\right]=b_{i}$ and $\left(b_{i}^{\prime}, b_{i}^{\prime \prime}\right)=1$, or that no proper divisors $a_{i}^{\prime}, a_{i}^{\prime \prime}$ of $a$ exist such that $\left[a_{i}^{\prime}, a_{i}^{\prime \prime}\right]=a,\left(a_{i}^{\prime}, a_{i}^{\prime \prime}\right)=a_{i}$. This of course affords an interpretation of the Krull-Schmidt theorem. A more usual interpretation is obtained by making use of the following general lattice theoretic argument.

Let $\mathfrak{M}$ be a group relative to a set $\Omega$ of endomorphisms containing the inner automorphisms and suppose that $\mathfrak{M}=\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{n}$, i.e.

$$
\begin{gather*}
\mathfrak{M}_{1}=\mathfrak{M}_{1}+\cdots+\mathfrak{M}_{n} \\
\mathfrak{M}_{i} \wedge\left(\mathfrak{M}_{1}+\cdots+\mathfrak{M}_{i-1}+\mathfrak{M}_{i+1}+\cdots+\mathfrak{M}_{n}\right)=0 . \tag{1}
\end{gather*}
$$

Set $\mathfrak{P}_{i}=\mathfrak{M}_{1}+\cdots+\mathfrak{M}_{i-1}+\mathfrak{M}_{i+1}+\cdots+\mathfrak{M}_{n}$. Then by repeated application of Dedekind's distributive law we obtain $\left(\Re_{1} \wedge \cdots \wedge \mathfrak{M}_{i-1} \wedge \Re_{i+1} \wedge \cdots\right.$ $\left.\wedge \eta_{n}\right)=M_{i}$. Hence

$$
0=\mathfrak{l}_{1} \wedge \cdots \wedge \mathfrak{q}_{n}
$$

$$
\begin{equation*}
\mathfrak{M}_{i}+\left(\mathfrak{l}_{1} \wedge \cdots \wedge \mathfrak{M}_{i-1} \wedge \mathfrak{M}_{i+1} \wedge \cdots \wedge \mathfrak{N}_{n}\right)=\mathfrak{M} \tag{2}
\end{equation*}
$$

Conversely, if we have a set of $\mathfrak{l}_{i}$ satisfying these conditions, we may define $\mathfrak{M}_{i}=\left(\mathfrak{n}_{1} \wedge \cdots \wedge \mathfrak{N}_{i-1} \wedge \mathfrak{l}_{i+1} \wedge \cdots \wedge \mathfrak{n}_{n}\right)$ and obtain $\mathfrak{l}_{i}=\mathfrak{M}_{1}+\cdots+$ $\mathfrak{M}_{i-1}+\mathfrak{M}_{i+1}+\cdots+\mathfrak{M}_{n}$ and $\mathfrak{M}=\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{n}$. Thus we have a complete dualism between the two types of decompositions. We note also that $\mathfrak{M}-\mathfrak{P}_{i}$ is $\Omega$-isomorphic to $\mathfrak{M}_{i}$. Hence we have the following dual of the Krull-Schmidt theorem:
Theorem 7. Let $\mathfrak{M}$ be an $\Omega$-group such that $\Omega$ includes all the inner automorphisms and both chain conditions hold. Suppose that $\mathfrak{N}_{1}, \cdots, \mathfrak{N}_{n}$ and $\mathfrak{Y}_{1}^{\prime}, \cdots, \mathfrak{Y}_{n^{\prime}}^{\prime}$ are two sets of $\Omega$-subgroups $\neq \mathfrak{M}$ satisfying (2) and such that $\mathfrak{M}-\mathfrak{M}_{i}$, $\mathfrak{M}-\mathfrak{Y}_{i}^{\prime}$ are indecomposable. Then $n=n^{\prime}$ and there is an $\Omega$-automorphism $H$ in $\mathfrak{M}$ and a suitable ordering of the $\mathfrak{Y}_{i}^{\prime}$ such that $\mathfrak{M}_{i} H=\mathfrak{Y}_{i}^{\prime}$. In particular, $\mathfrak{M}-$ $\mathfrak{M}_{i}$ and $\mathfrak{M}-\mathfrak{Y}_{i}^{\prime}$ are $\Omega$-isomorphic.

We return now to $\mathfrak{o}$ and shall call an clement $a$ indecomposable if $a$ is neither 0 nor a unit and $\mathfrak{o}-a 0$ is indecomposable. The latter condition holds if and only if there are no proper factors $a^{\prime}$ and $a^{\prime \prime}$ of $a$ such that $a=\left[a^{\prime}, a^{\prime \prime}\right]$ and $\left(a^{\prime}, a^{\prime \prime}\right)=1$. If $a$ has such a decomposition and $a=a^{\prime} b^{\prime \prime}=a^{\prime \prime} b^{\prime}, a$ is a least common left multiple of $b^{\prime}$ and $b^{\prime \prime}$ and these elements have no common right factors other than units. It follows that $\mathfrak{p}-a_{0}$ is indecomposable if and only if $\mathfrak{o}-\mathrm{o} a$ is indecomposable. The dual of the Krull-Schmidt theorem implies

Theorem 8. An element $a \neq 0$ and not a unit may be uritten as $\left[c_{1}, \cdots, c_{n}\right]$ where the $c_{i}$ are indecomposable and $\left(c_{i},\left[c_{1}, \cdots, c_{i-1}, c_{i+1}, \cdots, c_{n}\right]\right)=1$. If we have a second decomposition $a=\left[d_{1}, \cdots, d_{m}\right]$ of this type, then $n=m$ and the c's and the d's may be paired into similar pairs.

Polynomial domains. Let $\mathfrak{v}$ be the polynomial domain $\Phi[t, S]$. If $a=$ $t^{m}+t^{m-1} \alpha_{1}+\cdots+\alpha_{m}, m>0$, and $d$ is any element of the domain then $d=a_{q}+r$ where $\operatorname{deg} r<\operatorname{deg} a$. Hence in each coset of $a \Phi[t, S]$ there is an element of degree $<m$. As is readily seen, this element is uniquely determined. It follows that any coset of $a \Phi[t, S]$ may be written in one and only one way in the form $\{1\} \xi_{1}+\{t\} \xi_{2}+\cdots+\left\{t^{m-1}\right\} \xi_{m}$ where $\left\{t^{k}\right\}$ is the coset containing $t^{k}$ and $\xi_{i} \in \Phi$. Thus if we regard the $\Phi[t, S]$-module $\Phi[t, S]-a \Phi[t, S]$ as a $\Phi$-module, we sec that its dimensionality is the degree of $a$.

As a consequence of this we obtain the result that similar polynomials have the same degree. The degrees of the irreducible polynomials that occur in a factorization of any $a$ are therefore invariants of $a$. Suppose that $a$ is similar to $b$, say $a=u^{-1}[u, b]$ with $(u, b)=1$. If $[u, b]=u a=b v$, let

$$
u=b q_{1}+u_{1}, \quad v=q_{2} a+v_{1}
$$

where $\operatorname{deg} u_{1}<\operatorname{deg} b$ and $\operatorname{deg} v_{1}<\operatorname{deg} a$. Then

$$
b\left(q_{1}-q_{2}\right) a=b v_{1}-u_{1} a
$$

Unless $q_{1}=q_{2}$ the degree of the left hand side is $\geqq \operatorname{deg} a+\operatorname{deg} b$ while the degree of the right hand side is $<\operatorname{deg} a+\operatorname{deg} b$. Hence $q_{1}=q_{2}$ and $b v_{1}=u_{1} a$. The pair $b, u_{1}$ have no common left factors other than units and $v_{1}, a$ have no common right factors other than units. Hence $a=u_{1}^{-1}\left[u_{1}, b\right]$ where $\operatorname{deg} u_{1}<\operatorname{deg} b$. For example, if $b=t-\beta, \beta$ in $\Phi$, then we may take $u_{1}=\sigma$ in $\Phi$ and $t-\beta=$ $\sigma \sigma^{-1}(t-\beta)=[\sigma, t-\beta]$. Hence the elements similar to $t-\beta$ are right associates of polynomials of the form $\sigma^{-1}(t-\beta)$ or $t-\sigma^{-1} \beta \sigma^{s}$.

Now let $\Phi=R(i, j)$, the quaternion algebra over a real closed field: The elements of $\Phi$ are $\alpha_{0}+i \alpha_{1}+j \alpha_{2}+i j \alpha_{3}$ where $i^{2}=j^{2}=-1$ and $i j=-j i$. Assume $S=1$. If $a(t)=a_{0}+t a_{1}+t^{2} a_{2}+\cdots+t^{m} a_{m}, a_{i}$ in $\Phi$, we define $\overline{a(t)}=\bar{a}_{1}+t \bar{a}_{1}+t^{2} \bar{a}_{2}+\cdots+t^{m} \bar{a}_{m}$ where $\overline{\alpha_{0}+i \alpha_{1}+j \alpha_{2}+i j \alpha_{3}}=\alpha_{0}-i \alpha_{1}-$ $j \alpha_{2}-i j \alpha_{3}$. One readily verifies that

$$
\begin{equation*}
\overline{a(t)+b(t)}=\overline{a(t)}+\overline{b(t)}, \quad \overline{a(t) b(t)}=\overline{b(t)} \overline{a(t)} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
a(t)+\overline{a(t)}, \quad a(t) \overline{a(t)}=\overline{a(t)} a(t) \tag{t}
\end{equation*}
$$

have coefficients in $R$. Thus $a(t) \overline{a(t)}$ may be factored into linear factors in $R(i)[t]$. Hence the irreducible factors of $a(t)$ in $\Phi[t]$ are linear and the only irreducible polynomials in $\Phi[t]$ are the linear ones. As in the commutative case we may use the identity

$$
t^{k}-r^{k}=(t-r)\left(t^{k-1}+t^{k-2} r+\cdots+r^{k-1}\right)
$$

to prove that the remainder obtained by dividing $a(t)=a_{0}+t a_{1}+\cdots+t^{m} a_{m}$ on the left by $t-r$ is $a_{0}+r a_{1}+\cdots+r^{m} a_{m}$. Hence $t-r$ is an exact divisor of $a(t)$ if and only if $r$ is a left hand root of $a(t)$ in the sense that $a_{0}+r a_{1}+\cdots$ $+r^{m} a_{m}=0$. Thus we have proved that every polynomial of degree $>0$ has a left hand root, and, in a similar fashion, we see that these polynomials have right hand roots $\left(a_{0}+a_{1} r+\cdots+a_{m} r^{m}=0\right)$. In this sense $\Phi$ is algebraically closed.

Next let $\Phi=R(i)$, where $i^{2}=-1$ and $R$ is a real closed field. Suppose that $S$ is the automorphism $\alpha_{0}+i \alpha_{1} \rightarrow \alpha_{0}-i \alpha_{1}$. If $a(t)=a_{0}+t a_{1}+\cdots+t^{m} a_{m}$, $a_{i}$ in $\Phi$, is in $\Phi[t, S]$, we define $\overline{a(t)}=\bar{a}_{0}-t a_{1}+t^{2} \bar{a}_{2}-t^{3} a_{3}+\cdots$ (or, $\bar{t}=-t$, $\left.\overline{t^{i} a_{i}}=\overline{a_{i}} \overline{t^{i}}\right)$. Then (3) is valid and $a(t) \overline{a(t)}=\overline{a(t)} a(t)=\alpha\left(t^{2}\right)$, a polynomial in $t^{2}$ with coefficients in $R$. We may factor $\alpha\left(t^{2}\right)$ into factors of the form $t^{2}-a$ where $a \epsilon \Phi$; and these are irreducible in $\Phi[t, s]$ unless $a=b \bar{b}$, i.e. unless $a$ is real
and non-negative. Hence any $a(t)$ has linear or quadratic factors and our result gives a special form to which every irreducible polynomial is similar.
5. Two-sided ideals. Any two-sided ideal $\mathfrak{F}$ has the form $a_{0}=0 a^{\prime}$. It follows that $a=u a^{\prime}, a^{\prime}=a v$ and $a=u a v, a^{\prime}=u a^{\prime} v$. Since $u a \in \mathfrak{F}, u a=a u^{\prime}$ and $a=a u^{\prime} v, u^{\prime} v=1$. Hence $v$ is a unit. Similarly, $u$ is a unit and $a \mathfrak{D}=\mathfrak{o} a$, $a^{\prime} \mathfrak{0}=\mathfrak{o} a^{\prime}$, i.e. any right generator is a left generator and vice versa. We shall denote generators of two-sided ideals by $a^{*}, b^{*}, \cdots$. These elements are characterized by the property that given any $x$ there is an $x^{\prime}(\hat{x})$ such that $x a^{*}=a^{*} x^{\prime}\left(a^{*} x=\hat{x} a^{*}\right)$. This shows, of course, that the correspondence $x \rightarrow$ $x^{\prime}(x \rightarrow \hat{x})$ is $(1-1)$ and hence it is an automorphism in $\mathfrak{0}$.

If $\mathfrak{I}_{1}$ and $\mathfrak{Y}_{2}$ are two-sided ideals, then so are $\mathfrak{I}_{1}+\mathfrak{Y}_{2}, \mathfrak{Y}_{1} \wedge \mathfrak{Y}_{2}$ and the product $\Im_{1} \mathfrak{Y}_{2}$, defined as the set of sums $\Sigma y_{1} y_{2}, y_{i}$ in $\mathfrak{Y}_{i}{ }^{5} \quad$ If $\mathfrak{Y}_{1}=a^{*} \mathrm{D}, \mathfrak{Y}_{2}=b^{*} \mathrm{D}$, then $\mathfrak{Y}_{1} \mathfrak{Y}_{2}=\left(a^{*} \mathrm{D}\right)\left(b^{*} \mathfrak{0}\right)=a^{*}\left(\mathfrak{o} b^{*}\right)_{\mathfrak{0}}=a^{*}\left(b^{*} \mathfrak{p}\right) \mathfrak{D}=a^{*} b^{*} \mathrm{D}$. Evidently $\mathfrak{Y}_{1} \wedge \mathfrak{Y}_{2} \geqq$ $\Im_{1} \Im_{2}$. Now suppose that $\mathfrak{Y}_{2} \geqq \Im_{1} \neq 0$; then $a^{*}=b^{*} c$ and if $x \in \mathcal{D}$, there is an $x^{\prime}$ and an $\bar{x}$ such that $x a^{*}=a^{*} x^{\prime}$ and $x b^{*}=b^{*} \bar{x}$. Hence $b^{*} \bar{x} c=x a^{*}=a^{*} x^{\prime}=$ $b^{*} c x^{\prime}$ and $\bar{x} c=c x^{\prime}$. Since $\bar{x}$ is arbitrary, $c=c^{*}$ generates a two-sided ideal $c^{*}{ }_{\mathrm{D}}$ such that $a^{*} \mathrm{D}=\left(b^{*}{ }_{\mathrm{D}}\right)\left(c^{*} \mathrm{D}\right)$. Evidently $c^{*} \mathrm{D} \geqq a^{*}{ }_{\mathrm{D}}$.

Lemma 1. If $\mathfrak{g}_{1}$ and $\mathfrak{Y}_{2}$ are two-sided ideals $\neq 0$, the condition that $\mathfrak{Y}_{2} \geqq \mathfrak{Y}_{1}$ is $\mathfrak{Y}_{1}=\mathfrak{Y}_{2} \mathfrak{Y}_{3}$ where $\mathfrak{Y}_{3}$ is a two-sided ideal containing $\mathfrak{Y}_{1}$.

By a maximal two-sided ideal $p^{*} \mathrm{D}$ we shall mean a two-sided ideal $\neq 0$ which is contained in no two-sided ideal $\neq 0$ and $\neq p^{*}$. In a similar fashion we define a maximal right ideal $p_{0}$. Thus $p_{0}$ is maximal if and only if $p$ is irreducible.

Now let $p_{1}^{*} \mathfrak{o}$ be a maximal two-sided ideal containing $a^{*} \mathrm{o} \neq 0$, $\mathfrak{o}$. Such ideals exist since $\mathfrak{D}-a^{*} \mathrm{D}$ satisfies the chain conditions. We have $a^{*} \mathfrak{D}=\left(p_{1}^{*} \mathfrak{d}\right)\left(a_{1}^{*} \mathfrak{D}\right)$
 $\left(p_{2}^{*} \mathrm{D}\right)\left(a_{2}^{*} \mathrm{D}\right)$ where $\mathrm{o} \geqq a_{2}^{*} \mathrm{D}>a_{1}^{*} \mathrm{D}$. Continuing this process we obtain the following

Lemma 2. Any two-sided ideal $a^{*} \mathrm{o} \neq 0, \neq \mathrm{o}$ may be factored as $\left(p_{1}^{*} \mathrm{p}\right)\left(p_{2}^{*} \mathrm{o}\right) \cdots$ $\left(p_{k}^{*} \mathrm{D}\right)$ where the $p^{*} \mathrm{D}$ are maximal (or unfactorable) two-sided ideals.

Suppose that $p^{*} \mathrm{D}$ is maximal and contains (or is a divisor of) ( $\left.a^{*} \mathfrak{0}\right)\left(b^{*}{ }^{0}\right)$.
 $\left(p^{*} \mathfrak{p}\right)\left(b^{*} \mathfrak{d}\right)+\left(a^{*} \mathfrak{p}\right)\left(b^{*} \mathfrak{d}\right) \leqq p^{*} \mathfrak{0}$.

Lemma 3. If $p^{*}{ }_{\mathrm{D}}$ is maximal and is a divisor of $\left(a^{*} \mathrm{D}\right)\left(b^{*} \mathrm{D}\right)$, then $p^{*}{ }_{\mathrm{D}}$ is a divisor of either $a^{*} \mathrm{D}$ or of $b^{*} \mathrm{D}$.

Let $p^{*} \mathrm{D}$ and $q^{*} \mathrm{D}$ be maximal two-sided ideals. If $p^{*} \mathrm{D}=q^{*} \mathrm{D}_{\text {, }}$ evidently $\left(p^{*} \mathfrak{D}\right)\left(q^{*} \mathfrak{D}\right)=\left(q^{*} \mathfrak{D}\right)\left(p^{*} \mathfrak{D}\right)$. Now suppose $p^{*} \mathfrak{D} \neq q^{*} \mathfrak{D}$. The ideal ( $\left.p^{*} \mathfrak{D} \wedge q^{*} \mathfrak{D}\right) \leqq$ $p^{*} \mathrm{D}$ so that $\left(p^{*} \mathrm{D} \wedge q^{*} \mathfrak{D}\right)=\left(p^{*} \mathfrak{D}\right)\left(q_{1}^{*} \mathfrak{D}\right)$. Now $q^{*} \mathfrak{D} \geqq\left(p^{*} \mathfrak{D}\right)\left(q_{1}^{*} \mathfrak{D}\right)$ and since $q^{*} \mathbb{Z}$ $p^{*} \mathfrak{D}, q^{*} \mathfrak{D} \geqq q_{1}^{*} \mathrm{D}$. Hence $\left(p^{*} \mathfrak{D}\right)\left(q^{*} \mathfrak{D}\right) \geqq\left(p^{*} \mathrm{D} \wedge q^{*} \mathfrak{D}\right)$. Since the reverse inequality holds, $\left(p^{*} \mathfrak{0}\right)\left(q^{*} \mathfrak{D}\right)=\left(p^{*} \mathfrak{D} \wedge q^{*} \mathfrak{D}\right)$. By symmetry we have

[^10]Lemma 4. If $p^{*} \mathfrak{D}, q^{*} \mathfrak{D}$ are maximal two-sided ideals, then $\left(p^{*} \mathfrak{o}\right)\left(q^{*} \mathfrak{0}\right)=$ $\left(q^{*} \mathrm{o}\right)\left(p^{*} \mathrm{D}\right)$.

These lemmas yield, as in the commutative case,
Theorem 9. The two-sided ideals of oform a commutative multiplicative system. Any two-sided ideal $\neq 0, \neq 0$ has one and only one factorization as a product of maximal two sided ideals.

It follows from this theorem that if $a^{*} \mathrm{D}=\left(p_{1}^{*} \mathrm{D}\right)^{\epsilon_{1}} \cdots\left(p_{s}^{*} \mathrm{D}\right)^{e_{*}}$ where $p_{i}^{*} \mathrm{D}$ is maximal and $p_{i}^{*} \mathrm{D} \neq p_{j}^{*} \mathrm{o}$ if $i \neq j$, then any two-sided ideal containing $a^{*} \mathrm{o}$ has the form $\left(p_{1}^{*} \mathfrak{p}\right)^{f_{1}} \cdots\left(p_{s}^{*} \mathfrak{0}\right)^{f_{s}}$ with $f_{i} \leqq e_{i}$. Hence if $a^{*} \mathfrak{D}=\left(p_{1}^{*} \mathfrak{p}\right)^{e_{1}} \cdots\left(p_{s}^{*} \mathfrak{o}\right)^{e_{s}}$, $b^{*} \mathrm{D}=\left(p_{1}^{*} \mathrm{D}\right)^{f_{1}} \cdots\left(p_{s}^{*} \mathrm{D}\right)^{f_{s}}$ where $e_{i} \geqq 0$ and $f_{i} \geqq 0$, then $a^{*} \mathrm{D}+b^{*} \mathrm{D}=$ $\left(p_{1}^{*} \mathfrak{o}\right)^{h_{1}} \cdots\left(p_{s}^{*} \mathfrak{o}\right)^{h_{s}}$ where $h_{i}=\min \left(e_{i}, f_{i}\right)$, and $a^{*} \mathfrak{p} \wedge b^{*} \mathfrak{0}=\left(p_{1}^{*} \mathfrak{p}\right)^{g_{1}} \cdots\left(p_{s}^{*} \mathfrak{p}\right)^{n_{s}}$ where $g_{i}=\max \left(e_{i}, f_{i}\right)$. If $a^{*} \mathrm{D}+b^{*} \mathrm{D}=\mathfrak{0}, a^{*} \mathfrak{D} \wedge b^{*} \mathrm{D}=\left(a^{*} \mathfrak{D}\right)\left(b^{*} \mathfrak{D}\right)$. Thus a necessary and sufficient condition that $a^{*}{ }_{\mathrm{D}}=\left(p^{*}{ }^{0}\right)^{e}, p^{*}{ }^{*}$ maximal, is that it be impossible to write $a^{*}{ }_{\mathrm{D}}=\left(b^{*} \mathrm{D} \wedge c^{*} \mathfrak{D}\right)$ where $b^{*}{ }^{\mathrm{D}}, c^{*} \mathrm{D}$ are proper divisors such that $b^{*} \mathrm{D}+c^{*}{ }_{\mathrm{D}}=\mathrm{o}$.

Two-sided ideal in $\Phi[t, s]$. Let $a^{*}=t^{n}+t^{n-1} \alpha_{1}+\cdots+t^{n-k} \alpha_{k}, \alpha_{k} \neq 0$, generate a two-sided ideal in $\Phi[t, S]$. Then since $t^{n-k}$ generates a two-sided ideal, this is true also for $t^{k}+t^{k-1} \alpha_{1}+\cdots+\alpha_{k}$. Hence we may suppose that $k=n$ and $\alpha_{n} \neq 0$. If $\xi$ is any element in $\Phi$, there is a $\xi^{\prime}$ in $\Phi[t, S]$ such that

$$
\xi\left(t^{n}+t^{n-1} \alpha_{1}+\cdots+\alpha_{n}\right)=\left(t^{n}+t^{n-1} \alpha_{1}+\cdots+\alpha_{n}\right) \xi^{\prime} .
$$

Hence $\operatorname{deg} \xi^{\prime}=0$, or $\xi^{\prime}$ is in $\Phi$. Then $\xi^{\prime}=\alpha_{n}^{-1} \xi \alpha_{n}$. If $n \neq 0, \xi^{s n}=\xi^{\prime}$ so that $\xi^{\xi^{n}}=\alpha_{n}^{-1} \xi \alpha_{n}$. Thus we see that if no power of $S$ other than $S^{0}=1$ is an inner automorphism, the only elements $a^{*}$ are $t^{k} \alpha$ and the two-sided ideals are $t^{k} \mathrm{o}=$ $\mathrm{ot} t^{k}, k=0,1,2, \cdots$.

Now suppose that $S^{r} \in \Omega, r>0$, where $\Omega$ is the group of inner automorphisms of $\Phi$, and let $S^{r}$ be the least positive power having this property. Accordingly let $\xi^{g^{r}}=\mu^{-1} \xi \mu$ for all $\xi$. Then if $S^{n} \epsilon \Omega, n$ is a multiple of $r$. If $a^{*}=t^{n}+t^{n 2} \beta_{2}+$ $t^{n_{3}} \beta_{3}+\cdots+\beta_{s}, \beta_{i} \neq 0, n>n_{2}>\cdots$ and $\xi a^{*}=a^{*} \xi^{\prime}$ where, of necessity, $\xi^{\prime}=\beta_{s}^{-1} \xi \beta_{s}$, then $S^{n}, S^{n_{2}}, \cdots$ are inner. Hence $a^{*}=t^{m r}+t^{(m-1) r} \gamma_{1}+$ $\cdots+\gamma_{m}, \gamma_{m} \neq 0$ and $\gamma_{i} \xi^{\prime}=\mu^{-(m-i)} \xi \mu^{(m-i)} \gamma_{i}$ for all $\xi$. Since ${ } t a^{*}=a^{*} t^{\prime}$, $t^{\prime}=t$ and hence $\gamma_{i}^{s}=\gamma_{i}$. Conversely, the conditions

$$
\begin{equation*}
\gamma_{i} \xi^{\prime}=\mu^{-(m-i)} \xi \mu^{(m-i)} \gamma_{i}, \quad \gamma_{i}^{s}=\gamma_{i} \tag{5}
\end{equation*}
$$

imply that $x a^{*}=a^{*} x^{\prime}$ for $x=\xi$ in $\Phi$ and $x=t$. It follows that this holds for all $x$ in $\Phi[t, S]$. The general form of a generator of a two-sided ideal is therefore $t^{k} a^{*} \gamma$ where $a^{*}$ is as indicated.
6. Bounded ideals. A right ideal $a 0$ will be called bounded if it contains a two-sided ideal $\neq 0$. The join of all two-sided ideals contained in $a_{0}$ is then a two-sided ideal called the bound $\mathfrak{F}=a^{*} \mathrm{D}=\mathrm{o} a^{*}$ of $a_{\mathrm{D}}$. If $z \epsilon \mathfrak{F}, x z \in a_{\mathrm{D}}$ for any $x$ in $\mathfrak{o}$ and hence $z \in \mathfrak{Y}^{\prime}$, the ideal of annihilators of the difference module $\mathfrak{o}-a \mathfrak{0}$. Hence if $a_{0}$ is bounded, $\mathfrak{Y}^{\prime} \neq 0$. Conversely if $\mathfrak{Y}^{\prime} \neq 0,1 \mathfrak{Y}^{\prime} \leqq a_{0}$, and $a_{0}$ is bounded with bound $\mathfrak{J} \geqq \mathfrak{J}^{\prime}$. Thus $\mathfrak{J}=\mathfrak{J}^{\prime}$. This characterization of the
bound implies that if $a$ and $b$ are similar and $a_{0}$ is bounded, then $b_{0}$ is bounded and they have the same bounds. In particular if $a_{0}=a^{*} \mathrm{D}$ is a two-sided ideal, then $a_{0}=b_{0}$.

A second characterization of boundedness and bounds is obtained as follows: Let $b$ be an element similar to some right factor of $a$ and let $\mathfrak{F}^{\prime}=\Delta b 0$ be the intersection of all $b 0$ of this type. Suppose that $\mathfrak{Y}^{\prime} \neq 0$. If $x$ is any element of $\mathfrak{o}$, let $(x, a)=e, x=e x_{1}, a=e a_{1}$ so that $\left(x_{1}, a_{1}\right)=1$. Let $m_{1}=\left[x_{1}, a_{1}\right]=$ $x_{1} a_{2}=a_{1} x_{2}$. Then $a_{2}$ is similar to the right divisor $a_{1}$ of $a$. Hence if $d \epsilon \mathcal{J}^{\prime}$, $d=a_{2} d^{\prime}$ and $x d=e x_{1} a_{2} d^{\prime}=e a_{1} x_{2} d^{\prime}=a x_{2} d^{\prime} \in a 0$. This implies that $a_{0}$ is bounded with bound $\mathfrak{J} \geqq \mathfrak{Y}^{\prime}$. On the other hand, let $a_{0}$ be bounded with bound $\mathfrak{J}$. Then if $b$ is similar to a right factor of $a, \mathfrak{v}-b 0$ is $\mathfrak{o}$-isomorphic to a submodule of $\mathfrak{o}-a_{0}$ and hence if $d \epsilon \mathfrak{J}, d=1 d \epsilon b \mathfrak{0}$. Since $b_{0}$ is arbitrary, $d \epsilon \Delta b \mathfrak{o}=\mathcal{J}^{\prime}$ and so $\mathfrak{Y} \leqq \mathfrak{Y}^{\prime}$. Hence $\mathfrak{J} \doteq \mathfrak{Y}^{\prime}$.
Theorem 10. The following conditions are equivalent: 1) an is bounded; 2) there exist elements $z \neq 0$ such that $x z \in a 0$ for all $x$; 3) $\Delta b 0$, the intersection of all $b 0$ where $b$ is similar to a right factor of $a$, is $\neq 0$. If these conditions hold, the bound of $a \mathrm{D}$ is the set of elements $z$ satisfying 2), or, the set $\Delta b 0$ of 3 ).
Corollary. If $a$ and $b$ are similar and $a_{0}$ is bounded, then bo is bounded and has the same bound as an.

Similar definitions hold for left ideals. Now if $a \mathfrak{0} \geqq a^{*} \mathfrak{D}$, consider $\mathfrak{o} a$ and let $\mathrm{o} a+\mathrm{o} a^{*}=\mathrm{o} d$. Then $d=k a+l a^{*}$. Since $a^{*}=a a_{1}$, we have $d a_{1}=k a a_{1}+$ $l a^{*} a_{1}=k a a_{1}+l a_{1}^{\prime} a^{*}=\left(k a+l a_{1}^{\prime} a\right) a_{1}$. Hence $d=u a$ where $u=k+l a_{1}^{\prime}$. Then $\mathfrak{o d} \leqq \mathrm{o} a$ and $\mathfrak{o} a^{*}=a^{*} \mathfrak{o} \leqq \mathrm{o} a$. Thus $\mathfrak{o} a$ is bounded and its bound is the same as that of $a_{0}$.

Theorem 11. If a $\mathfrak{D}$ is bounded with bound $a^{*}{ }_{\mathrm{D}}=\mathfrak{v} a^{*}$, then $\mathfrak{o} a$ is bounded and has the bound $a^{*}{ }^{0}$.

If $a_{0}$ and $b_{0}$ are bounded with bounds $a^{*}{ }_{0}$ and $b^{*}{ }_{\mathrm{D}}$ respectively, then $a^{*}{ }_{0} \wedge b^{*}{ }_{\mathrm{D}}$ is a two-sided ideal $\neq 0$. Hence $a_{0} \wedge b_{0}$ is bounded and evidently its bound is $a^{*} 0 \wedge b^{*} \mathrm{D}$. It follows also from the definition of the bound that if $b_{0} \geqq a_{0}$, say $a=b c$, and $a 0$ is bounded with bound $a^{*} 0$, then $b_{0}$ is bounded with bound $b^{*} \mathrm{0} \geqq a^{*}{ }_{0}$. Similarly $\mathrm{o} c$, and hence $c \mathrm{o}$, is bounded with bound containing $a^{*}{ }_{\mathrm{D}}$. If we combine these two facts, we see that if $a_{0}=b c d 0$ is bounded, then $c o$ is bounded and its bound contains $a^{*}$ o.

Theorem 12. If $a_{0}=b c d o$ is bounded with bound $a^{*} \mathfrak{0}$, then co is bounded and has the bound $c^{*}{ }^{0}$ containing $a^{*}$.

Now let $p$ be irreducible. Then $p_{0}$ is a maximal right ideal. Suppose that
 $\left(a^{*} \mathfrak{0}\right)\left(b^{*} \mathfrak{0}\right) \leqq p_{0}$. If $p_{\mathfrak{0}}$ is bounded, it follows that its bound $p^{*} \mathfrak{0}$ is a maximal two-sided ideal.

Now let $q$ be indecomposable and let $q 0$ be bounded with bound $q^{*}{ }^{0}$. Suppose that $q^{*} \mathfrak{D}=q_{1}^{*} \mathfrak{D} \wedge q_{2}^{*} \mathfrak{D}, q_{1}^{*} \mathfrak{0}+q_{2}^{*} \mathfrak{D}=\mathfrak{0}$. Set $q_{1} \mathrm{D}=q_{1}^{*} \mathrm{D}+q \mathfrak{D}, q_{2} \mathrm{D}=q_{2}^{*} \mathrm{D}+q \mathrm{D}$. Then $q_{1} \mathrm{D}+q_{2} \mathrm{D}=\mathrm{o}$ and $q_{1}^{*} \mathrm{D} q_{2}^{*} \mathrm{D}=q_{2}^{*} \mathrm{D} q_{1}^{*} \mathrm{D}=q^{*} \mathrm{D}$. If $x \in q_{1}^{*} \mathrm{D}+q \mathbf{0}, x\left(q_{2}^{*} \mathfrak{0}\right) \leqq q 0$ and if $x \in q_{2}^{*} \mathfrak{0}+q \mathfrak{0}$ also, $x\left(q_{1}^{*} \mathfrak{0}\right) \leqq q \mathfrak{0}$. Hence $x \mathfrak{0} \leqq q \mathfrak{0}$ and $x \epsilon q \mathfrak{0}$. Thus $q_{10} \wedge$
$q_{2} \mathrm{D}=q \mathrm{o}$. By the indecomposability of $q 0$ we have either $q_{1} \mathrm{D}=q 0$ or $q_{2} \mathrm{D}=q 0$. Accordingly $q 0 \geqq q_{1}^{*} \mathrm{D}$ or $q_{0} \geqq q_{2}^{*} \mathrm{D}$. Since $q^{*} \mathrm{D}$ is the bound of $q \mathbb{0}$, either $q_{1}^{*} \mathrm{D}=$ $q^{*} \mathrm{D}$ or $q_{2}^{*} \mathrm{D}=q^{*} \mathrm{D}$. It follows that $q^{*} \mathrm{D}$ cannot be factored as a product of proper two-sided factors which are relatively prime, i.e $q^{*} \mathrm{D}$ is a power of a maximal two-sided ideal.

Theorem 13. If $p$ is irreducible and $p \mathrm{o}$ is bounded, then its bound $p^{*} \mathrm{o}$ is a maximal two-sided ideal. If $q$ is indecomposable and $q 0$ is bounded, then its bound $q^{*}{ }^{0}$. is a power of a maximal two-sided ideal.

An element $a$ is a total divisor of $b \neq 0$ if there is a two-sided ideal $\Im$ such that $a_{0} \geqq \Im \geqq b_{0}$. Thus $a_{0}$ is bounded with bound $a^{*} 0$ containing $b_{0}$. Since we have seen that $\mathrm{o} a \geqq a^{*} \mathrm{D}$ and since $\mathrm{o} a^{*}=a^{*} \mathrm{o} \geqq \mathrm{o} b$ is evident, we also have the result that $\mathrm{o} a \geqq \mathrm{o} a^{*} \geqq \mathrm{o} b$. An equivalent condition that is more symmetric is due to Teichmüller, namely, ( $a \wedge \wedge \mathrm{o} a$ ) $\geqq \mathrm{o} b \mathrm{o}$. For if ( $a \mathrm{o} \wedge \mathrm{o} a$ ) $\geqq \mathrm{o} b \mathrm{D}$, $a \mathrm{D}$ contains the two-sided ideal $\mathrm{o} b \mathrm{D}$ which contains $b 0$. Conversely if $a_{\mathrm{D}} \geqq$ $a^{*} \mathrm{D} \geqq b \mathrm{o}, a^{*} \mathrm{D} \geqq \mathrm{o} b \mathrm{o}$ and $a \mathrm{o} \geqq \mathrm{o} b \mathrm{o}$. Similarly, $\mathrm{D} a \geqq \mathrm{o} b \mathrm{o}$ and so ( $\left.a \mathrm{o} \wedge \mathrm{o} a\right) \geqq \mathrm{o} b \mathrm{o}$. The notion of total divisibility is a similarity invariant as is seen in the following theorem.

Theorem 14. If $a$ is a total divisor of $b$, and $a^{\prime}$ is similar to $a$ and $b^{\prime}$ is similar to $b$, then $a^{\prime}$ is a total divisor of $b^{\prime}$.

We have seen that if $a_{0}$ is bounded and $a^{\prime}$ is similar to $a$, then $a^{\prime} 0$ is bounded and has the same bound $a^{*}{ }_{\mathrm{D}}$ as $a_{0}$. Hence if $a$ is a total divisor of $b$, then $a^{\prime}$ is a total divisor of $b$ also. Now suppose that $b^{\prime}=u^{-1}[u, b]$ where $(u, b)=1$. Then $u \mathrm{o}+b_{0}=0$, and if $a_{0} \geqq a^{*}{ }_{\mathrm{D}} \geqq b_{0}$, then $u \mathrm{o}+a^{*} \mathrm{o}=\mathrm{o}$. Thus $u^{-1}\left[u, a^{*}\right]$ is similar to $a^{*}$ and since $a^{*}{ }_{0}$ is a two-sided ideal, $u^{-1}\left[u, a^{*}\right]_{\mathrm{D}}=a^{*} \mathrm{D}$ and $u a^{*}=$ $\left[u, a^{*}\right]$. Since $\left(u_{0} \wedge a^{*} \mathfrak{p}\right) \geqq\left(u_{0} \wedge b \mathfrak{D}\right)$, we may write $u b^{\prime}=[u, b]=\left[u, a^{*}\right] c=$ $u a^{*} c$. Hence $b^{\prime}=a^{*} c$ and $a^{*} \mathrm{D} \geqq b^{\prime} \mathrm{D}$ so that $a$ is a total divisor of $b^{\prime}$. It follows that $a^{\prime}$ also is a total divisor of $b^{\prime}$.

Bounded elements of $\Phi[t, S]$. Let $\Gamma$ be the center of $\Phi$ and suppose that $(\Phi: \Gamma)=$ $m(<\infty)$ and that a power of $S$ not $S^{0}$ is inner. Let $S^{r}$ be the smallest positive power having this property, where $\xi^{s^{r}}=\mu^{-1} \xi \mu$ for all $\xi$. Then $S$ induces an automorphism in $\Gamma$ and $S^{r}=1$ in $\Gamma$. If $S^{t}$ is the smallest positive power of the induced automorphism which is the identity then $t=r$. For, as we shall prove later (Chapter 5, 9), if $S^{t}$ leaves the elements of $\Gamma$ invariant, then $S^{t}$ is inner. Hence $t \geqq r$ and since $t \leqq r$ is evident, $t=r$. If $\Gamma_{0}$ is the subfield of elements invariant under $S$, then from the Galois theory of fields, $\left(\Gamma: \Gamma_{0}\right)=r .{ }^{6}$ Hence $\left(\Phi: \Gamma_{0}\right)=m r$.

Since $S$ and $S^{r}$ commute and $\xi^{S^{r}}=\mu^{-1} \xi \mu,\left(\mu^{S}\right)^{-1} \xi \mu^{S}=\mu^{-1} \xi \mu$. Hence $\mu^{s}=\delta \mu$ where $\delta \epsilon \Gamma$. It follows that $\delta \delta^{s} \cdots \delta^{s^{r-1}}=1$. Then, as we show in 9, $\delta=\eta\left(\eta^{S}\right)^{-1}$ where $\eta \in \Gamma$. By replacing $\mu$ by $\eta \mu$ and changing the notation, we may suppose that $\mu^{S}=\mu$.

Now suppose that $a^{*}=t^{m r} \gamma_{0}+t^{(m-1) r} \gamma_{1}+\cdots+\gamma_{m}$, where $\gamma_{m}=1$, generates a two-sided ideal. This may be written as $u^{m} \delta_{0}+u^{m-1} \delta_{1}+\cdots+\delta_{m}$,

- See Chapter 4, 19.
$\delta_{m}=1$ where $u=t^{r} \mu^{-1}, u^{2}=t^{2 r} \mu^{-2}, \cdots$. The conditions on $a^{*}$ are that $\delta_{i} \in \Gamma_{0}$, and the general form of an element that generates a two-sided ideal is

$$
t^{k}\left(u^{m} \delta_{0}+u^{m-1} \delta_{1}+\cdots+\delta_{m}\right) \dot{\gamma}, \quad \delta_{i} \text { in } \Gamma_{0}
$$

If $a(t)$ is a polynomial of degree $h$ let

$$
u^{i}=a(t) q_{i}(t)+r_{i}(t), \quad i=0,1, \cdots, m r h
$$

where $\operatorname{deg} r_{i}(t) .<h$. Since the polynomials of degree $<h$ form a space of dimensionality $m r h=N$ over $\Gamma_{0}$, there exist elements $\delta_{0}, \delta_{1}, \cdots, \delta_{N}$ in $\Gamma_{0}$ such that $\Sigma r_{i}(t) \delta_{i}=0$. Hence $\Sigma u^{i} \delta_{i} \equiv a^{*}(t)=a(t) q(t)$ where $q(t)=\Sigma q_{i}(t) \delta_{i}$, and $a(t) \Phi[t, S] \geqq a^{*}(t) \Phi[t, S]$.
Theorem 15. If $\Phi$ has finite dimensionality over its center and $S^{r}, 0<r<\infty$, is inner, then every ideal in $\Phi[t, S]$ is bounded.
7. Matrices with elements in $\mathcal{D}$. If $U$ and $V \in \mathfrak{D}_{n}$ the ring of $n \times n$ matrices with elements in $\mathfrak{o}$ and $U V=1$, then $V U=1$ also. This is an immediate consequencé of the fact that o may be embedded in a division ring. Thus $U$ is a unit in $\mathfrak{o}_{n}$. If $A$ and $B$ are any two $n \times r$ matrices ( $n$ rows, $r$ columns) with elements in $\mathfrak{o}$ and $B=U A V$ where $U$ and $V$ are units in $\mathfrak{o}_{n}$ and $\mathfrak{o}_{r}$ respectively, then $A$ and $B$ are associates. We shall consider in this section the problem of selecting a canonical form among the associates of a given matrix. This will be applied in the next section to obtain the structure of an arbitrary $\mathfrak{d}$-module.

Let $a$ and $b$ be elements $\neq 0$ in $\mathfrak{o}$ and $a \mathfrak{0}+b \mathfrak{o}=d \mathfrak{D},(a \mathfrak{0} \wedge b \mathfrak{D})=m \mathfrak{0}$. Then there are elements $p, q, r, s$ such that $a p+b q=d, a r+b s=0$ where $m=a r=$ $-b s \neq 0$ and $\mathfrak{o} r+\mathfrak{o} s=\mathfrak{o}$. If $a=d a_{1}, b=d b_{1}$ and $c_{1}, d_{1}$ are elements such that $c_{1} r+d_{1} s=1$, we set $u=c_{1} p+d_{1} q$ and we may verify that

$$
\left(\begin{array}{cc}
a_{1} & b_{1} \\
c_{1}-u a_{1} & d_{1}-u b_{1}
\end{array}\right)\left(\begin{array}{ll}
p & r \\
q & s
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

Hence the matrix $\left(\begin{array}{ll}p & r \\ q & s\end{array}\right)$ is a unit in $\mathfrak{o}_{2}$ and
is a unit in $\mathfrak{o}_{r}$. If $A$ has the $i$-th row $\left(c_{1}, \cdots, c_{i-1}, a, c_{i+1}, \cdots, c_{j-1}\right.$, $b, c_{j+1}, \cdots, c_{r}$ ), then the $i$-th row of $A V$ is ( $c_{1}, \cdots, c_{i-1}, d, c_{i+1}, \cdots, c_{j-1}, 0$, $c_{j+1}, \cdots, c_{r}$ ). A similar result holds for the columns of $A$.

We note next that the following "elementary" transformations may be performed by multiplying $A$ on the left and on the right by units:
I. Adding to the $i$-th column the $j$-th column multiplied by $q$ on the right $(i \neq j)$. This is done by multiplying $A$ on the right by $\left(1+e_{j i} q\right)$. To add to the $i$-th row the $j$-th row multiplied on the left by $q$, form $\left(1+e_{i j} q\right) A$.
II. Interchanging the $i$-th and the $j$-th columns (rows): Form $A\left(1+e_{i j}+\right.$ $\left.e_{j i}-e_{i i}-e_{j j}\right)\left(\right.$ or $\left.\left(1+e_{i j}+e_{j i}-e_{i i}-e_{j j}\right) A\right)$.
III. Multiplying the $i$-th column (row) on the right (left) by a unit $u$ : Form $A\left(1+(\dot{u}-1) e_{i i}\right)\left(\right.$ or $\left.\left(1+(u-1) e_{i i}\right) A\right)$.

If $A \neq 0$, let $a_{p q} \neq 0$ be an element of $A$ whose length is least for the non-zero elements of $A$. By performing operations of type II, we obtain an associate $B=\left(b_{i j}\right)$ for which $b_{11} \neq 0$ has the smallest length. If $b_{11}$ is not a left factor of one of the $b_{1 i}$, a suitable associate $B U$ has in place of $b_{11}$ the element $d \neq 0$ whose length is less than that of $b_{11}$. Similarly, if $b_{11}$ is not a right factor of every $b_{i 1}, b_{11}$ may be replaced by an element of smaller length. After a finite number of these replacements, we obtain an associate $C$ of $A$ for which the element $c_{11}^{\prime}$ is $\neq 0$ and is a left factor of every $c_{1 i}$ and a right factor of every $c_{i 1}$. If $c_{1 i}=c_{11} q_{i}$, we multiply successively the first column on the right by $-q_{i}$ and add to the 2nd, 3rd, $\cdots, r$-th columns. This leaves the first column unaltered and replaces $c_{1 i}, i>1$, by 0 . If we use a similar procedure on the rows, we obtain an associate $D$ of $A$ such that

$$
D=\left(\begin{array}{cccc}
d_{1} & 0 & \cdots & 0 \\
0 & d_{22} & \cdots & d_{2 r} \\
\cdot & \cdot & & \cdot \\
0 & d_{n 2} & \cdots & d_{n r}
\end{array}\right),
$$

$$
d_{1} \neq 0
$$

The same process applied to the matrix $\left(d_{i j}\right)$ and repeated to submatrices shows that $A$ has an associate in diagonal form $\left\{d_{1}, \cdots, d_{s}, 0, \cdots, 0\right\}, d_{i} \neq 0$.

We wish to show that we may suppose that each $d_{i}$ in a total divisor of $d_{j}$ for $j>i$. If $d_{i}$ is a left factor of $b d_{j}$ for every $b, d_{i} \mathfrak{D} \geqq \mathrm{D} d_{j} \mathrm{O}$ and, as we have seen, $d_{i}$ is a total divisor of $d_{j}$. Now suppose that there is a $b \neq 0$ such that $d_{1}$ is not a left factor of $b d_{2}$. Add the second row multiplied on the left by $b$ to the first. The corner of the resulting matrix is

$$
D_{2}=\left(\begin{array}{cc}
d_{1} & b d_{2} \\
0 & d_{2}
\end{array}\right)
$$

This has an associate

$$
D_{2} V_{2}=\left(\begin{array}{cc}
d_{11}^{\prime} & 0 \\
d_{12}^{\prime} & d_{22}^{\prime}
\end{array}\right)
$$

where $d_{11}^{\prime}$ is a highest common left factor of $d_{1}$ and $b d_{2}$ and hence has length less than that of $d_{1}$. This matrix may be diagonalized to a form in which the element in the $(1,1)$ position has smaller length than $d_{1}$. Repeated applications of this process will yield an associate $\left\{e_{1}, \cdots, e_{s}, 0, \cdots, 0\right\}$ of $A$ in which each $e_{i}$ is a left factor of every $b e_{j}$ with $j>i$. Hence

Theorem 16. Any rectangular matrix with elements in 0 has an associate $\left\{e_{1}, \cdots, e_{s}, 0, \cdots, 0\right\}$ in diagonal form where each $e_{i}$ is a total divisor of $e_{j}$, $j>i$.

We may replace $e_{i}$ by $u_{i} e_{i} v_{i}, u_{i}$ and $v_{i}$ units, and obtain another diagonal matrix having the same properties as $\left\{e_{1}, \cdots, e_{s}, 0, \cdots, 0\right\}$. If o is a division ring, we may, therefore, suppose that $e_{i}=1$. Hence we have the

Corollary. If $\mathfrak{o}$ is a division ring, any rectangular matrix with elements in $\mathfrak{0}$ has an associate of the form $\{1, \cdots, 1,0, \cdots, 0\}$.

We consider next the special case where $\mathfrak{o}$ is commutative. Let $h_{i}$ denote the highest common factor of the $i$-rowed minors of $A$. Since the columns of any $A V$ are linear combinations of those of $A, h_{i}$ is a divisor of the $i$-rowed minors of $A V$. Similarly $h_{i}$ is a factor of the $i$-rowed minors of any matrix $U A$. Hence if $U$ and $V$ are units, $h_{i}$ is a highest common factor of the $i$-rowed minors of $U A V$. Now if $U$ and $V$ are chosen so that $U A V=\left\{e_{1}, \cdots, e_{s}, 0, \cdots, 0\right\}$ where $e_{i}$ is a factor of $e_{j}$ for $j>i$, it is evident that $h_{i}=e_{1} \cdots e_{i}$ and so $e_{i}=h_{i} h_{i-1}^{-1}$ This enables us to compute directly the normal form $\left\{e_{1}, \cdots, e_{s}, 0, \cdots, 0\right\}$ of $A$. It shows also that the $e_{i}$ are uniquely determined except for unit multipliers. In 11 we shall show that in the general case, the $e_{i}$ are determined in the sense of similarity by the matrix $A$.
8. The structure of finitely generated d-modules. We have seen that'any finitely generated $\mathfrak{d}$-module has the form $\mathfrak{F}-\mathfrak{N}$ where $\mathfrak{F}$ is a free module with the basis $x_{1}, \cdots, x_{n}$ and $\mathfrak{R}$ is a submodule. We consider first the structure of $\mathfrak{N}$ in the following

Theorem 17. If $\mathfrak{o}$ is a principal ideal ring and $\mathfrak{F}$ is a free $\mathfrak{o}$-module, then any submodule $\mathfrak{N}$ of $\mathfrak{F}$ is free. The number of elements in a basis for $\mathfrak{M}$ is $\leqq$ that for $\mathfrak{F}$.

Let $\mathfrak{M}$ be a submodule of $\mathfrak{F}$ and suppose that it is a submodule of $\left(x_{1}, \cdots, x_{n}\right)$, $\cdots$, of ( $x_{n_{1}}, \cdots, x_{n}$ ) but not of ( $x_{n_{1}+1}, \cdots, x_{n}$ ) where in general ( $y_{1}, \cdots, y_{r}$ ) denotes the o -module generated by the $y_{i}$. The multipliers of $x_{n_{1}}$ of the elements $y$ in $\mathfrak{R}$ form a right ideal $b_{n_{1}} \mathrm{o} \neq 0$. Thus there is an element $y_{1}=x_{n_{1}} b_{n_{1}}+$ $\sum_{i>n_{1}} x_{j} b_{j}$ in $\mathfrak{R}$ and if $z=x_{n_{1}} d_{n_{1}}+\Sigma x_{j} d_{j}$ is any element in $\mathfrak{N}$, we have $d_{n_{1}}=b_{n_{1}} k$. Hence $z-y_{1} k \in\left(x_{n_{1}+1}, \cdots, x_{n}\right)$. Consider next the $\mathfrak{o}$-module $\mathfrak{R}_{1}=\mathfrak{M} \wedge$ $\left(x_{n_{1}+1}, \cdots, x_{n}\right)$. Treating it in a similar fashion, we obtain an $n_{2}>n_{1}$ such that $\Re_{1} \leqq\left(x_{j}, \cdots, x_{n}\right)$ for $j \leqq n_{2}$ but $\Re_{1} \leqq\left(x_{n_{2}+1}, \cdots, x_{n}\right)$. Hence there is a $y_{2}=x_{n_{2}} b_{n_{2}}+\sum_{i>n_{2}} x_{j} b_{j}$ such that for each $z$ in $\Re_{1}$ there is a $k$ in $o$ such that $z-y_{2} k \in\left(x_{n_{2}+1}, \cdots, x_{n}\right)$. If we continue this process, we obtain $r \leqq n$ elements $y_{1}, \cdots, y_{r}$ in $\mathfrak{N}$ where $y_{i}=x_{n_{i}} b_{n_{i}}+\sum_{j>n_{i}} x_{j} b_{j i}, b_{n_{i}} \neq 0, n_{1}<n_{2}<\cdots$, such that each $z$ in $\mathfrak{N}$ has the form $\Sigma y_{i} k_{i}$. This expression is unique, as is evident from the form of the $y$ 's.

Next we may replace the basis $x_{i}$ of $\mathfrak{F}$ by $\bar{x}_{i}=\Sigma x_{j} u_{i i}$ where (u) is a unit in $\mathbf{o}_{n}$. Likewise the elements $y_{k}=\Sigma x_{i} b_{i k}$ may be replaced by elements $\bar{y}_{k}=$ $\Sigma y_{i v} v_{l k},(v)$ a unit in $\mathbf{D}_{r}$. Then we obtain $\bar{y}_{k}=\Sigma \bar{x}_{i} e_{i k}$ where $(e)=(u)^{-1}(b)(v)$
is an associate of $(b)$. It follows from Theorem 16 that, for a suitable choice of the $\bar{x}$ and the $\bar{y}$, we have $\bar{y}_{k}=\bar{x}_{k} e_{k}$, where $e_{k} \neq 0$ if $k=1, \cdots, s, e_{k}=0$ if $k>s$ and each $e_{k}$ is a total divisor of $e_{l}$ for $l>k$. We return to the original notation and write $x$ and $y$ in place of $\bar{x}$ and $\bar{y}$.

Consider now the difference module $\mathfrak{F}-\mathfrak{j}$. It is generated by the cosets $\left\{x_{i}\right\}$ containing $x_{i}$. If $\left\{x_{1}\right\} c_{1}+\cdots+\left\{x_{n}\right\} c_{n}=0, x_{1} c_{1}+\cdots+x_{n} c_{n} \in \geqslant$ and hence $c_{j} \in e_{j} \mathfrak{0}$ if $j=1, \cdots, s$ and $c_{j}=0$ if $j>s$. Since $x_{j} e_{j} \in \mathfrak{M}$ for $j \leqq s$, $\mathfrak{F}-\mathfrak{R}$ is a direct sum of the cyclic modules $\left\{x_{i}\right\}$. The cyclic modules $\left\{x_{1}\right\}, \cdots,\left\{x_{s}\right\}$ are finite and $\left\{x_{s+1}\right\}, \cdots,\left\{x_{n}\right\}$ are infinite. The $j$-th of these ( $j \leqq s$ ) is isomorphic to ( $\mathfrak{p}-e_{j} \mathfrak{d}$ ) and if $e_{j}$ is a unit, we may delete the corresponding $\left\{x_{j}\right\}$. If $a_{1}, \cdots, a_{s}$ are any elements in $\mathfrak{o}$, there exist $k_{i}$ such that $a_{i} k_{i}=e_{s} b$ and if $k$ is a common multiple of the $k_{i}$, then $a_{i} k=e_{s} c_{i}$. Hence $\left(\left\{x_{1}\right\} a_{1}+\cdots+\left\{x_{s}\right\} a_{s}\right) k=0$. It follows that the module $\mathfrak{B}-\mathfrak{P}$ of cosets $\left\{x_{1}\right\} a_{1}+\cdots+\left\{x_{s}\right\} a_{s}$ may be characterized as the totality of elements of $\mathfrak{F}-\mathfrak{M}$ that have finite order. The difference module $(\mathfrak{F}-\mathfrak{N})-(\mathfrak{B}-\mathfrak{N})$ is a free module of dimensionality $n-s$. Evidently this number is an invariant of $\mathfrak{F}-\mathfrak{N}$. If we make use of the fact that any finitely generated $\mathfrak{p}$-module is $\mathfrak{o}$-isomorphic to an $\hat{\mathcal{F}}-\mathfrak{N}$, we obtain the following theorems.
Theorem 18. Any finitely generated o-module is a direct sum of its submodule of elements of finite order and of a free $\mathfrak{0}$-module.
Theorem 19. Any finitely generated D -module is a direct sum of cyclic o modules. The orders $e_{i} D \neq 0$ may be chosen so that $e_{i}$ is a total divisor of $e_{j}$ if $j>i{ }^{7}$

For the further study of finitely generated $\mathfrak{o}$-modules we shall restrict ourselves to modules having only elements of finite order. Thus $s=n$ in the above notation. As a consequence of Theorem 19, an indecomposable $\mathfrak{o}$-module is cyclic with order $q_{i} \mathcal{D}, q_{i}$ indecomposable. Any module is a direct sum of modules of the form $\mathfrak{0}-q_{i} \mathrm{D}$. By the Krull-Schmidt theorem the $q_{i}$ are determined in the sense of similarity. We shall call these elements elementary divisors of the module.
9. Bounded indecomposable elements. We have seen that if $o-q 0$ is indecomposable and $q \mathrm{D}$ is bounded, its bound $q^{*} \mathrm{D}$ is a power ( $\left.p^{*} \mathrm{D}\right)^{e}$ of a maximal two-sided ideal $\left(p^{*} \mathfrak{v}\right)$. If $q=p_{1} \cdots p_{f}$ is a factorization of $q$ into irreducible elements $p_{i}$, the ideals $p_{i} 0$ are bounded and have bounds containing $q^{*}{ }^{0}$. Since $p_{i} \mathrm{o}$ is maximal, its bound is a maximal two-sided ideal. Hence this bound is $p^{*}{ }_{\mathrm{D}}$. Now let $p_{1}, \cdots, p_{f}$ be arbitrary irreducible elements having the property that the bound of $p_{i} \mathrm{O}$ is $p^{*} \mathrm{D}$. Suppose that $p_{i+1} \cdots p_{f 0} \geqq\left(p^{*} \mathfrak{0}\right)^{f-i}$. Then $p_{i} p_{i+1} \cdots p_{f} \mathfrak{o} \geqq p_{i}\left(p^{*} \mathfrak{D}\right)^{f-i}=\left(p_{i} \mathfrak{0}\right)\left(p^{*} \mathfrak{D}\right)^{f-i} \geqq\left(p^{*} \mathfrak{p}\right)\left(p^{*} \mathfrak{o}\right)^{f-i}=\left(p^{*} \mathfrak{D}\right)^{f-i+1}$. Thus we have proved that $p_{1} \cdots p_{f 0}$ is bounded with bound $\left(p^{*} \mathfrak{D}\right)^{e}, e \leqq f$. Evidently this implies that the bound of $p_{1} \cdots p_{k} \mathfrak{\theta} \wedge p_{k+1} \cdots p_{f} \mathfrak{0}$ is $\left(p^{*} \mathfrak{0}\right)^{e}$ with $e \leqq \min (k, f-k)$.

We now form a direct sum $\mathfrak{R}_{h}$ of $h$ cyclic modules each $\mathfrak{o}$-isomorphic to $\mathfrak{o}-q \mathbb{0}$,

[^11]$q=p_{1} \cdots p_{f}$ indecomposable, and we suppose that this module is cyclic. Then $\Re_{h}$ is $\mathfrak{D}$-isomorphic to $0-q_{h} \mathfrak{0}$. The bound of $q_{h} \mathfrak{0}$ is $\left(p^{*} \mathfrak{0}\right)^{c}$ and the length of $q_{h}$ is $f h$. Thus $f h \leqq c k$ if $k$ is the length of $p^{*}$. Now consider $\mathfrak{M}_{h+1}$, a direct sum of $h+1$ cyclic modules isomorphic to $0-q 0$. We assert that cither $\bigcap_{h+1}$ is cyclic or $q_{h} \mathrm{D}=\left(p^{*} \mathrm{o}\right)^{\prime}$. For, if $\mathfrak{\Re}_{h+1}$ is not cyclic, it is a direct sum of $s>1$ cyclic modules whose orders are $e_{i} 0$, where $e_{i}$ is a total divisor of $e_{j}$ if $j>i$. By the Krull-Schmidt theorem the indecomposable parts of $e_{i}$ are similar to $q$ and hence the length of $\rho_{1} \geqq$ length of $q$ and the bound of $e_{1} \mathrm{D}$ is $\left(p^{*} \mathfrak{v}\right)^{e}$. Then the length of $e_{2} \geqq c k \geqq f h$ the length of $q_{h}$. Since
$$
\text { length } q_{h}+\text { length } q \geqq \text { length } e_{1}+\text { length } \epsilon_{2}
$$
we see that length $e_{2}=$ length $q_{h}=$ length $\left(p^{*}\right)^{c}$. Hence $q_{h} 0=\left(p^{*}\right)^{e}{ }^{e}$. If $\mathfrak{N}_{h+1}$ is cyclic, we form $\Re_{h+2}$ and repeat the process. Since the lengths of $q_{h}$, $q_{h+1}, \cdots$ form an increasing sequence bounded by the length of $\left(p^{*}\right)^{e}$, we obtain an integer $k^{\prime}$ such that $\Re_{k^{\prime}}$ is cyclic but $\Re_{k^{\prime}+1}$ is not. Then $q_{k^{\prime}} \mathfrak{0}=\left(p^{*} \mathfrak{D}\right)^{e}$ and $\mathfrak{o}-\left(p^{*} \mathfrak{o}\right)^{e}$ is decomposable as a direct sum of $k^{\prime}$ modules isomorphic to $\mathfrak{o}$ - $q \mathfrak{0}$. This proves the important

Theorem 20. If o - qn is indecomposable and qo is bounded with bound $\left(p^{*} \mathfrak{0}\right)^{e}, p^{*} \mathbf{0}$ maximal, then $\mathfrak{0}-\left(p^{*} \mathfrak{0}\right)^{c}$ is decomposable into a direct sum of $k^{\prime}$ modules $\mathfrak{o}$-isomorphic to $\mathrm{o}-q \mathrm{o}$. 1 necessary and sufficient condition that the indecomposable modules $\mathfrak{o}$ - qo and $\mathfrak{o}$ - ro, with qo and ro bounded, be $\mathfrak{o}$-isomorphic is that they have the same bounds.

Corollary. If $p_{1} 0 \geqq p^{*} \mathfrak{0}, p_{20} \geqq p^{*} \mathrm{D}$ where the $p_{i}$ are irreducible, then $p_{1}$ and $p_{2}$ are similar.

For $p_{i} \mathrm{D}$ has the bound $p^{*} \mathrm{0}$ and $\mathrm{o}-p_{i} \mathrm{o}$ is indecomposable. In particular the factors $p_{i}$ of $q$ are all similar.

Let $p^{*} \mathrm{o}$ be an arbitrary maximal two-sided ideal $\neq 0,0$ and $p \mathrm{o} \neq \mathrm{o}$ a maximal right ideal containing $p^{*}$ o. If $p_{1}, \cdots, p_{h}$ are similar to $p$, it follows as above that $p_{1} \cdots p_{h} \mathrm{o}$ has the bound $\left(p^{*} \mathrm{o}\right)^{h^{\prime}}$ with $h^{\prime} \leqq h$. Suppose that we have already determined elements $p_{1}, \cdots, p_{b}$, such that $p_{1} \cdots p_{h 0}$ has the bound $\left(p^{*} \mathfrak{0}\right)^{h}$. Then there exists an element $p_{h+1}$ such that the bound of $p_{1} \cdots p_{h+1} \mathbb{0}$ is $\left(p^{*}\right)^{h+1}$. For otherwise, for every $p^{\prime}$ similar to $p$ we have that $p_{1} \cdots p_{h} p^{\prime} 0 \geqq$ $\left(p^{*} \mathfrak{0}\right)^{h}$. Since the intersection $\Delta p^{\prime} \mathfrak{D}^{\prime}=p^{*} \mathfrak{0}, \Delta p_{1} \cdots p_{h} p^{\prime} \mathfrak{0}=p_{1} \cdots p_{h}\left(p^{*} \mathfrak{0}\right)$ and it contains $\left(p^{*} \mathfrak{o}\right)^{h}$. It follows that $p_{1} \cdots p_{h} \mathfrak{0} \geqq\left(p^{*} \mathfrak{o}\right)^{h-1}$ contrary to the choice of $p_{1}, \cdots, p_{h}$. Thus for every integer $e$ there exist $p_{i}, i=1, \cdots, e$, such that the bound of $p_{1} \cdots p_{\epsilon} \mathrm{0}$ is $\left(p^{*} \mathfrak{0}\right)^{e}$. Then $p_{1} \cdots p_{\epsilon} \mathrm{O}$ is indecomposable since otherwise its bound would be $\left(p^{*} \mathfrak{o}\right)^{c^{\prime}}$ with $e^{\prime}<e$. By the preceding theorem we obtain

Theorem 21. Let $q=p_{1} \cdots p_{e}$ where $p_{i}$ is irreducible and $p_{i} 0$ has the bound $p^{*}{ }_{0}$. Then a necessary and sufficient condition that $q$ be indecomposable is that the bound of $q \mathrm{o}$ be $\left(p^{*} \mathfrak{o}\right)^{e}$.

A comparison of lengths shows that $k^{\prime}$, the number of indecomposable components in a direct decomposition of $\mathfrak{o}-\left(p^{*} \mathfrak{o}\right)^{e}$, is the same as $k$, the length of $p^{*}$. We shall call this number the capacity of $p^{*}{ }^{0}$. Our criterion for indecomposability has a number of important consequences which we now note.

Theorem 22. If $q=$ rst is indecomposable and $q 0$ is bounded then $s$ is indecomposable, i.e. any submodule and any difference module of an indecomposable o - q0, with qo bounded, is indecomposable.
Suppose that $r=p_{1} \cdots p_{k}, s=p_{k+1} \cdots p_{l}, t=p_{l+1} \cdots p_{e}$ where the $p_{i}$ are irreducible. Let $p^{*} \mathrm{o}$ be the bound of $p_{i} \mathrm{D}$. Then the bound of $q 0$ is $\left(p^{*}\right)^{e}$. If $s 0$ is decomposable, $\left(s_{0}\right) \geqq\left(p^{*}\right)^{l-k-1}$. We have seen that $t_{0} \geqq\left(p^{*} \mathbb{D}\right)^{e-l}$ and so sto $\geqq s\left(p^{*} \mathfrak{D}\right)^{e-l}=(s \mathfrak{0})\left(p^{*} \mathfrak{D}\right)^{e-l} \geqq\left(p^{*} \mathfrak{D}\right)^{e-k-1}$. Similarly, $r s t \mathfrak{o} \geqq\left(p^{*} \mathfrak{D}\right)^{e-1}$ contrary to the fact that $\left(p^{*} \mathfrak{p}\right)^{e}$ is the bound of $r$ sto.

Theorem 23. If $q_{1} 0, q_{20} \geqq q 0$, a bounded ideal, and $q$ is indecomposable, then either $q_{1} \mathrm{D} \geqq q_{2} \mathrm{D}$ or $q_{2} \mathrm{D} \geqq q_{1} \mathrm{0}$.

If $q_{1} \mathrm{D} \wedge q_{2} \mathrm{D}=q_{3} \mathrm{D}, q_{3} \mathrm{D} \geqq q 0$ and hence $q_{3}$ is indecomposable. If the bound of $q_{i} \mathrm{D}$ is $\left(p^{*} \mathfrak{0}\right)^{e_{i}}, i=1,2$, that of $q_{3} \mathfrak{0}$ is $\left(p^{*} \mathfrak{v}\right)^{e_{3}}, e_{3}=\max \left(e_{1}, e_{2}\right)$. Hence the length of $q_{3}=$ maximum length of $\left(q_{1}, q_{2}\right)$, say $=$ length of $q_{1}$. Then $q_{3} \mathrm{D}=q_{1} \mathrm{D} \leqq q_{2} \mathrm{D}$.

This theorem readily implies the following
Theorem 24. If $q$ is indecomposable and qo is bounded, then $\mathfrak{0}$ - qo has only one composition series.

Now let $b \mathrm{~b}$ be any bounded ideal with bound of the form $\left(p^{*}{ }^{\mathrm{D}}\right)^{e}, p^{*}{ }_{\mathrm{D}}$ maximal. Suppose that $b=\left[q_{1}, \cdots, q_{\lambda}\right]$ is a direct decomposition of $b$ into indecomposable elements where the bound of $q_{i} \mathrm{o}$ is $\left(p^{*} \mathfrak{o}\right)^{\epsilon_{i}}$ and $e_{1} \geqq \cdots \geqq e_{\lambda} \geqq 1$. Evidently $e=e_{1}$. We assert that $\lambda \leqq k$, the capacity of $p^{*} \mathbf{0}$. For suppose that $\lambda>k$. If $q_{i}^{\prime} 0 \geqq q_{i} 0,\left[q_{1}^{\prime}, q_{2}^{\prime}, \cdots\right]$ is a direct decomposition of this element since we clearly have $q_{i}^{\prime} 0+\left(q_{10}^{\prime} \wedge \cdots \wedge q_{i-1}^{\prime} 0 \wedge q_{i+1}^{\prime} 0 \wedge \cdots\right)=0$. We choose the divisors $q_{i}^{\prime 0}$ of $q_{i} 0$ to have the length $e_{k}$ for $i=1, \cdots, k$ and form $q^{\prime}=\left[q_{1}^{\prime}, \cdots, q_{k}^{\prime}\right]$, or $q_{1}^{\prime} \mathfrak{0} \wedge \cdots \wedge q_{k}^{\prime} \mathfrak{0}=q^{\prime} \mathfrak{0}$. Since $q^{\prime} \mathfrak{0} \geqq\left(p^{*} \mathfrak{0}\right)^{e_{k}}$ and the latter is decomposable into $k$ indecomposable ideals of length $e_{k}$, we have $q_{0}^{\prime}=$ $\left(p^{*} \mathfrak{o}\right)^{e_{k}}$. Thus $\left(p^{*} \mathfrak{D}\right)^{e_{k}} \geqq\left(q_{1} \mathfrak{0} \wedge \cdots \wedge q_{k} \mathfrak{D}\right)$. On the other hand, $q_{k+1} \mathfrak{0}, \cdots, q_{\lambda} \mathbb{D}$ all contain $\left(p^{*} \mathfrak{0}\right)^{e_{k}}$ and this contradicts $\left(q_{1} \mathfrak{0} \wedge \cdots \wedge q_{k} \mathfrak{0}\right)+q_{k+1} \mathfrak{0}=\mathfrak{o}$.

Theorem 25. If bo has the bound $\left(p^{*}\right)^{e}, p^{*}{ }^{*}$ maximal with capacity $k$, then a direct decomposition of $b$ has at most $k$ terms.

Applications of the polynomial case. Suppose that $\mathrm{o}=\Phi[t]$, i.e. $S=1$. The two-sided ideals of this domain are generated by polynomials whose coefficients are in the center $\Gamma$ of $\Phi$. Let $\rho$ be an element of $\Phi$ which is algebraic over $\Gamma$ in the sense that it is a root of a polynomial $\alpha(t)$ in $\Gamma[t]$. Then $\alpha(t)$ is divisible by $t-\rho$. If $\alpha(t)$ has least degree for polynomials in $\Gamma[t]$ having the root $\rho, \alpha(t)$ is irreducible in $\Gamma[t]$. Hence if $\sigma$ is a second element in $\Phi$ such that $\alpha(\sigma)=0$, the corollary to Theorem 20 implies that $t-\rho$ and $t-\sigma$ are similar and so $\sigma=\beta^{-1} \rho \beta$. Since our hypothesis that $\rho$ and $\sigma$ satisfy the same irreducible equation is equivalent to the assumption that $\xi(\rho) \rightarrow \xi(\sigma), \xi(t)$ in $\Gamma[t]$, is an isomorphism between $\Gamma(\rho)$ and $\Gamma(\sigma)$ over $\Gamma,{ }^{8}$ we have proved

Theorem 26. Let $\Phi$ be a division ring with center $\Gamma$ and let $\Gamma(\rho)$ and $\Gamma(\sigma)$ be isomorphic subfields of $\Phi$ which are algebraic over $\Gamma$. Then any isomorphism between $\Gamma(\rho)$ and $\Gamma(\sigma)$ over $\Gamma$ may be extended to an inner automorphism in $\Phi$.

[^12]We consider next $\Phi[t, S]$ where $S^{r}=1$ for $r>0$, and no smaller power of $S$ is an inner automorphism. If we use the form, determined on p .38 , of the clements which generate two-sided ideals, we see that $t^{r}-\gamma$ generates a maximal two-sided ideal if $\gamma$ is any element $\neq 0$ in the center $\Gamma$ and $\gamma^{s}=\gamma$. A necessary and sufficient condition that $t^{r}-\gamma$ be divisible by $t-\rho$ is that $\gamma=N(\rho) \equiv$ $\rho \rho^{s} \cdots \rho^{s^{r-1}}$. For, since $\gamma$ commutes with $\rho, \gamma=\rho \rho^{s} \cdots \rho^{s^{r-1}}$ implies that $\gamma=\rho^{s} \cdots \rho^{s^{r-1}} \rho=N\left(\rho^{s}\right)$ and conversely. Since

$$
\begin{aligned}
\left(t^{r}-\gamma\right) & =(t-\rho)\left(t^{r-1}+t^{r-2} \rho^{s r-1}+\cdots+\rho^{s} \cdots \rho^{s^{r-1}}\right)+(V(\rho)-\gamma) \\
& =\left(t^{r-1}+t^{r-2} \rho^{s^{r-1}}+\cdots+\rho^{s} \cdots \rho^{s^{r-1}}\right)(t-\rho)+\left(N\left(\rho^{s}\right)-\gamma\right)
\end{aligned}
$$

our assertion is evident. Since $t^{r}-\gamma$ generates a maximal ideal, any two irreducible factors of $t^{r}-\gamma$ are similar. Moreover, $t-\rho$ and $t-\sigma$ are similar if and only if $\sigma=\beta^{-1} \rho \beta^{*}$. Hence we have

Theorem 27. Let $\Phi$ be a division ring and $S$ an automorphism in $\Phi$ such that $S^{r}=1,0<r<\infty$, and no smaller power of $S$ is inner. If $\gamma$ is in the center of $\Phi, \gamma^{s}=\gamma$ and $\rho$ and $\sigma$ are elements of $\Phi$ such that $N(\rho)=\gamma=N(\sigma)$, then there exists an element $\beta$ in $\Phi$ such that $\sigma=\beta^{-1} \rho \beta^{s}$.

Corollary. A necessary and sufficient condition that $N(\sigma)=1$ is that $\sigma=\beta^{-1} \beta^{S}$.

We remark that the conditions on $S$ amount to the statement that $S$ generates a finite group (i) of outer automorphisms, i.e. all the automorphisms $\neq 1$ in (5) are outer. Now suppose again that $\gamma \in \Gamma, \gamma^{s}=\gamma$ and let $r=r_{1} r_{2}$. Let $\gamma^{r_{1}}=$ $N(\rho), \rho$ in $\Phi$. Then $t^{r}-\gamma^{r_{1}}=\left(t^{r_{2}}-\gamma\right) q(t)$ is divisible by $t-\rho$. Since the irreducible factors of $t^{r}-\gamma^{r_{1}}$ are all similar, $t^{r_{2}}-\gamma$ is divisible on the left by a suitable $t-\sigma$. Since

$$
t^{r_{2}}-\gamma=(t-\sigma)\left(t^{r_{2}-1}+\cdots+\sigma^{s} \cdots \sigma^{s^{r_{2}-1}}\right)+\left(\sigma \sigma^{s} \cdots \sigma^{s^{r_{2}-1}}-\gamma\right)
$$

$\gamma=\sigma \sigma^{s} \cdots \sigma s^{r_{2}-1}$. Since $\gamma \in \Gamma$, we have $\gamma=\sigma^{s} \cdots \sigma^{s^{r_{2}-1}} \sigma$ and since $\gamma^{s}=\gamma$, $\gamma=\sigma^{S} \cdots \sigma^{s^{r_{2}-1}} \sigma^{S^{r_{2}}}$. Thus $\sigma^{s^{r_{2}}}=\sigma$.

Theorem 28. Suppose that $\Phi, S$ and $\gamma$ are as in the preceding theorem. If $r=r_{1} r_{2}$ and $\gamma^{r_{1}}$ is the norm of an element in $\Phi$, then $\gamma=\sigma \sigma^{s} \cdots \sigma^{s^{r_{2}-1}}$ where $\sigma^{s^{r_{2}}}=\sigma$.
10. Bounded $\mathfrak{o}$-modules. An $\mathfrak{o}$-module $\mathfrak{M}$ is bounded if there exist elements $b \neq 0$ in $\mathfrak{o}$ such that $x b=0$ for all $x$ in 92 . The totality of these $b$ 's is then a two-sided ideal $\mathfrak{B} \neq 0$ which we call the bound of $\mathfrak{M}$. This is in agreement with the previous definitions given in the cyclic case. It is readily seen that a necessary and sufficient condition that $\mathfrak{M}$ be bounded is that the orders of any set of generators $y_{i}$ be bounded right ideals. The bound of the order of any $x$ in $\mathfrak{M}$ is a divisor of $\mathfrak{B}$.

If $q_{1}, \cdots, q_{u}$ are the elementary divisors of $\mathfrak{M}$, we have seen that these elements are determined up to similarity by $\mathfrak{M}$. On the other hand, any two indecomposable elements $q$ are similar if and only if they have the same bounds. Hence we have the following fundamental

Theorem 29. The bounds of the elementary divisors of a bounded $\mathfrak{o}$-module are invariant: They are independent of the particular decomposition.

Let $\mathfrak{H}=\left(p_{1}^{*} \mathfrak{0}\right)^{f_{1}} \cdots\left(p_{r}^{*} \mathfrak{p}\right)^{f_{r}}$ be a factorization of the bound of $\mathfrak{M}$ into distinct
 sum: of elements $x b_{i}, b_{i}$ in $\mathfrak{R}_{i}$. Since $\mathfrak{B}_{i}$ is a right ideal, $\mathfrak{M}^{(i)}$ is a submodule and since $\mathfrak{H}_{1}+\cdots+\mathfrak{H},=\mathfrak{o}, \mathfrak{M}=\mathfrak{M}^{(1)}+\cdots+\mathfrak{M}^{(r)}$. The elements of $\mathfrak{M}^{(i)}$ satisfy the equation $x_{i}\left(p_{i}^{*} \mathfrak{D}\right)^{f_{i}}=0$ so that the hound of $\mathfrak{M}^{(i)}$ is $\left(p^{*} \mathfrak{o}\right)^{f_{i}^{\prime}}$ with $f_{i}^{\prime} \leqq f_{i}$. It follows that $\mathfrak{M}^{(i)} \wedge\left(\mathfrak{M}^{(1)}+\cdots+\mathfrak{M}^{(i-1)}+\mathfrak{M}^{(i+1)}+\cdots+\right.$ $\left.\mathfrak{M}^{(r)}\right)=0$ and hence $\mathfrak{M}=\mathfrak{M}^{(1)} \oplus \cdots \oplus \mathfrak{M}^{(r)}$. Moreover, since $x p_{1}^{* j_{1}^{\prime}} \cdots p_{-}^{* f_{r}^{\prime}}=0$ for any $x$, we must have $f_{i}^{\prime}=f_{i}$. Suppose that $y$ is an element of $\mathfrak{M}$ satisfying the equation $y\left(p_{j}^{*} \mathfrak{p}\right)^{k}=0$ for some $k$. Then if we write $y=y_{1}+\cdots+y_{r}, y_{i}$ in $\mathfrak{M}^{(i)}$, we have $y_{i}\left(p_{i}^{*} \mathrm{~d}\right)^{k}=0$ and since $\left(p_{i}^{*} \mathrm{~d}\right)^{k}+$ $\left(p_{i}^{*} \mathfrak{0}\right)^{f_{i}}=\mathfrak{o}, y_{i}=0$ if $i \neq j$. Thus $\mathfrak{M}^{(j)}$ may be characterized as the totality of elements $y_{j}$ such that $y_{j}\left(p_{j}^{*} \mathfrak{d}\right)^{k}=0$ for some $k$. We note also that if $\mathfrak{g l}$ is any submodule of $\mathfrak{M}$, then $\mathfrak{M}=\mathfrak{M}^{(1)} \oplus \cdots \oplus \mathfrak{M}^{(r)}$ where $\mathfrak{R}^{(i)}=\mathfrak{M}^{(i)} \wedge \mathfrak{M}$.

We now restrict our attention to the case $r=1$, or $\mathfrak{B}=\left(p^{*} \mathfrak{0}\right)^{f}$. In this case let $\mathfrak{M}=\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{u}$ be a decomposition of $\mathfrak{M}$ into indecomposable $\mathfrak{o}$ modules, and let $\left(p^{*} \mathfrak{0}\right)^{e_{i}}$ be the bound of the cyclic module $\mathfrak{M}_{i}$ where $e_{1} \geqq \cdots \geqq e_{u}$. Evidently $e_{1}=f$.

Consider first an indecomposable $\mathfrak{0}$-module $\mathfrak{M}$ with bound $\left(p^{*} \mathrm{o}\right)^{g}$. If $x$ is a generator of $\mathfrak{M}$ and $q 0$ is its order, $q=p_{1} \cdots p_{q}, p_{i}$ irreducible, then $x p_{1} \cdots p_{g-1}=y$ is $\neq 0$ and $y\left(p^{*} \mathrm{p}\right)=0$. Thus the submodule $\mathfrak{R}_{0}$ of elements $y_{0}$ such that $y_{0}\left(p^{*} \mathfrak{0}\right)=0$ is $\neq 0$. Since $\mathfrak{P}_{0} \leqq \mathfrak{P}$, it is indecomposable and since its bound is $p^{*} \mathfrak{0}, 9_{0}$ is irreducible. We note also that the submodule $\mathfrak{P}\left(p^{*} \mathfrak{p}\right)^{j}$ is indecomposable and its elementary divisor has the length max $(0, g-j)$.

In the general case where $\mathfrak{M}=\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{{ }_{\prime}}$, if $y\left(p^{*} \mathfrak{o}\right)=0$ and $y=y_{1}+$ $\cdots+y_{u}, y_{i}$ in $\mathfrak{M}_{i}$, then $y_{i}\left(p^{*} \mathfrak{0}\right)=0$. Hence $u$ may be characterized as the length of the submodule $\mathfrak{M}_{0}$ of elements $y_{0}$ such that $y_{0}\left(p^{*} \mathfrak{o}\right)=0$. We have also $\mathfrak{M}\left(p^{*} \mathfrak{0}\right)^{j}=\mathfrak{M}_{1}\left(p^{*} \mathfrak{D}\right)^{j} \oplus \cdots \oplus \mathfrak{M}_{u}\left(p^{*} \mathfrak{0}\right)^{j}$ and hence the number $\delta(j, \mathfrak{M})$ of bounds $\left(p^{*} \mathfrak{D}\right)^{e_{i}}$ with exponents $e_{i}>j$ is the length of the intersection $\mathfrak{P}\left(p^{*} \mathfrak{D}\right)^{j} \wedge \mathfrak{M}_{n}$.

If $\mathfrak{N}$ is a submodule of $\mathfrak{M}, \mathfrak{M}\left(p^{*} \mathfrak{D}\right)^{j} \leqq \mathfrak{M}\left(p^{*} \mathfrak{D}\right)^{j}$ and hence $\mathfrak{R}\left(p^{*} \mathfrak{0}\right)^{j} \wedge \Re_{0}=$ $\mathfrak{M}\left(p^{*} \mathfrak{p}\right)^{j} \wedge \mathfrak{M}_{0} \leqq \mathfrak{M}\left(p^{*} \mathfrak{p}\right)^{j} \wedge \mathfrak{M}_{0}$. It follows that $\delta(j, \mathfrak{M}) \leqq \delta(j, \mathfrak{M})$ and therefore if $\left(p^{*} \mathfrak{0}\right)^{g_{1}},\left(p^{*} \mathfrak{D}\right)^{g_{2}}, \cdots$ are the bounds of the elementary divisors of $\mathfrak{g}$ and $g_{1} \geqq g_{2} \geqq \cdots$, then we have $e_{i} \geqq g_{i}$. If we apply this and the decomposition $\mathfrak{M}=\mathfrak{m}^{(1)} \oplus \cdots \oplus \mathfrak{m}^{(r)}$ noted above to the case where $\mathfrak{M}$ is cyclic, we obtain the "necessity" part of the following

Theorem 30. Suppose that $a=\left[q_{11}, \cdots, q_{1 u_{1}} ; \cdots ; \cdots, q_{r u_{r}}\right]$ is a direct decomposition of a into indecomposable elements $q_{i j}$ where the bound of $q_{i j} \mathfrak{0}$ is $\left(p_{i \mathrm{D}}^{*}\right)^{e_{i j}}$ and $e_{i 1} \geqq e_{i 2} \geqq \cdots$. Similarly, let $b=\left[s_{11}, \cdots, s_{1 u_{1}} ; \cdots ; \cdots, s_{r u_{r}}\right]$ where the bound of $s_{i j} \mathrm{o}$ is $\left(p_{i}^{*} \mathfrak{o}\right)^{g_{i j}}$ and $g_{i 1} \geqq g_{i 2} \geqq \cdots \geqq 0$. Then a necessary and sufficient condition that $b$ be similar to a factor of a is that $e_{i j} \geqq g_{i j}$.

To prove the sufficiency we observe that there exists a divisor $q_{i j}^{\prime}$ of $q_{i j}$ with bound $\left(p_{i}^{*} \mathfrak{0}\right)^{g_{i j}}$. For, we obtain such an element by taking the product of the first $g_{i j}$ irreducible factors of $q_{i j}$. It follows that $a^{\prime}=\left[q_{11}^{\prime}, \cdots, q_{1 u_{1}}^{\prime} ; \cdots\right.$;
$\left.\cdots, q_{r u_{r}}^{\prime}\right]$ is a factor of $a$. Since, by Theorems 20 and $21, q_{i j}^{\prime}$ is similar to $s_{i j}$, $a^{\prime}$ is similar to $b$.
11. The invariant factors. Let $\mathfrak{M}=\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{s}$ be a decomposition of the finite $\mathfrak{o}$-module $\mathfrak{M}$ as a direct sum of modules $\mathfrak{D}$-isomorphic to $\mathfrak{o}-e_{i} 0$ where $e_{i}$ is a total divisor of $\epsilon_{j}, j>i$. We wish to show that the $e_{i}$ are invariants in the sense of similarity.

Suppose first that $\mathfrak{M}$ is bounded. We obtain a decomposition of $\mathfrak{M}$ into indecomposable $\mathfrak{o}$-modules by decomposing the $e_{i}$ into indecomposable elements $q_{i j l}$ where the bound of $q_{i j l}$ is $\left(p_{j}^{*} \mathfrak{D}\right)^{h_{i j l}}, p_{j}^{*} \mathfrak{D}$ a maximal two-sided ideal. Let $p^{*} 0$ be one of the $p_{j}^{*}$ D's, $k$ its capacity and $q_{1}, \cdots, q_{u}$ the indecomposable parts of the $e^{\prime}$ 's for which the bounds of $q_{i} \mathfrak{0}$ have the form $\left(p^{*} \mathfrak{0}\right)^{h_{i}}$. We recall that if the bound of $q_{i} \mathfrak{D}$ is $\left(p^{*} \mathfrak{0}\right)^{h_{i}}$, then the length of $q_{i}$ is $h_{i}$. If $q$ is one of the $q_{i}$ and $q$ is an indecomposable part of $e_{r}$, then $e_{r+1}$ is divisible by $\left(p^{*}\right)^{h}$. Hence by Theorem $30, e_{r+1}$ contains at least $k q$ 's whose lengths $h_{i}$ are $\geqq h$. Since $k$ is the capacity of $p^{*}{ }_{0}$, these are all of the $q^{\prime} s$ corresponding to $p^{*}$ that occur in the decomposition of $e_{r+1}$. Thus we may arrange the $q$ 's in a sequence $q_{1}, \cdots, q_{k}$; $q_{k+1}, \cdots, q_{2 k} ; \cdots ; q_{t k+1}, \cdots, q_{t k+m}$ so that their lengths form a non-increasing sequence and $q_{1}, \cdots, q_{k}$ are indecomposable parts of $e_{s}, q_{k+1}, \cdots, q_{2 k}$ the indecomposable parts of $e_{s-1}$, etc.

If we have a second decomposition of $\mathfrak{M}$ as $\mathfrak{M}_{1}^{\prime} \oplus \cdots \oplus \mathfrak{M}_{s}^{\prime}$, where $\mathfrak{M}_{i}^{\prime}$ is D -isomorphic to $0-e_{i}^{\prime 0}$ and $e_{i}^{\prime}$ is a total divisor of $e_{j}^{\prime}$ for $j>i$, then we may arrange the indecomposable elements $q^{\prime}$ corresponding to $p^{*}$ in the same way. By the Krull-schmidt theorem, $q_{i}$ and $q_{i}^{\prime}$ are similar and their number is the same. Thus the indecomposable parts of $e_{s-j}$ and of $e_{s-j}^{\prime}$ may be paired into similar pairs and so $e_{s-j}$ and $e_{s-j}^{\prime}$ are similar and $s=s^{\prime}$.

Now let $\mathfrak{M}$ be arbitrary and let $\mathfrak{N}=a^{*} \mathfrak{0}$ be the bound of $e_{s-1} \mathfrak{D}$ and $\mathfrak{B}=b^{*} \mathfrak{0}$ that
 If $e_{s}=c a^{*}$ and $y_{s}$ is a generator of $\mathfrak{M}_{s}$ of order $e_{s} \mathcal{D}$, then $y_{s} c \epsilon \mathfrak{M}_{s}$, and its order is $a^{*} \mathbf{0}$. Hence if $z_{s}$ is a generator of $\imath_{s}$, its order has the form $d_{s} \bar{a} \overline{0}$ where $\bar{u}$ is similar to $a^{*}$. Since $a^{*}{ }_{0}$ is two-sided, $\bar{a}$ differs from $a^{*}$ by a unit so that the order of $z_{s}$ is $d_{s} a^{*}{ }_{0}=a^{*} \bar{d}_{s} \mathrm{D}$. Now suppose that $\mathfrak{M}$ is the submodule of $\mathfrak{M}$ consisting of the elements $y$ such that $y \mathfrak{Y} \mathfrak{B}=0$. Evidently $\mathfrak{P}$ is bounded, and $\mathfrak{\imath}=\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{s-1} \oplus \mathfrak{\eta}_{s}$ is a decomposition of $\mathfrak{l}$ into cyclic modules whose orders are bounded and where the bound of each order is a divisor of the next order. Similarly, we have $\mathfrak{M}=\mathfrak{M}_{1}^{\prime} \oplus \cdots \oplus \mathfrak{M}_{s^{\prime}-1}^{\prime} \oplus \mathfrak{M}_{s^{\prime}}^{\prime}$ where $\mathfrak{M}_{s^{\prime}}^{\prime} \leqq \mathcal{M}_{s^{\prime}}^{\prime}$. Hence by our result in the bounded case, $s^{\prime}=s$ and $e_{i}$ and $e_{i}^{\prime}$ are similar for $i=1, \cdots, s-1$. It follows then by the Krull-Schmidt theorem applied to $\mathfrak{M}$ that $e_{s}$ and $e_{s}^{\prime}$ are similar. We shall call the elements $e_{i}$ the invariant factors of the module. Hence we have

Theorem 31 (Nakayama). The invariant factors of an $\mathfrak{o}$-module $\mathfrak{M}$ are determined to within similarity.
12. The theory of a single semi-linear transformation. We have seen that if $T$ is a semi-lincar transformation with automorphism $S$ acting in a vector space
$\mathfrak{\Re}$ over $\Phi$, we may regard $\mathfrak{R}$ as an $\mathfrak{0}=\Phi[t, S]$-module by defining $x \alpha(t)=x \alpha(T)$. If $T_{1}$ and $T_{2}$ are semi-linear transformations in $\Re$ having the same automorphism $S$, then the $\Phi[t, S]$-modules determined by them are isomorphic if and only if there exists a linear transformation $A$ such that $T_{2}=A^{-1} T_{1} A$. For if $A$ is a $\Phi[t, S]$-isomorphism, $A$ is linear since $\xi A=A \xi$ for all $\xi$ in $\Phi$, and $T_{1} . A=A T_{2}$ so that $T_{2}=A^{-1} T_{1} A$. Conversely if these conditions hold for an automorphism $A$, then $\alpha\left(T_{1}\right) A=A \alpha\left(T_{2}\right)$ for all $\alpha(t)$ and $A$ is an isomorphism. If the matrices of $T_{1}, T_{2}$ and $A$ relative to a basis $x_{1}, \cdots, x_{n}$ are respectively $\left(\tau_{1}\right)$, $\left(\tau_{2}\right)$ and $(\alpha)$, then the condition $T_{2}=A^{-1} T_{1} A$ is equivalent to $\left(\tau_{2}\right)=(\alpha)\left(\tau_{1}\right)\left(\alpha^{s}\right)^{-1}$ $\left(=(\beta)^{-1}\left(\tau_{1}\right)\left(\beta^{S}\right),(\beta)=(\alpha)^{-1}\right)$.
Consider now a fixed $T$. Then if $x$ is any vector, there is a vector $x T^{m}$ in the sequence $x, x T, \cdots$ which is a linear combination of the $x T^{i}, i<m$, say $x T^{m}=$ $x \beta_{m}+\cdots+x T^{m-1} \beta_{1}$. Then $x\left(T^{m}-T^{m-1} \beta_{1}-\cdots-\beta_{m}\right)=0$ so that every element of the $\Phi[t, S]$-module $\because$ has finite order. It follows from the general theory that $\Re=\Re_{1} \oplus \cdots \oplus \Re_{s}$ where $\Re_{i}$ is cyclic with generator $u_{i}$ whose order is $e_{i} \Phi[t, S], e_{i}=e_{i}(t)$ a total divisor of $e_{j}(t)$ for $j>i$. If the degree of the invariant factor $e_{i}(t)$ is $n_{i}$, the vectors $u_{i}, \cdots, u_{i} T^{n_{i}-1}$ form a basis for $\mathcal{M}_{i}$ over $\Phi$. Hence $u_{1}, \cdots, u_{1} T^{n_{1}-1} ; \cdots ; \cdots, u_{s} T^{n_{s}-1}$ is a basis for $\Re$ over $\Phi$, and relative to this basis the matrix of $T$ is

$$
\left(\begin{array}{llll}
\tau^{(1)} & & & \\
& \tau^{(2)} & & \\
& & \ddots & \\
& & & \tau^{(s)}
\end{array}\right)
$$

where

$$
\tau^{(i)}=\left(\begin{array}{cccccc}
0 & \cdot & \cdot & \cdot & \cdot & \beta_{n_{i}}^{(i)} \\
1 & 0 & \cdot & \cdot & \cdot & \beta_{n_{i-1}}^{(i)} \\
0 & 1 & \cdot & & & \cdot \\
\cdot & & \cdot & \cdot & & \cdot \\
\cdot & & & \cdot & 0 & \cdot \\
0 & \cdot & \cdot & 0 & 1 & \beta_{1}^{(i)}
\end{array}\right)
$$

if $e_{i}(t)=t^{n_{i}}-t^{n_{i}-1} \beta_{1}^{(i)}-\cdots-\beta_{n_{i}}^{(i)}$. If $(\alpha)$ is any matrix in $\Phi_{n}$ there exists a matrix $(\rho)$ such that $(\rho)^{-1}(\alpha)\left(\rho^{s}\right)$ has this form. Similarly, we may obtain a canonical form for ( $\alpha$ ) corresponding to the decomposition of $\Re$ into indecomposable $\mathfrak{D}$-modules.

As an illustration we consider the case of a linear transformation $T$ acting in $\Re$ and $\Phi$ where $\Phi=R(i, j)$ is the quaternion algebra over a real closed field. We have seen that the irreducible polynomials in $0=\Phi[t]$ are linear. The bound $p^{*}(t)$ of $p(t)=(t-\alpha)$ is $t-\alpha$ if $\alpha \in R$. Otherwise it is $N(t-\alpha)=(t-\alpha)(t-\bar{\alpha})$. We obtain in this way all the irreducible polynomials (with leading coefficient 1) in. $R[t]$. Now consider $(t-\alpha)^{e} \mathrm{o}$. Its bound is $\left(p^{*}\right)^{e} \mathrm{o}$. For,
otherwise, $(t-\alpha)^{e}$ would be a divisor of $\left(p^{*}\right)^{f}$ with $f<e$. This is clearly impossible if $p^{*}=(t-\alpha)$. In the other case we obtain

$$
(t-\alpha)^{e} q(t)=N(t)^{f}=(t-\alpha)^{f}(t-\bar{\alpha})^{f}
$$

Since $\bar{\alpha} \in R(\alpha), q(t)$ has coefficients in $R(\alpha)$ and since this ring is commutative, we obtain a contradiction to the unique factorization theorem in $R(\alpha)[t]$. It follows now that $(t-\alpha)^{e}$ is indecomposable and that every indecomposable element is similar to one of this form. Hence if $\Xi$ is an indecomposable subspace of $\Re$, it is generated by a vector $y$ whose order is $(t-\alpha)^{e} \mathfrak{p}$. If we use the basis $y_{k}=y(T-\alpha)^{k-1}, k=1, \cdots, e$, for $\Xi$, we obtain the matrix.

$$
\left(\begin{array}{llll}
\alpha & &  \tag{6}\\
1 & \alpha & \\
\ddots & \ddots & \\
& \ddots & \\
& & 1 & \alpha
\end{array}\right)
$$

Two such matrices are similar if and only if their diagonal elements $\alpha_{1}$ and $\alpha_{2}$ are similar and the condition for this is that $\alpha_{1}$ and $\alpha_{2}$ satisfy the same irreducible polynomial in $R[t]$. Any matrix is similar to one having blocks of the form (6) strung down the main diagonal.

We return to the general case and the decomposition $\Re=\Re_{1} \oplus \cdots \oplus \Re_{s}$ where the $\Re_{i}$ are cyclic with orders $e_{i}(t)$ the invariant factors. In order to determine the $e_{i}(t)$ we choose a basis $x_{1}, \cdots, x_{f}$ for $\mathfrak{R}$ over $\Phi$ and write $x_{i} T=$ $\Sigma x_{j} \tau_{i j}$. Then $\Re$ is $\Phi[t, S]$-isomorphic to the difference module of the free $\Phi[t, S]-$ module $\mathfrak{F}$, whose basis is $e_{1}, \cdots, e_{n}$, with respect to a submodule $\mathfrak{N}$ containing the elements $f_{i}=e_{i} t-\Sigma e_{j} \tau_{j i}$. We assert that the $f$ 's form a basis for $\mathfrak{M}$. For if $f$ is any element in $\mathfrak{R}$, we may choose polynomials $\varphi_{1}(t), \cdots, \varphi_{f}(t)$ so that $f-\Sigma f_{i} \varphi_{i}(t)=\Sigma e_{i} \beta_{i}, \beta_{i}$ in $\Phi$. Then $\Sigma x_{i} \beta_{i}=0$ and so $\beta_{i}=0$. Thus $f=\Sigma f_{i} \varphi_{i}(t)$. Now suppose that $\Sigma f_{i} \varphi_{i}(t)=0$. Then $\Sigma e_{i}\left[\varphi_{i}(t)-\Sigma \tau_{i i} \varphi_{j}(t)\right]=0$ and $t \varphi_{i}(t)=$ $\Sigma \tau_{i i} \varphi_{j}(t), i=1, \cdots, n$. If any $\varphi_{i}(t) \neq 0$ and $\varphi_{k}(t)$ is one of these polynomials of maximum degree, the equation $t \varphi_{k}(t)=\Sigma \tau_{k_{j} \varphi_{j}}(t)$ is impossible. Hence $\varphi_{i}(t)=0$ for all $i$. From this result we see that the $e_{i}(t)$ are the diagonal elements in the normal form of the matrix $1 t-(\tau)$, expressing the $f$ 's in terms of the $e$ 's.

In the case where $\Phi$ is commutative and $T$ is linear, $\Phi[t]$ is commutative and $e_{i}(t)=h_{i}(t) h_{i-1}(t)^{-1}$ where $h_{0}(t)=1$ and $h_{i}(t)$ is the highest common factor of the $i$-rowed minors of $1 t-(\tau)$. The last invariant factor $e_{s}(t)=\mu(t)$ has the property that $x \mu(T)=0$ for all $x$. For we have $u_{i} \mu(T)=0$ if $u_{i}$ is a generator of $\Re_{i}$ and since any $x=\Sigma u_{i} \xi_{i}(T), x \mu(T)=0$. Since $\mu(t) \Phi[t, S]$ is the order of $u_{s}, \mu(t)$ is the polynomial of least degree with leading coefficient 1 having $T$ or, the matrix $(\tau)$ of $T$, as a root. Since the other invariant factors are factors of $\mu(t)$ and the characteristic polynomial $f(t)=\operatorname{det}(1 t-(\tau))=\Pi e_{i}(t), f(t)$ and $\mu(t)$ have the same irreducible factors in $\Phi[t]$, differing at most in the multiplicities of these factors. This is the well-known

Theorem 32 (Frobenius). Let ( $\tau$ ) be a matrix in $\Phi_{n}, \Phi$ a field, and let $\mu(t)$ be the last invariant factor of the matrix $1 t-(\tau)$ in $(\Phi[t])_{n}$. Then 1) $\left.\mu((\tau))=0,2\right)$ $\mu(t)$ is a factor of any polynomial $\gamma(t)$ having the property that $\gamma((\tau))=0$ and 3) $\mu(t)$ and the characteristic polynomial det $(1 t-(\tau))$ have the same irreducible factors in $\Phi[t]$.

Suppose now that $\Phi$ is a division ring such that $(\Phi: \Gamma)=m<\infty$ for $\Gamma$ the center of $\Phi$ and let $S$ be an automorphism in $\Phi$ such that $S^{r}, 0<r<\infty$, is inner but no smaller positive power of $S$ is inner. If $\Gamma_{0}$ is the subfield of $\Gamma$ consisting of the elements invariant under $S,\left(\Gamma: \Gamma_{0}\right)=r$ and hence $\left(\Phi: \Gamma_{0}\right)=m r$. We have seen that $\xi^{s r}=\mu^{-1} \xi \mu$ where $\mu^{s}=\mu$. The two-sided ideals of $\mathfrak{o}=\Phi[t, S]$ are generated by elements of the form $t^{j}\left(u^{h}+u^{h-1} \gamma_{1}+\cdots+\gamma_{k}\right)$ where $u=$ $t^{\tau} \mu^{-1}$ and $\gamma_{i} \in \Gamma_{0}$. Every ideal in $\mathfrak{o}$ is bounded.

If $\mathfrak{o}_{1}=\Gamma_{0}[u]$, it is evident that any $\mathfrak{D}$-module is an $\mathfrak{o}_{1}$-module and if two $\mathfrak{D}$-modules are $\mathfrak{D}$-isomorphic, then they are $\mathfrak{o}_{1}$-isomorphic. We wish to prove the converse of the latter result for modules that contain no elements of order $t 0$. For this purpose we consider first an indecomposable module $\Re_{1}$ of this type. Then $\Re_{1}$ has the bound $\left(p^{*}\right)^{{ }^{e}} \mathfrak{0}$ where $p^{*}=u^{h}+u^{h-1} \gamma_{1}+\cdots+\gamma_{h}, \gamma_{i}$ in $\Gamma_{0}$ and $\gamma_{\iota} \neq 0$. We have seen that $\Re_{1}$ may be embedded in a cyclic module $\Re$ whose generator has the order $\left(p^{*}\right)^{e_{0}}$ and that $\Re=\Re_{1} \oplus \cdots \oplus \Re_{k}$ where the $\Re_{i}$ are o -isomorphic indecomposable $\mathfrak{0}$-modules and $k$ is the capacity of $p^{*}{ }^{*}$. We may obtain a decomposition of $\Re$ into indecomposable $\mathfrak{D}$-modules by decomposing the $\Re_{i}$. This yields $k l$ indecomposable $\mathfrak{o}_{1}$-components for $\Re$. On the other hand, we may also use the following procedure: Let $\rho_{1}, \cdots, \rho_{m r}$ be a basis for $\Phi$ over $\Gamma_{0}$. Since the vectors $z t^{j} u^{l} ; j=0, \cdots, r-1, l=0, \cdots, h-1$, form a basis for $\mathfrak{R}$ over $\Phi$, the vectors $z t^{j} u^{l} \rho_{i}, i=1, \cdots, m r$ form a basis for $\Re$ over $\Gamma_{0}$. Hence $\Re$ is a direct sum of the $m r^{2}$ cyclic $D_{1}$-modules whose generators are $z t^{j} \rho_{i}$. The orders of these modules are $\left(p^{*}\right)^{e}{ }^{e} \mathfrak{D}_{1}$ and, since $p^{*}{ }_{0}$ is maximal in the commutative ring $\mathrm{o}_{1}$, they are indecomposable. It follows that $m: r^{2}=k l$ and $\mathfrak{R}_{1}$ is a direct sum of $\frac{m r^{2}}{k}$ indecomposable $\mathfrak{o}_{1}$-modules whose orders are $\left(p^{*}\right)^{e} \mathfrak{o}_{1}$.

Now let $\Re_{1}$ and $\bar{\Re}_{1}$ be two indecomposable modules having no elements of order to and suppose that $\Re_{1}$ and $\bar{\Re}_{1}$ are $\mathfrak{o}_{1}$-isomorphic. Then if $\bar{p}^{*}, \bar{e}, \bar{k}$ have the same significance for $\bar{\Re}_{1}$ as $p^{*}, e, k$ have for $\Re_{1}$, we evidently have $k=\bar{k}$ and $\left(p^{*}\right)^{e}=\left(\bar{p}^{*}\right)^{\bar{e}}$. Thus the bounds of $\Re_{1}$ and $\bar{\Re}_{1}$ are the same and so $\Re_{1}$ and $\bar{\Re}_{1}$ are $\mathfrak{p}$-isomorphic. If we use the Krull-Schmidt theorem, we may extend this special case to the following

Theorem 33. Suppose that $\mathfrak{R}$ and $\bar{\Re}$ are $\Phi[t, S]$-moduies having only elements of finite order but no element of order $t \Phi[t, S]$. Then a necessary and sufficient condition that $\mathfrak{R}$ and $\overline{\mathfrak{R}}$ be $\Phi[t, S]$-isomorphic is that they be $\Gamma_{0}[u]$-isomorphic.

Corollary. Under the assumptions of the theorem, $\mathfrak{R}$ and $\overline{\mathfrak{R}}$ are $\Phi[t, S]-$ isomorphic if and only if they are $\Phi[u]-$ isomorphic.

Now let $T$ be a semi-linear transformation in $\Re$ over $\Phi$ where $\Phi$ and $S$ have the above form. The condition that no vector in $\mathfrak{R}$ has order $t \Phi[t, S]$ is the same as the assumption that $T$ is $(1-1)$. Our results therefore give conditions for
similarity of $(1-1)$ semi-linear transformations $T_{1}$ and $T_{2}$ having the same automorphism $S$. Thus the corollary states that $T_{1}$ and $T_{2}$ are similar if and only if the linear transformations $U_{1}=T_{1}^{r} \mu^{-1}$ and $U_{2}=T_{2}^{r} \mu^{-1}$ are similar. If we recall the connection with matrices, we obtain

Theorem 34. Let $\Phi$ be a division ring such that $(\Phi: \Gamma)=m<\infty$ where $\Gamma$ is the center and let $S$ be an automorphism in $\Phi$ such that $\xi^{s r}=\mu^{-1} \xi \mu, 0<r<\infty$, $\mu^{\star}=\mu$ and so smaller power of $S$ is inner. If $\left(\tau_{1}\right)$ and $\left(\tau_{2}\right)$ are non-singular matrices (i.e. units) in $\Phi_{n}$, then a necessary and sufficient condition that there exists a non-singular matrix $(\beta)$ such that $\left(\tau_{2}\right)=(\beta)^{-1}\left(\tau_{1}\right)\left(\beta^{S}\right)$ is that $N\left(\tau_{1}\right) \mu^{-1}=$ $\left(\tau_{1}\right)\left(\tau_{1}^{s}\right) \cdots\left(\tau_{1}^{s r-1}\right) \mu^{-1}$ and $N\left(\tau_{2}\right) \mu^{-1}$ be similar in the usual sense.

Another interesting case of the above theorem is obtained by taking $r=1$ and $\mu=1$. The result is the theorem that two linear transformations in $\Re$ over $\Phi$ are similar if and only if they are similar as transformations in $\Re$ over $\Gamma$, $\Gamma$ the center. As is readily shown, it is not necessary to assume in this case that $T_{1}$ and $T_{2}$ are (1-1).

## CHAPTER 4

## STRUCTURE OF RINGS OF ENDOMORPHISMS AND OF ABSTRACT RINGS

1. The general problem. Special cases. We consider an arbitrary commutative group $\mathfrak{M}$ and a fixed set $\Omega$ of endomorphisms $\alpha, \beta, \cdots$ acting in $\mathfrak{M}$. Let $\mathfrak{A}$ be the set of $\Omega$-endomorphisms, i.e. the set of endomorphisms that commute with every endomorphism in $\Omega$. Then $\mathfrak{A}$ is a subring containing the identity endomorphism of the ring of endomorphisms of $\mathfrak{M}$. In this chapter we impose various conditions on the lattice of $\Omega$-subgroups of $\mathfrak{M}$ and investigate the restrictions that these imply for $\mathfrak{N}$. These results will be applied to obtain the structure of abstract rings and finally we shall give some applications to the theory of projective representations of groups and to the Galois theory of division rings.

Examples. 1) $\mathfrak{M}$ a finite commutative group and $\Omega$ vacuous.
2) $\mathfrak{M}$ a vector space over a division ring $\Omega=\Phi$. Here $\mathfrak{A}$ is the ring of linear transformations. We have seen that $\mathfrak{A}=\Phi_{n}^{\prime}, \Phi^{\prime}$ anti-isomorphic to $\Phi$, or, $\mathfrak{A}$ is anti-isomorphic to $\Phi_{n}$. We recall also that $\mathfrak{A}$ is simple.
3) $\mathfrak{M}$ a vector space over $\Phi, \Omega$ the logical sum of $\Phi$ and a set of semi-linear transformations $T_{1}, T_{2}, \cdots$. In this case $\mathfrak{A}$ consists of the linear transformations commutative with $T_{1}, T_{2}, \cdots$. It follows that if $\left(\tau_{1}\right),\left(\tau_{2}\right), \cdots ; S_{1}$, $S_{2}, \cdots$ are, respectively, the matrices relative to a fixed basis and the automorphisms of $T_{1}, T_{2}, \cdots$, then $\mathfrak{A}$ is anti-isomorphic to the subring of $\Phi_{n}$ of matrices $(\alpha)$ such that $(\alpha)\left(\tau_{i}\right)=\left(\tau_{i}\right)\left(\alpha^{S_{i}}\right)$.

We wish to show now that any ring $\mathfrak{A}$ with an identity is essentially the ring of $\Omega$-endomorphisms of a certain commutative group $\mathfrak{M}$. The group $\mathfrak{M}$ is the additive group of $\mathfrak{N}$. We have seen that the right multiplication $x \rightarrow x a=x a_{r}$ is an endomorphism of $\mathfrak{M}$ and that the totality of these endomorphisms is a subring $\mathfrak{A}_{r}$ of the ring of endomorphisms of $\mathfrak{M}$. The ring $\mathfrak{A}_{r}$ is isomorphic to $\mathfrak{H}$. Similarly we have defined the left multiplication $a_{l}$ by $x a_{l} \equiv a x$ and we have shown that their totality is a ring $\mathfrak{A}_{l}$ anti-isomorphic to $\mathfrak{U}$.

Now the associative law evidently implies that if $a_{r} \in \mathfrak{A}_{r}$ and $b_{l} \in \mathfrak{H}_{l}$, then $a_{r} b_{l}=b_{l} a_{r}$. On the other hand, suppose that $B$ is a single-valued transformation in $\mathfrak{M}$ commutative with all the $a_{r}$ and let $1 B=b$. Then $x B=(1 x) B=$ $(1 B) x_{r}=b x_{r}=b x$. Thus $B=b_{l}$, and $\mathfrak{A}_{l}$ is the set of $\mathfrak{U}_{r}$-endomorphisms. Similarly, $\mathfrak{U}_{r}$ is the set of $\mathfrak{U}_{\mathcal{L}}$-endomorphisms. The isomorphism between $\mathfrak{A}_{r}$ and $\mathfrak{H}$ will therefore enable us to apply the theory of rings of $\Omega$-endomorphisms to the theory of abstract rings. We state these fundamental results in

Theorem 1. Any ring $\mathfrak{A}$ with an identity is isomorphic to $\mathfrak{U}_{r}$, the ring of its right multiplications and is anti-isomorphic to $\mathfrak{A}_{l}$, the ring of its left multiplications. $\mathfrak{A}_{r}$ is the ring of $\mathfrak{A}_{\tau}$-endomorphisms acting in the additive group $\mathfrak{M}$ of $\mathfrak{A}$ and $\mathfrak{H}_{l}$ is the ring of $\mathfrak{U}_{r}$-endomorphisms of $\mathfrak{M}$.

The $\mathfrak{A}_{l^{-}}\left(\mathfrak{H}_{r^{-}}\right)$subgroups of the additive group are the left (right) ideals. The $\left(\mathfrak{A}_{l}, \mathfrak{A}_{r}\right)$-subgroups are the two-sided ideals. We note also that $\mathfrak{A}_{r} \wedge \mathfrak{U}_{l}$ consists of the endomorphisms $c_{r}=c_{l}, c$ in the center $\mathfrak{E}$. For if $a_{r}=b_{l}, 1 a_{r}=1 b_{l}$ and $a=b$. Then $a x=x a$ for all $x$ and so $a=c$ is in $\mathbb{C}$.
2. Algebras over a field. In a similar fashion our results will apply to the theory of algebras (hypercomplex systems). These are defined as follows: If $\Phi$ is an abstract field, a set $\mathfrak{N}$ is called an algebra over $\Phi$ if

1. $\mathfrak{U}$ is a ring.
2. The additive group of $\mathfrak{X}$ is a $\Phi$-module and $x 1=x$ for any $x$ in $\mathfrak{H}$ and 1 , the identity of $\Phi$.
3. $a_{r} \alpha=\alpha a_{r}, a_{l} \alpha=\alpha a_{l}$ for all $a$ in $\mathfrak{V}$ and all $\alpha$ in $\Phi$.

The last condition may also be written in the form: $(a b) \alpha=(a \alpha) b=a(b \alpha)$ for all $a, b$ in $:\{$ and all $\alpha$ in $\Phi$. Since $\Phi$ is a ficld, the ring of endomorphisms corresponding to $\Phi$ is isomorphic to $\Phi$. Hence if we wish to fix our attention on a particular algebra, we may adopt the point of view of Chapter 2 and regard the set of endomorphisms, rather than the abstract field, as fundamental. In the present chapter we shall follow this line and, in fact, the field properties of $\Phi$ will play no role. Thus we may equally well study a ring $\mathfrak{H}$ relative to an arbitrary set $\Phi$ of endomorphisms $\alpha, \beta, \cdots$ which commute with the left and the right multiplications. This includes the case of ordinary rings, obtained by taking $\Phi$ to be vacuous, as well as that of algebras, obtained by taking $\Phi$ to be a field. $\mathfrak{A l}$ will be called a $\Phi$-ring. We shall be concerned with $\Phi$-subrings and with $\Phi$-ideals of $\mathfrak{A}$.
If $\because$ has an identity 1 , then $x \alpha=x(1 \alpha)=(1 \alpha) x$, so that the endomorphism $\alpha$ is the right and the left multiplication corresponding to the element $1 \alpha$. It follows that the element $1 \alpha$ is in the center of $\mathfrak{A}$.' Any ideal of the ring $\mathfrak{U}$ is necessarily a $\Phi$-ideal. Hence in the statements of many of the important structure theorems, we could, without loss of generality, omit any reference to the set of operators $\boldsymbol{\Phi}$.

If we wish to compare different algebras $\mathfrak{V}_{1}$ and $\mathfrak{R}_{2}$, it is natural to suppose that the field $\Phi$ is the same for both algebras. Thus we say that $\mathfrak{N}_{1}$ and $\mathfrak{H}_{2}$ are isomorphic if there is a ( $1-1$ ) correspondence $a_{1} \rightarrow a_{2}$ between them that is both an isomorphism of the rings $\mathfrak{A}_{1}$ and $\mathfrak{A}_{2}$ and a $\Phi$-isomorphism of the additive groups: If $a_{1} \rightarrow a_{2}$ and $b_{1} \rightarrow b_{2}$,

$$
a_{1}+b_{1} \rightarrow a_{2}+b_{2}, \quad a_{1} \alpha \rightarrow a_{2} \alpha, \quad a_{1} b_{1} \rightarrow a_{2} b_{2} .
$$

The correspondence is an isomorphism. Homomorphisms, automorphisms, anti-automorphisms, etc., are defined in a similar manner.

We consider now some methods of constructing algebras of finite dimensionality. Evidently $\Phi_{n}$ is such an algebra if $a \alpha$ is taken to be the product of $a$ by the diagonal matrix $\{\alpha, \cdots, \alpha\}$. The ring $\mathbb{E}$ of linear transformations in an $n$-dimensional vector space $\mathfrak{M}$ over $\Phi$ is also an algebra if $A \alpha$ is defined as the product of $A$ with the scalar multiplication $\alpha$. As we have seen, if $x_{1}, \cdots, x_{n}$ is a basis for $\mathfrak{M}$ over $\Phi$ and $x_{i} A=\Sigma x_{j} \alpha_{j i}$, then the correspondence between $A$
and the matrix $\left(\alpha_{i j}\right)$ is an anti-isomorphism between the algebra $?$ and the algebra $\Phi_{n}$. Now let $\because$ be an arbitrary algebra. Then the multiplications $x \rightarrow x a$ and $x \rightarrow a x$ are lincar transformations in $\mathfrak{V}$ regarded as a rector space over $\Phi$. Since $x(a \alpha)=(x a) \alpha$ and $(a \alpha) x=(a x) \alpha,(a \alpha)_{r}=a_{r} \alpha$ and $(a \alpha)_{l}=$ $a_{1} \alpha$. It follows from these equations that if $\mathfrak{V}$ has an identity, the correspondence $a \rightarrow a_{r}$ is an algebra isomorphism between $\mathfrak{H}$ and the subalgebra $\mathfrak{U}_{r}$ of $?$. If we combine this correspondence with one of the anti-isomorphisms between $\because$ and $\Phi_{n}$, we obtain an anti-isomorphism between $\mathfrak{X}$ and a subalgebra of $\Phi_{n}$. Similarly we may combine the correspondence $a \rightarrow a_{l}$ with one of the antiisomorphisms between $\Sigma^{\prime}$ and $\Phi_{n}$ and obtain an isomorphism between $\mathscr{I}$ and a subalgebra of $\Phi_{n}$. To be explicit, let $x_{1}, \cdots, x_{n}$ be a basis for $\mathfrak{M}$ over $\Phi$ and let $x_{i} a=\Sigma x_{j} \rho_{j i}(a)$ and $a x_{i}=\Sigma x_{j} \lambda_{j i}(a)$. Then if $\left(\rho_{i j}(a)\right)=R(a)$ and $\left(\lambda_{i j}(a)\right)=$ $L(a)$, the correspondence $a \rightarrow R(a)$ is an anti-isomorphism and the correspondence $a \rightarrow L(a)$ is an isomorphism between $\because l$ and subalgebras of $\Phi_{n}$. It may be remarked that we may also combine the anti-isomorphism $a \rightarrow R(a)$ with the anti-isomorphism $(\alpha) \rightarrow(\alpha)^{\prime},(\alpha)^{\prime}$ the transposed matrix, and obtain a second isomorphism between $\mathbb{I}$ and a subalgebra of $\Phi_{n}$.

If $\mathfrak{V L}$ does not have an identity, we form the vector space $\mathfrak{B}=\mathfrak{A}+\left(x_{0}\right)$ and we define $\left(x_{0} \alpha+a\right)\left(x_{0} \beta+b\right)=x_{0}(\alpha \beta)+a \beta+b \alpha+a b$ for $a, b$ in $\mathfrak{N}$. Then $\mathscr{H}^{\forall}$ is an algebra with the identity $x_{n}$, and $\mathfrak{V t}$ is contained as a subalgebra of $\mathfrak{H}$. Hence $\mathcal{B}$ and, a fortiori $\mathfrak{N}$, is isomorphic to an algebra of matrices. We have therefore proved

Theorem 2. Any algebra with a finite basis is isomorphic to a subalgebra of a matrix algebra.

This theorem gives one general method of obtaining algebras of finite dimensionality. A second general procedure is the following. Let it be a vector space over $\Phi$ with the basis $x_{1}, \cdots, x_{n}$. We choose $n^{3}$ elements $\gamma_{i j k}$ in $\Phi$ and set $x_{i} x_{j}=\sum_{\alpha} x_{\alpha} \gamma_{\alpha i j}$. In order that this definition lead to an associative algebra it is necessary that the $\gamma$ 's satisfy the associativity equations $\sum_{\alpha} \gamma_{l_{\alpha k} \gamma_{\alpha i j}}=$ $\sum_{\alpha} \gamma_{l i \alpha} \gamma_{\alpha j k}$. Then if we define $\left(\Sigma x_{i} \xi_{i}\right)\left(\Sigma x_{j} \eta_{j}\right)=\Sigma x_{\alpha} \gamma_{\alpha i j} \xi_{i} \eta_{j}$, we obtain $\left(x_{i} x_{j}\right) x_{k}$ $=x_{i}\left(x_{j} x_{k}\right)$ and hence $(x y) z=x(y z)$ for all $x, y, z$. Evidently $(x y) \alpha=(x \alpha) y=$ $x(y \alpha)$ and the distributive laws hold. Hence $\mathfrak{N}$ is an algebra.

Examples. 1) Let the basis be $x_{1}, x_{2}, x_{3}, x_{4}$ where $x_{1} x_{i}=x_{i}=x_{i} x_{1}, x_{2}^{2}=$ $1 \alpha, r_{3}^{2}=1 \beta, x_{4}^{2}=-1 \alpha \beta, x_{2} x_{3}=-x_{3} x_{2}=x_{4}, x_{3} x_{4}=-x_{4} x_{3}=-x_{2} \beta, x_{4} x_{2}=$ $-x_{2} x_{4}=-x_{3} \alpha$.
2) Suppose that (is is a finite group with elements $1, s, \cdots, u$. We put these in $(1-1)$ correspondence with the elements of a basis of a vector space and denote the vector corresponding to $s$ by $x_{s}$. Then if we define $x_{s} x_{t}=x_{s t}$, the associativity equations are satisfied. Hence we obtain an algebra, the group algebra of $(\$)$ over $\Phi$.
3) Let $\mathfrak{V}$ be the difference algebra $\Phi[t]-(\nu(t))$ where $\Phi[t]$ is the ordinary polynomial domain and $(\nu(t))$ is the principal ideal generated by $\nu(t)=t^{n}-$ $t^{n-1} \beta_{1}-\cdots-\beta^{n}$. Then $\mathfrak{N}$ has the basis $1, x=\{t\}$ the coset containing $t$
and $x^{2}, \cdots, x^{n-1}$. The multiplication table is deducible from the relation $x^{n}=x^{n-1} \beta_{1}+\cdots+1 \beta_{n}$ and the associative law.
3. Previous results. We now begin the discussion of the general problem formulated in 1: A commutative group $\mathfrak{M}$ and a set of endomorphisms $\Omega$ in $\mathfrak{M}$ are given, what can be said about the structure of $\mathfrak{N}$, the ring of $\Omega$-endomorphisms?

We have seen that if $\mathfrak{P}$ is an $\Omega$-subgroup of $\mathfrak{M}$ and $A \in \mathfrak{I}$, then $\mathfrak{M A}$ is an $\Omega$-subgroup. The set of elements mapped into $\mathfrak{R}$ by $A$ is also an $\Omega$-subgroup. Corresponding to a direct decomposition of $\mathfrak{M}$ into $\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{u}$ where the $\mathfrak{M}_{i}$ are $\Omega$-subgroups, we have a decomposition
(1) $1=E_{i}+\cdots+E_{u}, \quad E_{i} E_{j}=0 \quad$ if $i \neq j, \quad E_{i}^{2}=E_{i}$
where the $E_{i}$ are the projections on the $\mathfrak{M}_{i}$. Conversely, if the $E^{\prime}$ s are given such that (1) holds, then $\mathfrak{M}=\mathfrak{M} E_{1} \oplus \cdots \oplus \mathfrak{M} E_{u}$. The $\Omega$-group $\mathfrak{M}$ is indecomposable if and only if 1 is a primitive idempotent element of $\mathfrak{A}$.

By a completely primary ring $\mathfrak{H}$ we shall understand a ring that contains a nil-ideal $\mathfrak{R}$ (i.e. an ideal all of whose elements are nilpotent) such that $\mathfrak{H}-\Re$ is a division ring. If $b$ is any element not in $\mathfrak{R}$, there is a $c$ such that $b c \equiv 1(\Re)$ or, $b c=1+z, z$ in $\Re$. If $z^{m}=0$, we have $(1+z)\left(1-z+z^{2}-\cdots \pm z^{m-1}\right)=$ 1 and hence $b$ has the inverse $c\left(1-z+z^{2}-\cdots\right)$. Thus $\Re$ may be characterized as the totality of singular elements (non-units) of $\mathfrak{A}$ and $\mathfrak{R}$ is therefore uniquely determined. Fitting's lemma (5, Chapter 1) yields the following

Theorem 3. If $\mathfrak{M}$ is an indecomposable $\Omega$-group and satisfies both chain conditions, then $\mathfrak{A}$, the ring of $\Omega$-endomorphisms, is completely primary.

By the lemma any $A$ in $\mathfrak{H}$ is either an automorphism or is nilpotent. The latter case occurs when either $\mathfrak{M A}<\mathfrak{M}$ or when there are elements $z \neq 0$ such that $z A=0$. (These two conditions are equivalent.) Let $\Re$ be the totality of endomorphisms that are not automorphisms. If $B \in \mathfrak{R}$ and $A$ is arbitrary, then $A B$ and $B A$ are in $\Re$. Suppose that $B_{1}+B_{2}=A$ is an automorphism. Then $C_{1}+C_{2}=1$ where $C_{i}=B_{i} A^{-1} \epsilon \Re$. Since $C_{2}$ is nilpotent, $C_{2}^{r}=0$ for some $r$ and hence $C_{1}\left(1+C_{2}+C_{2}^{2}+\cdots+C_{2}^{r-1}\right)=1=\left(1+C_{2}+\cdots+C_{2}^{r-1}\right) C_{1}$, and $C_{1}$ is not in $\Re$. This contradiction proves that $\Re$ is an ideal. If $A+\Re$ is a coset $\neq \mathfrak{R}, A$ is an automorphism and hence $(A+\Re)\left(A^{-1}+\mathfrak{R}\right)=1+\Re$. Thus $\mathfrak{U}-\Re$ is a division ring.

An important related result is the following
Theorem 4 (Schur's lemma). If $\mathfrak{M}$ is an irreducible $\Omega$-group, then $\mathfrak{H}$ is a division ring.

If $A \neq 0$ is in $\mathfrak{N}, \mathfrak{M} A=\mathfrak{M}$ and the set of elements $z$ such that $z A=0$ consists of 0 alone. Thus $A$ is an automorphism and hence it has an inverse in $\mathfrak{A}$.

## 4. Matrix rings.

Lemma. Let $\mathfrak{A}$ be an arbitrary ring with an identity and let $e_{i j}, i, j=1, \cdots, u$, be a set of elements of $\mathfrak{H}$ which satisfy

$$
\begin{equation*}
1=e_{11}+\cdots+e_{u u}, \quad e_{i j} e_{k l}=\backslash \delta_{j k} e_{i l} \tag{2}
\end{equation*}
$$

Then $\mathfrak{H}=\mathfrak{B}_{u}$ where $\mathfrak{B}$ is the subring of $\mathfrak{H}$ consisting of the elements which commute with the $e_{i j}$. The ring $\mathfrak{B}$ is isomorphic to $e_{i i} \mathfrak{N} e_{i i}$.
If $a \in \mathfrak{H}$, we readily verify that $a_{i j}=\sum_{p} e_{p i} a e_{j_{p}}$ is in $\mathfrak{B}$ and $a=\Sigma e_{i j} a_{i j}$. On the other hand, if $a_{i j}$ are arbitrary elements in $\mathfrak{B}$ and $\Sigma e_{i j} a_{i j}=0$, then $a_{i j}=$ $\Sigma e_{p i}\left(\Sigma e_{i j} a_{i j}\right) e_{j p}=0$. Hence $\mathfrak{H}=\mathfrak{B}_{u}$. If $a=\Sigma e_{i j} a_{i j}$ is arbitrary, then $e_{i i} a e_{i i}=$ $e_{i i} a_{i i}$. The correspondence between $e_{i i} a e_{i i}$ and $a_{i i}$ in $\mathfrak{F}$ is an isomorphism.

Lemma. If $\mathfrak{M}=\mathfrak{M}_{1} \oplus \mathfrak{M}_{2}$ and correspondingly, $1=E_{1}+E_{2}, E_{i}$ the projection on $\mathfrak{M}_{i}$, then the ring $\mathfrak{M}_{1}$ of $\Omega$-endomorphisms of $\mathfrak{M}_{1}$ is isomorphic to $E_{1} \mathfrak{N}_{1}$, $\mathfrak{U}$, the ring of $\Omega$-endomorphisms of $\mathfrak{M}$.

If $A \in \mathfrak{N}, E_{1} A E_{1}$ induces an $\Omega$-endomorphism $B$ in $\mathfrak{M}_{1}$ and maps $\mathfrak{M}_{2}$ into 0 . Hence if $B=0, E_{1} A E_{1}=0$, and the correspondence between $E_{1} A E_{1}$ and $B$ is an isomorphism between $E_{1} \mathfrak{Y} E_{1}$ and a subring $\overline{\mathfrak{A}}_{1}$ of $\mathfrak{A}_{1}$. On the other hand, if $B \in \mathfrak{H}_{1}, E_{1} B E_{1}=E_{1} B$ is an element $E_{1}\left(E_{1} B E_{1}\right) E_{1}$ of $E_{1} \mathscr{N} E_{1}$ whose induced effect in $\mathfrak{M}_{1}$ is $B$. Hence $\overline{\mathfrak{A}}_{1}=\mathfrak{N}_{1}$.

Theorem 5. If $\mathfrak{M}=\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{u}$ where the $\mathfrak{M}_{i}$ are $\Omega$-isomorphic, then $\mathfrak{H}=\mathfrak{B}_{u}$ where $\mathfrak{B}$ is isomorphic to the ring of $\Omega$-endomorphisms of one of the $\mathfrak{M}_{i}$.
Let $E_{i}$ be the projection determined by the decomposition and $B_{1 i}$ a fixed $\Omega$-isomorphism between $\mathfrak{M}_{1}$ and $\mathfrak{M}_{i}, i \neq 1$. Set $E_{i i}=E_{i}, E_{1 i}=E_{11} B_{1 i} E_{i i}$, $E_{i 1}=E_{i i} B_{1 i}^{-1} E_{11}$ and $E_{i j}=E_{i 1} E_{1 j}$ if $i \neq j, i \neq 1, j \neq 1$. Then we readily verify that $E_{i j} E_{k l}=\delta_{j k} E_{i l}$ for all $i, j, k, l$. The theorem is therefore an immediate consequence of the above lemmas.
5. Completely reducible groups. We suppose that $\mathfrak{M}$ is a completely reducible $\Omega$-group satisfying one (and hence both) of the chain conditions. Then $\mathfrak{M}=\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{u}$ where the $\mathfrak{M}_{i}$ are irreducible. We choose the notation so that $\mathfrak{M}_{1}, \cdots, \mathfrak{M}_{n_{1}}$ are $\Omega$-isomorphic, $\mathfrak{M}_{n_{1}+1}, \cdots, \mathfrak{M}_{n_{1}+n_{2}}$ are $\Omega$-isomorphic but not $\Omega$-isomorphic to $\mathfrak{M}_{1}$, etc.

Now if $\Re_{1}$ and $\Re_{2}$ are any irreducible $\Omega$-subgroups of $\mathfrak{M}$ and $B$ is an $\Omega$-homomorphism between $\Re_{1}$ and a part of $\Re_{2}$, it is clear that either $B=0$ or $B$ is an $\Omega$-isomorphism between $\Re_{1}$ and the whole of $\Re_{2}$. If $1=E_{1}+E_{2}+\cdots+E_{u}$ is the decomposition of 1 into projections corresponding to the decomposition $\mathfrak{M}=\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{u}$ and $A$ is any $\Omega$-endomorphism, then $E_{i} A E_{j}$ induces an $\Omega$-homomorphism between $\mathfrak{M}_{i}$ and a part of $\mathfrak{M}_{j}$. Hence if $i$ is in the range $n_{1}+\cdots+n_{p-1}+1, \cdots, n_{1}+\cdots+n_{p}$ and $j$ is in another range $n_{1}+\cdots$ $+n_{q-1}+1, \cdots, n_{1}+\cdots+n_{q}$, then $E_{i} A E_{j}$ maps $\mathfrak{M}_{i}$ into 0 . Since $E_{i} A E_{j}$ maps all the other $\mathfrak{M}_{k}$ into 0 , we have $E_{i} A E_{j}=0$. Thus if we set $E^{(1)}=$ $E_{1}+\cdots+E_{n_{1}}, E^{(2)}=E_{n_{1}+1}+\cdots+E_{n_{1}+n_{2}}, \cdots, E^{(t)}=E_{n_{1}+\cdots+n_{t-1}+1}$ $+\cdots+E_{n_{1}+\cdots+n_{t}}$, we obtain $A=\Sigma E_{i} A E_{j}=E^{(1)} A E^{(1)}+\cdots+E^{(t)} A E^{(t)}$. Since $\left(E^{(p)} A E^{(p)}\right)\left(E^{(q)} B E^{(q)}\right)=0$ if $p \neq q, E^{(p)} \mathfrak{2} E^{(p)}$ is a two-sided ideal in $\mathfrak{Y}$ and the latter is a direct sum of these ideals.

We have seen that $E^{(p)} \mathfrak{A} E^{(p)}$ is isomorphic to the ring $\mathfrak{H}_{p}$ of $\Omega$-endomorphisms of $\mathfrak{M} E^{(p)}$. Since the indecomposable parts of $\mathfrak{M} E^{(p)}$ are irreducible and $\Omega$-iso-
morphic, by the preceding theorem and Schur's lemma, $\mathfrak{N}_{p}=\Phi_{n_{p}}^{(p)}$ a matrix ring over a division ring. The division ring $\Phi^{(p)}$ is isomorphic to the ring of $\Omega$-endomorphisms of $\mathfrak{M}_{n_{1}+\cdots+n_{p-1}+1}$.

Theorem 6. The ring of $\Omega$-endomorphisms of a completely reducible group that satisfies the descending (asconding) chain condition is a direct sum of twosided ideals that are matrix rings over division rings.
6. Nilpotent endomorphisms. We suppose that $\mathfrak{M}$ is an $\Omega$-group for which both chain conditions hold and that $\mathfrak{B}$ is a set of nilpotent $\Omega$-endomorphisms closed under multiplication. We wish to prove the following

Theorem. 7. If $s$ is the length of a composition series for $\mathfrak{M}$ and $B_{1}, \cdots, B_{s}$ are in $\mathfrak{F}$, then $B_{s} \cdots B_{1}=0$.

Let $\mathfrak{R}$ be an $\Omega$-subgroup such that $\mathfrak{N} B_{i} \leqq \mathfrak{N}$ and suppose that $\mathfrak{R} B_{s} \cdots B_{1} \neq 0$. Since $\mathfrak{R} \geqq \mathfrak{M} B_{i} \geqq \mathfrak{M} B_{j} B_{i} \geqq \cdots$ and each $\mathfrak{M} B_{s} \cdots B$ is an $\Omega$-subgroup, the following is a descending chain of $\Omega$-subgroups:

$$
\mathfrak{N} \geqq \Sigma \mathfrak{N} B_{i} \geqq \Sigma \mathfrak{N} B_{i} B_{j} \geqq \cdots
$$

If the equality sign holds between two terms of this chain, it holds for all subsequent terms. Since $\mathfrak{N}$ has length $\leqq s$ and $\mathfrak{M} B_{s} \cdots B_{1} \neq 0$, equality holds between $\Sigma \mathfrak{M} B_{i_{1}} \cdots B_{i_{r}} \equiv \mathfrak{M}^{\prime}$ and $\Sigma \mathfrak{M} B_{i_{1}} \cdots B_{i_{r}+1}$ with $r<s$. Since $\mathfrak{M} B_{s} \cdots B_{1}$ $\neq 0, \mathfrak{N}^{\prime} \neq 0$, and $\mathfrak{N}^{\prime}=\Sigma \mathfrak{R}^{\prime} B_{i}=\cdots$. There exists an infinite sequence $B_{i_{1}}, B_{i_{2}}, \cdots$ such that $\mathfrak{Y}^{\prime} B_{i_{p}} \cdots B_{i_{1}} \neq 0$. For suppose that $p$ terms $B_{i_{1}}, \cdots$, $B_{i_{p}}$ have been found such that $\mathfrak{N}^{\prime} B_{i_{p}} \cdots B_{i_{1}} \neq 0$. Then $\mathfrak{N}^{\prime} B_{i_{p}} \cdots B_{i_{1}}=$ $\mathfrak{N}^{\prime} B_{1} B_{i_{p}} \cdots B_{i_{1}}+\cdots+\mathfrak{N}^{\prime} B_{s} B_{i_{p}} \cdots B_{i_{1}}$ and since $\mathfrak{N}^{\prime} B_{i_{p}} \cdots B_{i_{1}} \neq 0$, there is an $i_{p+1}$ such that $\mathfrak{R}^{\prime} B_{i_{p+1}} \cdots B_{i_{1}} \neq 0$. Let $k$ be one of the indices that occurs infinitely often in the sequence $B_{i_{1}}, \dot{B}_{i_{2}}, \cdots$. By dropping enough terms we may suppose that $i_{1}=k$. Thus there exist $s$ endomorphisms $C_{1}, \cdots, C_{s}$ in $\mathfrak{B}$, where $C_{i}=B_{i}^{\prime} B_{k}-$ and $B_{i}^{\prime}$ is a product of $B^{\prime}$ 's, such that $\mathfrak{N}^{\prime} C_{s} \cdots C_{1} \neq 0$. Since $B_{k}$ is nilpotent, $\mathfrak{N}^{\prime} B_{k}<\mathfrak{N}^{\prime}$ and since $\Sigma \mathfrak{R}^{\prime} C_{i} \leqq \mathfrak{N}^{\prime} B_{k}, \Sigma \mathfrak{N}^{\prime} C_{i}<\mathfrak{R}^{\prime}$. By the first part of the discussion we can find an $\Omega$-subgroup $\overline{\mathfrak{N}} \neq 0,<\mathfrak{N}^{\prime}$ and therefore $<\mathfrak{M}$, such that $\overline{\mathfrak{N}}=\Sigma \overline{\mathfrak{N}} C_{i}$. If we repeat this argument, we obtain an $\overline{\overline{\mathfrak{M}}} \neq 0$ and properly contained in $\overline{\mathfrak{M}}$ and endomorphisms $D_{i}$ in $\mathfrak{B}$ such that $\overline{\overline{\mathfrak{N}}}=\Sigma \overline{\overline{\mathfrak{N}}} D_{i}$. Thus this process leads to an infinite descending chain of $\Omega$ subgroups and hence the assumption that $\mathfrak{M} B_{s} \cdots B_{1} \neq 0$ is untenable. If we apply this to $\mathfrak{M}=\mathfrak{M}$, we obtain $B_{s} \cdots B_{1}=0$.

We notè as a first consequence of this result that if $\mathfrak{M}$ is indecomposable and satisfies both chain conditions, then the set $\Re$ of $\Omega$-endomorphisms that are not $(1-1)$ is a nilpotent ideal: We have $\Re^{s}=0$ if $s$ is the length of $\mathfrak{M}$.
7. The radical of the ring of endomorphisms. The assumption that both chain conditions hold for $\mathfrak{M}$ is retained in this section and in the next. Write $\mathfrak{M}=\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{u}$ where the $\mathfrak{M}_{i} \neq 0$ are indecomposable; $1=E_{1}+\cdots+E_{u}$
where the $E_{i}$ are the projections on the $\mathfrak{M}_{i}$. Any $A$ in $\mathfrak{A}$ may be written in one and only one way as $\Sigma A_{i j}$ where $A_{i j}$ is in $E_{i} \mathfrak{Y} E_{j}$. An endomorphism $A_{i j}$ maps each $\mathfrak{M}_{k}, k \neq i$, into 0 and induces an $\Omega$-homomorphism between $\mathfrak{M}_{i}$ and an $\Omega$-subgroup of $\mathfrak{M}_{j}$.

Let $\Re$ denote the set of endomorphisms of the form $B=\Sigma B_{i j}$ where no $B_{i j}$ induces an $\Omega$-isomorphism between $\mathfrak{M}_{i}$ and $\mathfrak{M}_{j}$. Thus either there are elements $z_{i} \neq 0$ in $\mathfrak{M}_{i}$ such that $z_{i} B_{i j}=0$ or $\mathfrak{M}_{i} B_{i j}<\mathfrak{M}_{j}$. We wish to show that $\mathfrak{R}$ is a nilpotent ideal. If $j \neq k, B_{i j} A_{k l}=0$ and $A_{i j} B_{k l}=0$ since $E_{j} E_{k}=0$. If $z_{i} B_{i j}=0$, then $z_{i} B_{i j} A_{j l}=0$. Now suppose that $\mathfrak{M}_{j} \neq \mathfrak{M}_{i} B_{i j} \equiv \mathfrak{M}_{j}^{\prime}$, but that $B_{i j} A_{j l}$ induces an $\Omega$-isomorphism between $\mathfrak{M}_{i}$ and $\mathfrak{M}_{l}$. Then $A_{j l}$ induces an $\Omega$-isomorphism between $\mathfrak{M}_{j}^{\prime}$ and $\mathfrak{M}_{l}$. It follows readily that $\mathfrak{M}_{j}$ $=\mathfrak{M}_{j}^{\prime} \oplus \mathfrak{M}_{j}^{\prime \prime}$ where $\mathfrak{M}_{j}^{\prime \prime}$ is the subset of $\mathfrak{M}_{j}$ of elements sent into 0 by $A_{j l} .{ }^{1}$ This contradicts the assumption that $\mathfrak{M}_{j}$ is indecomposable. Thus we have shown that if $B_{i j} \in \Re$ and $A$ is any $\Omega$-endomorphism, then $B_{i j} A \in \Re$. Furthermore if $A_{k i} B_{i j}$ induces an $\Omega$-isomorphism between $\mathfrak{M}_{k}$ and $\mathfrak{M}_{j}, A_{k i}$ induces an $\Omega$-isomorphism betwen $\mathfrak{M}_{k}$ and $\mathfrak{M}_{i}$, and hence $B_{i j}$ induces an $\Omega$-isomorphism between $\mathfrak{M}_{i}$ and $\mathfrak{M}_{j}$ contrary to hypothesis. Thus $A B_{i j} \in \mathfrak{R}$.

Now let $B_{i j}, C_{i j} \in \mathfrak{R}$ and consider $A_{i j}=B_{i j}+C_{i j}$. If $A_{i j}$ induces an $\Omega$-isomorphism $\bar{A}_{i j}$ between $\mathfrak{M}_{i}$ and $\mathfrak{M}_{j}$, set $A_{j i}=E_{j} \bar{A}_{i j}^{-1} E_{i}$. Then $E_{i}=$ $B_{i j} A_{j i}+C_{i j} A_{j i}$ and $B_{i j} A_{j i}, C_{i j} A_{j i}$ are not $(1-1)$ in $\mathfrak{M}_{i}$. Since $\mathfrak{M}_{i}$ is indecomposable, this is impossible and so $A_{i j} \in \Re$. If we combine these results, we obtain the result that $\Re$ is a two-sided ideal in $\mathfrak{N}$.

If $B$ is in $\mathfrak{R}$, we decompose $\mathfrak{M}$ as $\mathfrak{M}^{\prime} \oplus \mathfrak{M}^{\prime \prime}$ in such a way that $B$ is nilpotent in $\mathfrak{M}^{\prime}$ and $B$ is an automorphism in $\mathfrak{M}^{\prime \prime}$ (Fitting's lemma). By the KrullSchmidt theorem there is an $\Omega$-automorphism $U$ such that $\mathfrak{M}^{\prime} U=\mathfrak{M}^{*}, \mathfrak{M}^{\prime \prime} U=$ $\mathfrak{M}^{* *}$ where $\mathfrak{M}^{*}=\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{t}, \mathfrak{M}^{* *}=\mathfrak{M}_{t+1} \oplus \cdots \oplus \mathfrak{M}_{u}$, assuming that the order of the $\mathfrak{M}_{i}$ has been properly chosen. Thus $U^{-1} B U=C$ is in $\mathfrak{R}$ and this endomorphism induces an automorphism $\bar{C}$ in $\mathfrak{M}^{* *}$. Hence if $E^{* *}=$ $E_{t+1}+\cdots+E_{u}, E^{* *} C E^{* *} \bar{C}^{-1} E^{* *}=E^{* *}$ is in $\Re$, and this is impossible since $E_{t+1}, E_{t+2}, \cdots$ are in $E_{t+1} \mathfrak{H} E_{t+1}, \cdots$, unless $t=u$. Thus $\mathfrak{M}^{* *}=0=\mathfrak{M}^{\prime \prime}$ and $B$ is nilpotent. Since every element of $\mathfrak{R}$ is nilpotent, by the theorem of the preceding section, $\mathfrak{R}$ is nilpotent. Now if $\mathfrak{R}$ is any nilpotent two-sided ideal in $\mathfrak{A}$ and $N=\Sigma N_{i j}$ is in $\mathfrak{R}$, then each $N_{i j}=E_{i} N E_{j}$ is in $\mathfrak{H}$. It follows that $N_{i j}$ is in $\Re$, for otherwise, we should find by a suitable multiplication that $E_{j}$ is in $\mathfrak{M}$. Hence $\mathfrak{M} \leqq \mathfrak{R}$.

Theorem 8. Let $\mathfrak{M}=\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{u}$ be a decomposition of the $\Omega$-group $\mathfrak{M}$, satisfying both chain conditions, into indecomposable $\mathfrak{M}_{i} \neq 0$ and let $E_{i}$ be the corresponding projections. Then the set of endomorphisms $\Sigma B_{i j}$, where $B_{i j} \epsilon$ $E_{i} \mathfrak{Y} E_{j}$ and $B_{i j}$ is not $(1-1)$ between $\mathfrak{M}_{i}$ and $\mathfrak{M}_{j}$, forms a nilpotent two-sided ideal $\mathfrak{R}$ in the ring of $\Omega$-endomorphisms $\mathfrak{A}$. $\mathfrak{R}$ contains every nilpotent two-sided ideal of $\mathfrak{Y}$.

The ideal $\mathfrak{R}$ will be called the radical of $\mathfrak{N}$.

[^13]8. The structure of the ring of endomorphisms of an arbitrary group. We order the components $\mathfrak{M}_{i}$ so that $\mathfrak{M}_{1}, \cdots, \mathfrak{M}_{n_{1}}$ are $\Omega$-isomorphic, $\mathfrak{M}_{n_{1}+1}, \cdots$, $\mathfrak{M}_{n_{1}+n_{2}}$ are $\Omega$-isomorphic but not $\Omega$-isomorphic to $\mathfrak{M}_{1}$, etc. Set
\[

$$
\begin{aligned}
& \mathfrak{M}^{(1)}=\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{n_{1}}, \quad \mathfrak{M}^{(2)}=\mathfrak{M}_{n_{1}+1} \oplus \cdots \oplus \mathfrak{M}_{n_{1}+n_{2}}, \cdots \\
& E^{(1)}=E_{1}+\cdots+E_{n_{1}}, \quad E^{(2)}=E_{n_{1}+1}+\cdots+E_{n_{1}+n_{2}}, \cdots .
\end{aligned}
$$
\]

Then $\mathfrak{M}=\mathfrak{M}^{(1)} \oplus \cdots \oplus \mathfrak{M}^{(t)}$. If $i$ and $j$ are in different ranges $n_{1}+\cdots$ $+n_{p-1}+1, \cdots, n_{1}+\cdots+n_{p}$ and $n_{1}+\cdots+n_{q-1}+1, \cdots, n_{1}+\cdots+n_{q}$, $E_{i} \mathfrak{N} E_{j} \leqq$ the radical $\mathfrak{R}$. Hence $E^{(p)} \mathfrak{A} E^{(q)} \leqq \Re$ if $p \neq q$ and $E^{(p)} \mathfrak{A} E^{(p)}+\mathfrak{R}$ is a two-sided ideal in $\mathfrak{A}$, which determines a two-sided ideal $\overline{\mathfrak{A}}_{p}$ in $\overline{\mathfrak{U}}=\mathfrak{H}-\mathfrak{R}$. Since $E^{(p)} \mathfrak{A} E^{(p)}$ contains $E^{(p)}, \overline{\mathfrak{A}}_{p} \neq 0$. Evidently $\overline{\mathfrak{A}}=\overline{\mathfrak{A}}_{1} \oplus \cdots \oplus \overline{\mathfrak{A}}_{t}$. We have seen that the correspondence between $A_{p}$ in $E^{(p)} \mathfrak{N} E^{(p)}$ and its effect induced in $\mathfrak{M}^{(p)}$ is an isomorphism between $E^{(p)} \mathfrak{A} E^{(p)}$ and the ring of $\Omega$-endomorphisms of $\mathfrak{M}^{(p)}$. It follows that the radical of $E^{(p)} \mathfrak{Q} E^{(p)}$ consists of the elements $\Sigma B_{i j}$ where $i, j=n_{1}+\cdots+n_{p-1}+1, \cdots, n_{1}+\cdots+n_{p}$ and $B_{i j}$ is not $(1-1)$. Thus the radical of $E^{(p)} \mathfrak{A} E^{(p)}$ is $\left(E^{(p)} \mathfrak{A} E^{(p)} \wedge \mathfrak{R}\right)=E^{(p)} \mathfrak{R} E^{(p)}$, and $\overline{\mathfrak{A}}_{p} \cong E^{(p)} \mathfrak{A} E^{(p)}$ $-E^{(p)} \mathfrak{R} E^{(p)}{ }^{2}$

We suppose now that $\mathfrak{M}$ is homogeneous in the sense that all of its indecomposable components $\mathfrak{M}_{i}$ are $\Omega$-isomorphic. Then we have seen that $\mathfrak{H}=\mathfrak{B}_{u}$ where $\mathfrak{B}$ is isomorphic to the ring of $\Omega$-endomorphisms of $\mathfrak{M}_{i}$. We have shown also that $\mathfrak{B}-\widetilde{\subseteq}$ is a division ring if $\mathfrak{S}$ is the radical of $\mathfrak{B}$. If $\mathfrak{R}$ denotes the radical of $\mathfrak{A},(\mathfrak{R} \wedge \mathfrak{B})$ is a nilpotent two-sided ideal in $\mathfrak{B}$ and is therefore contained in $\mathbb{E}$. On the other hand, if $E_{i j}$ are the matrix units of $\mathfrak{A}$ and $S_{i j} \epsilon \mathbb{S}$, then the set of elements $\Sigma E_{i j} S_{i j}$ is a nilpotent ideal in $\mathfrak{A}$ and hence is contained in $\mathfrak{\Re}$. In particular, $\Sigma E_{i i} S \in \mathfrak{R}$ and $(\Re \wedge \mathfrak{B})=\mathfrak{\subseteq}$. If $B=\Sigma E_{i j} B_{i j}$ is any element of $\Re, B_{i j}=\Sigma E_{k i} B E_{j k}$ is in $(\Re \wedge \mathfrak{B})=\mathfrak{S}$. Thus $\Re=\mathfrak{S}_{u}$ and the difference ring $\overline{\mathfrak{U}}=\mathfrak{A}-\mathfrak{R} \cong(\mathfrak{B}-\widetilde{\Xi})_{u}$, a matrix ring over a division ring. Since rings of this form are necessarily simple, we have shown that $\overline{\mathfrak{A}}$ is simple. On the other hand, we have seen that $\overline{\mathfrak{U}}=\overline{\mathfrak{M}}_{1} \oplus \cdots \oplus \overline{\mathfrak{M}}_{t}$ and so if $\overline{\mathfrak{M}}$ is simple, $t=1$ and $\mathfrak{M}$ is homogeneous. The following implications have therefore been established:
$\mathfrak{M}$ is homogeneous $\rightarrow \mathfrak{N}=\mathfrak{B}_{u}, \mathfrak{B}$ completely primary $\rightarrow \mathfrak{A}-\mathfrak{R}$ is simple $\rightarrow$ $\mathfrak{M} \ell$ is homogeneous. Hence we have

Theorem 9. The following conditions are equivalent:

1. $\mathfrak{M}$ is homogeneous.
2. $\mathfrak{H}=\mathfrak{B}_{u}, \mathfrak{B}$ completely primary .
3. $\mathfrak{N}-\mathfrak{R}$ is simple.

The question of the uniqueness of the representation of $\mathfrak{A}$ as $\mathfrak{B}_{u}$ is settled in the following

[^14]Theorem 10. Suppose that the conditions of the preceding theorem hold. Then if $\mathfrak{A}=\mathfrak{B}_{u^{\prime}}^{\prime}$ where $\mathfrak{B}^{\prime}$ is completely primary, $u=u^{\prime}$ and $\mathfrak{B}$ and $\mathfrak{B}^{\prime}$ are isomorphic.

Let $E_{i j}^{\prime}$ be the new set of matrix units. Since $E_{i i}^{\prime} \mathfrak{N} E_{i i}^{\prime} \cong \mathfrak{B}^{\prime}$, the identity $E_{i i}^{\prime}$ is the only idempotent element in $E_{i i}^{\prime} \mathfrak{Y} E_{i i}^{\prime}$. Hence $E_{i i}^{\prime}$ is a primitive idempotent element and the components of the decomposition $\mathfrak{M}=\mathfrak{M} E_{11}^{\prime} \oplus \cdots$ $\oplus \mathfrak{M} E_{u^{\prime} u^{\prime}}^{\prime}$ are indecomposable. By the Krull-Schmidt theorem, $u=u^{\prime}$ and there is an $\Omega$-automorphism $A$ such that $A^{-1} E_{i i} A=E_{i^{\prime} i^{\prime}}^{\prime}$, for a suitable permutation $1^{\prime} \cdots, u^{\prime}$ of $1, \cdots, u$. Since $\mathfrak{M}$ is homogeneous, there is an $\Omega$-automorphism $P$ such that $\mathfrak{M}_{i^{\prime}} P=\mathfrak{M}_{i}$. Hence if $B=P A$, we have $B^{-1} E_{i i} B=E_{i i}^{\prime}$. Then the endomorphism $B^{-1} E_{i j} B$ induces an $\Omega$-isomorphism between $\mathfrak{M}_{i}^{\prime}$ and $\mathfrak{M}_{j}^{\prime}$ and so $\sum_{1}^{u} B^{-1} E_{j 1} B E_{1 j}^{\prime}$ and $C=\Sigma E_{j 1} B E_{1 j}^{\prime}$ are $\Omega$-automorphisms. Evidently $E_{i j} C=C E_{i j}^{\prime}, E_{i j}=C E_{i j}^{\prime} C^{-1}$. Since $\mathfrak{B}$ and $\mathfrak{B}^{\prime}$ are respectively the sets of endomorphisms commutative with the $E_{i j}$ and the $E_{i j}^{\prime}$, we have $\mathfrak{B}=C \mathfrak{B}^{\prime} C^{-1}$.
9. Direct sums. We consider now the theory of abstract rings. In order to include the case of algebras, we suppose that $\mathfrak{A}$ is a ring and that $\Phi$ is a set of endomorphisms of the additive group of $\mathfrak{A}$ which commute with the elements of $\mathfrak{A}_{r}$ and the elements of $\mathfrak{A}_{l}$. We begin with some elementary remarks on direct decompositions of $\mathfrak{A}$ into $\Phi$-ideals. The first of these is a special case of the theorem connecting direct decompositions and projections, namely,

Lemma. If $\mathfrak{A}$ is a Ф-ring with an identity and $\mathfrak{A}=\mathfrak{F}_{1} \oplus \cdots \oplus \mathfrak{Y}_{u}$ is a direct decomposition of $\mathfrak{A}$ into left $\Phi$-ideals $\neq 0$, then $1=e_{1}+\cdots+e_{u}, e_{j}^{2}=e_{j} \neq$ $0, e_{j} e_{k}=0$ if $j \neq k$ and $\mathfrak{Y}_{j}=\mathfrak{A} e_{j}$.

A direct proof is the following. Write $1=e_{1}+\cdots+e_{u}$, where the $e_{j} \in \mathfrak{Y}_{j}$. Then any $a=a e_{1}+\cdots+a e_{u}$ and $a e_{j} \epsilon \mathfrak{Y}_{j}$. If $a=a_{j} \epsilon \mathfrak{Y}_{j}, a_{j}=a_{j} e_{1}+\cdots$ $+a_{j} e_{u}$. Since the $\mathfrak{Y}_{j}$ are independent, all of the $a_{j} e_{k}=0$ with the exception of $a_{j} e_{j}=a_{j}$. Hence $\mathfrak{J}_{j}=\mathfrak{U} e_{j}$ and $e_{j}^{2}=e_{j} \neq 0, e_{j} e_{k}=0$ if $j \neq k$.

Now suppose that $\mathfrak{H}=\mathfrak{H}_{1} \oplus \cdots \oplus \mathfrak{N}_{t}$ is a direct sum of two-sided $\Phi$-ideals. If $j \neq k, \mathfrak{A}_{j} \mathfrak{U}_{k} \leqq \mathfrak{A}_{j} \wedge \mathfrak{H}_{k}=0$. Hence any $\Phi$-ideal (left, right or two-sided) of $\mathfrak{A}_{j}$ is a $\Phi$-ideal of $\mathfrak{A}$. On the other hand, let $\mathfrak{Y}$ be a left $\Phi$-ideal in $\mathfrak{A}$. Then $\Im_{j}=\mathfrak{A}_{\mathfrak{j}} \mathfrak{Y} \leqq \mathfrak{Y} \wedge \mathfrak{A}_{j}$ is a left $\Phi$-ideal in $\mathfrak{H}_{j}$. Since

$$
\begin{equation*}
\mathfrak{Y}=1 \mathfrak{F}=\mathfrak{A} \mathfrak{I}=\mathfrak{I}_{1} \oplus \cdots \oplus \mathfrak{I}_{t} \tag{3}
\end{equation*}
$$

$\mathfrak{F} \wedge \mathfrak{A}_{j} \leqq \mathfrak{J}_{j}$ and hence $\mathfrak{F} \wedge \mathfrak{A}_{j}=\mathfrak{Y}_{j}$. The decomposition (3) shows in particular that $\mathfrak{A}$ satisfies the ascending or descending chain condition for one or two-sided ideals if and only if each $\mathfrak{H}_{j}$ does.

Suppose that the $\mathfrak{A}_{j}$ are indecomposable two-sided $\Phi$-ideals $\neq 0$, that is, $\mathfrak{A}_{j}=\mathfrak{H}_{j}^{\prime} \oplus \mathfrak{Y}_{j}^{\prime \prime}$ occurs only if either $\mathfrak{U}_{j}^{\prime}$ or $\mathfrak{A}_{j}^{\prime \prime}=0$. Then the $\mathfrak{A}_{j}$ are uniquely determined. For if $\mathfrak{N}=\mathfrak{B}_{1} \oplus \cdots \oplus \mathfrak{B}_{u}$ is a decomposition of $\mathfrak{Y}$ into indecomposable two-sided $\Phi$-ideals $\neq 0, \mathfrak{A}_{1} \wedge \mathfrak{B}_{j}=0$ for all but one $j$ since $\mathfrak{H}=\left(\mathfrak{A}_{1} \wedge \mathfrak{B}_{1}\right) \oplus \cdots \oplus\left(\mathfrak{H}_{1} \wedge \mathfrak{B}_{u}\right)$. We may suppose that $j=1$ and we obtain $\mathfrak{A}_{1}=\mathfrak{H}_{1} \wedge \mathfrak{B}_{1}$ and, by symmetry, $\mathfrak{B}_{1}=\mathfrak{A}_{1} \wedge \mathfrak{B}_{1}=\mathfrak{M}_{1}$. Similarly, if the order is properly chosen, $\mathfrak{H}_{2}=\mathfrak{B}_{2}, \cdots$ and $t=u$.

Theorem 11. If $\mathfrak{V}$ is a d-ring with an identity and $\mathfrak{X}=\mathfrak{N}_{1} \oplus \cdots \oplus \mathfrak{X}_{6}$ is a direct decomposition of $\mathfrak{I}$ into indecomposable two-sided $\Phi$-ideals $\neq 0$, then any decomposition of $\mathfrak{V}$ into indecomposable $\Phi$-ideals $\neq 0$ has the same components as the given decomposition.
10. The radical. We recall the definition of a nil ring as one containing only nilpotent elements and of a nilpotent ring as one having the property that a finite power of it is 0 . Thus the statement that $\mathfrak{U}$ is nilpotent means that for a suitable integer $s$, any product $a_{1} a_{2} \cdots a_{s}=0$ for any $a_{i}$ in $\mathfrak{N}$. In particular $a^{8}=0$ for all $a$ and so $\mathfrak{i t}$ is a nil ring. It is remarkable that the converse of this rather trivial statement holds if $\mathfrak{N}$ satisfies the descending chain condition for $\Phi$-ideals. Before proceeding to the proof we note the following lemmas.

Lemma 1. If $\mathfrak{Y}_{1}$ and $\mathfrak{Y}_{2}$ are nilpotent left $\Phi$-ideals of $\mathfrak{N}$, then $\mathfrak{Y}_{1}+\mathfrak{Y}_{2}$ is nilpotent.

Let $\mathfrak{\Im}_{1}^{r}=0$ and $\mathfrak{Y}_{2}^{s}=0 . \quad$ Now $\left(\mathfrak{Y}_{1}+\mathfrak{Y}_{2}\right)^{k}=\Sigma \mathfrak{Y}_{i_{1}} \mathfrak{Y}_{i_{2}} \cdots \mathfrak{Y}_{i_{k}}$ where $i_{j}=1,2$. If $k=r+s-1$, each product contains either at least $r \mathfrak{Y}_{1}$ 's or at least $s \mathfrak{Y}_{2}$ 's. In the first case we replace any $\mathfrak{Y}_{2} \mathfrak{Y}_{1}$ in the product by $\mathfrak{Y}_{1}$. After a finite number of such replacements we obtain $\mathfrak{Y}_{i_{1}} \cdots \Im_{i_{k}} \leqq \Im_{1}^{r} \Im_{2}^{l}=0$. Similarly if there are at least $s \mathfrak{Y}_{2}^{\prime}$ 's, we have $\mathfrak{Y}_{i_{1}} \cdots \mathfrak{Y}_{i_{k}} \leqq \mathfrak{Y}_{2}^{s} \mathfrak{Y}_{1}^{t^{\prime}}=0$ and so $\mathfrak{Y}_{i_{1}} \cdots \mathfrak{Y}_{i_{k}}=0$ in all cases and $\left(\mathfrak{I}_{1}+\mathfrak{I}_{2}\right)^{k}=0$.

Lemma 2. If $\mathfrak{F}$ is a nilpotent left $\Phi$-ideal of $\mathfrak{U}, \mathfrak{F}$ is contained in a nilpotent two-sided $\Phi$-ideal.

Since $\mathfrak{H Y} \leqq \mathfrak{Y}$, we have $(\mathfrak{Y}+\mathfrak{Y} \mathfrak{H})^{k} \leqq \mathfrak{Y}^{k}+\mathfrak{Y}^{k} \mathfrak{N}$. Hence if $\mathfrak{Y}^{r}=0,(\mathfrak{Y}+\mathfrak{Y} \mathfrak{N})^{r}$ $=0$. Evidently $\mathfrak{J}+\mathfrak{Y} \mathfrak{A}$ is a two-sided $\Phi$-ideal.

As a consequence of these lemmas we have
Theorem 12. Let $\Re$ be the join of all nilpotent left $\Phi$-ideals of $a$ $\Phi$-ring. Then $\Re$ is a nil two-sided $\Phi$-ideal.

By the join we mean the smallest subgroup containing all the nilpotent left $\Phi$-ideals. If $b \in \mathfrak{R}, b \in \mathfrak{Y}_{1}+\cdots+\mathfrak{Y}_{m}=\mathfrak{F}$ for suitable nilpotent left $\Phi$-ideals $\mathfrak{Y}_{j}$. By Lemma 1, $\mathfrak{F}$ is nilpotent and hence $b$ is nilpotent. By Lemma 2, $\mathfrak{J} \leqq \cong$ a nilpotent two-sided $\Phi$-ideal. Hence $b a \in \Xi \leqq \mathfrak{R}$ for any $a$ and so $\Re$ is a right ideal as well as a left ideal.

We suppose now (and for the remainder of the chapter) that $\mathfrak{A}$ is a $\Phi$-ring satisfying the descending chain condition for left $\Phi$-ideals. Let $\mathfrak{N}$ be a nil left $\Phi$-ideal in $\mathfrak{A}$. Since the product of $\Phi$-ideals is a $\Phi$-ideal and $\mathfrak{N} \geqq \mathfrak{N}^{2} \geqq \cdots$, there is an integer $k$ such that $\mathfrak{N}^{k}=\mathfrak{N}^{k+1}$ and hence $\mathfrak{N}^{k}=\mathfrak{N}^{k+1}=\mathfrak{N}^{k+2}=\cdots$. We wish to show that $\mathfrak{M}=\mathfrak{R}^{k}=0$. Evidently $\mathfrak{M}=\mathfrak{M}^{2}$ is a nil left $\Phi$-ideal. If $\mathfrak{M} \neq 0$, let $\mathfrak{G}$ be a minimal left $\Phi$-ideal contained in $\mathfrak{M}$ with the property that $\mathfrak{M Y} \neq 0$. (The existence of such an ideal is assured by the descending chain condition.) Then there is an element $b$ in $\mathfrak{F}$ such that $\mathfrak{M b} \neq 0$. Since $\mathfrak{M b}$ is a left $\Phi$-ideal contained in $\mathfrak{F}$ and $\mathfrak{M}(\mathfrak{M b} b)=\mathfrak{M b}$, we have $\mathfrak{M b}=\mathfrak{Y}$. It follows that there is an element $m$ in $\mathfrak{M}$ such that $m b=b$ and this is clearly impossible since it implies that $b=m b=m^{2} b=\cdots=m^{r} b=0$ if $r$ is sufficiently large. This contradiction shows that $\mathfrak{M}=0$ and so we have the following theorem.

Theorem 13. If $\mathfrak{Y}$ is a Ф-ring satisfying the descending chain condition for left $\Phi$-ideals, then any nil left $\Phi$-ideal of $\mathfrak{M}$ is nilpotent. ${ }^{3}$

As a consequence of this theorem we see that the ideal $\mathfrak{R}$ defined in Theorem 12 is nilpotent. If $\mathfrak{Y}$ is any nil left $\Phi$-ideal of $\mathfrak{A}, \mathfrak{Y} \leqq \Re$. This is clear since $\mathfrak{F}$ is nilpotent. Furthermore $\Re$ contains every nilpotent right $\Phi$-ideal. For, as before, any such ideal is contained in a nilpotent two-sided $\Phi$-ideal and the latter is contained in $\mathfrak{R}$. We shall call $\mathfrak{R}$ the (left) radical of $\mathfrak{A}$. Similarly if $\mathfrak{A}$ satisfies the descending chain condition for right $\Phi$-ideals, $\mathfrak{H}$ has a right radical $\mathfrak{R}^{\prime}$ that contains all nil right $\Phi$-ideals. If both descending chain conditions hold, $\Re=\Re^{\prime}$. We prove next

Theorem 14. If $\mathfrak{A}$ is a $\Phi$-ring satisfying both chain conditions for left $\Phi$-ideals, then any left $\Phi$-ideal $\mathfrak{F}$ that contains a non-nilpotent element contains an idempotent element $\neq 0$.

Suppose that $\mathfrak{J}=\mathfrak{Y}_{1} \oplus \mathfrak{Y}_{2}$ where the $\mathfrak{Y}_{j}$ are left $\Phi$-ideals. If $\mathfrak{Y}_{1}$ and $\mathfrak{Y}_{2}$ are nil ideals, they are nilpotent and hence $\mathfrak{J}$ is nilpotent. Thus at least one of the $\mathfrak{J}_{j}$ is not a nil ideal and so we may suppose at the start that $\mathfrak{Y}$ is indecomposable when regarded as a group relative to the set of endomorphisms $\Omega$, the logical sum of $\mathfrak{A}_{2}$ and $\Phi$. The mapping $y \rightarrow y b \equiv y B$ for $y, b$ in $\mathfrak{J}$ is an $\Omega$-endomorphism. Hence by Fitting's lemma, either $B$ is nilpotent or $B$ is an automorphism. If $B$ is nilpotent, $b$ is a nilpotent element and so by the assumption that $\mathfrak{F}$ is not a nil ideal, there is a $b$ such that $B$ is $(1-1)$. Then $\mathfrak{Y} B=\mathfrak{J}$ and there is an element $e$ in $\mathfrak{F}$ such that $e B=b$. Then $e b=b$ and $\left(e^{2}-e\right) b=\left(e^{2}-e\right) B=\mathbf{0}$, and so $e^{2}=e \neq 0$ is an idempotent element in $\mathfrak{Y}$.

In a similar manner we may use Schur's lemma to prove
Theorem 15. If $\mathfrak{J}$ is an irreducible left $\Phi$-ideal, then either $\mathfrak{S}^{2}=0$ or $\mathfrak{J}=\mathfrak{A} e$ where e is idempotent.

We consider again the mapping $y \rightarrow y b=y B, y$ and $b$ in $\Im$. Either $B=0$ or $B$ is $(1-1)$. As before, the second possibility implies that $\mathfrak{J}$ contains an idempotent element $e$. Then $\mathfrak{Y}=\mathfrak{H} e$.
11. The structure of semi-simple rings. We shall call a $\Phi$-ring $\mathfrak{A}$ semi-simple if 1) it satisfies the descending chain condition for left $\Phi$-ideals and 2 ) it has no nilpotent left $\Phi$-ideals. It follows from the preceding section that $\mathscr{A}$ contains no nil left $\Phi$-ideals and no nilpotent right $\Phi$-ideals $\neq 0$. If $\mathfrak{A}$ is a ring satisfying 1) and $\mathfrak{R}$ is its radical, then $\overline{\mathfrak{A}}=\mathfrak{N} \equiv \mathfrak{R}$ is semi-simple. For if $\overline{\mathfrak{Y}}$ is a nilpotent left $\Phi$-ideal of $\overline{\mathfrak{M}}, \overline{\mathfrak{Y}}=\mathfrak{J}-\mathfrak{\Re}$ where $\mathfrak{Y}$ is a left $\Phi$-ideal of $\mathfrak{A}$ and $\mathfrak{S}^{k} \leqq \mathfrak{R}$ for a suitable $k$. Then $\mathfrak{S}^{k s} \leqq \Re^{s}=0$ if $s$ is sufficiently large. Hence $\mathfrak{J} \leqq \Re$ and $\overline{\mathfrak{J}}=0$. The following theorem is fundamental in determining the structure of semi-simple rings.

Theorem 16. Any semi-simple $\Phi$-ring has an identity, and its lattice of left $\Phi$-ideals is completely reducible. Conversely, if $\mathfrak{A}$ is a $\Phi$-ring having the properties

[^15]1) $\mathfrak{H}$ has an identity and 2) the lattice of left $\Phi$-ideals is completely reducible and satisfies the descending chain condition, then $\mathfrak{H}$ is semi-simple.

Assume that $\mathfrak{A}$ is semi-simple. We shall show first that any irreducible left $\Phi$-ideal $\mathfrak{\Im} \neq 0$ has a complement. Since $\mathfrak{3}^{2} \neq 0, \Im=\mathfrak{H} e$ where $e$ is an idempotent element in $\mathfrak{F}$. Let $\mathfrak{Y}^{\prime}$ be the set of elements $b^{\prime}$ in $\mathfrak{U}$ such that $b^{\prime} e=0$. Then $\mathfrak{Y}^{\prime}$ is a left $\Phi$-ideal and $\mathfrak{J} \wedge \mathfrak{Y}^{\prime}=0$. Since $a=a e+(a-a e)=b+b^{\prime}$ where $b \in \mathfrak{F}, b^{\prime} \in \mathfrak{Y}^{\prime}, \mathfrak{Y}^{\prime}$ is a complement of $\mathfrak{F}$.

Set $\mathfrak{J}=\mathfrak{I}_{1}, \dot{e}=e_{1}$. If $\mathfrak{Y}^{\prime}$ is not minimal, let $\mathfrak{Y}_{2}=\mathfrak{A} e_{2}$, where $e_{2}^{2}=e_{2}$, be an irreducible left $\Phi$-ideal $\neq 0$ contained in $\mathfrak{J}^{\prime}$. Then $\mathfrak{H}=\mathfrak{S}_{2} \oplus \mathfrak{\Im}_{2}^{\prime}$ where $\mathfrak{S}_{2}^{\prime}$ is the left $\Phi$-ideal of elements $c^{\prime}$ such that $c^{\prime} e_{2}=0$. It follows that $\mathfrak{I}^{\prime}=\mathfrak{J}_{2} \oplus \mathfrak{Y}^{\prime \prime}$, where $\mathfrak{S}^{\prime \prime} \equiv \mathfrak{J}_{2}^{\prime} \wedge \mathfrak{J}^{\prime}$ may be characterized as the set of elements $b^{\prime \prime}$ such that $b^{\prime \prime} e_{1}=b^{\prime \prime} e_{2}=0$. Hence $\mathfrak{U}=\mathfrak{S}_{1} \oplus \mathfrak{Y}_{2} \oplus \mathfrak{Y}^{\prime \prime}$ where $\mathfrak{Y}^{\prime \prime}<\mathfrak{Y}^{\prime}$. If $\mathfrak{Y}^{\prime \prime}$ is not irreducible, we repeat the argument and obtain $\mathfrak{U}=\mathfrak{I}_{1} \oplus \mathfrak{Y}_{2} \oplus \mathfrak{Y}_{3} \oplus \mathfrak{S}^{\prime \prime \prime}$ where $\mathfrak{Y}_{j}=\mathfrak{V} e_{j} \neq 0$ is irreducible, $e_{j} e_{i}=0$ if $i<j, e_{i}^{2}=e_{i} \neq 0$ and $\mathfrak{S}^{\prime \prime \prime}$ is a left $\Phi$-ideal $<\mathfrak{J}^{\prime \prime}$. Continuing in this way, we obtain finally

$$
\mathfrak{U}=\mathfrak{Y}_{1} \oplus \mathfrak{\Im}_{2} \oplus \cdots \oplus \mathfrak{Y}_{u}, \quad \mathfrak{J}_{j}=\mathfrak{H} e_{j} \text { irreducible }
$$

where $e_{i}^{2}=e_{i}$ and $e_{j} e_{i}=0$ if $i<j$. Hence we have proved the complete reducibility of the lattice.
If we put $v=\sum e_{i}-\sum_{i<j} e_{i} e_{j}+\cdots+(-1)^{u-1} e_{1} e_{2} \cdots e_{u}$, we may verify that $e_{k} v=e_{k}$ for $k=1, \cdots, u$. Since any $a=\Sigma a_{k} e_{k}, a v=a$ for all $a$. In particular $v^{2}=v$. The set of elements $z$ such that $v z=0$ is a right $\Phi$-ideal $\mathfrak{B}$. Since $z_{1} z_{2}=\left(z_{1} v\right) z_{2}=z_{1}\left(v z_{2}\right)=0, \mathfrak{B}^{2}=0$ and hence $\mathfrak{B}=0$. Hence for any $a$, we have $a-v a=0$, since $v(d-v a)=0$, and so $a=v a$. Thus $v$ is a left identity also and we may set $v=1$.

Conversely, if $\mathfrak{A}$ has an identity and its lattice of left $\Phi$-ideals is completely reducible, any left $\Phi$-ideal $\mathfrak{J} \neq 0$ has the form $\mathfrak{M} e, e^{2}=e . \quad$ For, $\mathfrak{N}=\mathfrak{J} \oplus \mathfrak{Y}^{\prime}$ and hence $1=e+e^{\prime}$ where $e \in \mathfrak{J}, e^{\prime} \in \mathfrak{Y}^{\prime}, e^{2}=e \neq 0, e^{\prime 2}=e^{\prime}$ and $e e^{\prime}=e^{\prime} e=0$. Then $\mathfrak{J}=\mathfrak{Z} e$. Since $\mathfrak{J}$ contains the idempotent element $e \neq 0$, it can not be nilpotent. If $\mathfrak{U}$ satisfies the descending chain condition, it will follow that $\mathfrak{A}$ is semi-simple. The theorem is therefore proved as is also the

Corollary. Any left $\Phi$-ideal of a semi-simple $\Phi$-ring is principal and is generated by an idempotent element.

If we recall the general lattice theoretic argument of Chapter 3, 4, we obtain the following dual of Theorem 16.

Theorem 17. If $\mathfrak{H}$ is a semi-simple $\Phi$-ring, there exist maximal left $\Phi$-ideals $\mathfrak{M}_{1}, \cdots, \mathfrak{M}_{u}$ in $\mathfrak{U}$ such that
$0=\mathfrak{M}_{1} \wedge \cdots \wedge \mathfrak{M}_{u}$,

$$
\mathfrak{M}_{i}+\left(\mathfrak{R}_{1} \wedge \cdots \wedge \mathfrak{M}_{i-1} \wedge \mathfrak{M}_{i+1} \wedge \cdots \wedge \mathfrak{M}_{u}\right)=\mathfrak{A}
$$

For if $\mathfrak{N}=\mathfrak{S}_{1} \oplus \cdots \oplus \mathfrak{S}_{u}$ where the $\mathfrak{S}_{j}$ are irreducible, then $\mathfrak{M}_{i}=$ $\mathfrak{I}_{1}+\cdots+\mathfrak{J}_{i-1}+\mathfrak{J}_{i+1}+\cdots+\mathfrak{Y}_{u}$ satisfies the conditions of the theorem.

This result leads to an interesting "arithmetic" characterization of the radical, namely

Theorem 18. Let $\mathfrak{I}$ be a $\Phi$-ring with an identity for which the descending chain condition for left $\Phi$-ideals holds. Then the radical $\mathfrak{\Re}$ of $\mathfrak{Z}$ is the intersection of all maximal left $\Phi$-ideals of $\mathfrak{A}$.

Since $\overline{\mathcal{A}}=\mathfrak{N}-\Re$ is semi-simple, $\overline{0}=\overline{\mathfrak{M}}_{1} \wedge \cdots \wedge \overline{\mathfrak{M}}_{u}$ for suitable maximal left $\Phi$-ideals of $\overline{\mathfrak{M}}$. Hence if $\mathfrak{M}_{i}$ is the left $\Phi$-ideal of elements mapped into those of $\overline{\mathfrak{M}}_{i}$, then $\mathfrak{M}_{1} \wedge \cdots \wedge \mathfrak{M}_{u}=\mathfrak{R}$. By the First Isomorphism Theorem, the $\mathfrak{H}_{l}$-groups ${ }^{4} \overline{\mathfrak{M}}^{-} \overline{\mathfrak{M}}_{i}$ and $\mathfrak{X}-\mathfrak{M}_{i}$ are isomorphic. Hence $\mathfrak{H}-\mathfrak{M}_{i}$ is irreducible and $\mathfrak{M}_{i}$ is a maximal left $\Phi$-ideal. If we denote the intersection of all of the maximal left $\Phi$-ideals by $\subseteq$, we have, therefore, proved that $\subseteq \leqq \Re$. On the other hand let $\mathfrak{M}$ be any maximal left $\Phi$-ideal. Then either $\mathfrak{M}+\mathfrak{N}=\mathfrak{M}$ or $\mathfrak{M}+\mathfrak{R}=\mathfrak{M}$. In the latter case $1=m+r, m$ in $\mathfrak{M}$ and $r$ in $\mathfrak{R}$, and so $1=$ $\left(1+r+r^{2}+\cdots\right)(1-r)=\left(1+r+r^{2}+\cdots\right) m \in \mathfrak{M}$. This contradicts the maximality of $\mathfrak{M}$ and proves that $\mathfrak{M}+\mathfrak{R}=\mathfrak{R}$, i.e. $\Re \leqq \mathfrak{M}$. Thus $\mathfrak{R} \leqq \subseteq$ and the theorem is proved.

We proceed now to the fundamental structure theorem for semi-simple $\Phi$-rings. We base the proof on two facts: 1) $\mathfrak{A}$ is isomorphic to $\mathfrak{A}_{r}$ and 2) $\mathfrak{A}_{r}$ is the complete set of $\mathfrak{A}_{l}$-endomorphisms. Both of these are consequences of the fact that $\mathfrak{A l}$ has an identity: Now we have seen that $\mathfrak{A}=\mathfrak{I}_{1} \oplus \cdots \oplus \mathfrak{Y}_{u}$ where the $\mathfrak{F}_{j}$ are irreducible $\mathfrak{A}_{l}$-groups. Hence by the general theory of $\boldsymbol{5}$, $\mathfrak{A}_{r}$ is a direct sum of two-sided ideals that are matrix rings over division rings. Thus it follows that $\mathfrak{A}=\mathbf{P}_{n_{1}}^{(1)} \oplus \cdots \oplus \mathrm{P}_{n_{t}}^{(t)}, \mathrm{P}^{(i)}$ a division ring. Now the two-sided ideals $\mathfrak{A}_{i}=\mathbf{P}_{n_{i}}^{(i)}$ are $\Phi$-ideals since the elements of $\Phi$ are multiplications by elements of the center $\mathfrak{C}$ of $\mathfrak{H}$. If $1_{i}$ is the identity' of $\mathfrak{H}_{i}$, the endomorphism induced by $\alpha$ in $\mathfrak{A}_{i}$ is also the multiplication by $1_{i} \alpha$, an element of the center $\mathfrak{C}_{i}$ of $\mathfrak{A}_{i}$. Since $\mathbf{P}^{(i)} \geqq \mathfrak{C}_{i}, \mathrm{P}^{(i)}$ is a $\Phi$-subring of $\mathfrak{A}$. This proves the first part of the structure theorem:

Theorem 19. Any semi-simple $\Phi$-ring is a direct sum of two-sided ideals that are matrix rings over $\Phi$-division rings and conversely.

To prove the converse it suffices, by the considerations of 9 , to prove that a matrix ring over a division ring is semi-simple. We saw in Chapter 2 that a ring of this type is a direct sum of irreducible left ideals. These are $\Phi$-ideals. Hence $\mathfrak{A}$ is semi-simple by the preceding theorem.

From the theory of matrix rings we obtain also the
Corollary. A semi-simple $\Phi$-ring satisfies both chain conditions for left (right) $\Phi$-ideals.

This corollary shows, in particular, that the conditions imposed on the. left ideals in the definition of a semi-simple ring hold also for right ideals. We can also begin with the conditions on the right ideals. We then obtain the result that $\mathscr{H}_{l}$ is a direct sum of matrix rings over division rings. Hence $\mathfrak{A}$ is anti-

[^16]isomorphic to a ring having this structure, and since a ring anti-isomorphic to a matrix ring over a division ring is a matrix ring over a division ring, we see that $\mathfrak{H}$ is semi-simple. Any theorem that holds for left (right) ideals in a semisimple ring has a dual for right (left) ideals. For example, by the above corollary, any right ideal in $\mathfrak{y}$ is principal.

If $\mathscr{T}$ is a simple $\Phi$-ring satisfying the descending chain condition for left $\Phi$-ideals and $\mathfrak{V l}$ is not semi-simple, then $\mathfrak{V l}$ is nilpotent. Since $\mathscr{V}^{2}<\mathscr{V}$ is a two-sided $\Phi$ ideal, we have $\mathfrak{A}^{2}=0$. Hence any element $b \neq 0$ generates a two-sided ideal and therefore $b$ generates the whole of $\mathfrak{X}$. Thus $\mathfrak{V}=\{b\}$, the set of elements $\Sigma b \alpha_{1} \alpha_{2} \cdots \alpha_{m}, \alpha_{i}$ in $\Phi$ or $\alpha_{i}= \pm 1$, for any $b \neq 0$, and $b^{2}=0$. A ring of this type is called a $z$ cro-Ф-ring. Hence if a simple ${ }^{2}$ satisfies the descending chain condition and is not a zero $\Phi$-ring, it is semi-simple. The above theorem then applies and we obtain

Theorem 20. A simple $\Phi$-ring satisfying the descending chain condition for left ideals is either a zero $\Phi$-ring or a matrix ring $\mathrm{P}_{n}$ over a $\Phi$-division ring P , and conversely. If $\mathfrak{H}=\mathrm{P}_{n}=\Psi_{m}$ where $\Psi$ is a division ring, then $n=m$ and P and $\Psi$ are isomorphic.

The direct part of the theorm is an immediate consequence of the theorem on semi-simple rings. The converse and the uniqueness of $n$ and of $P$ in the sense of isomorphism were proved in Chapter 2.

It is interesting to note that the corresponding statement for rings satisfying the ascending chain condition for left ideals does not hold. For let $\mathrm{P}=\mathrm{P}_{0}(\xi)$ be the ficld of rational functions in one indeterminate over a field $\mathrm{P}_{0}$ of characteristic 0 and let $\mathscr{U}=\mathrm{P}\left[t,{ }^{\prime}\right]$ the ring of differential polynomials over P, i.e. polynomials in $t$ where $\alpha t=t \alpha+\alpha^{\prime}, \alpha^{\prime}$ the ordinary derivative of $\alpha$. $\mathfrak{H}$ is a principal ideal domain and hence satisfies the ascending chain condition. It is easy to show that there are no proper two-sided ideals in $\mathfrak{A}$ so that $\mathfrak{A}$ is simple. However, since $\mathfrak{A l}$ is not a division ring, it does not have the form $\Psi_{n}, \Psi$ a division ring.

If we use 9 and the above theorems, we obtain
Theorem 21. The lattice of two-sided $\Phi$-ideals of a semi-simple $\Phi$-ring $\mathfrak{H}$ is completely reducible. If $\mathfrak{H}=\mathfrak{A}_{1} \oplus \cdots \oplus \mathfrak{N}_{t}=\mathfrak{B}_{1} \oplus \cdots \oplus \mathfrak{B}_{s}$ are decompositions of $\mathfrak{U}$ into irreducible two-sided $\Phi$-ideals, then $s=t$ and $\mathfrak{U}_{i}=\mathfrak{B}_{i}$ for a suitable ordering of the $\mathfrak{B}_{i}$.

Suppose that $\mathfrak{V}=\mathfrak{N}_{1} \oplus \cdots \oplus \mathfrak{V}_{t}$ where the $\mathfrak{U}_{i}$ are irreducible two-sided $\Phi$-ideals. If $\mathfrak{B}$ is a two-sided $\Phi$-ideal of $\mathfrak{A}$, we have seen that $\mathfrak{B}=\mathfrak{B}_{1} \oplus \cdots \oplus \mathfrak{B}_{t}$ where $\mathfrak{B}_{i}=\mathfrak{B} \wedge \mathfrak{N}_{i}$ is a two-sided $\Phi$-ideal in $\mathfrak{H}$. Hence either $\mathfrak{B}_{i}=\mathfrak{A}_{i}$ or $=0$. Thus $\mathfrak{B}=\mathfrak{N}_{i_{1}} \oplus \cdots \oplus \mathfrak{N}_{i_{r}}$ and there are exactly $2^{t}$ distinct two-sided $\Phi$-ideals in $\mathfrak{N}$.

We consider now the connection between the decomposition of $\mathfrak{A}$ into left $\Phi$-ideals and into two-sided $\Phi$-ideals. If $\mathfrak{J}$ is an irreducible left $\Phi$-ideal then we have seen that $\mathfrak{J}$ is contained in one of the $\mathfrak{N}_{i}$, say $\mathfrak{A}_{1}$. If $\mathfrak{Z}^{\prime}$ is a second left $\Phi$-ideal and $\mathfrak{J}^{\prime} \leqq \mathfrak{H}_{2}, \mathfrak{Y}$ and $\mathfrak{Y}^{\prime}$ are not $\mathfrak{N}_{l}$-isomorphic since for $1_{1}$, the identity of $\mathfrak{A}_{1}$, we have $1_{\mathfrak{l}} \mathfrak{F}=\mathfrak{F}$ while $1_{1} \mathfrak{Y}^{\prime}=0$. Thus if $\mathfrak{B}$ is the join of all the irreducible left $\Phi$-ideals $\mathscr{H}_{l}$-isomorphic to $\mathfrak{F}, \mathfrak{B} \leqq \mathfrak{A}_{1}$. We assert that $\mathfrak{B}$ is a two-
sided ideal. For if $b \in \mathfrak{B}, b=y_{1}+\cdots+y_{r}$ where $y_{i} \in \mathfrak{Y}_{i}$, an irreducible $\Phi$-ideal isomorphic to $\mathfrak{F}$. If $a$ is arbitrary, $\Im_{i} a$ is either 0 or is $\mathfrak{U}_{l}$-isomorphic to $\mathfrak{Y}$. Hence $y_{i} a \in \mathfrak{B}$ and $b a \in \mathfrak{B}$, and so $\mathfrak{B}$ is a right ideal as well as a left ideal. Since $\mathfrak{A}_{1}$ is irreducible, $\mathfrak{B}=\mathfrak{A}_{1}$. Hence we have

Theorem 22. If $\mathfrak{N}$ is semi-simple and $\mathfrak{N}=\mathfrak{N}_{1} \oplus \cdots \oplus \mathfrak{N}_{t}$ where the $\mathfrak{N}_{i}$ are irreducible two-sided $\Phi$-ideals, then each $\mathfrak{N}_{i}$ is the join of the set of irreducible left (right) Ф-ideals that are $\mathfrak{A}_{l^{-}}\left(\mathfrak{A}_{r^{-}}\right)$isomorphic to a fixed irreducible left (right) $\Phi$-ideal.

Corollary. The number $t$ of irreducible two-sided components is the same as the number of classes of non-isomorphic (relative to $\mathfrak{H}_{l}$ or $\mathfrak{A}_{r}$ ) irreducible left (right) ideals.

If $\mathfrak{F}$ is a left $\Phi$-ideal of $\mathfrak{A}$, we define $\mathcal{B}_{r}(\mathfrak{Y})$ to be the set of elements $b$ in $\mathfrak{A}$ such that $\mathfrak{F} b=0 . \quad \mathcal{Z} r(\mathfrak{Y})$ is a right $\Phi$-ideal. Similarly, if $\mathfrak{Y}^{\prime}$ is a right $\Phi$-ideal, we can obtain a left $\Phi$-ideal $\mathfrak{B}_{l}\left(\mathfrak{Y}^{\prime}\right)$ as the set of elements $c$ such that $c \mathfrak{Y}^{\prime}=0$. If $\mathfrak{A}$ is semi-simple, we may suppose that $\mathfrak{J}=\mathfrak{A} e$ and we may write $\mathfrak{H}=\mathfrak{A} e \oplus \mathfrak{H} e^{\prime}$, where $e^{2}=e, e^{\prime 2}=e^{\prime}, e e^{\prime}=e^{\prime} e=0$. Then we obtain also $\mathfrak{Y}=e \mathfrak{H} \oplus e^{\prime} \mathfrak{A}$. We assert that $\mathfrak{Z}_{r}(\mathfrak{H} e)=e^{\prime} \mathfrak{A}$. For, $e^{\prime} \mathfrak{A} \leqq \mathfrak{B}_{r}(\mathfrak{A} e)$ and if $b \in \mathfrak{B}_{r}(\mathfrak{H} e)$, we have $c b=0$ and hence $b=\left(e+e^{\prime}\right) b=e^{\prime} b \epsilon e^{\prime} \mathfrak{Y}$. By symmetry, $\mathcal{B}_{l}\left(e^{\prime} \mathfrak{Y}\right)=\mathfrak{A} e$. Thus $\mathfrak{B}_{l}\left(\mathfrak{B}_{r}(\mathfrak{Y})\right)=\mathfrak{Y}$ and similarly, $\mathfrak{B}_{r}\left(\mathfrak{B}_{l}\left(\mathfrak{Y}^{\prime}\right)\right)=\mathfrak{Y}^{\prime}$. The correspondences $\mathfrak{J} \rightarrow \mathfrak{Z}_{r}(\mathfrak{Y})$ and $\mathfrak{Y}^{\prime} \rightarrow \mathfrak{B}_{l}\left(\mathfrak{Y}^{\prime}\right)$ are inverses of each other and are $(1-1)$ between the lattice of left $\Phi$-ideals and the lattice of right $\Phi$-ideals. Evidently if $\Im_{1} \leqq \mathfrak{Y}_{2}$, then $\mathfrak{Z}_{r}\left(\mathfrak{Y}_{1}\right) \geqq \mathfrak{Z}_{r}\left(\mathfrak{Y}_{2}\right)$. This result may be expressed as follows.

Theorem 23. If $\mathfrak{9}$ is semi-simple, then the correspondence $\mathfrak{Y} \rightarrow \mathfrak{Z}_{r}(\mathfrak{Y})$ is an anti-isomorphism between the lattice of left $\Phi$-ideals and the lattice of right $\Phi$-ideals of $\mathfrak{A}$.

Let $\mathbb{S}$ be the center of the semi-simple ring $\mathfrak{A}=\mathfrak{A}_{1} \oplus \cdots \oplus \mathfrak{A}_{t}$. We have seen that $\mathfrak{E}$ is a $\Phi$-subring. If $c \in \mathfrak{C}, c=c_{1}+\cdots+c_{t}$ where $c_{i} \in \mathfrak{M}_{i}$. Since $a=\Sigma a_{i}, a_{i}$ in $\mathfrak{A}_{i}$ and $a c=c a$, we have $a_{i} c_{i}=c_{i} a_{i}$. In addition $a_{j} c_{i}=c_{i} a_{j}=0$ if $j \neq i$. Hence the $c_{i} \in \mathfrak{C}$ and $\mathfrak{C}=\mathfrak{C}_{1} \oplus \cdots \oplus \mathfrak{C}_{t}$ where $\mathfrak{C}_{i}=\mathfrak{C} \wedge \mathfrak{A}_{i}$ is a $\Phi$-ring. $\mathfrak{C}_{i}$ is the center of $\mathfrak{H}_{i}$. For if $d_{i} \in \mathfrak{C}_{i}$ and $d_{i} a_{i}=a_{i} d_{i}$, then $d_{i} \in \mathbb{C}$ and hence $\epsilon \mathfrak{C}_{i}$. Since $\mathfrak{H}=\mathrm{P}_{n_{i}}^{(i)}, \mathrm{P}^{(i)}$ a division ring, its center is contained in $\mathrm{P}^{(i)}$ and is therefore a field.

Theorem 24. If $\mathfrak{A}$ is a semi-simple $\Phi$-ring and $\mathfrak{H}=\mathfrak{H}_{1} \oplus \cdots \oplus \mathfrak{H}_{t}$ where the $\mathfrak{H}_{i}$ are simple two-sided ideals, then the center $\mathfrak{C}$ is a $\Phi$-ring and $\mathfrak{E}=\mathfrak{C}_{1} \oplus \cdots$ $\oplus \mathfrak{S}_{i}$, where $\mathfrak{C}_{i} \equiv \mathfrak{C} \wedge \mathfrak{H}_{i}$ is a field.
12. Representation of semi-simple rings. We suppose first that $\mathfrak{A}$ is any ring and that $\mathfrak{M}$ is an $\mathfrak{X}$-module. If $\mathfrak{F}$ is a right ideal of $\mathfrak{M}, x \mathfrak{Y}$ the set of elements of $x b, x$ fixed and $b$ variable in $\mathfrak{F}$, is an $\mathfrak{A}$-sub-module of $\mathfrak{M}$. The association $b \rightarrow x b$ is an $\mathfrak{Y}$-homomorphism between $\mathfrak{Y}$ and $x \mathfrak{Y}$. Hence if $\mathfrak{F}$ is irreducible, either $\mathfrak{F}$ is $\mathfrak{Q}$-isomorphic to $x \mathfrak{Y}$ or $x \mathfrak{Y}=0$. If $\mathfrak{M}$ is irreducible, $x \mathfrak{Y}=0$ or $\mathfrak{M}$, for any $x$ and any right ideal $\mathfrak{F}$. Now if $\mathfrak{M}$ is semi-simple, $\mathfrak{N}=\mathfrak{Y}_{1} \oplus \cdots$ $\oplus \mathfrak{J}_{u}$ where the $\mathfrak{J}_{j}$ are irreducible right $\Phi$-ideals. Then if $\mathfrak{M}$ is irreducible and $\mathfrak{M A} \neq 0$, there exists an $x$ in $\mathfrak{M}$ such that $x \mathfrak{H} \neq 0$ and there exists an $\mathfrak{Y}_{j}$ such that $x \mathfrak{Y}_{j} \neq 0$.' It follows that $\mathfrak{M}=x \mathfrak{Y}_{j}$ is $\mathfrak{U}$-isomorphic to $\mathfrak{J}_{j}$.

We assume now that $\mathfrak{A}$ is semi-simple and that $x 1=x$ for all $x$ in $\mathfrak{M}$. Then each $x=x 1 \in x \mathfrak{U}=x \mathfrak{Y}_{1}+\cdots+x \mathfrak{Y}_{u}$. Since the $x \mathfrak{Y}_{j}$ are either irreducible or $0, \mathfrak{M}$ is the join of its irreducible submodules. If $\mathfrak{M}$ satisfies the ascending chain condition or, what is equivalent, if $\mathfrak{M}$ is finitely generated, $\mathfrak{M}=\mathfrak{M}_{1}+\cdots+\mathfrak{M}_{t}$ for suitable irreducible $\mathfrak{M}_{i} \neq 0$. It follows that $\mathfrak{M}=\mathfrak{M}_{i_{1}} \oplus \cdots \oplus \mathfrak{M}_{i_{t}}$. For if $\mathfrak{M} \neq \mathfrak{M}_{1} \equiv \mathfrak{M}_{i_{1}}$, there is a least $j=i_{2}$ such that $\mathfrak{M}_{j} \not \mathfrak{M}_{i_{1}}$. Then $\mathfrak{M}_{i_{1}} \wedge \mathfrak{M}_{i_{2}}=0$ and $\mathfrak{M}^{\prime}=\mathfrak{M}_{1}+\cdots+\mathfrak{M}_{i_{2}}=\mathfrak{M}_{i_{1}} \oplus \mathfrak{M}_{i_{2}}$. If $\mathfrak{M}^{\prime} \neq \mathfrak{M}$, let $i_{3}$ be the least index such that $\mathfrak{M}_{i_{3}} \leq \mathfrak{M}^{\prime}$. Then $\mathfrak{M}^{\prime \prime}=\mathfrak{M}_{1}+\cdots+\mathfrak{M}_{i_{3}}=$ $\mathfrak{M}_{i_{1}} \oplus \mathfrak{M}_{i_{2}} \oplus \mathfrak{M}_{i_{3}}$. This process evidently leads to the required decomposition. Thus we have shown that the $\mathfrak{A}$-module $\mathfrak{M}$ is completely reducible and satisfies the descending chain condition.

On the other hand, suppose that the descending chain condition holds, and let $\mathfrak{M}_{1}<\mathfrak{M}_{2}<\cdots$ be an ascending chain of $\mathfrak{M}$-submodules. If $x_{i}$ is an element of $\mathfrak{M}_{i+1}$ not in $\mathfrak{M}_{i}$, then $x_{i} \mathfrak{H} \leqq \mathfrak{M}_{i+1}$. Since $x_{i} \in x_{i} \mathfrak{U}=x_{i} \mathfrak{Y}_{1}+\cdots+x_{i} \mathfrak{Y}_{u}$, at least one of the irreducible $x_{i} \mathfrak{Y}_{j} \neq 0$ is in $\mathfrak{M}_{i+1}$ but not in $\mathfrak{M}_{i}$. Choose one of these $x_{i} \mathfrak{Y}_{j}$ and denote it as $\mathfrak{R}_{i}$. Consider the chain $\left(\mathfrak{R}_{1}+\mathfrak{N}_{2}+\cdots\right) \geqq$ $\left(\mathfrak{n}_{2}+\mathfrak{n}_{3}+\cdots\right) \geqq \cdots$, where $\left(\mathfrak{n}_{k}+\mathfrak{n}_{k+1}+\cdots\right)$ denotes the join of all the $\mathfrak{n}_{i}$ with $i \geqq k$.' We assert that $\left(\mathfrak{n}_{1}+\mathfrak{n}_{2}+\cdots\right)>\left(\mathfrak{n}_{2}+\mathfrak{n}_{3}+\cdots\right)$. For if $\left(\mathfrak{R}_{1}+\mathfrak{N}_{2}+\cdots\right)=\left(\mathfrak{R}_{2}+\mathfrak{R}_{3}+\cdots\right)$ for any $y_{1}$ in $\mathfrak{R}_{1}$, we have $y_{1}=y_{2}+\cdots$ $+y_{m}$ where $y_{i} \in \mathfrak{R}_{i}$, and we may suppose that $y_{m} \neq 0$. Thus $y_{m}=y_{1}-y_{2}-\cdots$ $-y_{m-1} \epsilon\left(\mathfrak{M}_{1}+\cdots+\mathfrak{R}_{m-1}\right) \leqq \mathfrak{M}_{m}$. Hence $y_{m} \mathfrak{H} \leqq \mathfrak{M}_{m}$, and this is impossible since $y_{m} \mathfrak{H}$ is an $\mathfrak{A}$-module $\neq 0$ in $\mathfrak{N}_{m}$ and therefore $y_{m} \mathfrak{H}=\mathfrak{N}_{m}$. Thus we have the inequalities $\left(\mathfrak{R}_{1}+\mathfrak{R}_{2}+\cdots\right)>\left(\mathfrak{R}_{2}+\mathfrak{R}_{3}+\cdots\right)>\cdots$. By the descending chain condition, this chain is finite in length and hence the original ascending chain $\mathfrak{M}_{1}<\mathfrak{M}_{2}<\cdots$ is finite.

Theorem 25. Let $\mathfrak{A}$ be a semi-simple $\Phi$-ring and let $\mathfrak{M}$ be an $\mathfrak{A}$-module such that $x 1=x$ for all $x$ in $\mathfrak{M}$. Then if $\mathfrak{M}$ satisfies either chain condition for $\mathfrak{H}-$ submodules, it is completely reducible and satisfies the other chain condition. Any irreducible $\mathfrak{M}$ is $\mathfrak{A}$-isomorphic to an irreducible right ideal of $\mathfrak{A}$. The number of non-isomorphic irreducible $\mathfrak{\mathfrak { A } - m o d u l e s ~ i s ~ t h e ~ s a m e ~ a s ~ t h e ~ n u m b e r ~ o f ~ i r r e d u c i b l e ~}$ two-sided ideals $\mathfrak{H}_{i}$ in the decomposition $\mathfrak{H}=\mathfrak{A}_{1} \oplus \cdots \oplus \mathfrak{H}_{t}$.

A partial converse of this theorem holds. In order to prove it, we require the following general remarks: Suppose that $\mathfrak{M}$ is an $\mathfrak{N}$-module and that $\mathfrak{B}$ is a twosided ideal in $\mathfrak{A}$ annihilating $\mathfrak{M}$ in the sense that $x b=0$ for all $x$ in $\mathfrak{M}$ and all $b$ in $\mathfrak{B}$. If we denote the $\operatorname{coset} a+\mathfrak{B}$ by $\bar{a}$, then it is clear that the function $x \bar{a} \equiv x a$ is a single valued function of $x$ and $\bar{a}$ in $\overline{\mathfrak{A}}=\mathfrak{A}-\mathfrak{B}$. It follows that $\mathfrak{M}$ is an $\overline{\mathfrak{A}}$-module :elative to this product. Evidently $\mathfrak{A}$-submodules of $\mathfrak{M}$ are $\overline{\mathfrak{V}}$-submodules, and conversely, and so $\mathfrak{Y}$-reducibility, $\mathfrak{A}$-decomposability, etc. are equivalent to $\overline{\mathfrak{U}}$-reducibility, $\overline{\mathfrak{Q}}$-decomposability, etc. It is also readily seen that if $\mathfrak{M}$ and $\mathfrak{M}$ are two $\mathfrak{\mathfrak { V }}$-modules annihilated by $\mathfrak{P}$, then $\mathfrak{A}$-homomorphisms and $\mathfrak{A}$-isomorphisms between them are at the same time $\overline{\mathfrak{Z}}$-homomorphisms and $\overline{\mathfrak{Q}}$-isomorphisms, and conversely.

Now let $\mathfrak{A}$ be a $\Phi$-ring satisfying the descending chain condition for left $\Phi$-ideals and let $\mathfrak{R}$ be the radical of $\mathfrak{A}$. If $\mathfrak{M}$ is an irreducible $\mathfrak{A}$-module, then
$x \Re$ is a submodule for any $x$, and so either $x \Re=0$ or $x \Re=\mathfrak{M}$. If $x \Re=\mathfrak{M}$, $\mathfrak{M}=x \mathfrak{R}=x \mathfrak{R}^{2}=\cdots=0$. Hence $\mathfrak{R}$ annihilates $\mathfrak{M}$ and $\mathfrak{M}$ is an $\overline{\mathfrak{V}}$-module $\overline{\mathfrak{U}}=\mathfrak{U}-\mathfrak{R} . \quad$ If $\overline{\mathfrak{U}}=\overline{\mathfrak{U}}_{1} \oplus \cdots \oplus \overline{\mathfrak{U}}_{t}$, either $\mathfrak{M} \mathfrak{N}=0$ or $\mathfrak{M}$ is isomorphic to a right ideal contained in one of the $\overline{\mathfrak{U}}_{i}$. It follows that $\mathfrak{M}$ is an $\overline{\mathfrak{N}}_{i}$-module. Similarly if $\mathfrak{M}$ is a join of irreducible submodules, $x \Re=0$ for all $x$, and $\mathfrak{M}$ is an $\overline{\mathfrak{V}}$-module.

Theorem 26. Let $\mathfrak{H}$ be a $\Phi$-ring satisfying the descending chain condition for left $\Phi$-ideals and let $\mathfrak{M}$ be an $\mathfrak{H}$-module such that $\mathfrak{M P M} \neq 0$. If $\mathfrak{M}$ is irreducible, then $\mathfrak{M}$ is an $\overline{\mathfrak{A}}_{i}$-module, where $\overline{\mathfrak{M}}_{i}$ is one of the irreducible two-sided ideals of $\overline{\mathfrak{U}}=\mathfrak{U}-\mathfrak{R} . \quad$ If $\mathfrak{M}$ is a join of irreducible $\mathfrak{U}$-modules, then $\mathfrak{M}$ is an $\overline{\mathfrak{M}}$-module.

A more striking form of this result is the following
Theorem 27. Let $\mathfrak{A} \neq 0$ be a $\Phi$-ring of endomorphisms in $\mathfrak{M}$ and suppose that $\mathfrak{A}$ satisfies the descending chain condition for left $\Phi$-ideals. Then if $\mathfrak{M}$ is irreducible, $\mathfrak{A}$ is simple, and if $\mathfrak{M}$ is a join of irreducible $\mathfrak{A}$-groups, then $\mathfrak{H}$ is semisimple.

For in this case, $\mathfrak{M}$ is an $\mathfrak{N}$-module and the representation of $\mathfrak{A}$ by itself is clearly ( $1-1$ ).

Now suppose that $\mathfrak{A}$ is any ring of endomorphisms in $\mathfrak{M}$ including the identity endomorphism and let $\mathfrak{X}=\mathfrak{A}_{1} \oplus \cdots \oplus \mathfrak{A}_{t}$ where the $\mathfrak{A}_{i}$ are two-sided ideals. Then $\mathfrak{M}=\mathfrak{M a}_{1}+\cdots+\mathfrak{M a}_{t}$ where $\mathfrak{M A}_{i}$ denotes the smallest submodule containing all the elements $x a_{i}, a_{i}$ in $\mathfrak{N}_{i}$. If $1=1_{1}+\cdots+1_{t}$ where $1_{i} \in \mathfrak{A}_{i}$, $1_{i}$ is the identity of $\mathfrak{A}_{i}$ since $\mathfrak{A}_{i}=\mathfrak{U 1}_{i}=1_{i} \mathfrak{H}$. Hence if $x_{i} \in \mathfrak{M Q}_{i}, x_{i} 1_{i}=x_{i}$ and since $1_{i} 1_{j}=0, x_{i} 1_{j}=0$ if $i \neq j$. If $x_{1}+\cdots+x_{t}=0$ with $x_{i}$ in $\mathfrak{A}_{i}$, $\left(x_{1}+\cdots+x_{t}\right) 1_{i}=x_{i} 1_{i}=x_{i}=0$. Thus $\mathfrak{M}=\mathfrak{M} \mathfrak{A}_{1} \oplus \cdots \oplus \mathfrak{M P}_{t}$.

Again let $\mathfrak{H}$ be semi-simple and suppose that $\mathfrak{M}$ satisfies the chain conditions. Then $\mathfrak{M A}_{i}$ is a join of irreducible submodules isomorphic to the right ideals of $\mathfrak{U}_{i}$. As we have seen in 5 , the ring of $\mathfrak{A}$-endomorphisms of $\mathfrak{M}$ has the form $\mathfrak{B}=\mathfrak{B}_{1} \oplus \cdots \oplus \mathfrak{B}_{t}$ where $\mathfrak{B}_{i}$ is obtained from the $\mathfrak{Q}$-endomorphisms $b_{i}$ of $\mathfrak{M}_{i} \equiv \mathfrak{M A}_{i}$ by extending the definition of these endomorphisms so that $\mathfrak{M}_{i} b_{j}=0$ for $j \neq i$. Thus $\mathfrak{M}_{i}=\mathfrak{M} \mathfrak{B}_{i}$. Since the ring of endomorphisms induced by $\mathfrak{A}$ in $\mathfrak{M}_{i}$ is a matrix ring over a division ring if $\mathfrak{M}_{i}$ has this structure, it follows readily from our result on matrix rings ${ }^{5}$ that if $\mathfrak{Y}_{i}=\mathrm{P}_{n_{i}}^{(i)}$, then $\mathfrak{B}_{i}=\overline{\mathrm{P}}_{m_{i}}^{(i)}, \overline{\mathrm{P}}^{(i)}$ anti-isomorphic to $\mathbf{P}^{(i)}$, and $\mathfrak{A}$ is the complete set of $\mathfrak{B}$-endomorphisms of $\mathfrak{M}$.

Theorem 28. Let $\mathfrak{A}$ be a semi-simple Ф-ring of endomorphisms including the identity in $\mathfrak{M}$ and suppose that $\mathfrak{M}$ satisfies either one of the chain conditions for $\mathfrak{A}$-groups. If $\mathfrak{A}=\mathrm{P}_{n_{1}}^{(1)} \oplus \cdots \oplus \mathrm{P}_{n_{t}}^{(t)}$, where $\mathrm{P}_{n_{i}}^{(i)}$ is a two-sided ideal and $\mathrm{P}^{(i)}$ is a division ring, then the ring of $\mathfrak{A}$-endomorphisms $\mathfrak{B}$ has the form $\mathfrak{B}=\overline{\mathbf{P}}_{n_{1}}^{(1)} \oplus \cdots$ $\oplus \overline{\mathbf{P}}_{n_{t}}^{(t)}$, where $\overline{\mathbf{P}}_{n_{i}}^{(i)}$ is a two-sided ideal and $\overline{\mathbf{P}}^{(i)}$ is anti-isomorphic to $\mathrm{P}^{(i)}$. $\mathfrak{A}$ is the ring of $\mathfrak{B}$-endomorphisms of $\mathfrak{M}$.
13. Rings satisfying the descending chain condition. The results of the preceding section yield the interesting

[^17]Theorem 29. If $\mathfrak{A}$ is a $\Phi$-ring with an identity satisfying the descending chain condition for right (left) $\Phi$-ideals, $\mathfrak{A}$ satisfies the ascending chain condition for right (left) $\Phi$-ideals also.

Let $\Re$ be the radical of $\mathfrak{A}$ and $\Re^{s+1}=0, \Re^{s} \neq 0$. Then $\mathfrak{A}>\Re>\cdots>$ $\mathfrak{R}^{s}>0$ is a descending chain of $\mathfrak{N}$-modules ( $\mathfrak{A}_{r}$-groups). The difference modules $\mathfrak{A}-\Re, \mathfrak{R}-\mathfrak{R}^{2}, \cdots$ are mapped into 0 by the elements of $\mathfrak{R}$ and hence may be regarded as $(\mathfrak{H}-\mathfrak{R})$-modules. Since $\mathfrak{A}$ satisfies the descending chain condition, the difference modules $\mathfrak{A}-\Re, \Re-\Re^{2}, \cdots$ satisfy this condition also. Since $\overline{\mathfrak{A}}=\mathfrak{N}-\mathfrak{R}$ is semi-simple and its identity is the identity endomorphism in $\mathfrak{A}-\Re, \Re-\Re^{2}, \cdots$ these modules satisfy the ascending chain condition and hence have composition series. For example, $\mathfrak{A}-\mathfrak{R}=\overline{\mathfrak{F}}_{1}>\overline{\mathfrak{F}}_{2}>\ldots>$ $\overline{\mathfrak{I}}_{m}=0$ where $\overline{\mathfrak{J}}_{j}-\overline{\mathfrak{Y}}_{j+1}$ is $\mathfrak{A}$-irreducible. Hence $\mathfrak{A}=\mathfrak{Y}_{1}>\mathfrak{Y}_{2}>\cdots>\mathfrak{Y}_{m}=\mathfrak{R}$ where $\mathfrak{F}_{j}$ is the right $\Phi$-ideal mapped into 0 in the homomorphism between the groups $\mathfrak{A}$ and $\mathfrak{A}-\mathfrak{R}$. By the First Isomorphism Theorem, $\mathfrak{Y}_{j}-\mathfrak{Y}_{j+1}$ is $\mathfrak{A}-$ isomorphic to $\overline{\mathfrak{F}}_{j}-\overline{\mathfrak{F}}_{j+1}$ and hence is $\mathfrak{A}$-irreducible. Similarly, we obtain $\mathfrak{R}=\mathfrak{\Im}_{m}>\cdots>\mathfrak{I}_{m+p}=\Re^{2}$ where the $\mathfrak{\Im}_{k}$ are right $\Phi$-ideals and $\mathfrak{Y}_{k}-\mathfrak{S}_{k+1}$ are irreducible. Thus $\mathfrak{Q}$ has a composition series $\mathfrak{Y}_{1}>\cdots>\Im_{m}>\mathfrak{Y}_{m+1}>$ $\cdots>0$ and so both chain conditions hold for right $\Phi$-ideals of $\mathfrak{A}$.

This theorem enables us to apply directly our results on rings of endomorphisms to abstract rings. Thus, as a consequence of 6, we obtain the following

Theorem 30. If $\mathfrak{A}$ is a $\Phi$-ring with an identity satisfying the descending chain condition for left (right) $\Phi$-ideals, then any nil subring $\mathfrak{B}$ of $\mathfrak{A}$ is nilpotent.

Consider $\overline{\mathfrak{B}}$ the ring of right multiplications in $\mathfrak{A}$ corresponding to the elements of $\mathfrak{B}$. The elements of $\overline{\mathcal{B}}$ are $\mathfrak{A}_{\tau}$-endomorphisms. Hence if $s$ is the length of a composition series for the $\mathfrak{A}_{1}$-group $\mathfrak{A}, \bar{b}_{1} \cdots \bar{b}_{s}=0$ for any $\bar{b}_{i}$ in $\overline{\mathfrak{B}}$. Thus $x b_{1} \cdots b_{s}=0$ for any $x$ in $\mathfrak{A}$ and $b_{i}$ in $\mathfrak{B}$. Hence $\mathfrak{B}^{\mathfrak{+ 1}}=0$.

We note also the following theorem which is an immediate consequence of $\mathbf{8}$.
Theorem 31. If $\mathfrak{H}$ is a Ф-ring with an identity satisfying the descending chain condition for left (right) $\Phi$-ideals, then the following conditions on $\mathfrak{A}$ are equivalent:

1. $\mathfrak{A}$ is a direct sum of $\mathfrak{H}_{l}\left(\mathfrak{H}_{-}\right)$isomorphic indecomposable left (right) $\Phi$-ideals.
2. $\mathfrak{H}-\Re$ is simple, $\mathfrak{R}$ the radical of $\mathfrak{A}$.
3. $\mathfrak{H}=\mathfrak{B}_{u}$ where $\mathfrak{B}$ is a completely primary ring.

If any one of these conditions holds, $\mathfrak{A}$ is a primary ring.
14. The regular representations. Let $\mathfrak{A}$ be an arbitrary $\Phi$-ring with an identity satisfying the descending chain conditions for one-sided ideals. Suppose that $\mathfrak{H}=e_{1} \mathfrak{H} \oplus \cdots \oplus e_{u} \mathfrak{H}$ is a decomposition of $\mathfrak{H}$ into right ideals $\neq 0$ where

$$
\begin{equation*}
1=\Sigma e_{i}, \quad e_{i}^{2}=e_{i} \neq 0, \quad e_{i} e_{j}=0 \quad \text { if } \quad i \neq j \tag{4}
\end{equation*}
$$

If $\Re$ is a nilpotent two-sided ideal of $\mathfrak{A}$ and $\bar{e}_{i}=e_{i}+\Re$, then

$$
\begin{equation*}
\overline{1}=\Sigma \bar{e}_{i} . \quad \bar{e}_{i}^{2}=\bar{e}_{i} \neq 0, \quad \bar{e}_{i} \bar{e}_{j}=0 \quad \text { if } \quad i \neq j \tag{5}
\end{equation*}
$$

in $\overline{\mathfrak{U}}=\mathfrak{H}-\Re$, and so $\overline{\mathfrak{U}}=\bar{e}_{1} \overline{\mathfrak{U}} \oplus \cdots \oplus \bar{e}_{u} \overline{\mathfrak{U}}$ is a direct decomposition of $\overline{\mathfrak{U}}$ into right ideals. Since $\bar{e}_{i} \neq 0, \bar{e}_{i} \overline{\mathbb{N}} \neq 0$. We wish to show that any decomposition of $\overline{\mathfrak{A}}$ into right ideals may be obtained in this way. For this purpose we require the

Lemma. If $\bar{e}_{1}, \cdots, \bar{e}_{v}$ are idempotent elements $\neq 0$ in $\overline{\mathfrak{U}}$ such that $\bar{e}_{i} \bar{e}_{j}=0$ for $i \neq j$, then it is possible to choose elements $e_{i}$ in the cosets $\bar{e}_{i}$ such that $e_{i}^{2}=e_{i}$ and $e_{i} e_{j}=0$.

Suppose that $e_{1}, \cdots, e_{m}$ have already been determined so that these conditions hold for $i, j=1, \cdots, m$. Let $u$ be any element in $\bar{e}_{m+1}$ and set $v=$ $u-e u-u e+e u e$ where $e=\sum_{1}^{m} e_{i} . \quad$ Then $e_{i} v=v e_{i}=0$ for $i=1, \cdots, m$ and $v \equiv u(\bmod \mathfrak{R})$. Hence $v^{2}=v+z$ where $z$ is nilpotent, say $z^{s}=0$. Evidently $z v=v z$. We now try to determine an element $w=f(z) v+g(z)$ so that $w^{2}=w$ and $f(z)$ and $g(z)$ are polynomials in $z$ with integer coefficients. This leads to the consideration of the equations

$$
\begin{equation*}
f^{2}+2 f g=f, \quad g^{2}+f^{2} z=g \tag{6}
\end{equation*}
$$

We shall first solve these equations for power series in an indeterminate $t$. By elimination, we obtain $f(t)=(1+4 t)^{-\frac{1}{2}}$ and $g(t)=\frac{1}{2}(1-f(t))$. Now consider the expansion of $f(t)=(1+4 t)^{-\frac{1}{2}}$. It is readily seen that $f(t)=1+$ $\sum(-1)^{n}\binom{2 n-1}{n} 2 t^{n}$ and so the coefficients of $f(t)$ and of $g(t)$ are all integers. The formal identities

$$
(f(t))^{2}+2 f(t) g(t)=f(t), \quad(g(t))^{2}+(f(t))^{2} t=g(t)
$$

are satisfied. It follows that if $f_{s}(t)$ and $g_{s}(t)$ are the sth partial sums of $f(t)$ and $g(t)$, respectively, then $f=f_{s}(z)$ and $g=g_{s}(z)$ satisfy (6). Hence $w=f v+g$ is idempotent. Since $e_{i} v=v e_{i}=0, w e_{i}=e_{i} w=0$. The formula for $w$ shows also that $w \equiv v(\bmod \mathfrak{R})$ and hence $w \equiv u(\bmod \mathfrak{R})$. Thus $w$ may serve as the element $e_{m+1}$ and the lemma follows by induction.

Remark. The above proof is also valid for an algebra $\mathfrak{A}$ without an identity. For we may adjoin an identity to $\mathfrak{A}$ and then construct the idempotent element $e_{m+1}$ in the manner indicated from an element $u$ chosen in $\mathfrak{N}$. It is readily seen that $e_{m+1} \in \mathfrak{Y}$.

If $\Sigma \bar{e}_{i}=\overline{1}$ in the lemma, then $\Sigma \bar{e}_{i}=\overline{1}$ and $\Sigma e_{i}=1+y, y$ in $\Re$. Since $\Sigma e_{i}$ is idempotent, $(1+y)^{2}=(1+y)$. Hence $y^{2}+y=0$. Thus $y=-y^{2}=$ $y^{3}=\cdots=0$ and so $\Sigma e_{i}=1$. It follows that if $\overline{\mathfrak{U}}=\bar{e}_{1} \overline{\mathfrak{U}} \oplus \cdots \oplus \bar{e}_{y} \overline{\mathfrak{U}}$ is a decomposition of $\overline{\mathfrak{M}}$ into right ideals $\neq 0$, where the $\bar{e}_{i}$ satisfy (5), then $\mathfrak{A}=$ $e_{1} \mathfrak{N} \oplus \cdots \oplus e_{r} \mathfrak{N}$, where the $e_{i} \in \bar{e}_{i}$ and satisfy (4). The lemma together with the Krull-schmidt Theorem shows also that the idempotent elements $e_{i}$ are primitive if and only if the $\bar{e}_{i}$ are. Thus $e_{i} \mathfrak{A}$ is indecomposable if and only if $\bar{e}_{i} \overline{\mathscr{U}}$ is. If $\mathfrak{R}$ is the radical of $\mathfrak{A}, \overline{\mathscr{M}}$ is semi-simple and hence $\bar{e}_{i} \overline{\mathbb{U}}$ is indecomposable if and only if it is irreducible. We have therefore proved

Theorem 32. Let $\mathfrak{A}$ be a Ф-ring with an identity satisfying the descending chain conditions for one-sided ideals and let $\mathfrak{R}$ be its radical. If $\mathfrak{A}=e_{1} \mathfrak{A} \oplus \cdots \oplus e_{u} \mathfrak{H}$
where the $e_{i}$ satisfy (4), then $\overline{\mathfrak{U}} \equiv \mathfrak{H}-\Re=\bar{e}_{1} \overline{\mathfrak{N}} \oplus \cdots \oplus \bar{e}_{u} \overline{\mathfrak{U}}$. The ideal $e_{i} \mathfrak{X}$ is indecomposable if and only if $\bar{e}_{i} \overline{\mathfrak{N}}$ is irreducible.

Consider $\mathfrak{M}=e_{i} \mathfrak{A} \oplus e_{j} \mathfrak{A}=e \mathfrak{A}, e=e_{i}+e_{j} . \quad$ Since $\mathfrak{A}=\mathfrak{M} \oplus(1-e) \mathfrak{A}$, the projections $E$ and $E^{\prime}$ determined by this decomposition are the left multiplications by the elements $e$ and $e^{\prime}=1-e$, respectively. Since $\mathfrak{A}_{l}$ is the ring of $\mathfrak{A}_{r}$-endomorphisms of $\mathfrak{A}$, by $\mathbf{4}, E \mathfrak{A}_{2} E$ is the ring of $\mathfrak{A}_{r}$-endomorphisms of $\mathfrak{M}$. Thus the ring of $\mathfrak{A}_{r}$-endomorphisms of $\mathfrak{M}$ is anti-isomorphic to $e \mathfrak{H} e$. Hence by 8, $e_{i} \mathfrak{H}$ and $e_{j} \mathfrak{N}$ are $\mathfrak{A}_{r}$-isomorphic if and only if $e \mathfrak{A} e$ is primary. Now $e \mathfrak{A} e-$ $(\Re \wedge e \mathfrak{A} e) \cong(e \mathfrak{H} e+\Re)-\Re=\bar{e} \overline{\mathfrak{M}} \bar{e}$ and $\bar{e} \overline{\mathfrak{M}} \bar{e}$ is anti-isomorphic to the ring of $\overline{\mathfrak{A}}_{r}$-endomorphisms of $\overline{\mathfrak{M}}=\bar{e} \overline{\mathfrak{M}}$. Since $\overline{\mathfrak{M}}$ is completely reducible, $\bar{e} \overline{\mathfrak{M}} \bar{e}$ is semisimple. It follows that $\mathfrak{R} \wedge e \mathfrak{A} e=e \Re e$, which is evidently contained in the radical of $e \mathfrak{A} e$, coincides with this radical. Hence $e \mathfrak{H} e$ is primary if and only if $\bar{e} \overline{\mathfrak{M}} \bar{e}$ is simple and we have proved the following

Theorem 33. Let $\mathfrak{N}, \overline{\mathfrak{N}}$, etc. be as in the preceding theorem with the $e_{i}$ primitive. Then $e_{i} \mathfrak{X}$ and $e_{j} \mathfrak{N}$ are $\mathfrak{A}$-isomorphic if and only if $\bar{e}_{i} \overline{\mathfrak{U}}$ and $\bar{e}_{j} \overline{\mathfrak{U}}$ are $\overline{\mathfrak{M}}$-isomorphic.
Since $e_{i} \mathfrak{R}=e_{i} \mathfrak{A} \wedge \mathfrak{R}$, the $\mathfrak{A}$-module $e_{i} \mathfrak{A}-e_{i} \mathfrak{R}$ is isomorphic to $\left(e_{i} \mathfrak{A}+\mathfrak{R}\right)-\mathfrak{R}$. The latter is essentially the $\overline{\mathfrak{Q}}$-module $\bar{e}_{i} \overline{\mathfrak{N}}$. Hence $e_{i} \mathfrak{Y}-e_{i} \Re$ is irreducible and so $e_{i} \Re$ is a maximal submodule of $e_{i} \mathfrak{H}$ and $\bar{e}_{i} \overline{\mathcal{M}}$ is a first composition factor of $e_{i} \mathfrak{A}$. On the other hand, if $\mathfrak{M}$ is any maximal submodule of $e_{i} \mathfrak{U}, e_{i} \mathfrak{A}-\mathfrak{M}$ is irreducible and therefore this module is annihilated by $\mathfrak{R}$. It follows that $e_{i} \Re \leqq \mathfrak{M}$ and hence $e_{i} \Re=\mathfrak{M}$. Thus $e_{i} \Re$ is the only maximal submodule of the $\mathfrak{U}$-module $e_{i} \mathfrak{H}$. This is the first part of

Theorem 34. If $\mathfrak{F}$ is an indecomposable right ideal that occurs in a direct decomposition of $\mathfrak{A}$, then $\mathfrak{F}$ contains only one maximal right ideal of $\mathfrak{H}$. If $\mathfrak{F}$ and $\Im^{\prime}$ are indecomposable right ideals that occur in direct decompositions of $\mathfrak{A}$, then a necessary and sufficient condition that $\mathfrak{J}$ and $\mathfrak{Y}^{\prime}$ be $\mathfrak{A}$-isomorphic is that their first composition factors be $\mathfrak{\mathfrak { Y }}$-isomorphic.

The second part of the theorem follows from the Krull-Schmidt Theorem and Theorem 33. For, by the former, $\mathfrak{F}$ is $\mathfrak{M}$-isomorphic to one of the right ideals $\Im_{1}$ that occur in a decomposition of $\mathfrak{H}$ that includes $\mathfrak{Y}^{\prime}$. By Theorem $33, \mathfrak{I}_{1}$ and $\mathfrak{Y}^{\prime}$ are isomorphic if and only if their first composition factors are isomorphic. Hence this holds also for $\mathfrak{J}$ and $\mathfrak{J}^{\prime}$.

In order to obtain a connection between the decomposition of $\mathfrak{U}$ into indecomposable right ideals and into indecomposable two-sided ideals, we require the following

Lemma. Let $\mathfrak{R}$ and $\mathfrak{N}^{\prime}$ be $\mathfrak{N}$-modules with composition series. Suppose that $\mathfrak{R}$ has only one maximal submodule $\mathfrak{M}$ and that $\mathfrak{M}$ is $\mathfrak{Y}$-homomorphic to a submodule $\mathfrak{R}^{*}$ of $\mathfrak{N}^{\prime}$. Then any composition series for $\mathfrak{N}^{\prime}$ includes a factor $\mathfrak{Q}$-isomorphic to $\mathfrak{n}-\mathfrak{M}$.

We note first that if $\mathfrak{B}$ is a proper submodule of $\mathfrak{M}$, then $\mathcal{B} \leqq \mathfrak{M}$. For $\mathfrak{R}-\mathcal{B}$ contains a maximal submodule $\overline{\mathfrak{M}}_{1}$ and the corresponding submodule $\mathfrak{M}_{1}$ of $\mathfrak{M}$ is maximal and contains $\mathfrak{3}$. Since $\mathfrak{M}$ is the only maximal submodule of $\mathfrak{M}$, $\mathfrak{M}=\mathfrak{M}_{1}$. Now let $\mathfrak{B}$ be the submodule of elements mapped into 0 by the homomorphism between $\mathfrak{N}$ and $\mathfrak{R}^{*}$. Then $\mathfrak{R}^{*}$ is $\mathfrak{M}$-isomorphic to $\mathfrak{N}-\mathfrak{3}$. Since
$(\mathfrak{N}-\mathfrak{Z})>(\mathfrak{M}-\mathfrak{Z}) \geqq 0, \mathfrak{R}-\mathfrak{Z}$ has the composition factor $(\mathfrak{R}-\mathfrak{B})-$ $\left(\mathfrak{M}-\mathfrak{Z}\right.$ ), $\mathfrak{N}$-isomorphic to $\mathfrak{M}-\mathfrak{M}$. Hence $\mathfrak{R}^{*}$, and consequently $\mathfrak{R}^{\prime}$, have a composition factor $\mathfrak{N}$-isomorphic to $\mathfrak{R}-\mathfrak{M}$.

We shall confine our attention to the indecomposable ideals of $\mathfrak{A}$ that occur in direct decompositions of $\mathfrak{A}$. These are necessarily of the form $e \mathfrak{A}$ where $e$ is a primitive idempotent element. Conversely, any ideal of this form is indecomposable and belongs to a decomposition of $\mathfrak{A}$. We shall say that two such ideals $e \mathfrak{A}$ and $e^{\prime} \mathfrak{A}$ belong to the same block if there is a sequence of indecomposable ideals $e \mathfrak{A}=e_{1} \mathfrak{A}, e_{2} \mathfrak{U}, \cdots, e_{h} \mathfrak{H}=e^{\prime} \mathfrak{A}$ such that $e_{i}^{2}=e_{i}$ and each $e_{i} \mathfrak{H}$ has a composition factor $\mathfrak{A}$-isomorphic to one of the composition factors of $e_{i+1} \mathfrak{H}$. This relation between $e \mathfrak{A}$ and $e^{\prime} \mathfrak{A}$ is evidently an equivalence. The sequence $\left\{e_{i} \mathfrak{Y}\right\}$ is a sequence connecting $e \mathfrak{A}$ and $e^{\prime} \mathfrak{A}$. With these definitions, we have the following

Theorem 35. Let $\mathfrak{H}=\mathfrak{A}_{1} \oplus \cdots \oplus \mathfrak{A}_{t}$ be the decomposition of $\mathfrak{A}$ into indecomposable two-sided ideals. Then any two indecomposable ideals e $\mathfrak{A}$ and $e^{\prime} \mathfrak{A}$ belong to the same block if and only if they are contained in the same component $\mathfrak{H}_{i}$. Hence $\mathfrak{H}_{i}$ is a join of a set of indecomposable ideals $e \mathfrak{H}$ belonging to the same block.

We have seen in 9 that any indecomposable right ideal is contained in one of the $\mathfrak{H}_{i}$. If $e \mathfrak{A}$ and $e^{\prime} \mathfrak{A}$ belong to the same block, they are contained in the same two-sided component. For suppose that $e \mathfrak{A}$ and $e^{\prime} \mathfrak{A}$ are in different components say, $\mathfrak{A}_{1}$ and $\mathfrak{H}_{2}$ respectively. If $1_{1}$ is the identity of $\mathfrak{N}_{1}$, then $(e \mathfrak{H}) 1_{1}=e \mathfrak{A}$ and $\left(e^{\prime} \mathfrak{H}\right) 1_{1}=0$ and so no composition factor of $e \mathfrak{A}$ is $\mathfrak{A}$-isomorphic to one of $e^{\prime} \mathfrak{H}$. Thus if $\left\{e_{i} \mathfrak{Y}\right\}$ is a sequence connecting $e \mathfrak{A}$ and $e^{\prime} \mathfrak{A}$, each pair $e_{i} \mathfrak{Y}, e_{i+1} \mathfrak{H}$ is contained in the same component and this holds also for $e \mathfrak{H}$ and $e^{\prime} \mathfrak{A}$. If $e \mathfrak{A}$ and $e^{\prime} \mathfrak{A}$ are in different blocks, then $e \mathfrak{H} e^{\prime} \mathfrak{A}=0$. For otherwise, there is an element $b=e a e^{\prime} \neq 0$ and so the left multiplication determined by $b$ is an $\mathfrak{N}$-homorphism $\neq 0$ between $e^{\prime} \mathfrak{A}$ and a submodule of $e \mathfrak{H}$. Hence by the lemma, both $e^{\prime} \mathfrak{A}$ and $e \mathfrak{H}$ have composition factors isomorphic to $\bar{e}^{\prime} \overline{\mathfrak{A}}$, contrary to assumption. Now let $\mathfrak{H}=e_{1} \mathfrak{H} \oplus \cdots \oplus e_{u} \mathfrak{H}$ be a decomposition of $\mathfrak{A}$ into indecomposable right ideals $\neq 0$. We suppose that the $e_{i}$ satisfy (4) and that $e_{1} \mathfrak{H}, \cdots, e_{n_{1}} \mathfrak{H}$ belong to the same block, $e_{n_{1}+1} \mathfrak{M}, \cdots, e_{n_{1}+n_{2}} \mathfrak{H}$, belong to the same block but not to the same block as $e_{1} \mathfrak{N}$, etc. Set $\mathfrak{B}_{1}=e_{1} \mathfrak{A} \oplus \cdots \oplus e_{n_{1}} \mathfrak{H}$, $\mathfrak{B}_{2}=e_{n_{1}+1} \mathfrak{A} \oplus \cdots \oplus e_{n_{1}+n_{2}} \mathfrak{Y}, \cdots$. Then $e_{j} \mathfrak{H} e_{i} \mathfrak{H}=0$ if $i \leqq n_{1}$ and $j>n_{1}$. Hence $\mathfrak{A}\left(e_{i} \mathfrak{N}\right) \leqq \mathfrak{B}_{1}\left(e_{i} \mathfrak{H}\right) \leqq \mathfrak{B}_{1}$ and $\mathfrak{B}_{1}$ is a two-sided ideal. Similarly, each $\mathfrak{B}$ is a two-sided ideal and since $\mathfrak{B}$ is a join of ideals that belong to the same block, it is contained in one of the $\mathfrak{Y}$ 's. Hence we may suppose that $\mathfrak{B}_{1}=\mathfrak{H}_{1}, \cdots, \mathfrak{B}_{t}=$ $\mathfrak{A}_{t}$. Now suppose again that $e \mathfrak{H}$ and $e^{\prime} \mathfrak{A}$ are in different blocks. We may suppose that $e \mathfrak{H}=e_{1} \mathfrak{H} \leqq \mathfrak{A}_{1}$. Then we have seen that $e_{i} \mathfrak{H} e^{\prime} \mathfrak{A}=0$ for $i \leqq n_{1}$. Hence there is a $j>n_{1}$ such that $e_{j} \mathfrak{Y} e^{\prime} \mathfrak{A} \neq 0$ and so $e_{j} \mathfrak{A}$ and $e^{\prime} \mathfrak{A}$ are in the same component. Consequently $e \mathfrak{A}$ and $e^{\prime} \mathfrak{A}$ are in different components.

The above results are, of course, also valid for left ideals. The following theorem gives a connection between decompositions into right ideals and into left ideals.

Theorem 36. If $\mathfrak{H}=e_{1} \mathfrak{A} \oplus \cdots \oplus e_{u} \mathfrak{A}$ where the $e_{i}$ satisfy (4), then $\mathfrak{H}=$ $\mathfrak{H} e_{1} \oplus \cdots \oplus \mathfrak{H} e_{u}$. The ideal $\mathfrak{H} e_{i}$ is indecomposable if and only if $e_{i} \mathfrak{Y}$ is in-
decomposable. If $e_{i} \mathfrak{A}$ and $e_{j} \mathfrak{A}$ are indecomposable, then these ideals are $\mathfrak{N}$-isomorphic if and only if $\mathfrak{A} e_{i}$ and $\mathfrak{A} e_{j}$ are $\mathfrak{N}$-isomorphic.

The first part of this theorem is evident, since the condition for indecomposability in either case is that $e_{i}$ be primitive. To prove the second part, we suppose first that $\mathfrak{A}$ is semi-simple. Then the condition that $e_{i} \mathfrak{H}$ and $e_{j} \mathfrak{A}$ be isomorphic is that they be contained in the same irreducible two-sided ideal $\mathfrak{B}$ of $\mathfrak{A}$. Since $e_{i} \mathfrak{N} \leqq \mathfrak{B}$ if and only if $\mathfrak{A} e_{i} \leqq \mathfrak{B}$, the theorem is true in this case. The theorem in the general case then follows directly from Theorem 33.

It may be noted that we have succeeded in obtaining extensions of all of the main theorems on the structure of semi-simple rings with the exception of the theorem establishing an anti-isomorphism between the lattice of left ideals and the lattice of right ideals. The class of rings for which this theorem holds has been the subject of a very interesting investigation by Nakayama. We refer the reader to his papers [10], [14] for this discussion.
15. Principal ideal rings. In this, and in the next, section we shall indicate, following Asano, that the main results of Chapter 3 are valid for principal ideal rings satisfying the descending chain conditions for one-sided ideals. These results will play an important role in the multiplicative ideal theory that will be considered in Chapter 6.

By a principal ideal ring we mean here a ring with an identity in which every left ideal is a principal left ideal and every right ideal is a principal right ideal. For the sake of simplicity we assume that the set of endomorphisms $\Phi$ is vacuous. We prove first the following

Theorem 37. If $\mathfrak{A}$ is a ring with an identity satisfying the descending chain conditions for one-sided ideals, and every two-sided ideal of $\mathfrak{H}$ is a principal right ideal and a principal left ideal, then $\mathfrak{A}$ is a direct sum of two-sided ideals that are primary rings having these properties.

Let $\mathfrak{A}_{1}$ be a minimal non-nilpotent two-sided ideal in $\mathfrak{N}$. Then $\mathfrak{A}_{1}=\mathfrak{A} c=$ $c^{\prime} \mathfrak{A}$ for suitable $c$ and $c^{\prime}$, and $\mathfrak{A} c^{2}=\left(c^{\prime}\right)^{2} \mathfrak{A}$ is a two-sided ideal of $\mathfrak{A}$ contained in $\mathfrak{A}_{1}$. Since $(\mathfrak{H} c)^{2}=\mathfrak{H}(c \mathfrak{H}) c \leqq \mathfrak{H}(\mathfrak{H} c) c=\mathfrak{A} c^{2}, \mathfrak{A} c^{2}$ is not nilpotent. Hence by the minimality of $\mathfrak{A}_{1}, \mathfrak{A} c^{2}=\mathfrak{A} c=c^{\prime} \mathfrak{A}=\left(c^{\prime}\right)^{2} \mathfrak{A}$. Since the ascending chain condition holds for $\mathfrak{A}_{1}$ regarded as an $\mathfrak{A}_{l}$-group, the $\mathfrak{A}_{\tau}$-endomorphism $x \rightarrow x c$ is $(1-1)$ in $\mathfrak{A}_{1}$. Hence the only element $z$ in $\mathfrak{A}_{1}$ such that $z c=0$ is $z=0$. Thus if $\mathfrak{Y}^{*}$ denotes the set of elements $a^{*}$ in $\mathfrak{A}$ such that $a^{*} c=0, \mathfrak{X}^{*}$ is a left ideal and $\mathfrak{A}^{*} \wedge \mathfrak{A}_{1}=0$. If $x$ is any element of $\mathfrak{A}, x c=y c^{2}$ for a suitable $y$. Hence $x=(x-y c)+y c \in \mathfrak{H}^{*}+\mathfrak{H}_{1}$ and so $\mathfrak{U}=\mathfrak{N}_{1} \oplus \mathfrak{H}^{*}$. Similarly, $\mathfrak{M}=$ $\mathfrak{A}_{1} \oplus \mathfrak{X}^{\prime \prime}$ where $\mathfrak{Y}^{\prime \prime}$ is the right ideal of elements $a^{\prime \prime}$ such that $c^{\prime} a^{\prime \prime}=0$. If $a^{\prime \prime}$ is arbitrary in $\mathfrak{A}^{\prime \prime}, a^{\prime \prime}=a_{1}+a^{*}, a_{1}$ in $\mathfrak{A}_{1}, a^{*}$ in $\mathfrak{A} *$. Then $0=c^{\prime} a^{\prime \prime}=$ $c^{\prime} a_{1}+c^{\prime} a^{*} \epsilon \mathfrak{A}_{1} \oplus \mathfrak{A}^{*}$ and $c^{\prime} a_{1}=0$. Hence $a_{1}=0$ and $a^{\prime \prime}=a^{*} \in \mathfrak{A}^{*}$. Similarly if $a^{*} \in \mathfrak{A}^{*}, a^{*} \in \mathfrak{H}^{\prime \prime}$ and so $\mathfrak{U}^{*}=\mathfrak{X}^{\prime \prime}$ is a two-sided ideal. It follows that $\mathfrak{A}_{1}$ is primary. For otherwise, we should have a non-nilpotent two-sided ideal $\mathfrak{B}_{1} \neq \mathfrak{A}_{1}$ in $\mathfrak{A}_{1}$ and this would contradict the minimality of $\mathfrak{U}_{1}$. In order to complete the proof we require the

Lemma. Let $\mathfrak{A}$ be a ring with an identity and $\mathfrak{A}=\mathfrak{A}_{1} \oplus \cdots \oplus \mathfrak{U}_{t}$ where the $\mathfrak{H}_{i}$ are two-sided ideals. $A$ necessary and sufficient condition that every right (left, two-sided) ideal of $\mathfrak{A}$ be a principal right (left, left and right) ideal is that this holds for each $\mathfrak{A}_{i}$.

If $\mathfrak{Y}_{i}$ is a right ideal of $\mathfrak{A}_{i}$, it is one of $\mathfrak{A}$ since $\mathscr{A}_{i} \mathscr{U}_{j}=0$ if $i \neq j$. Hence $\mathfrak{J}_{i}=c_{i} \mathfrak{H}=c_{i} \mathfrak{A}_{i}$ since $c_{i}$ is in $\mathfrak{H}_{i}$. On the other hand, any right ideal $\mathfrak{F}$ of $\mathfrak{A}$ has the form $\mathfrak{Y}=\mathfrak{Y}_{1} \oplus \cdots \oplus \mathfrak{Y}_{t}$ where $\mathfrak{J}_{i}=\mathfrak{A}_{i} \wedge \mathfrak{Y}$ is a right ideal in $\mathfrak{U}_{i}$. If $\mathfrak{Y}_{i}=c_{i} \mathfrak{U}_{i}, c_{i}$ in $\mathfrak{Y}_{i}$, then $\mathfrak{J}=c_{1} \mathfrak{A}_{1}+\cdots+c_{t} \mathfrak{U}_{t}=c \mathfrak{A}$ where $c=c_{1}+\cdots+c_{t}$ is in $\mathfrak{F}$.

This lemma implies that the rings $\mathfrak{H}_{1}$ and $\mathfrak{A}^{*}$ determined above satisfy the same conditions as $\mathfrak{A}$. If $\mathfrak{A}^{*}$ is not primary, we may repeat this process and write $\mathfrak{U}^{*}=\mathfrak{Y}_{2} \oplus \mathfrak{Y}^{\prime \prime}$ where $\mathfrak{A}_{2}, \mathfrak{Y}^{\prime \prime}$ are two-sided ideals of $\mathfrak{Y}^{\prime}$ and hence of $\mathfrak{A}$, and $\mathfrak{A}_{2}$ is primary. After a finite number of repetitions of this process we obtain $\mathfrak{H}=\mathfrak{A}_{1} \oplus \cdots \oplus \mathfrak{A}_{t}$ where the $\mathfrak{X}_{i}$ are primary and satisfy the conditions of the theorem.

Theorem 38. Let $\mathfrak{A}=\mathfrak{B}_{u}$ where $\mathfrak{B}$ is completely primary and $\mathfrak{A}$ satisfies the chain conditions for one-sided ideals. Suppose that the radical $\mathfrak{R}$ of $\mathfrak{A}$ is a principal right ideal and a principal left ideal. Then $\mathfrak{R}=w \mathfrak{H}=\mathfrak{A} w$ for any $w$ which belongs to $(\Re \wedge \mathfrak{B})$ but not to $\left(\mathfrak{R}^{2} \wedge \mathfrak{B}\right)$.

We have seen that if $\mathfrak{R} \wedge \mathfrak{B}=\mathfrak{S}$ and $e_{i j}$ are matrix units such that $\mathfrak{A}=\Sigma e_{i j} \mathfrak{F}$ and $e_{i j} b=b e_{i j}, b$ in $\mathfrak{B}$, then $\mathfrak{R}=\Sigma e_{i j} \subseteq$. Then $\mathfrak{R}^{k}=\Sigma e_{i j} \Im^{k}$ and $\mathfrak{S}^{k}=\mathfrak{R}^{k} \wedge \mathfrak{B}$. We note next that if $u$ and $\bar{v}$ are elements of $\mathfrak{A}$ such that $u \bar{v} \equiv 1(\mathfrak{R})$, then $u \bar{v}=$ $1-^{\prime} r, r$ in $\mathfrak{R}$ and hence $u \bar{v}\left(1+r+r^{2}+\cdots+r^{s-1}\right)=u v=1$ if $r^{s}=0$. Evidently $v \equiv \bar{v}(\mathfrak{R})$. Also, since $\mathfrak{A}-\Re$ is a matrix ring over a division ring, $\bar{v} u \equiv 1(\Re)$. Hence there is a $v^{\prime}$ such that $v^{\prime} u=1, v^{\prime} \equiv \bar{v}(\Re)$. It follows that $v^{\prime}=v$, and $u$ is a unit with $v$ as its inverse.

After these preliminaries we may begin the proof of the theorem. Let $w \in \mathbb{S}$, $\mathfrak{S}^{2}$. Then $w=z u$ if $\Re=z \mathfrak{A}$. We consider $u$ modulo $\Re$. Since $\mathfrak{A}-\Re$ is a matrix ring over a division ring, there exist elements $v_{1}$ and $v_{2}$ which are units modulo $\Re$ such that $u \equiv v_{1} e_{s} v_{2}(\Re), e_{s}=\sum_{i}^{s} e_{i i}$. We may suppose that $v_{1}$ and $v_{2}$ are units in $\mathfrak{A}$. Thus $u=v_{1} e_{s} v_{2}+r, r$ in $\mathfrak{R}$, and $w=z\left(v_{1} e_{s} v_{2}+r\right), w v_{2}^{-1}=$ $\left(z v_{1}\right) e_{s}+z r v_{2}^{-1}$. Hence $w v_{2}^{-1} \equiv\left(z v_{1}\right) e_{s}\left(\Re^{2}\right)$. If we write $w v_{2}^{-1}=\Sigma e_{i j} w_{i j}, w_{i j}$ in $\mathfrak{B}$, this shows that the $w_{i j}$, with $j>s$, are in $\mathfrak{S}^{2}$. If $v_{2}^{-1}=\Sigma e_{i j} v_{i j}, v_{i j}$ in $\mathfrak{B}$, then each $v_{i j}, j>s$, is in $\subseteq$. Otherwise $v_{i j}$ is a unit and since $w_{i j}=w v_{i j}$, we should have $w$ in $\mathfrak{S}^{2}$ contrary to assumption. We have therefore proved that $v_{i j}=0$ (S) for $j>s$. Since $v$ is a unit modulo $\Re$, this is impossible unless $s=n$, i.e. unless $u \equiv v_{1} v_{2}(\Re)$. Since $v_{1}$ and $v_{2}$ are units, it follows that $u$ is a unit and $\mathfrak{K}=z \mathfrak{A}=w \mathfrak{A}$. Similarly, $\mathfrak{R}=\mathfrak{A} w$.

Theorem 39. Under the assumptions of the preceding theorem, the ideals $\mathfrak{S}^{k}, k=0,1, \cdots\left(\mathfrak{S}^{0}=\mathfrak{B}\right)$, are the only right (left) ideals of $\mathfrak{B}$. $\mathfrak{S}^{k}$ is a principal right (left) ideal. The only two-sided ideals of $\mathfrak{A}$ are $\mathfrak{R}^{k}$.

Let $b$ be any element $\neq 0$ of $\mathfrak{B}$. If $b \subseteq \mathfrak{S}, b$ is a unit. Now suppose that $b \in \mathfrak{S}^{k}, \measuredangle \mathfrak{S}^{k+1}, k>\cdot 0$. Then $b \dot{\epsilon} \mathfrak{R}^{k}, \Varangle \mathfrak{R}^{k+1}$ and hence $b=w^{k} u$ where $w \in \mathbb{S}$,
$\oint \mathbb{E}^{2}$. If we write $u=\Sigma e_{i j} u_{i j}$, we obtain $b=w^{k} u_{i i}, w^{k} u_{i j}=0$. Hence we may replace $u$ by $u_{1}=u_{11}$ and obtain $b=w^{k} u_{1}$ with $u_{1}$ in $\mathfrak{B}$. Then $u_{1}$ is a unit. By a parallel argument we may show that $b=\bar{u}_{1} w^{k}$ with $\bar{u}_{1}$ a unit in $\mathfrak{B}$. If now $b$ is any element of $\mathbb{S}^{k}, b$ is in $\mathbb{S}^{l}$ but not in $\mathfrak{S}^{l+1}, l \geqq k$, and so $b=w^{l} u_{2}=w^{k} c$, $c$ in $\mathfrak{B}$, and likewise $b=\bar{c} w^{k}, \bar{c}$ in $\mathfrak{B}$. Hence we have proved that $\mathfrak{S}^{k}=w^{k} \mathfrak{B}=$ $\mathfrak{B} w^{k}$. Now let $\mathfrak{F}$ be a right ideal of $\mathfrak{B}$. Suppose that $\mathfrak{F} \leqq \mathfrak{S}^{k}$ but $\$ \mathbb{S}^{k+1}$ and let $b$ be an element of $\mathfrak{F}$ not in $\mathfrak{S}^{k+1}$. Then $b=w^{k} u_{1}, u_{1}$ a unit. Hence $w^{k}$ is in $\mathfrak{J}$ and $\mathfrak{S}^{k}=\mathfrak{J}$. Since any two-sided ideal $\mathfrak{B}_{1}$ in $\mathfrak{B}$ has the form $\Sigma e_{i} \mathfrak{Y}$, where $\mathfrak{J}$ is a two-sided ideal in $\mathfrak{B}, \mathfrak{B}_{1}$ must be one of the ideals $\Sigma e_{i j} \mathfrak{S}^{k}=\mathfrak{R}^{k}$.

We prove next
Theorem 40. If $\mathfrak{B}$ is a principal ideal ring, then so is the matrix ring $\mathfrak{A}=\mathfrak{B}_{u}$.
Let $\mathfrak{F}$ denote the free $\mathfrak{B}$-module with $u$ generators. The elements of $\mathfrak{F}$ are the $u$-tuples $\left(b_{1}, \cdots, b_{u}\right), b_{i}$ in $\mathfrak{B}$. With any right ideal $\mathfrak{F}$ in $\mathfrak{A}$ we associate the set $\mathfrak{F}(\mathfrak{F})$ of elements in $\mathfrak{F}$ consisting of the columns of the matrices in $\mathfrak{J}$. Evidently $\mathfrak{F}(\mathfrak{Y})$ is a submodule of $\mathfrak{F}$ and hence by the argument on p. 43, $\mathfrak{F}(\mathfrak{F})$ has a set of $m \leqq u$ generators. Let these be $\left(b_{1 j}, b_{2 j}, \cdots, b_{u j}\right), j=1, \cdots, m$, and let $b$ be the matrix $\left(b_{i j}\right)$ where $b_{i j}=0$ if $j \equiv m$. We wish to show that $\mathfrak{J}=b \mathfrak{A}$. To prove this, we note that if $c=\Sigma e_{i j} c_{i j}$ is an element in $\mathfrak{Y}$, then so is $c e_{p q}$, and this matrix has as its $q$-th column the $p$-th column of $c$ and allother columns are 0 . Since the columns of $b$ occur in matrices of $\mathfrak{F}$, the matrices $\Sigma e_{i j} b_{i j} \in \mathfrak{J}$ for $j=1, \cdots, u$ and hence $b=\Sigma e_{i j} b_{i j}$ is in $\mathfrak{F}$. The $u^{2}$ matrices $b e_{p q}$ contain the columns of $b$ in all possible positions, and since these columns form a basis for $\mathfrak{F}(\mathfrak{F})$, any element of $\mathfrak{F}$ has the form $b v$ for a suitable $v$ in $\mathfrak{A}$. A similar argument holds for left ideals.

Now let $\mathfrak{A}$ be any primary ring with an identity satisfying the descending chain condition for one-sided ideals. Suppose that the radical of $\mathfrak{Z}$ is a principal right ideal and a principal left ideal. Then by Theorem $39, \mathfrak{H}=\mathfrak{B}_{u}$ where $\mathfrak{B}$ is a completely primary principal ideal ring. Hence by Theorem 40, $\mathfrak{A}$ itself is a principal ideal ring.

Theorem 41. If $\mathfrak{A}$ is a primary ring satisfying the descending chain conditions for one-sided ideals and the radical $\mathfrak{R}$ of $\mathfrak{A}$ is a principal left ideal and a principal right ideal, then $\mathfrak{A}$ is a principal ideal ring.

By this theorem and Theorem 37, we obtain
Theorem 42. If $\mathfrak{A}$ is a ring with an identity satisfying the descending chain conditions for one-sided ideals, and if every two-sided ideal of $\mathfrak{H}$ is a principal left ideal and a principal right ideal, then $\mathfrak{H}$ is a principal ideal ring.
16. $\mathfrak{A}$-modules, $\mathfrak{H}$ a principal ideal ring. We wish to determine the structure of finitely generated $\mathfrak{A}$-modules, $\mathfrak{A}$ of the type of $\mathbf{1 5}$. As usual, we suppose that $x 1=x$ for all $x$ in the module $\mathfrak{M}$ and 1 , the identity of $\mathfrak{A}$. Since $\mathfrak{H}=$ $\mathfrak{A}_{1} \oplus \cdots \oplus \mathfrak{A}_{t}, \mathfrak{M}=\mathfrak{M A}_{1} \oplus \cdots \oplus \mathfrak{M A}_{t}$. Since $\mathfrak{H}_{i} \mathfrak{X}_{j}=0$ if $i \neq j$, any $\mathfrak{H}_{i}$-submodule of $\mathfrak{M a x}_{i}$ is an $\mathfrak{N}$-submodule and $\mathfrak{H}_{i}$-isomorphism of submodules of $\mathfrak{M a}_{i}$ implies $\mathfrak{A}$-isomorphism. Hence we may assume that $t=1$, that is, that $\mathfrak{A}$ is primary. We consider first the case where $\mathfrak{U}=\mathfrak{B}$ is completely primary.

Then if $\mathbb{S}$ is its radical and $w \in \mathbb{S}$ but $\boldsymbol{\mathscr { S }} \mathfrak{S}^{2}$, we have seen that every element of $\mathfrak{B}$ has the form $u w^{k}=w^{k} u^{\prime}$ where $u$ and $u^{\prime}$ are units. Hence if ( $a_{i j}$ ) is a matrix in $\mathfrak{B}_{m}$, we may use elementary transformations (p. 42) to reduce it to diagonal form. Thus there exist units $u_{1}$ and $u_{2}$ in $\mathfrak{B}_{m}$ such that

$$
u_{1}\left(a_{i j}\right) u_{2}=\left(\begin{array}{lllll}
w^{k_{1}} & & & &  \tag{7}\\
& w^{k_{2}} & & & \\
& & \cdot & & \\
& & w^{k_{0}} & & \\
& & & 0 & \\
& & & & \\
& & & & 0
\end{array}\right)
$$

where $0 \leqq k_{1} \leqq k_{2} \leqq \cdots<l$ if $\mathfrak{S}^{l}=0, \mathfrak{S}^{l-1} \neq 0$. As we saw in Chapter 3, this implies that any finitely generated $\mathfrak{B}$-module is a direct sum of cyclic $\mathfrak{B}$-modules isomorphic to the $\mathfrak{B}$-modules $\mathfrak{B}-w^{k} \mathfrak{B}=\mathfrak{B}-\mathfrak{S}^{k}$. Since the mapping $x \rightarrow w^{l-k} x$ is a $\mathfrak{B}$-homomorphism between $\mathfrak{B}$ and $\mathfrak{S}^{l-k}$ sending the elements of $\mathfrak{S}^{k}$ and only these into $0, \mathfrak{S}^{l-k}$ and $\mathfrak{B}-\mathfrak{S}^{k}$ are isomorphic. Now $\mathfrak{S}^{l-k}$ is indecomposable, for otherwise, $\mathfrak{S}^{l-k}=\mathfrak{S}_{1} \oplus \mathfrak{S}_{2}$ where the $\mathfrak{J}_{j}$ are right ideals $\neq 0$ of $\mathfrak{B}$, and this is impossible since each $\mathfrak{Y}_{j}$ is a power of $\mathfrak{S}$. Thus the cyclic modules $\mathfrak{B}-w^{k} \mathfrak{B}$ are indecomposable.

Now let $\mathfrak{X}=\mathfrak{B}_{u}=\Sigma e_{i} \mathfrak{B}$ where $\mathfrak{B}$ is a completely primary principal ideal ring. If $\mathfrak{M}$ is an $\mathfrak{A}$-module, $\mathfrak{M}$ is a $\mathfrak{B}$-module and if $x_{1}, \cdots, x_{n}$ generate $\mathfrak{M}$ relative to $\mathfrak{A}$, the elements $x_{i} e_{j k}$ generate $\mathfrak{M}$ relative to $\mathfrak{B}$. Thus $\mathfrak{M}$ is finitely generated relative to $\mathfrak{B}$. The sets $\mathfrak{M} e_{i i}$ are $\mathfrak{P}$-modules since $e_{i i} b=b e_{i i}$ for all $b$ in $\mathfrak{B}$ and are $\mathfrak{B}$-isomorphic since, as is readily verified, the correspondence $x \rightarrow x e_{1 i}$ is a $\mathfrak{B}$ isomorphism between $\mathfrak{M} e_{11}$ and $\mathfrak{M} e_{i i}$. Evidently $\mathfrak{M}=\mathfrak{M} e_{11} \oplus \cdots \oplus \mathfrak{M} e_{u u}$. We fix our attention now on $\mathfrak{M} e_{11}$. Since $\mathfrak{B}$ is a principal ideal ring, $\mathfrak{M} e_{11}$ is a finitely generated $\mathfrak{B}$-module. Hence, by our assumption, we may write $\mathfrak{M} e_{11}=$ $\mathfrak{M}^{(1)} \oplus \cdots \oplus \mathfrak{M}^{(\boldsymbol{q})}$ where $\mathfrak{M}^{(j)}$ is a cyclic $\mathfrak{B}$-module generated by $y_{j}$. By the isomorphism noted, we have $\mathfrak{M} e_{i i}=\mathfrak{M}^{(1)} e_{1 i} \oplus \cdots \oplus \mathfrak{M}^{(0)} e_{1 i}$ where $\mathfrak{M}^{(j)} e_{1 i}$ is cyclic and has the generator $y_{j} e_{1 i}$. It follows that the elements $y_{j}$ are generators of $\mathfrak{M}$ relative to $\mathfrak{N}$. Now suppose that $y_{1} a_{1}+\cdots+y_{r} a_{r}=0$ for $a_{j}=\Sigma e_{i k} b_{i k}^{(j)}$. Since $y_{j} e_{11}=y_{j}$, we have
$0=\left(y_{1} e_{11} a_{1}+\cdots+y_{g} e_{11} a_{g}\right) e_{p p}=\left(y_{1} b_{1 p}^{(1)}+\cdots+y_{g} b_{1 p}^{(q)}\right) e_{1 p}, \quad p=1,2, \cdots$. This implies that $b_{1 p}^{(i)}=0$ and hence $y_{g} a_{g}=0$. Thus $\mathfrak{M}=\left(y_{1}\right) \oplus \cdots \oplus\left(y_{a}\right)$ where $\left(y_{j}\right)$ denotes the cyclic $\mathfrak{A}$-module generated by $y_{j}$. This proves

Theorem 43. If $\mathfrak{A}$ is a principal ideal ring satisfying the descending chain conditions for one-sided ideals, then any finitely generated $\mathfrak{A}$-module is a direct sum of cyclic $\mathfrak{N}$-modules.

Our argument shows also that if $\mathfrak{M}$ is an indecomposable $\mathfrak{Y}$-module, $\mathfrak{M} e_{11}$ is an indecomposable $\mathfrak{B}$-module. For if $\mathfrak{M} e_{11}=\mathfrak{M}^{\prime} \oplus \mathfrak{M}^{\prime \prime}$, we may decompose $\mathfrak{M}^{\prime}$ and $\mathfrak{M}^{\prime \prime}$ into cyclic modules $\mathfrak{M}^{(j)}, j=1,2, \cdots, g, g \geqq 2$, and then obtain a decomposition of $\mathfrak{M}$ into $g \mathfrak{A}$-modules. On the other hand, suppose that $\mathfrak{M} e_{11}$
is an indecomposable $\mathfrak{B}$-module. If $\mathfrak{M}=\mathfrak{M}^{\prime} \oplus \mathfrak{M}^{\prime \prime}$, we may write $\mathfrak{M}^{\prime}=$ $\mathfrak{M}^{\prime} e_{11} \oplus \cdots \oplus \mathfrak{M}^{\prime} e_{u u}, \mathfrak{M}^{\prime \prime}=\mathfrak{M}^{\prime \prime} e_{11} \oplus \cdots \oplus \mathfrak{M}^{\prime \prime} e_{u u}$ and obtain a direct decomposition of $\mathfrak{M}$ into $2 u$ components. Since we have $\mathfrak{M}=\mathfrak{M} e_{11} \oplus \cdots \oplus$ $\mathfrak{M} e_{u u}$ where the $\mathfrak{M} e_{i i}$ are indecomposable, we obtain a contradiction to the Krull-Schmidt Theorem.

If $\mathfrak{M}=\left(y_{1}\right)$ is an indecomposable $\mathfrak{B}_{u}$-module, we may suppose that $y_{1} e_{11}=y_{1}$ and that $y_{1}$ generates an indecomposable $\mathfrak{B}$-module. It follows, on considering the set of elements $a$ of $\mathfrak{A}=\mathfrak{B}_{u}$ such that $y_{1} a=0$, that ( $y_{1}$ ) is $\mathfrak{U}$-isomorphic to $\mathfrak{A}-\mathfrak{J}$ where $\mathfrak{F}$ is the right ideal generated by $e_{i j}$ with $i>1$ and by $e_{i j} w^{k}$. If we use the $\mathfrak{U}$-homomorphism $x \rightarrow e_{11} w^{l-k} x$, we may prove that $\mathfrak{H}-\mathfrak{F}$, and hence $\left(y_{1}\right)$, is isomorphic to the ideal $e_{11} \Re^{l-k}$. Now, as in Chapter 3, we define the bound of an $\mathfrak{H}$-module $\mathfrak{M}$ to be the two-sided ideal of elements $d$ of $\mathfrak{U}$ such that $x d=0$ for all $x$ in $\mathfrak{M}$. In the present case we allow the bound to be 0 . It is readily seen that the bound of ( $y_{1}$ ) (or $e_{11} \mathfrak{R}^{l-k}$ ) is $\mathfrak{R}^{k}$. Hence if $\mathfrak{A}$ is primary, then a necessary and sufficient condition that two indecomposable $\mathfrak{A}$-modules be isomorphic is that they have the same bounds. If we use the decomposition $\mathfrak{M}=\mathfrak{M A}_{1} \oplus \cdots \oplus \mathfrak{M}_{t}$, we see that this result is also valid for arbitrary principal ideal rings $\mathfrak{A}$ and finally, by the Krull-Schmidt Theorem, we obtain the following general criterion:

Theorem 44. If $\mathfrak{H}$ is a principal ideal ring, then a necessary and sufficient condition for $\mathfrak{A}$-isomorphism of any two finitely generated $\mathfrak{Y}$-modules is that the totality of bounds of the indecomposable components that occur in a decomposition of one of the modules coincide with the totality of bounds occurring in a decomposition of the second.

The main results of Chapter 3 may now be proved for the rings considered here. We mention, for example, the following theorem that will be required later.

Theorem 45. If $\mathfrak{M}$ is an indecomposable $\mathfrak{M}-m o d u l e$ and $\mathfrak{\mathfrak { a }}$ is its bound, then $\overline{\mathfrak{U}}=\mathfrak{A}-\mathfrak{\mathfrak { Q }}$ is a primary ring. If $e$ is the exponent of the radical of $\overline{\mathfrak{N}}, \mathfrak{M}$ has length e. An indecomposable $\mathfrak{Y}$-module has only one composition series.

The proof is left to the reader.
We remark that if $\mathfrak{o}$ is an arbitrary principal ideal domain and $\mathfrak{J}$ is a twosided ideal $\neq 0$ in 0 , then $0-\Im$ is a principal ideal ring satisfying both chain conditions for one-sided ideals. Hence if $\mathfrak{M}$ is a bounded $\mathfrak{o}$-module in the sense of Chapter 3 and $\mathfrak{Y}$ is the bound of $\mathfrak{M}$, then $\mathfrak{M}$ is an $(\mathfrak{o}-\mathfrak{Y})$-module, and so the results on bounded $\mathfrak{o}$-modules are consequences of the present theory. The treatment of Chapter 3 is, however, of a more elementary character.
17. Projective and affine representations of a group. In the remainder of this chapter we shall consider some applications of the theory developed thus far. We begin with the problem of representation of groups.

It is a classical result that any projective space $\mathfrak{P}$ of dimensionality ( $n-1$ ) $\geqq 3$ may be regarded as the system of one dimensional subspaces $\{x \alpha\}, x$ fixed, in a suitable $n$-dimensional vector space $\mathfrak{M}$ over a division ring $\Phi$.

The $k$-dimensional subspaces of $\mathfrak{M}$ correspond to ( $k-1$ )-dimensional subspaces of $\mathfrak{P}$. It is well known that the collineations, or, projective transformations of $\mathfrak{P}$, i.e. the $(1-1)$ transformations that preserve incidence, are induced by nonsingular semi-linear transformations in $\mathfrak{M}$ over $\Phi$. Two semi-linear transformations $T_{1}$ and $T_{2}$ have the same effect in $\mathfrak{B}$ if and only if $T_{1}=T_{2} \mu, \mu$ in $\Phi$. The complete projective group is therefore isomorphic to $\mathfrak{S} / \Phi^{*}$, where $\mathfrak{S}$ is the group of non-singular semi-linear transformations and $\Phi^{*}$, the set of mappings $x \rightarrow x \mu, \mu \neq 0$ in $\Phi$. ${ }^{6} \quad$ We recall also that the collineations which are generated by perspectivities are the ones whose corresponding semi-linear transformations induce inner automorphisms in $\Phi$. We shall call these collineations special.

Consider the following problem: Given a group $\mathfrak{g}=(1, s, t, \cdots)$ and a projective space $\mathfrak{P}$, to determine the homomorphisms between $\mathfrak{g}$ and groups of collineations in $\mathfrak{P}$. Such homomorphisms are called projective representations of $\mathfrak{g}$. Two representations $s \rightarrow c_{s}, s \rightarrow d_{s}$ are equivalent (strictly equivalent) if there is a collineation (special collineation) $u \rightarrow u^{\prime}$ such that $\left(u c_{s}\right)^{\prime}=u^{\prime} d_{0}$, or, if $u \rightarrow u^{\prime}$ is denoted as $f$, then $d_{s}=f^{-1} c_{s} f$.

If we transfer this to $\mathfrak{M}$, we obtain the following formulation: A projective representation of $\mathfrak{g}$ corresponds to an association $s \rightarrow T_{s}$ where $T_{s}$ is a nonsingular semi-linear transformation in $\mathfrak{M}$ such that

$$
T_{s} T_{t}=T_{s t} \rho_{s, t}, \quad \rho_{s, t} \quad \text { in } \Phi .
$$

If $\bar{s}$ denotes the automorphism in $\Phi$ determined by $T_{s}$, then

$$
\begin{equation*}
\xi^{\overline{3} \bar{i}}=\rho_{s, t}^{-1} \xi^{\bar{s}} \rho_{s, t} \tag{8}
\end{equation*}
$$

for all $\xi$ in $\Phi$. Thus if we call the factor group of the group of automorphisms of $\Phi$ relative to the invariant subgroup of inner automorphisms the group of outer automorphisms of $\Phi$, we see that the correspondence $s \rightarrow \bar{s}$ determines a homomorphism between $\mathfrak{g}$ and a subgroup of the group of outer automorphisms of $\boldsymbol{\Phi}$. It follows that the subset $\mathfrak{h}$ of elements $h$ of $\mathfrak{g}$ for which $T_{h}$ is a special collineation is an inrariant subgroup of $\mathfrak{g}$. The set $\rho=\left\{\rho_{s, t}\right\}$ will be called the factor set of the representation. The associative law imposes the condition

$$
\begin{equation*}
\rho_{s, t u} \rho_{t, u}=\rho_{s t, u} \rho_{s, t}^{\bar{u}} \tag{9}
\end{equation*}
$$

The projective representations $s \rightarrow T_{s}, s \rightarrow U_{s}$ are equivalent if there is a non-singular semi-linear transformation $A$ with automorphism $\bar{a}$ and elements $\mu_{s}$ such that

$$
U_{s}=A^{-1} T_{s} A \mu_{s}=A^{-1}\left(T_{s} \mu_{s}^{\bar{a}^{-1}}\right) A
$$

We have strict equivalence if $A$ may be taken to be linear. If $s^{\prime}$ is the automorphism associated with $U_{s}$ and $\sigma$ is the factor set of this representation, we have as necessary conditions for equivalence

$$
\begin{equation*}
s^{\prime}=\bar{a}^{-1} \bar{s} \bar{a} \mu_{s}, \quad \sigma_{s, t}=\mu_{s t}^{-1} \rho_{s, t}^{\bar{a}} \mu_{s}^{\bar{a}^{-1} \bar{i} \bar{a}} \mu_{t}, \tag{10}
\end{equation*}
$$

[^18]where in the first equation $\mu_{s}$ denotes the inner automorphism $\xi \rightarrow \mu_{s}^{-1} \xi_{s}$. Necessary conditions for strict equivalence are
\[

$$
\begin{equation*}
s^{\prime}=\bar{s} \mu_{s}, \quad \sigma_{s, t}=\mu_{s t}^{-1} \rho_{s, t} \mu_{s}^{i} \mu_{t} . \tag{11}
\end{equation*}
$$

\]

If $\Phi$ is commutative, the only inner automorphism is the identity mapping. Hence the correspondence $s \rightarrow \bar{s}$ is a homomorphism between $\mathfrak{g}$ and a subgroup of the group of automorphisms of $\boldsymbol{\Phi}$. Strictly equivalent representations have the same automorphisms in $\Phi$.

An important class of projective representations consists of those representations for which the factor sets $\rho_{s, t}=1$. In this case we have $T_{s t}=T_{s} T_{t}$ and $s \rightarrow \bar{s}$ is a homomorphism. We call a representation of this type an affine representation, and we are usually concerned with equivalence of pairs of these representations defined by the condition that $U_{s}=A^{-1} T_{s} A$ where $A$ is a linear transformation (i.e. $\mu_{s}=1$ ). Finally, we may impose the further condition that $\bar{s}$ is the identity automorphism for all $s$, Then $T_{s}$ is linear. If, in addition, $\Phi$ is commutative, we obtain the classical case for which there is a very extensive literature.

From now on we suppose that $\mathfrak{g}$ is finite. Let $r$ be its order and $p$ the characteristic of $\Phi$. We wish to prove the following

Theorem 46. If $p \nmid r$, any projective representation of $\mathfrak{g}$ is completely reducible.
By complete reducibility we mean complete reducibility of $\mathfrak{M}$ relative to the set of endomorphisms $\left\{\Phi, T_{1}, T_{s}, \cdots\right\}$. Let $\mathfrak{N}$ be a subspace of $\mathfrak{M}$ invariant under the transformations $T_{s}$ and let $\mathfrak{R}^{*}$ be any complementary space, i.e. $\mathfrak{M}=$ $\mathfrak{N} \oplus \mathfrak{N}^{*}$. We wish to show that we may choose $\mathfrak{N}^{*}$ so that it, too, is invariant relative to the $T_{s}$. If $x \in \mathfrak{M}$, we may write $x=y+y^{*}$ where $y \in \mathfrak{M}, y^{*} \in \mathbb{M}^{*}$. The mapping $x \rightarrow y=x D$ determined by the decomposition is then an idempotent linear transformation such that $\mathfrak{M D}=\mathfrak{N}$. Now any linear transformation which maps $\mathfrak{M}$ into $\mathfrak{M}$ and acts as the identity in $\mathfrak{N}$ is idempotent. Hence if $D_{1}, \cdots, D_{m}$ have this property and $p \nmid m$, then $\frac{1}{m}\left(D_{1}+\cdots+D_{m}\right)$ has the property. Thus $E=\frac{1}{r}\left(\sum_{s \in g} T_{s}^{-1} D T_{s}\right)$ has the property since $T_{s}^{-1} D T_{s}$ is linear, $\mathfrak{M} T_{s}^{-1} D T_{s} \leqq \mathfrak{M} T_{s}=\mathfrak{N}$ and $y T_{s}^{-1} D T_{s}=y$ for all $y$ in $\mathfrak{M}$. Now

$$
T_{t}^{-1} E T_{t}=\frac{1}{r} \sum_{s} T_{t}^{-1} T_{s}^{-1} D T_{s} T_{t}=\frac{1}{r} \sum_{s} \rho_{s, t}^{-1} T_{s t}^{-1} D T_{s t} \rho_{s, t}=E
$$

since $T_{s t}^{-1} D T_{s t}$ commutes with $\rho_{s, t}$ and st ranges over $\mathfrak{g}$ when $s$ does. Thus $E$, and hence $1-E$, commutes with all the $T_{s}$. Then $\mathfrak{M}=\mathfrak{M} E \oplus \mathfrak{M}(1-E) \equiv$ $\mathfrak{N} \oplus \mathfrak{Y}^{\prime}$ and $\mathfrak{Y}^{\prime}$ is invariant relative to all $T_{s}$.
18. Crossed products. The preceding theorem may be strengthened by replacing the hypothesis $p \nmid r$ by the weaker one, $p \nmid q, q$ the order of the invariant subgroup $\mathfrak{h}$ of elements $h$ such that $\bar{h}$ is inner. In order to prove this, and for other purposes, we introduce a certain ring $\mathfrak{A}$ determined by $\mathfrak{g}, \Phi$, the cor-
respondence $s \rightarrow \bar{s} \equiv s^{H}$ and the factor set $\rho$. We need not suppose that the $\bar{s}$ and the $\rho$ are obtained from a projective representation but merely that they satisfy (8) and (9) and that $\rho_{s, t} \neq 0$. The elements of $\mathfrak{V} \equiv \Phi(\mathfrak{g}, H, \rho)$ are the expressions $\sum_{s \in g} t_{s} \xi_{s}$ where the $\xi_{s}$ vary in $\Phi$. We consider $\Sigma t_{s} \xi_{s} \equiv \Sigma t_{s} \eta_{s}$ if and only if $\xi_{s}=\eta_{s}$ for all $s$ and we define

$$
\begin{aligned}
\Sigma t_{s} \xi_{s}+\Sigma t_{s} \eta_{s} & \equiv \Sigma t_{s}\left(\xi_{s}+\eta_{s}\right) \\
\left(\Sigma t_{s} \xi_{s}\right)\left(\Sigma t_{t} \eta_{t}\right) & \equiv \sum_{s, t} t_{s t} \rho_{s, t} \xi_{s}^{i} \eta_{t}
\end{aligned}
$$

It is readily verified that $\mathfrak{A}$ is a ring. We shall call it the crossed product of $\Phi$ and $\mathfrak{g}$ with correspondence $H$ and factor set $\rho$.

The conditions on $\rho$ imply in particular that $\rho_{s, 1} \rho_{1,1}=\rho_{s, 1} \rho_{s, 1}^{\overline{1}}$. Hence $\rho_{s, 1}^{\overline{1}}=$ $\rho_{1,1}, \rho_{1,1}^{\overline{1}}=\rho_{1,1}$ and $\rho_{s, 1}=\rho_{1,1}$. Similarly, $\rho_{1, s}=\rho_{1,1}^{\bar{s}}$. We note also that $\xi^{1}=\rho_{1,1}^{-1} \xi_{1,1}$. It follows that the element $t_{1}-\rho_{1,1}^{-1}$ is an identity 1 for $\mathfrak{?}$ and the elements $1 \xi$ form a division subring of $\mathfrak{H}$ that may be identified with $\Phi$. We may set $t_{s} \equiv t_{s} 1,1$, the identity of $\Phi$. Then any element of $\mathfrak{A}$ has the form $\Sigma t_{s} \xi_{s}$ where $t_{s} \xi_{s}$ now indicates the product of $t_{s}$ and $\xi_{s}$ in $\Phi$. The ring $\mathfrak{X}$ is a vector space over $\Phi$ relative to the endomorphisms $x \rightarrow x \xi$. Since the expression of an element in the form $\Sigma t_{s} \xi_{s}$ is unique, $(\mathfrak{P}: \Phi)=r$. We note that

$$
\xi t_{s}=t_{s} \xi^{\bar{s}}, \quad t_{s} t_{t}=t_{s t} t_{s, t}
$$

Similarly, the endomorphisms $x \rightarrow \xi x \equiv x \xi^{\prime}$ form a division ring $\Phi^{\prime}$ anti-isomorphic to $\Phi$, and $\left(\mathfrak{H}: \Phi^{\prime}\right)=r$ also. Since right (left) ideals of $\mathfrak{A}$ are subspaces over $\Phi\left(\Phi^{\prime}\right), \mathfrak{N}$ satisfies both chain conditions for right (left) ideals.

If $s \rightarrow T_{s}$ is a projective representation of $\mathfrak{g}$ in $\mathfrak{M}$ over $\Phi$ with the correspondence $s \rightarrow \bar{s}$ and the factor set $\rho$, the correspondence $\Sigma t_{s} \xi_{s} \rightarrow \Sigma T_{s} \xi_{s}$ is a representation of $\mathfrak{H}$ by endomorphisms in $\mathfrak{M}$ in which 1 is mapped into the identity endomorphism. If two $\mathfrak{N}$-modules thus determined are $\mathfrak{W}$-isomorphic, then the projective representations are strictly equivalent. Conversely if we have a representation of $\mathfrak{A}$ by endomorphisms in $\mathfrak{M}$ such that $1 \rightarrow 1, \mathfrak{M}$ may be regarded as a vector space relative to the endomorphisms of $\Phi \leqq \mathfrak{A}$. If ( $\mathfrak{M}: \Phi$ ) is finite and $T_{s}$ is the correspondent of $t_{s}$, we obtain a projective representation $s \rightarrow T_{s}$ of $\mathfrak{g}$ having the same correspondence and factor set as $\mathfrak{N}$. Thus the theory of representations of the ring $\mathfrak{A}$ is closely connected with that of the projective representations of $\mathfrak{g}$ that have the same correspondence and factor set.

Let $\mathfrak{B}$ denote the subring of $\mathfrak{N}$ of elements $\sum_{h \in \mathfrak{h}} t_{h} \xi_{h}$. Then $\mathfrak{B}$ is the crossed product of $\Phi$ and $\mathfrak{h}$ with the factor set $\rho_{h, k}$ and the correspondence $h \rightarrow \bar{h}$. Let $1, u, \cdots, w$ be representatives of the cosets of $\mathfrak{g} / \mathfrak{h}$. Then if $s \in \mathfrak{g}, s=u h, h$ in $\mathfrak{h}$. Hence $t_{s}=t_{u} t_{k} \rho_{u, h}^{-1}=t_{u} b$ where $b$ is in $\mathfrak{B}$. It follows that the elements of $\mathfrak{A}$ may be written in the form $\Sigma t_{u} b_{u}, b_{u}$ in $\mathfrak{B}$ and the summation extending over the representatives $1, u, \cdots$. This representation is unique. For if $\Sigma t_{u} b_{u}=0$, we set $b_{u}=\Sigma t_{h} \xi_{h, u}$ and obtain $\Sigma t_{u h} \rho_{u, h} \xi_{h, u}=0$. Since the $r$ elements $u h$ are
distinct, $\rho_{u, h} \xi_{h, u}=0, \xi_{h, u}=0$ and hence $b_{u}=0$. Now $t_{s}^{-1}=\left(\rho_{1,1} \rho_{s^{-1, s}}\right)^{-1} t_{s^{-1}}$ and so

$$
\begin{aligned}
t_{s}^{-1} t_{h} t_{s} & =\left(\rho_{1,1} \rho_{s}-1, s\right)^{-1} t_{s}-1 t_{h} t_{s}=\left(\rho_{1,1} \rho_{s}-1, s\right)^{-1} t_{s}-1 h_{s} \rho_{s}-1 h, s \rho_{s}^{\bar{s}-1, h} \\
& =t_{s}-1 h_{s}\left(\rho_{1,1}^{\bar{s}-1 h s} \frac{\rho_{s}^{s-1, s s}}{s-1, s}\right)^{-1} \rho_{s}-1 h, s \rho_{s}^{\bar{s}}-1, h
\end{aligned}
$$

is in $\mathfrak{B}$. Hence the mapping $b \rightarrow t_{s}^{-1} b t_{s} \equiv b^{s^{\prime}}$ is an automorphism in $\mathfrak{B}$. By means of this automorphism we may write $\left(t_{u} b_{u}\right)\left(t_{v} b_{v}\right)=t_{u v} \rho_{u, v} b_{u}^{v^{\prime}} b_{v}$.

We may now prove the following theorem.
Theorem 47. A necessary and sufficient condition that $\mathfrak{Y}$ be semi-simple is that $\mathfrak{B}$ be semi-simple.

Let $\mathfrak{S}$ be the radical of $\mathfrak{B}$. Since the automorphism $b \rightarrow t_{s}^{-1} b t_{s}$ maps a nilpotent ideal into a nilpotent ideal, $t_{s}^{-1} \subseteq t_{s} \leqq \subseteq$. It follows that the totality $\mathfrak{R}$ of elements $\Sigma t_{u} s_{u}, s_{u}$ in $\mathfrak{S}$, is a two-sided ideal in $\mathfrak{A}$. Since $\mathfrak{M} \geqq \subseteq$, it contains $\mathfrak{A S}$. On the other hand, by definition, $\mathfrak{R} \leqq \mathfrak{A} \subseteq$. Hence $\mathfrak{R}=\mathfrak{A} \subseteq=\mathfrak{A} \subseteq \mathfrak{A}$. Then $\mathfrak{N}^{k}=\mathfrak{A} \mathscr{S}^{k}$ and so $\mathfrak{N}$ is nilpotent. Hence if $\mathfrak{S} \neq 0$, the radical $\mathfrak{R}$ of $\mathfrak{A}$ is $\neq 0$. Now suppose that $\mathfrak{S}=0$. We wish to show that if $\mathfrak{Y}$ is any two-sided ideal $\neq 0$ in $\mathfrak{A}$, then $(\mathfrak{B} \wedge \mathfrak{J}) \neq 0$. For this purpose let $z=t_{u} b_{u}+\cdots$ be an element $\neq 0$ in $\mathfrak{F}$ for which the least number of coefficients $b_{u}$ are $\neq 0$. If $b \in \mathfrak{B}, z b=t_{u} b_{u} b+\cdots$ and $b z=t_{u} b^{u^{\prime}} b_{u}+\cdots$ are in $\mathfrak{F}$. We fix our attention on a particular $u$ for which $b_{u} \neq 0$. Since $b^{u^{\prime}}$ ranges over $\mathfrak{B}$, the coefficients $c_{u}$ of the elements $t_{u} c_{u}+\cdots$ of $\mathfrak{F}$ that have the same form ${ }^{7}$ as $z$ form a twosided ideal $\mathfrak{Y}_{u} \neq 0$. Since $\mathfrak{B}$ is semi-simple, $\mathfrak{Y}_{u}$ has an identity $e_{u}$ and $e_{u}$ is in the center of $\mathfrak{B}$. Now we may suppose that $z=t_{u} e_{u}+\cdots$. We assert that $z=t_{u} e_{u}$. For suppose that $z=t_{u} e_{u}+t_{v} b_{v}+\cdots$ with $b_{v} \neq 0$. For any $\xi$ in $\Phi, \xi z-z \xi^{\bar{u}}=t_{v}\left(\xi^{\bar{j}} b_{v}-b_{v} \xi^{\bar{u}}\right)+\cdots$ is in $\mathfrak{B}$ and has fewer non-zero terms than $z$ and is $\neq 0$ unless $\xi^{\bar{i}} b_{v}=b_{v} \xi^{\bar{u}}$. Now if $b_{v}=\Sigma t_{h} \beta_{h}$,

$$
\xi^{\bar{v}} b_{v}-b_{v} \xi^{\bar{u}}=\Sigma t_{h}\left(\xi^{\bar{n} \bar{n}} \beta_{h}-\beta_{h} \xi^{\bar{u}}\right) .
$$

Since $b_{v} \neq 0$, there is a $\beta_{h} \neq 0$ and so $\xi^{\bar{u}}=\beta_{h}^{-1} \xi^{\overline{\mathrm{n}}} \beta_{h}$. This holds for all $\xi$ and it implies that $u$ and $v$ differ by an inner automorphism contrary to the assumption that $u$ and $v$ are in different cosets of $\mathfrak{h}$ in $\mathfrak{g}$. Hence $z=t_{u} e_{u}$ and $t_{u}^{-1} z=e_{u}$ is an element $\neq 0$ in $(\mathfrak{B} \wedge \mathfrak{F}$ ). Now if $\mathfrak{F}=\mathfrak{R}$, we obtain $\mathfrak{R}=0$ since $(\mathfrak{B} \wedge \mathfrak{R})$ is a nilpotent ideal in $\mathfrak{B}$.

We have seen that if $p \nmid q$, the order of $\mathfrak{h}$, any representation of $\mathfrak{B}$ such that $1 \rightarrow 1$ is completely reducible. If we apply this to the regular representation (by $\mathfrak{B}_{r}$ ) we see that the lattice of right ideals of $\mathfrak{B}$ is completely reducible. Hence $\mathfrak{P}$ is semi-simple and we have proved the following theorems.

Theorem 48. The crossed product $\mathfrak{A}$ is semi-simple if $p \uparrow q, q$, the order of $\mathfrak{h}$.
Theorem 49. A projective representation $s \rightarrow T$ s of a finite group is completely reducible if $p \nmid q, q$, the order of the subgroup of elements $h$ such that $T_{h}$ is a special collineation.

The proof of the main theorem implies also

```
7 i.e. }\mp@subsup{c}{v}{}=0\mathrm{ if }\mp@subsup{b}{v}{}=0
```

Theorem 50. If $\mathfrak{h}=(1)$, then $\mathfrak{H}$ is simple.
For in this case $\mathfrak{B}=\Phi$ so that $\mathfrak{S}=0$. Then if $\mathfrak{B}$ is a two-sided ideal $\neq 0$ in $\mathfrak{U},(\Phi \wedge \mathfrak{Y})$ is an ideal $\neq 0$ in $\Phi$ and hence $(\Phi \wedge \mathfrak{Y})=\Phi$. Thus $\mathfrak{J}$ contains 1 and $\mathfrak{Y}=\mathfrak{A}$.

Suppose that $\mathfrak{h}=$ (1). Then if $\left(\Sigma t_{s} \beta_{s}\right) \xi=\xi\left(\Sigma t_{s} \beta_{s}\right)$ for all $\xi, \xi^{\xi} \beta_{s}=\beta_{s} \xi$. Hence if $\beta_{s} \neq 0, \xi^{\dot{s}}=\beta_{s} \xi \beta_{s}^{-1}$. Thus $s=1$ and we have proved that the only elements of $\mathfrak{l l}$ which commute with all $\xi$ in $\Phi$ are in $\Phi$. Consequently the center of $\mathfrak{H} \leqq \Gamma$, the center of $\Phi$. If $\gamma \in \Gamma, \gamma t_{s}=t_{s} \gamma$ for all $s$ implies that $\gamma \epsilon \Gamma_{0}$ the subfield of $\Gamma$ of elements invariant under all $\bar{s}$. It follows that $\Gamma_{0}$ is the center of $\mathfrak{N}$. If $\Phi=\Gamma$ so that $\Phi$ is commutative, it is well known that $\left(\Gamma: \Gamma_{0}\right)=r .^{8}$ Hence $\left(\mathfrak{Y}: \Gamma_{0}\right)=r^{2}$.
Suppose now that $\rho_{s, t}=1$ in addition to $\mathfrak{h}=(1)$. Since $\mathfrak{N}$ is simple, $\mathfrak{H}=\mathfrak{Y}_{1} \oplus$ $\cdots \oplus \mathfrak{Y}_{u}$ where the $\mathfrak{Y}_{j}$ are $\mathfrak{Q}$-isomorphic irreducible right ideals. An $\mathfrak{Y}$-isomorphism between right ideals is in particular a $(1-1)$ linear transformation between them regarded as subspaces of the vector space $\mathfrak{i l}$ over $\Phi$. Hence $\left(\mathfrak{S}_{j}: \Phi\right)=\left(\mathfrak{Y}_{k}: \Phi\right)=m$ and $r=(\mathfrak{M}: \Phi)=u m$. Now let $\mathfrak{S}$ be the right ideal of multiples $e a$ of $e=\Sigma t_{s}$. Since $e t_{s}=t_{s}, e a=e \alpha$ for a suitable $\alpha$ in $\Phi$. Hence $(\mathfrak{I}: \Phi)=1$ so that $\mathfrak{\Im}$ is irreducible. Then $\left(\mathfrak{\Im}_{j}: \Phi\right)=(\mathfrak{J}: \Phi)=1$ and $r=u$. It follows that $\mathfrak{U}=\Psi_{r}$ where $\Psi$ is a division ring. $\Psi$ contains the center $I_{0}^{\prime}$ of $\mathfrak{H}$ and since $(\mathfrak{A}: \Psi)=r^{2}$, it follows that when $\Phi=\Gamma, \Psi=\Gamma_{0}$.

Theorem 51. If $\mathfrak{i}=\Phi(\mathfrak{g}, H, 1)$ and $\mathfrak{G}=1, \mathfrak{H}=\Psi_{r}$ where $\Psi$ is a division ring and $r$ is the order of $\mathfrak{g}$. If, in addition, $\Phi=\Gamma$ is commutative, then $\mathfrak{I}=\Gamma_{0 r}$, $\Gamma_{0}$ the center of $\mathfrak{H}$.
19. Galois theory of division rings. Let $\Phi$ be an arbitrary division ring and $(3)=(1, S, \cdots, U)$ a finite group of $r$ outer automorphisms acting in $\Phi$. The subset of invariant elements ( $\alpha^{s}=\alpha$ ) is a division subring $\Phi_{0}$ of $\Phi$. We denote the set of left (right) multiplications in $\Phi$ corresponding to the element of $\Phi_{0}$ by $\Phi_{0}^{\prime}\left(\Phi_{0}\right)$ and the set of endomorphisms $\Sigma S \xi_{s}\left(\Sigma S \xi_{s}^{\prime}\right)$, where $\xi_{s}\left(\xi_{s}^{\prime}\right)$ is a right (left) multiplication by $\xi_{s}$ in $\Phi$, by ( $\Phi$, (b) $\left(\left(\Phi^{\prime}, \mathfrak{H}\right)\right)$. We note that $\xi S=S \xi^{s}$. Hence if $\mathfrak{Y}$ is the crossed product of $\Phi$ and an abstract group $\mathfrak{g}$ isomorphic to $\mathfrak{H}$ defined by the isomorphism $s \rightarrow S$ and the factor set $\rho_{s, t}=1$, the correspondence $\Sigma t_{s} \xi_{s} \rightarrow \Sigma S \xi_{s}$ is a representation of $\mathfrak{U}$ by endomorphisms acting iu $\Phi$. Since $\mathfrak{i d}$ is simple, the representation is ( $1-1$ ). Hence by the last theorem, the ring $\left(\Phi,(\mathfrak{j i})=\Psi_{r}\right.$ where $\Psi$ is a division ring.

If $\alpha \neq 0$ is in $\Phi$ and $\beta$ is arbitrary, there is a $\xi$ in $\Phi$ such that $\alpha \xi=\beta$. It follows that ( $\Phi,(\mathfrak{J})=\Psi_{r}$ is an irreducible set of endomorphisms and hence by the $\mathfrak{Z}$-isomorphism of any two irreducible $\mathfrak{Z}$-groups, there exist $r$ elements $\alpha_{1}, \cdots, \alpha_{r}$ in $\Phi$ such that every clement of $\Phi$ may be represented in one and only one way as $\alpha_{1} \psi_{1}+\cdots+\alpha_{r} \psi_{r}, \psi_{i}$ in $\Psi$. To prove this again directly, let $E_{i j}$ be the matrix basis in $\Psi_{r}$ and choose $E_{p p}$ and $\alpha$ so that $\alpha E_{p p} \neq 0$. Then it follows readily that the elements $\alpha_{1}=\alpha E_{p 1}, \cdots, \alpha_{r}=\alpha E_{p r}$ are independent over $\Psi$. Since any $\beta=\left(\alpha E_{p p}\right) \Sigma E_{i j} \psi_{i j}$ for suitable $\psi_{i j}$, we have $\beta=\alpha_{1} \psi_{p 1}+\cdots+\alpha_{r} \psi_{p r}$.

[^19]Let $\Psi^{\prime}$ be the ring of linear transformations $\psi^{\prime}$ in $\Phi$ over $\Psi$ defined by the equations $\alpha_{i} \psi^{\prime} \equiv \alpha_{i} \psi$. We have seen in Chapter 2 that $\Phi$ is an $r$-dimensional space over $\Psi^{\prime}$, that $\Psi^{\prime}$ is the complete set of endomorphisms commutative with those of $\Psi_{r}$ and that $\Psi_{r}$ is the complete set of linear transformations of $\Phi$ over $\Psi^{\prime}$.

We recall now that $\Psi_{r}=$ ( $\Phi$, (ii). If $A$ is an endomorphism commutative with all the endomorphisms of $\Phi$, it is a left multiplication, say, $\xi \rightarrow \alpha \xi \equiv \xi \alpha^{\prime}$. If in addition it commutes with all the elements of $\left(\mathfrak{H},(\alpha \xi)^{s}=\alpha^{s} \xi^{s}=\alpha \xi^{s}\right.$ and $\alpha^{\prime} \in \Phi_{0}^{\prime}$. Thus $\Psi^{\prime}=\Phi_{0}^{\prime}$. In a similar fashion we may treat $\Phi_{0}$ and ( $\Phi^{\prime},(5)$ and obtain the following

Theorem 52. Let $\Phi$ be an arbitrary division ring, (i) a finite group of $r$ outer automorphisms acting in $\Phi$ and $\Phi_{0}$ the division subring of invariant elements. Then the dimensionality of $\Phi$ over $\Phi_{0}^{\prime}\left(\Phi\right.$ over $\left.\Phi_{0}\right)$ is $r$ and ( $\Phi$, (i) ) ( $\left(\Phi^{\prime},(\mathfrak{j j})\right.$ ) is the complete set of linear transformations of $\Phi$ over $\Phi_{0}^{\prime}\left(\Phi\right.$ over $\left.\Phi_{0}\right)$.

Suppose that $V$ is any automorphism in $\Phi$ leaving the elements of $\Phi_{0}$ unaltered. Then $V$ is a linear transformation of $\Phi$ over $\Phi_{0}^{\prime}$ and hence $V=\Sigma S \xi_{s}$. For every endomorphism $\eta$ we have $\eta V-V \eta^{v}=0$. Hence $\Sigma S\left(\eta^{s} \xi_{s}-\xi_{s} \eta^{v}\right)=0$ and if $\xi_{s} \neq 0, \eta^{v}=\xi_{s}^{-1} \eta^{*} \xi_{s}$. Since no $S \neq 1$ is inner, this holds for just one $S$ and so $V=S \xi$. Since $V$ is an automorphism, $\xi=1$ and $V=S \epsilon(\mathrm{~B}$. In particular if $\gamma$ is any clement of $\Phi$ commutative with all the elements of $\Phi_{0}$, then the inner automorphism $\eta \rightarrow \gamma^{-1} \eta \gamma$ is in (i) and hence is the identity mapping. Thus $\gamma$ is in the center of $\Phi$.

If 5 is a subgroup of (j) we denote the division subring of elements invariant under the transformations of $\mathfrak{S}$ by $\Phi(\sqrt[5]{7})$, and if $\Sigma$ is any division subring between $\Phi_{0}$ and $\Phi$, we denote the subgroup of $(\dot{j}$ leaving the elements of $\Sigma$ invariant by $\left(\mathfrak{i}(\mathbf{\Sigma})\right.$. Note that $\Phi_{0} \leqq \Phi(\mathfrak{5}), \Phi(\mathfrak{6 j})=\Phi_{0}, \Phi(1)=\Phi$. The following is the fundamental theorem of the Galois theory.

Theorem 53. The correspondences $\mathfrak{y} \rightarrow \Phi(\mathfrak{5})$ and $\Sigma \rightarrow(\mathfrak{F}(\Sigma)$ are inverses of each other. Each one is $(1-1)$ between the subgroups of $\mathfrak{H}$ and the division rings $\Sigma$ between $\Phi_{0}$ and $\Phi$. The dimensionality $(\Phi: \Sigma)=\left(\Phi: \Sigma^{\prime}\right)=\operatorname{order}$ of $(\mathfrak{j}(\Sigma)$ and $\left(\Sigma: \Phi_{0}\right)=\left(\Sigma: \Phi_{0}^{\prime}\right)=$ index of $(\mathfrak{B}(\Sigma)$.

Let 5 be a subgroup of ( 5 and $\Phi(\sqrt[5]{)}$ ) the set of invariant elements. If $S$ is an automorphism of ( $j 3$ leaving the elements of $\Phi(5)$ invariant, we have seen that $S$ is in $\mathfrak{5}$. Thus $\left(\mathfrak{j}(\Phi(5))=\mathfrak{5}\right.$. Now suppose that $\Sigma$ is given where $\Phi_{0} \leqq \Sigma \leqq \Phi$ and let $\wedge$ be the set of linear transformations of $\Phi$ over $\Sigma^{\prime}$. Then $\wedge \leqq(\Phi, \mathfrak{J})$. If $\Sigma S_{s} \in \Lambda$ and $\mu^{\prime}$ is any element of $\Sigma^{\prime}$.

$$
\Sigma S \mu^{\prime} \xi_{S}=\mu^{\prime} \Sigma S \xi_{S}=\left(\Sigma S \xi_{S}\right) \mu^{\prime}=\Sigma S \mu^{\prime} \xi_{S}
$$

where $\mu^{\prime s}$ denotes the left multiplication corresponding to $\mu^{s}$. Hence $\Sigma S\left(\mu^{\prime S}-\mu^{\prime}\right) \xi_{S}=0$. If $S \in \mathcal{O}(\Sigma) \equiv \mathfrak{S}, \mu^{\prime S}=\mu^{\prime}$. Now suppose that $S \notin \mathfrak{J}$. Then we assert that $\xi_{s}=0$. For let $\xi_{s} \neq 0$. Since $S \notin \mathfrak{S}$, there exists a $\mu$ such that $\mu^{s} \neq \mu$. On the other hand

$$
S\left(\mu^{\prime S}-\mu^{\prime}\right) \xi_{S}+T\left(\mu^{\prime T}-\mu^{\prime}\right) \xi_{T}+\cdots=0
$$

Clearly this relation cannot reduce to $S\left(\mu^{\prime s}-\mu^{\prime}\right) \xi_{s}=0$ and so we may suppose that $\xi_{T} \neq 0$ and $\mu^{\prime T}-\mu^{\prime} \neq 0$ so that $T \notin \mathfrak{S}$ either. Then by multiplying on the left by the endomorphism $\eta$ and on the right by $\xi_{s}^{-1} \eta^{s} \xi_{s}$ and subtracting we obtain

$$
T\left(\mu^{\prime T}-\mu^{\prime}\right)\left(\eta^{T} \xi_{T}-\xi_{T} \xi_{s}^{-1} \eta^{s} \xi_{s}\right)+\cdots=0
$$

Since $T S^{-1}$ is not inner, we may choose an $\eta$ so that $\left(\eta^{T} \xi_{T}-\xi_{r} \xi_{s}^{-1} \eta^{s} \xi_{s}\right) \neq 0$. If we continue this process, we obtain finally a single term $U\left(\mu^{\prime}{ }^{U}-\mu^{\prime}\right) \zeta_{U}=0$ with $U$ not in $\mathfrak{G}$ and $\zeta_{v} \neq 0$. Since this has been excluded, we have proved that $\xi_{S}=0$ for all $S$ not in $\mathfrak{S}$. Hence $\Lambda$ consists of the transformations $\sum_{S \in \mathscr{G}} S \xi_{S}$. Now $\Sigma^{\prime}$ is the complete set of endomorphisms commutative with those of $\Lambda$. On the other hand, the form of the elements of $\Lambda$ shows that these transformations are precisely the $\zeta^{\prime}$ such that $\zeta \in \Phi(\mathfrak{S})$. Hence $\Phi(\mathfrak{W}(\boldsymbol{\Sigma}))=\boldsymbol{\Sigma}$. The dimensionality relations follow from Theorem 1.

If $\Sigma=\Phi(\mathfrak{F}), \Sigma^{S}=\Phi\left(S^{-1} \mathfrak{J} S\right)$. Hence $\mathfrak{F}$ is invariant if and only if $\Sigma$ is transformed into itself by all the elements of $\mathbb{B}$. If $1, S, \cdots$ are representatives of the cosets of $\mathfrak{F y}$, the transformations induced in $\Sigma$ by these elements are distinct and depend only on the cosets. Their totality is a group $\mathbb{5} \cong(5 / 5$. The elements $S$ not in $\mathfrak{S}$ induce outer automorphisms in $\Sigma$. For if $S$ is inner in $\Sigma$, there is an inner automorphism $A$ in $\Phi$ such that $S A$ leaves the elements of $\Sigma$ invariant. Then $S A=H \in \mathfrak{S H}(\Sigma)=\mathfrak{5}$ and $S^{-1} H=A$ is inner contrary to assumption.

If $\Phi$ is commutative and $\xi$ is any element of this field, let $\xi, \cdots, \xi^{\tau}$ be its distinct conjugates. The coefficients of

$$
(t-\xi) \cdots\left(t-\xi^{T}\right)
$$

are invariant under ( $\mathfrak{B H}^{2}$ and therefore belong to $\Phi_{0}$. Thus every element of $\Phi$ satisfies a separable equation with coefficients in $\Phi_{0}$. Since $\xi, \cdots, \xi^{T}$ are in $\Phi$, it follows that $\Phi$ is separable and normal over $\Phi_{0}$. To complete the Galois theory for (finite extension) fields along these lines it would be necessary to prove the converse theorem that if $\Phi$ is finite, separable and normal over $\Phi_{0}$ then the elements of $\Phi_{0}$ are the only ones left invariant by the automorphisms of the Galois group of $\Phi$ over $\Phi_{0}$.
20. Finite groups of semi-linear transformations. We consider a projective representation of a finite group such that $\rho=1$ and the group $\mathfrak{h}=(1)$. Thus the ring $\Phi(\mathrm{g}, H, 1)=\Psi_{r}$, the semi-linear transformations $T_{s}$ form a group and the automorphisms $\bar{s}$ in $\Phi$ associated with the $T_{s}$ are distinct and outer. Let $\mathfrak{M}=\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{m}$ be a decomposition of the vector space into irreducible $\Psi_{r}$-modules. In each $\mathfrak{M}_{i}$ we may choose a vector $x_{i}$ such that $y_{i}=x_{i}\left(\Sigma t_{s}\right) \equiv$ $x_{i}\left(\Sigma T_{s}\right) \neq 0$. Then $y_{i} T_{s}=y_{i}$ and since each element in $\mathfrak{M}_{i}$ has the form $y_{i}\left(\Sigma T_{s} \xi_{s}\right)=y_{i} \xi_{,} \mathfrak{M}_{i}$ is one-dimensional over $\Phi$. Hence $y_{1}, \cdots, y_{m}$ is a basis for $\mathfrak{M}$ over $\Phi$.

Let $\mathfrak{M}_{0}$ be the set of vectors in $\mathfrak{M}$ invariant under all of the $T_{s} . \mathfrak{M}_{0}$ is a vector
space over $\Phi_{0}$ the division subring of elements of $\Phi$ invariant under the automorphisms $\overline{\bar{s}}$. If $y=\Sigma y_{i} \xi_{i} \in \mathfrak{M}_{0}, \xi_{i}^{\bar{j}}=\xi_{i} \in \Phi_{0}$ and hence $y_{1}, \cdots, y_{m}$ is also a basis for $\mathfrak{M}_{0}$ over $\Phi_{0}$.

Theorem 54. Let $\mathfrak{M}$ be an m-dimensional vector space over a division ring $\Phi$ and $T_{1}=1, T_{s}, \cdots, T_{u}$ a finite group of semi-linear transformations whose induced automorphisms $\overline{1}, \bar{s}, \cdots, \bar{u}$ are distinct and outer. If $\mathfrak{M}_{0}$ is the set of vectors invariant under all $T_{s}$ and $\Phi_{0}$ the division subring invariant under the $\bar{s}$, then $\mathfrak{M}_{0}$ is a vector space over $\Phi_{0}$ of $m$-dimensions and the extension $\mathfrak{M}_{0} \Phi=\mathfrak{M}$.

If we use the correspondence between semi-linear transformations and matrices, we may state this theorem also in the following way:

Theorem 55. If $(5)$ is a finite group of outer automorphisms $\overline{1}, \bar{s}, \cdots, \bar{u}$ in a division ring $\Phi$ and $\tau_{s}$ are matrices with elements in $\Phi$ such that $\tau_{1}=1$ and $\tau_{t} \tau_{s}^{i}=$ $\tau_{s t}$, then there exists a non-singular matrix $\alpha$ such that $\tau_{s}=\alpha^{-1} \alpha^{\bar{b}}$ for all $\bar{s}$.

## CHAPTER 5

## ALGEBRAS OVER A FIELD

1. The direct product of algebras. In the preceding chapter we have been concerned mainly with absolute properties of rings. The role of the set of endomorphisms $\Phi$ has been a rather minor one, its sole function having been to weaken the assumption that the set of ideals of the ring satisfies the chain conditions. The results which we obtained apply in particular to algebras. On the other hand, a considerable part of the theory of algebras is concerned with "relative" properties-that depend essentially on the field $\Phi$ over which the algebras are defined. This phase of the theory is the subject of the present chapter. We consider first the theory of simple algebras and later we take up again the study of an arbitrary algebra.

The discussion in Chapter 4 has been concerned to a large extent with additive decomposition's of a ring, as a direct sum of ideals. In the theory of simple algebras a type of multiplicative decomposition, the direct product, is of fundamental importance. Let $\mathfrak{H}$ be an algebra over $\Phi$ and suppose that $(\mathfrak{H}: \Phi)=$ $n<\infty .{ }^{1} \quad$ We say that $\mathfrak{A}$ is the direct product $\mathfrak{A}_{1} \times \mathfrak{H}_{2}$ of the subalgebras $\mathfrak{A}_{1}^{\prime}$ and $\mathfrak{U}_{2}$ if the following conditions obtain:

1. The elements of $\mathfrak{A}_{1}$ commute with those of $\mathfrak{H}_{2}$.
2. $\mathfrak{A}=\mathfrak{H}_{1} \mathfrak{H}_{2}=\mathfrak{A}_{2} \mathfrak{H}_{1}$.
3. $(\mathfrak{H}: \Phi)=\left(\mathfrak{H}_{1}: \Phi\right)\left(\mathfrak{H}_{2}: \Phi\right)$.

Evidently $\mathfrak{A}_{1}$ and $\mathfrak{A}_{2}$ are interchangeable in these conditions so that if $\mathfrak{X}=$ $\mathfrak{A}_{1} \times \mathfrak{H}_{2}, \mathfrak{H}=\mathfrak{A}_{2} \times \mathfrak{H}_{1}$. It is clear from 3. that this concept depends essentially on the field $\Phi$. We remark that if $\Sigma$ is a proper subfield of $\Phi$ and $\mathfrak{A}=\mathfrak{A}_{1} \times \mathfrak{A}_{2}$ when these are regarded as algebras over $\Phi$, then $\mathfrak{A} \neq \mathfrak{H}_{1} \times \mathfrak{H}_{2}$ when these are regarded over $\Sigma$. For then $(\mathfrak{H}: \Sigma)(\Phi: \Sigma)=\left(\mathfrak{H}_{1}: \Sigma\right)\left(\mathfrak{H}_{2}: \Sigma\right)$.

Let $y_{1}, \cdots, y_{n_{1}}$ be a basis for $\mathfrak{A}_{1}$ over $\Phi$ with the multiplication table $y_{i} y_{i^{\prime}}=$ $\Sigma y_{p} \gamma_{p i i}^{(1)}$, and $z_{1}, \cdots, z_{n_{2}}$, one for $\mathfrak{H}_{2}$ over $\Phi$ with the multiplication table $z_{j} z_{j^{\prime}}=$ $\Sigma z_{q} \gamma_{q i j^{\prime}}^{(2)}, \gamma^{(1)}$ and $\gamma^{(2)}$ in $\Phi$. Then every $b$ in $\mathfrak{A}_{1}$ has the form $\Sigma y_{i \varphi_{i}}$ and every $c$ in $\mathfrak{A}_{2}$ has the form $\Sigma z_{j} \varphi_{j}$. By 2. every $a$ in $\mathfrak{A}$ is a sum $\Sigma a_{k}^{(1)} a_{k}^{(2)}$ where $a_{k}^{(i)} \in \mathfrak{H}_{i}$. Hence $a=\Sigma y_{i} z_{j} \varphi_{i j}$. By 3. the elements $x_{i j}=y_{i} z_{j}, i=1, \cdots, n_{1} ; j=1$, $\cdots, n_{2}$, are linearly independent and hence form a basis for $\mathfrak{A}$ over $\Phi$. The multiplication table $x_{i j} x_{i^{\prime} j^{\prime}}=\Sigma x_{p q} \gamma_{p i i^{\prime}}^{(1)} \gamma_{q j j^{\prime}}^{(2)}$, of this basis is determined by that of the bases $y_{i}$ and $z_{j}$ of $\mathfrak{A}_{1}$ and $\mathfrak{H}_{2}$. Hence if $\mathfrak{B}$ is a second algebra over $\Phi$, $\mathfrak{B}=\mathfrak{B}_{1} \times \mathfrak{B}_{2}$, and $a_{1} \rightarrow a_{1}^{S}, a_{2} \rightarrow a_{2}^{S}$ are isomorphisms of $\mathfrak{A}_{1}$ and $\mathfrak{B}_{1}$ over $\Phi$ and of $\mathfrak{N}_{2}$ and $\mathfrak{B}_{2}$ over $\Phi$, respectively, then $\Sigma x_{i j} \varphi_{i j} \rightarrow \Sigma x_{i j}^{S} \varphi_{i j}$, where $x_{i j}=y_{i} z_{j}$, $x_{i j}^{S}=y_{i}^{S} z_{j}^{S}$, is an isomorphism between $\mathfrak{A}$ and $\mathfrak{B}$ over $\Phi$. In this sense the algebra $\mathfrak{U}=\mathfrak{A}_{1} \times \mathfrak{H}_{2}$ is determined by its components $\mathfrak{H}_{1}$ and $\mathfrak{H}_{2}$. More gen-

[^20]erally, if $\mathfrak{B}$ is an algebra containing two subalgebras $\mathfrak{B}_{1}$ and $\mathfrak{B}_{2}$ such that $b_{1} b_{2}=$ $b_{2} b_{1}$ for $b_{i}$ in $\mathfrak{F}_{i}$ and if $a_{i} \rightarrow a_{i}^{s}$ is a homomorphism between $\mathfrak{Y}_{i}$ and $\mathfrak{B}_{i}$, then $\Sigma x_{i j} \varphi_{i j} \rightarrow \Sigma x_{i j}^{S} \varphi_{i j}, x_{i j}^{S}=y_{i}^{S} z_{j}^{S}$, is a homomorphism between $\mathfrak{A}_{1} \times \mathfrak{A}_{2}$ and $\mathfrak{B}_{1} \mathfrak{B}_{2}=$ $\mathfrak{B}_{2} \mathfrak{B}_{1}$.

If $a=\Sigma y_{i} z_{j} \varphi_{i j}, a=y_{1} a_{1}^{(2)}+\cdots+y_{n_{1}} a_{n_{1}}^{(2)}$, where $a_{i}^{(2)} \epsilon \mathfrak{A}_{2}$ and since the elements $y_{i} z_{j}$ are linearly independent, $a=0$ implies that every $a_{i}^{(2)}=0$. Now if $y_{1}, \cdots, y_{r}$ is an arbitrary set of linearly independent elements of $\mathfrak{A}_{1}$, we may add to it $y_{r+1}, \cdots, y_{n_{1}}$ to obtain a basis for $\mathscr{A}_{1}$ over $\Phi$. Similarly if $z_{1}, \cdots, z_{s}$ are linearly independent in $\mathfrak{A}_{2}$, we may add to these elements and obtain a basis for $\mathfrak{H}_{2}$. It follows that the elements $y_{i} z_{j}, i=1, \cdots, r ; j=1, \cdots, s$, are linearly independent. As a special case of this we see that if $\mathfrak{B}_{i}$ is a subalgebra of $\mathfrak{A}_{i}$, then $\mathfrak{B}_{1} \mathfrak{B}_{2}=\mathfrak{B}_{2} \mathfrak{B}_{1}=\mathfrak{B}_{1} \times \mathfrak{B}_{2}$. If $\mathfrak{A}_{1}=\mathfrak{A}_{11} \times \mathfrak{A}_{12}, \mathfrak{H}=\left(\mathfrak{H}_{11} \times\right.$ $\left.\mathfrak{A}_{12}\right) \times \mathfrak{A}_{2}=\mathfrak{A}_{11} \times\left(\mathfrak{H}_{12} \times \mathfrak{H}_{2}\right)$, Thus the associative law holds for direct multiplication. We note also that the intersection $\mathfrak{A}_{1} \wedge \mathfrak{A}_{2}$ is at most one dimensional. For if $a, b$ are elements of $\mathfrak{N}_{1} \wedge \mathfrak{A}_{2}, a^{2}, a b, b a$ and $b^{2}$ are linearly dependent since $a b=b a$. If $\mathfrak{A}_{1}$ and $\mathfrak{A}_{2}$ have identities $1_{1}$ and $1_{2}$, respectively, then $1=1_{1} 1_{2}$ is the identity element of $\mathfrak{Q}$. Now $1_{1}=1_{1}\left(1_{1} 1_{2}\right)=1_{1} 1_{2}$ $=1$ and similarly $1_{2}=1$. Hence $\mathfrak{A}_{1} \wedge \mathfrak{A}_{2}$ consists of the multiples $1 \alpha, \alpha$ in $\Phi$.

Now let $\mathfrak{A}_{1}$ and $\mathfrak{A}_{2}$ be arbitrary algebras with identities. Suppose that $y_{1}=1_{1}, y_{2}, \cdots, y_{n_{1}}$ and $z_{1}=1_{2}, z_{2}, \cdots, z_{n_{2}}$ are bases for these algebras and that $y_{i} y_{i^{\prime}}=\Sigma y_{p} \gamma_{p i i^{\prime}}^{(1)}, z_{j} z_{j^{\prime}}=\Sigma z_{q} \gamma_{q i j^{\prime}}^{(2)}$ are the multiplication tables. We define an algebra $\mathfrak{H}$ by using the basis $x_{i j}, i=1, \cdots, n_{1} ; j=1, \cdots, n_{2}$, subjected to the multiplication table $x_{i j} x_{i^{\prime} j^{\prime}}=\Sigma x_{p q} \gamma_{p i i^{\prime}}^{(1)} \gamma_{q i j^{\prime}}^{(2)}$. It is readily verified that the subset of elements $\Sigma x_{i 1} \varphi_{i}, \varphi_{i}$ in $\Phi$, is a subalgebra $\overline{\mathfrak{A}}_{1}$ of $\mathfrak{A}$ isomorphic to $\mathfrak{A}_{1}$ and that the subset of elements $\Sigma x_{1 ;} \varphi_{j}$ is a subalgebra $\overline{\mathfrak{A}}_{2}$ isomorphic to $\mathfrak{A}_{2}$. From the multiplication table we obtain $x_{i 1} x_{1 j}=x_{i j}=$ $x_{1 j} x_{i 1}$ and $\left(x_{i 1} x_{1 j}\right)\left(x_{i^{\prime} 1} x_{1 j^{\prime}}\right)=\left(x_{i 1} x_{i^{\prime} 1}\right)\left(x_{1 j} x_{1 j^{\prime}}\right)$. The latter relation and the associative laws in $\overline{\mathfrak{M}}_{1}$ and $\overline{\mathfrak{M}}_{2}$ imply the associative law in $\mathfrak{N}$. Evidently $\mathfrak{H}=$ $\overline{\mathfrak{U}}_{1} \times \overline{\mathfrak{U}}_{2}$. We have, therefore, constructed an algebra $\mathfrak{A}$ that is a direct product of algebras isomorphic to the given algebras $\mathfrak{H}_{1}$ and $\mathfrak{H}_{2}$. As we saw above, $\mathfrak{H}$ is the only algebra (in the sense of isomorphism) having this property. We shall identify the algebra $\mathfrak{M}_{i}$ with $\overline{\mathfrak{A}}_{i}$ and shall call $\mathfrak{A}$ the direct product ( $\mathfrak{H}=$ $\mathfrak{A}_{1} \times \mathfrak{A}_{2}$ ) of $\mathfrak{A}_{1}$ and $\mathfrak{A}_{2}$. The restriction that the $\mathfrak{A}_{i}$ have identities is not essential in this discussion. For we may adjoin an identity $1_{i}$ to $\mathfrak{Y}_{i}$ obtaining an algebra $\mathfrak{B}_{\boldsymbol{i}}$. We then form $\mathfrak{B}_{1} \times \mathfrak{B}_{2}$ and take the subalgebra $\mathfrak{A}_{1} \times \mathfrak{A}_{2}$ as the direct product of $\mathfrak{A}_{1}$ and $\mathfrak{A}_{2}$.
2. Extension of the field. An algebra that is closely related to the direct product is obtained as follows. Let $\mathfrak{A}$ be an algebra with the basis $x_{1}, \cdots, x_{n}$ over $\Phi$ and let $\mathfrak{B}$ be an algebra over $\Phi$ containing an identity. We consider the set of expressions $x_{1} b_{1}+\cdots+x_{n} b_{n}$ where the $b_{i} \epsilon \mathfrak{B}$. Two such expressions $\Sigma x_{i} b_{i}$ and $\Sigma x_{i} b_{i}^{\prime}$ are regarded as equal if and only if $b_{i}=b_{i}^{\prime}$. We define

$$
\begin{aligned}
\Sigma x_{i} b_{i}+\Sigma x_{i} b_{i}^{\prime} & =\Sigma x_{i}\left(b_{i}+b_{i}^{\prime}\right), \\
\left(\Sigma x_{i} b_{i}\right)\left(\Sigma x_{j} b_{j}^{\prime}\right) & =\Sigma x_{k} \Sigma b_{i} b_{j}^{\prime} \gamma_{k i j}
\end{aligned}
$$

if $x_{i} x_{j}=\Sigma x_{k} \gamma_{k i j}, \gamma$ in $\Phi$. It is readily seen that the system thus defined is a ring. It is independent of the choice of the basis $x_{i}$ in the sense that the rings determined by different bases are isomorphic. Hence we may denote this ring as $\mathfrak{H}_{\mathscr{B}}$.
Since $\mathfrak{B}$ contains an identity, it contains a subfield $1 \Phi$ of elements $1 \alpha$ isomorphic to $\Phi$. The ring $\mathfrak{A}_{\mathscr{F}}$ contains the subset of elements $\Sigma x_{i}\left(1 \alpha_{i}\right)$ which forms a subring isomorphic to $\mathfrak{H}$. We identify this subring with $\mathfrak{A}$. Now the definition $\Sigma\left(x_{i} b_{i}\right) b=\Sigma x_{i}\left(b_{i} b\right)$ turns $\mathfrak{A}_{\mathscr{8}}$ into a $\mathfrak{B}$-module. From this definition we obtain

$$
u 1=u, \quad(u v) b=u(v b), \quad(u b) x=(u x) b
$$

for all $u, v$ in $\mathfrak{A}_{\mathfrak{B}}$, all $x$ in $\mathfrak{A}$ and all $b$ in $\mathfrak{B}$. Thus the module operation commutes with all the left multiplications and with the right multiplications by the elements of $\mathfrak{Y}$. Since $\mathfrak{A}_{\mathfrak{B}}$ is a $\mathfrak{B}$-module and $\mathfrak{B} \geqq 1 \Phi, \mathfrak{H}_{\mathscr{A}}$ is a $\Phi$-module. (We set $u \alpha=u(1 \alpha)$.) If $\alpha \epsilon \Phi$ and $u$ and $v$ are arbitrary, then $(u v) \alpha=u(v \alpha)=$ $(u \alpha) v$. Hence $\mathfrak{A}_{\mathfrak{w}}$ is an algebra over $\Phi$. If $y_{1}, \cdots, y_{m}$ is a basis for $\mathfrak{B}$ over $\Phi$, the $m n$ elements $x_{i} y_{j}$ form a basis for $\mathfrak{B}$ over $\Phi$.

These properties characterize $\mathfrak{H}_{\mathcal{*}}$. For suppose that $\Omega$ is an algebra such that

1. $\Re$ contains $\mathfrak{A}$.
2. $\mathscr{R}$ is a $\mathfrak{B}$-module, $\mathfrak{B}$ an algebra with an identity element 1 , and $u \alpha=u(1 \alpha)$ for all $u$ in $\Omega$ and all $\alpha$ in $\Phi$. $\quad \Omega$ is generated by $\mathfrak{A}$ in the sense that the smallest $\mathfrak{B}$-submodule of $\Re$ containing $\mathfrak{A}$ is $\Omega$ itself.
3. $(u v) b=u(v b),(u b) x=(u x) b$ for all $u, v$ in $\Omega$, all $x$ in $\mathfrak{M}$ and all $b$ in $\mathfrak{B}$.
4. $(\Re: \Phi)=(\mathfrak{A}: \Phi)(\mathfrak{B}: \Phi)$.

Then if $x_{1}, \cdots, x_{n}$ is a basis for $\mathfrak{N}$ over $\Phi$, the elements of $\Omega$ may be represented in one and only one way in the form $\Sigma x_{i} b_{i}, b_{i}$ in $\mathfrak{B}$. If $x_{i} x_{j}=\Sigma x_{k} \gamma_{k i j}$, then $\left(\Sigma x_{i} b_{i}\right)\left(\Sigma x_{j} b_{j}^{\prime}\right)=\Sigma\left(x_{i} b_{i}\right)\left(x_{j} b_{j}^{\prime}\right)=\Sigma\left(\left(x_{i} b_{i}\right) x_{j}\right) b_{j}^{\prime}=\Sigma\left(\left(x_{i} x_{j}\right) b_{i}\right) b_{j}^{\prime}=\Sigma x_{k} \gamma_{k i j} b_{i} b_{j}^{\prime}=$ $\Sigma x_{k} b_{i} b_{i}^{\prime} \gamma_{k i j}$. Hence $\Omega$ is isomorphic to $\mathfrak{A}_{\mathfrak{B}}$.

If $\mathfrak{U}$ has an identity $1,\left(\Sigma x_{i} b_{i}\right) 1=\Sigma\left(x_{i} b_{i}\right) 1=\Sigma\left(x_{i} 1\right) b_{i}=\Sigma x_{i} b_{i}$ and similarly, $1\left(\Sigma x_{i} b_{i}\right)=\Sigma x_{i} b_{i}$. Hence 1 is the identity of $\mathfrak{A}_{\mathfrak{B}}$. The set of elements $1 b$ forms a subalgebra isomorphic to $\mathfrak{B}$. We note that $u(1 b)=u b$ and that $(1 b) x=$ $x b=x(1 b)$ if $u \in \mathfrak{A}_{\mathfrak{B}}$ and $x \in \mathfrak{A}^{2}$. Hence if we identify the algebra of elements $1 b$ with $\mathfrak{B}$, we may write $\mathfrak{A}_{\mathfrak{B}}=\mathfrak{A} \times \mathfrak{B}$.

If $\mathfrak{A}_{1}$ is a subalgebra of $\mathfrak{A}$, we may suppose that $x_{1}, \cdots, x_{r}$ is a basis for $\mathfrak{A}_{1}$ where $x_{1}, \cdots, x_{n}$ is one for $\mathfrak{A}$. The elements $\sum_{i}^{r} x_{i} b_{i}$ form an algebra and this set is the smallest $\mathfrak{B}$-module containing $\mathfrak{A}_{1}$. It is clear that this algebra is isomorphic to $\mathfrak{\vartheta}_{1 \otimes}$ and it may therefore be denoted as $\mathfrak{H}_{1 \mathscr{E}}$. If $\mathfrak{Y}_{1}$ is an ideal (nilpotent ideal) in $\mathfrak{X}, \mathfrak{A}_{1 \mathfrak{B}}$ is an ideal (nilpotent ideal) in $\mathfrak{A}_{\mathfrak{B}}$. Hence if $\mathfrak{A}_{\mathfrak{B}}$ is simple (semi-simple), $\mathfrak{A}$ is simple (semi-simple).

We suppose now that $\mathfrak{B}=\mathrm{P}$ is a field. ${ }^{2}$ Then $(u v) \rho=u(v \rho)=(u \rho) v$ for all

[^21]$u, v$ in $\mathfrak{A}_{\mathrm{P}}$ and all $\rho$ in P . Hence we may regard $\mathfrak{A}_{\mathrm{P}}$ as an algebra over P . Unless otherwise stated, this is, in fact, what we shall do. Evidently $\left(\mathfrak{H}_{\mathrm{P}}: P\right)=(\mathfrak{A}: \Phi)$. The following rules may be noted:
\[

$$
\begin{aligned}
\left(\mathfrak{H}_{1} \oplus \mathfrak{A}_{2}\right)_{\mathrm{P}} & =\mathfrak{H}_{1 \mathrm{P}} \oplus \mathfrak{H}_{2 \mathrm{P}}, \\
\left(\mathfrak{A}_{1} \times \mathfrak{H}_{2}\right)_{\mathbf{P}} & =\mathfrak{H}_{1 \mathrm{P}} \times \mathfrak{H}_{2 \mathrm{P}}, \\
\left(\mathfrak{U}_{\mathrm{P}}\right)_{\Sigma} & =\mathfrak{A}_{\Sigma},
\end{aligned}
$$
\]

if $\Sigma$ is a field containing $P$.
3. Representation by matrices and representation spaces. A second important tool in our study of algebras is the theory of representations of an algebra $\mathfrak{i}$ by matrices. In the usual theory we are interested in the representations of 'an algebra by matrices with elements in the field $\Phi$. For the investigation of simple algebras we shall require a generalization, in which the elements of the matrices are taken from a simple algebra $\mathfrak{B}$ unrelated to $\mathfrak{A}$. However, before considering this more general case, it will be well to discuss the simpler one.

As in the case of representations by endomorphisms, there are two types of representations by matrices. First, we define an (ordinary) representation of an algebra $\mathfrak{A}$ over $\Phi$ by matrices as a homomorphism $a \rightarrow A$ between $\mathfrak{A}$ and a subalgebra of a matrix algebra $\Phi_{N}$ : If $a \rightarrow A$ and $b \rightarrow B$, then

$$
a+b \rightarrow A+B, \quad a \alpha \rightarrow A \alpha, \quad a b \rightarrow A B
$$

Similarly, we define an anti-representation by matrices as an anti-homomorphism between $\mathfrak{H}$ and a subalgebra of a matrix algebra. Now suppose that $\mathfrak{R}$ is a commutative group that satisfies the following conditions:

1. $\mathfrak{R}$ is a $\Phi$-module such that $x 1=x$ for all $x$ in $\mathfrak{R}$ and 1 the identity of $\Phi$, and $(\Re: \Phi)=N$.
2. $\Re$ is a left $\mathfrak{R}$-module.
3. $(a \alpha) x=(a x) \alpha=a(x \alpha)$ for all $a$ in $\mathfrak{Y}$, all $\alpha$ in $\Phi$ and all $x$ in $\mathfrak{R}$.

Then $\Re$ is a vector space over $\Phi$ of $N$ dimensions, and the endomorphisms corresponding to the elements $a$ are linear transformations. Since $\mathfrak{K}$ is a left $\mathfrak{X}-$ module, the correspondence between $a$ and the transformation $a$ is an antihomomorphism between the ring $\mathfrak{A}$ and a ring of linear transformations. By 3 . the linear transformation corresponding to $a \alpha$ is the product of the linear transformation $a$ with the scalar multiplication $\alpha$. Hence the correspondence is an anti-homomorphism between the algebra $\mathfrak{H}$ and a subalgebra of the algebra of linear transformations. We recall that the correspondence between the linear transformations of a vector space and the matrices that they determine relative to a fixed basis is an algebra anti-isomorphism. It follows that if $x_{1}, \cdots, x_{N}$ is such a basis and $a x_{i}=\Sigma x_{j} \alpha_{j i}$, then the correspondence between $a$ and the matrix $A=\left(\alpha_{i j}\right)$ is a representation of $\mathfrak{U}$ by matrices in $\boldsymbol{\Phi}_{\boldsymbol{N}}$. We may also reverse the steps of this argument and thus associate with any representation of $\mathfrak{A}$ by matrices a group $\mathfrak{R}$ satisfying 1., 2 . and 3 . We shall call such a group a representation space of $\mathfrak{A}$. A similar discussion holds for anti-representations. The modules in this case satisfy 1. and
$2^{\prime} . \Re$ is an $\mathfrak{N}$-module.
$3^{\prime} . x(a \alpha)=(x a) \alpha=(x \alpha) a, a$ in $\mathfrak{A}, \alpha$ in $\Phi, x$ in $\mathfrak{R}$.
$\Re$ will be called an anti-representation space of $\mathfrak{H}$. We shall restrict our attention now to ordinary representations, since the modifications necessary to treat anti-representations will be obvious.

We recall that if $y_{1}, \cdots, y_{N}$ is a second basis for the representation space $\mathfrak{R}$ and $y_{i}=\Sigma x_{j} \mu_{j i}$, then the matrix of $a$ relative to this basis is $M^{-1} A M$ where $M=\left(\mu_{i j}\right)$. The representation $a \rightarrow M^{-1} A M$ is said to be similar to the representation $a \rightarrow A$. Thus a representation space determines a class of similar representations by matrices. We shall call the representation spaces $\Re_{1}$ and $\Re_{2}$ isomorphic if there is a $(1-1)$ correspondence between them which is at the same time a $\Phi$-isomorphism and an $\mathfrak{A}$-isomorphism. If $U$ is such an isomorphism, and $x_{1}, \cdots, x_{N}$ is a basis for $\Re_{1}$ over $\Phi$, then $z_{1}=x_{1} U, \cdots, z_{N}=x_{N} U$ is a basis for $\Re_{2}$ over $\Phi$. Moreover, if $a x_{i}=\Sigma x_{j} \alpha_{j i}$, then also $a z_{i}=\Sigma z_{j} \alpha_{j i}$. Thus isomorphic representation spaces determine the same similarity class of representations by matrices. The converse is also true.

We shall call a representation reducible, decomposable, completely reducible according as the group $\Re$ relative to the endomorphisms of $\Phi$ and of $\mathfrak{A}$ is reducible, decomposable, completely reducible. It is clear from the discussion in 8 of Chapter 2 that a representation is reducible if and only if it is similar to a representation of the form

$$
\left(\begin{array}{cc}
A_{1} & *  \tag{1}\\
0 & A_{2}
\end{array}\right) .
$$

The representation $a \rightarrow A_{1}$ corresponds to the proper subspace $\mathfrak{S}$ which is invariant relative to the endomorphisms $a$. The condition that $\Re$ be a direct sum, $\Re=\Re_{1} \oplus \Re_{2}$ where the $\Re_{i}$ are invariant subspaces $\neq 0$ is that the representation determined by $\Re$ be similar to one of the form

$$
\left(\begin{array}{cc}
A_{1} & 0  \tag{2}\\
0 & A_{2}
\end{array}\right) .
$$

Here $a \rightarrow A_{i}$ is the representation determined by the representation space $\Re_{i}$. We recall also that if $\Re=\Re_{s}>\Re_{s-1}>\cdots>\Re_{1}>0$ is a chain of subspaces invariant relative to the transformations $a$, then our representation is similar to

$$
\left(\begin{array}{llll}
A_{1} & & & *  \tag{3}\\
& A_{2} & & \\
& & \ddots & \\
0 & & & A_{s}
\end{array}\right)
$$

where the representations $a \rightarrow A_{i}$ are associated with the spaces $\Re_{i}-\Re_{i-1}$. The chain of subspaces is a composition series if and only if the representations $a \rightarrow A_{i}$ are irreducible. The condition for complete reducibility is that the representation be similar to one of the form (3) in which the blocks * above the "diagonal" are 0 and in which the representations $a \rightarrow A_{i}$ are irreducible.

Our discussion takes on a much simpler form if the algebra $\mathfrak{Q}$ has an identity 1 and 1 is mapped into the identity matrix. This, of course, means that $1 x=x$ for all $x$ in $\Re$. Then $(1 \alpha) x=x \alpha$. Thus in this case it suffices to regard $\Re$ as a left $\mathfrak{X}$-module. On the other hand, if $\mathfrak{R}$ is any left $\mathfrak{Q}$-module in which $1 x=x$ for all $x$, then $\mathbb{R}$ is a left $\Phi$-module relative to the composition $\alpha x \equiv(1 \alpha) x$. Since $\Phi$ is commutative, $\Re$ may also be regarded as a $\Phi$-module by setting $x \alpha \equiv \alpha x$. Now if ( $\Re: \Phi)$ is finite, $\Re$ is a representation space. We remark that the condition ( $\Re: \Phi)$ finite is equivalent to the requirement that $\Re$ befinitely generated relative to $\mathfrak{A}$. For, if $y_{1}, \cdots, y_{r}$ are generators of $\mathfrak{R}$ relative to $\mathfrak{H}$ and if $a_{1}, \cdots, a_{n}$ is a basis for $\mathfrak{U}$ over $\Phi$, then the $n r$ elements $a_{i} y_{j}$ generate $\mathfrak{R}$ relative to $\Phi$. Hence ( $\Re: \Phi$ ) is finite.

If $\mathfrak{A}$ has an identity 1 but 1 is not mapped into the identity transformation, we write $\Re=\subseteq \subseteq \mathbb{S}$ where $\subseteq$ is the totality of elements $1 x$ and $\mathbb{B}$ is the totality of elements $x-1 x$ annihilated by 1 . If we choose a basis $y_{1}, \cdots, y_{N}$ of $\Re$ so that $y_{1}, \cdots, y_{r}$ is a basis for $\mathfrak{S}$ and $y_{r+1}, \cdots, y_{N}$ is a basis for 3 , then the matrix of $a$ in $\mathfrak{U}$ relative to this basis is

$$
\left(\begin{array}{ll}
A & 0 \\
0 & 0
\end{array}\right) .
$$

In the representation $a \rightarrow A$ associated with $\mathfrak{S}$ we have $1 \rightarrow 1$. This enables us to reduce our discussion in this case also to that of left $\Phi$-modules.
4. Application of the theory of $\mathfrak{H}$-modules. Let $\mathfrak{R}$ be an arbitrary representation space of the algebra $\mathfrak{A}$. If $\mathfrak{F}$ is a left $\Phi$-ideal, then $\mathfrak{F} x$, the set of vectors $b x, x$ fixed in $\Re$ and $b$ variable in $\mathfrak{Y}$, is an invariant subspace of $\Re$. Similarly, the space $\mathfrak{J \subseteq}$ of vectors $b_{1} x_{1}+\cdots+b_{r} x_{r}$, where the $x_{i}$ range over a set $\mathfrak{S}$ and the $b_{i}$ range over $\mathfrak{Y}$, is an invariant subspace. By the argument of 12 Chapter 4 , we may prove that if $\mathfrak{R}$ is irreducible and $\mathfrak{R}$ is the radical, then $\mathfrak{R}=0$. Hence in this case $\Re$ is actually a representation space of the semisimple algebra $\overline{\mathcal{M}}=\mathfrak{A}-\mathfrak{N}$. Moreover, the irreducibility of $\mathfrak{\Re}$ assures that either $\mathfrak{A} \Re=0$, or the identity of $\overline{\mathfrak{M}}$ is the identity mapping in $\mathfrak{R}$. In the former case $\mathfrak{R}$ is 1 -dimensional and in the latter, by 12 of Chapter $4, \Re$ is $\mathfrak{Z}$-isomorphic to an irreducible left ideal of $\overline{\mathfrak{M}}$. If $\overline{\mathfrak{M}}=\overline{\mathfrak{A}}_{1} \oplus \cdots \oplus \overline{\mathfrak{A}}_{t}$ where the $\overline{\mathfrak{M}}_{i}$ are irreducible two-sided ideals, then $\Re$ is annihilated by all the $\overline{\mathcal{M}}_{i}$ except, say, $\overline{\mathfrak{M}}_{1}$. Thus $\mathfrak{R}$ is a left $\overline{\mathfrak{N}}_{1}$-module. If we recall that the number of irreducible left $\mathfrak{A}$-modules $\mathfrak{R}$ such that $\mathfrak{A} \Re \neq 0$ is the number $t$ of components $\overline{\mathfrak{M}}_{i}$ of $\overline{\mathfrak{M}}$, we may state the following

Theorem 1. Let $\mathfrak{N}$ be the radical of $\mathfrak{A}$ and $\overline{\mathfrak{M}}=\mathfrak{A}-\mathfrak{N}=\overline{\mathfrak{A}}_{1} \oplus \cdots \oplus \overline{\mathfrak{M}}_{t}$ where the $\overline{\mathfrak{M}}_{i}$ are simple. Then any irreducible representation $a \rightarrow A$ is either the 0 -representation ( $a \rightarrow 0$ ) or it is similar to the representation obtained by using one of the irreducible left ideals of $\overline{\mathcal{M}}$ as a representation space. The number of classes of similar irreducible representations $\neq 0$ is the number of components $\overline{\mathfrak{M}}_{i}$.

We recall also that if $\mathfrak{A}$ is semi-simple, any left $\mathfrak{N}$-module in which $1 x=x$ for all $x$, is completely reducible. Now if $\Re$ is an arbitrary representation
space of $\mathfrak{A}$, we write $\mathfrak{R}=\subseteq \subseteq \mathbb{Z}$ where $1 y=y$ for all $y$ in $\subseteq$ and $1 z=0$ for all $z$ in $\mathcal{B}$. Since $\mathbb{S}$ is a left $\mathfrak{A}$-module in which $1 y=y$, $\mathfrak{S}$ is completely reducible. Moreover, we may decompose 3 into 1 -dimensional subspaces. This proves

Theorem 2. Any representation of a semi-simple algebra is completely reducible.

As a special case of these theorems, we see that if $\mathfrak{A}$ is a simple algebra which is not a zero algebra, then its representations by matrices are completely reducible. The irreducible representations $\neq 0$ of such an algebra are all similar. If, in particular, $\mathfrak{X}=\Phi_{r}$, the irreducible representations $\neq 0$ are all similar to the original representation $A \rightarrow A$. This can also be seen by noting that $\Phi_{r} e_{11}$ is an irreducible left ideal, where $e_{i j}$ is a matrix basis. $A \Phi$-basis for this ideal is $x_{1}=e_{11}, \cdots, x_{r}=e_{r 1}$ and if $A=\Sigma e_{i j} \alpha_{i j}$, then $A x_{i}=\Sigma x_{j} \alpha_{j i}$. Hence the representation determined by this ideal is the original one, $A \rightarrow A$.

## 5. Representation of an algebra by matrices with elements in a simple

 algebra. If $\mathfrak{F}$ is an arbitrary algebra, we define a representation (anti-representation) of $\mathfrak{A}$ by matrices with elements in $\mathfrak{B}$ as a homomorphism (anti-homomorphism) between $\mathfrak{A}$ and a sub-algebra of a matrix algebra $\mathfrak{B}_{N}$. As in the special case where $\mathfrak{F}=\Phi$, we call the representations $a \rightarrow A_{1}$ and $a \rightarrow A_{2}$ in the same $\mathfrak{B}_{N}$ similar if there exists a matrix $M$ independent of $a$ such that $A_{2}=$ $M^{-1} A_{1} M$. The representation $a \rightarrow A$ is reducible if it is similar to one of the form (1) and decomposable if it is similar to one of the form (2). It is completely reducible if it is similar to one of the form (3) where the blocks * are 0 and the representations $a \rightarrow A_{i}$ are irreducible. We shall restrict our attention to the study of the representations of an algebra with an identity by matrices with elements in an algebra with an identity. Moreover, we assume that the identity of $\mathfrak{U}$ is mapped into the identity matrix. As we shall see, the theory of antirepresentations is somewhat more natural in this case than the theory of ordinary representations. Hence we shall keep the former in the foreground indicating only where necessary the modifications required for the ordinary theory.We wish to obtain a module formulation of the representation problem. For this purpose it is necessary to recall the theory of free modules discussed in Chapter 3 (3). We shall now call a $\mathfrak{B}$-module $\mathfrak{R}$ a $\mathfrak{B}$-space if $\mathfrak{R}$ is a direct sum of a finite number of free modules. Since $\mathfrak{B}$ satisfies the ascending chain condition for ideals, the rank $N$ of $\Re$ is an invariant. If $x_{1}, \cdots, x_{N}$ and $y_{1}, \cdots, y_{N}$ are two bases for $\Re$, we write $y_{i}=\Sigma x_{j} b_{j i}$ and $x_{i}=\Sigma y_{j} c_{j i}, B=\left(b_{i j}\right)$ and $C=$ $\left(c_{i j}\right)$ in $\mathfrak{B}_{N}$. Then $B C=C B=1$ so that $C=B^{-1}$. Conversely if $x_{1}, \cdots, x_{N}$ is a basis and $B$ is a unit in $\mathfrak{B}_{N}$, then the $y_{i}=\Sigma x_{j} b_{j i}$ form a second basis:

Now let $a$ be a $\mathfrak{B}$-endomorphism of $\mathfrak{R}$. We set $x_{i} a=\Sigma x_{j} a_{j i}, A=\left(a_{i j}\right)$ in $\mathfrak{B}_{N}$. Then $A$ is uniquely determined by $a$. Thus we have a single-valued correspondence between the algebra $\mathcal{R}$ of $\mathfrak{B}$-endomorphisms of $\mathfrak{R}$ and a set of matrices in $\mathfrak{B}_{N}$. As in the case where $\mathfrak{B}$ is a division ring, we may show that the correspondence is an anti-isomorphism between the algebra of $\mathfrak{B}$-endomorphisms and the algebra $\mathfrak{B}_{N}$.

We now define an anti-representation $\mathfrak{B}$-space of $\mathfrak{Y}$ as a commutative group $\mathfrak{R}$ that satisfies the following conditions:

1. $\mathfrak{R}$ is a $\mathfrak{B}$-space.
2. $\mathfrak{R}$ is an $\mathfrak{H}$-module such that $x 1=x$ for all $x$ and 1 the identity of $\mathfrak{H}$.
3. $(x a) b=(x b) a$ if $x \in \mathfrak{R}, a \in \mathfrak{H}$ and $b \in \mathfrak{B}$.
4. $1 \alpha$ in $\mathfrak{H}$ is mapped into the same endomorphism as $1 \alpha$ in $\mathfrak{B}$.

Now by 3. the endomorphism corresponding to $a$ is a $\mathfrak{B}$-endomorphism. Hence if $x_{1}, \cdots, x_{N}$ is a $\mathfrak{B}$-basis for $\Re$ and $a x_{i}=\Sigma x_{j} a_{j i}$, then the correspondence between $a$ and the matrix $A=\left(a_{i j}\right)$ in $\mathfrak{B}_{N}$ is a ring anti-homomorphism. By 4. to $a \alpha=a(1 \alpha)$ there corresponds the matrix $A(1 \alpha)=A \alpha$ and so we have an algebra anti-homomorphism between $\mathfrak{A}$ and a subalgebra of $\mathfrak{B}_{N}$. It follows that each anti-representation $\mathfrak{B}$-space of $\mathfrak{A}$ determines an anti-representation and conversely. Again, as in the case where $\mathfrak{B}=\Phi$, a second basis for $\mathfrak{R}$ defines an anti-representation similar to the anti-representation $a \rightarrow A$. The antirepresentation spaces $\Re_{1}$ and $\Re_{2}$ are $(\mathfrak{H}, \mathfrak{B})$-isomorphic if and only if they determine the same similarity class of anti-representations.

We consider now the algebra $\mathfrak{A}_{\mathscr{B}}=\mathfrak{U} \times \mathfrak{B}$. We have seen that if $x_{1}, \cdots, x_{n}$ is a basis for $\mathfrak{H}$ over $\Phi$, then each element of $\mathfrak{H}_{\mathscr{E}}$ is expressible in one and only one way in the form $x_{1} b_{1}+\cdots+x_{n} b_{n}$ where the $b_{i} \in \mathfrak{B}$. Thus $\mathfrak{A}_{\mathscr{E}}$ is a $\mathfrak{B}$-space of rank $n$ relative to the right multiplications $x \rightarrow x b$ as module operation. The algebra $\mathscr{H}_{\mathscr{E}}$ is also an $\mathfrak{X}$-module relative to the right multiplications $x \rightarrow x a$. Hence $\mathfrak{H}_{\mathscr{8}}$ is an anti-representation $\mathfrak{B}$-space of $\mathfrak{A}$. We shall show next that any anti-representation $\mathfrak{B}$-space $\mathfrak{\Re}$ is an $\mathfrak{H}_{\mathscr{F}}$-module. For let $\overline{\mathfrak{A}}$ denote the set of endomorphisms corresponding to the elements of $\mathfrak{A}$ and $\overline{\mathcal{B}}$ the set corresponding to the elements of $\mathfrak{B}$. Since $a \rightarrow a$ of $\overline{\mathfrak{A}}$ and $b \rightarrow b$ of $\overline{\mathcal{B}}$ are homomorphisms, the correspondence between the element $\Sigma a_{i} b_{i}$ of $\mathfrak{A}_{\mathscr{F}}$ and the endomorphism $\Sigma a_{i} b_{i}$ of $\overline{\mathfrak{A}} \overline{\mathcal{B}}=\overline{\mathfrak{B}} \overline{\mathfrak{A}}$ is a homomorphism. Thus $\mathfrak{\Re}$ is an $\mathfrak{A}_{\mathfrak{F}}$-module. On the other hand, any $\mathfrak{A}_{\mathscr{B}}$-module which is a $\mathfrak{B}$-space when regarded relative to $\mathfrak{B}$ is an anti-representation $\mathfrak{B}$-space of $\mathfrak{N}$.

In a similar manner, we may show that the theory of ordinary representations is equivalent to a theory of representation $\mathfrak{B}$-spaces where these are defined by the conditions 1., 4. and
$2^{\prime} . \mathfrak{R}$ is a left $\mathfrak{U}$-module such that $1 x=x$ for all $x$ and 1 the identity of $\mathfrak{A}$. $3^{\prime} .(a x) b=a(x b)$ if $x \in \mathfrak{R}, a \in \mathfrak{M}$ and $b \in \mathfrak{B}$.
We introduce the algebra $\mathfrak{X}$ anti-isomorphic to $\mathfrak{A}$. Then we may regard $\mathfrak{R}$ as an $\mathfrak{Y}^{\prime}$-module relative to the product $x a^{\prime} \equiv a x\left(a \leftrightarrow a^{\prime}\right.$ in the anti-isomorphism). Thus $\mathfrak{K}$ is an anti-representation $\mathfrak{B}$-space of $\mathfrak{Y}^{\prime}$ and is therefore an $\mathfrak{X}_{\mathscr{B}}^{\prime}$-module. Conversely, any $\mathfrak{H}_{\mathfrak{F}}^{\prime}$-module which is a $\mathfrak{B}$-space is a representation $\mathfrak{B}$-space of $\mathfrak{A}$.

We suppose now that $\mathfrak{B}$ is simple. Then we recall that $\mathfrak{B}$ is a direct sum of, say, $m \mathfrak{B}$-isomorphic irreducible right ideals $\mathfrak{F}$ and that $\mathfrak{B}=\mathfrak{D}_{m}$ where $\mathfrak{D}$ is a division algebra. $\mathfrak{B}$ itself is a free cyclic module with 1 as a basis. Any $\mathfrak{B}-$ module $\Re$ in which $x 1=x$ for all $x$ is a direct sum of irreducible modules $\mathfrak{B}$ isomorphic to the irreducible right ideals $\mathfrak{F}$. Hence $\mathfrak{R}$ is a free cyclic module if and only if it is a direct sum of $m$ irreducible submodules and $\Re$ is a $\mathfrak{B}$-space if and only if it is a direct sum of $h=N m$ irreducible $\mathfrak{B}$-modules. Then if $\mathfrak{S}$ is
any subspace of $\Re, \Re=\Xi \oplus \widetilde{\Xi}^{\prime}$ where $\widetilde{\Xi}^{\prime}$ is also a subspace. Thus if $y_{1}, \cdots, y_{u}$ is a basis for $\Xi$, there exists a basis for $\Re$ that includes the $y_{i}$. Using this result we may prove, as in the case where $\mathfrak{B}=\Phi$, that the condition that an antirepresentation be reducible is that the anti-representation space $\Re$ contains a proper $\mathfrak{B}$-subspace invariant relative to the endomorphisms $a$. The condition that the anti-representation be decomposable is that $\Re=\Re_{1} \oplus \Re_{2}$ where the $\Re_{i}$ are anti-representation subspaces of $\Re$. A sufficient condition for complete reducibility is that $\mathfrak{R}$ be a completely reducible $\mathfrak{A}_{\mathfrak{B}}$-module. As we have seen in Chapter 4 , if $\mathfrak{A}_{\mathfrak{B}}$ is semi-simple, then any $\mathfrak{A}_{\mathfrak{B}}$-module such that $x 1=x$, for all $x$, is completely reducible. Hence if $\mathfrak{A}_{\mathscr{B}}$ is semi-simple, any anti-representation of $\mathfrak{H}$ by matrices with elements in $\mathfrak{B}$ is completely reducible.

If $\mathfrak{B}=\mathfrak{D}$ is a division algebra, any irreducible $\mathfrak{D}$-module such that $\mathfrak{R D} \neq 0$ is a free cyclic module. The $\mathfrak{D}$-spaces defined in this section are simply the vector spaces over $\mathfrak{D}$ that we have considered before. Hence in this case any $\mathfrak{A}_{\mathfrak{D}}$-module $\mathfrak{R}$ in which $x 1=x$ for all $x$ and $(\mathfrak{R}: \mathfrak{D})$ is finite, is an anti-representation $\mathfrak{D}$-space of $\mathfrak{A}$. As above, the condition $(\mathfrak{R}: \mathfrak{D})$ finite is equivalent to the condition that $\Re$ be finitely generated relative to $\mathfrak{H}_{\mathfrak{D}}$. In particular, the irreducible $\mathfrak{A}_{\mathfrak{D}}$-modules are anti-representation $\mathfrak{D}$-spaces. These modules are therefore the irreducible anti-representation $\mathfrak{D}$-spaces of $\mathfrak{A}$. As we have seen, any irreducible $\mathscr{U}_{\mathfrak{D}}$-module is $\mathfrak{U}_{\mathfrak{D}}$-isomorphic to an irreducible right ideal $\mathfrak{Y}$ of $\mathfrak{H}_{\mathbb{D}}-\mathfrak{N}, \mathfrak{R}$ the radical. The size of the matrices determined by $\mathfrak{J}$ is the dimensionality (or rank) of $\mathfrak{J}$ over $\mathfrak{D}$. The number of non-isomorphic irreducible $\mathfrak{A}_{\mathfrak{D}}$-modules in which $x 1=x$ for all $x$, and hence the number of classes of irreducible anti-representations $\neq 0$, is equal to the number of simple two-sided ideals in $\mathfrak{H}_{\mathfrak{D}}-\mathfrak{M}$.
6. Direct products and composites of fields. As an application of the above theory we shall now obtain the structure of $\mathfrak{A}_{\mathbb{*}}$ for $\mathfrak{H}$ a separable field over $\Phi$ and $\mathfrak{B}$ an arbitrary field over $\Phi$. Suppose first that $\mathfrak{B}$ contains a subfield isomorphic to the least normal field over $\Phi$ containing $\mathfrak{H}$. Then if $(\mathfrak{H}: \Phi)=n$, it is well known that there exist precisely $n$ distinct isomorphisms $a \rightarrow a^{(i)}$, $i=1, \cdots, n$, between $\mathfrak{A}$ and subfields of $\mathfrak{B} .^{3} \quad$ Thus we obtain $n$ anti-homomorphisms between $\mathfrak{A}$ and matrices with elements in $\mathfrak{B}$, and, since these are one dimensional, they are irreducible and dissimilar. It follows from the general theory that $\mathfrak{H}_{\mathscr{B}}-\mathfrak{N}, \mathfrak{N}$ the radical, is a direct sum of at least $n$ ideals. Since the dimensionalities of these ideals over $\mathfrak{B}$ is $\geqq 1$ and $\left(\mathscr{H}_{\mathscr{B}}: \mathfrak{B}\right)=n$, it follows that $\mathfrak{N}=0$ and that there are exactly $n$ simple ideals in $\mathfrak{A}_{\mathscr{*}}$, each one dimensional over $\mathfrak{B}$. Now if $\mathfrak{B}$ is arbitrary, we take a field $\mathfrak{C} \geqq \mathfrak{B}$ and containing a field isomorphic to the least normal field containing $\mathfrak{N}$. Since $\left(\mathfrak{H}_{\mathscr{B}}\right)_{\mathfrak{E}}=\mathfrak{H}_{\mathfrak{E}}, \mathfrak{A}_{\mathfrak{B}}$ is semi-simple.

Theorem 3. If $\mathfrak{H}$ is a separable field over $\Phi$, $(\mathfrak{H}: \Phi)=n$, and $\mathfrak{B}$ is any field over $\Phi$, then $\mathfrak{H}_{\mathfrak{B}}$ is semi-simple. If $\mathfrak{B}$ contains a subfield isomorphic to the least normal field containing $\mathfrak{A}$, the irreducible representations of $\mathfrak{A}$ by matrices in $\mathfrak{B}$ are all one-rowed.

[^22]By the structure theory of semi-simple rings, $\mathfrak{A}_{\mathscr{B}}$ is a direct sum of fields, say $\mathfrak{F}_{1} \oplus \cdots \oplus \mathfrak{F}_{t}$. If $1=e_{1}+\cdots+e_{t}$ is the corresponding decomposition of the identity of $\mathfrak{H}_{\mathbb{B}}$ into the identities of the $\mathfrak{F}_{i}$, then the set $e_{i} \mathfrak{Y}$ of elements $e_{i} a, a$ in $\mathfrak{A}$, is a subfield of $\mathfrak{F}_{i}$ isomorphic to $\mathfrak{A}$. Similarly, $\mathfrak{F}_{i}$ contains the subfield $e_{i} \mathfrak{B}$ isomorphic to $\mathfrak{B}$. Since $\left(e_{i} \mathfrak{H}\right)\left(e_{i} \mathfrak{B}\right)=e_{i} \mathfrak{H B} e_{i}=\mathfrak{F}_{i}$, the field $\mathfrak{F}_{i}$ is generated by these two fields.

Suppose now that we have any two fields $\mathfrak{H}$ and $\mathfrak{B}$ over $\Phi$ and two isomorphisms $a \rightarrow a^{S}$ and $b \rightarrow b^{T}$ of $\mathfrak{A}$ and $\mathfrak{B}$, respectively, into subfields $\mathfrak{A}^{S}$ and $\mathfrak{B}^{T}$ of a third field $\mathfrak{F}$. Then we call the system ( $\mathfrak{F}, S, T$ ) a composite of $\mathfrak{A}$ and $\mathfrak{B}$ provided that $\mathfrak{F}=\left[\mathfrak{A}^{S}, \mathfrak{B}^{T}\right]$, the smallest subfield of $\mathfrak{F}$ containing $\mathfrak{A}^{\mathcal{S}}$ and $\mathfrak{B}^{T}$. We shall regard the two composites ( $\mathfrak{F}, S, T$ ) and ( $\mathfrak{F}^{\prime}, S^{\prime}, T^{\prime}$ ) as equivalent if the isomorphism $a^{S} \rightarrow a^{s^{\prime}}, b^{T} \rightarrow b^{T^{\prime}}$ may be extended to an isomorphism between $\mathfrak{F}$ and $\mathfrak{F}^{\prime}$. It is evident that such an extension, if it exists, is uniquely determined.

We have seen that if $\mathfrak{A}$ is separable, then $\mathfrak{A}_{\mathscr{B}}=\mathfrak{F}_{1} \oplus \cdots \oplus \mathfrak{F}_{s}$. The mappings $a \rightarrow a^{s_{i}} \equiv a e_{i}$, for $a$ in $\mathfrak{A}$, is an isomorphism between $\mathfrak{A}$ and the subfield $\mathfrak{A}^{S_{i}}$ of $\mathfrak{F}_{i}$. Similarly $b \rightarrow b^{T_{i}} \equiv b e_{i}$ is an isomorphism between $\mathfrak{B}$ and $\mathfrak{B}^{T_{i}}$. Moreover, $\mathfrak{F}_{i}=\left(\mathfrak{H}^{S_{i}}\right)\left(\mathfrak{B}^{T_{i}}\right)=\left[\mathfrak{U}^{\mathcal{S}_{i}}, \mathfrak{B}^{T_{i}}\right]$, and therefore $\left(\mathfrak{F}_{i}, S_{i}, T_{i}\right)$ is a composite of $\mathfrak{A}$ and of $\mathfrak{B}$.

We wish to prove the following
Theorem 4. The composites ( $\mathfrak{F}_{i}, S_{i}, T_{i}$ ), $i=1, \cdots, t$, are inequivalent. Any composite of the separable field $\mathfrak{A}$ and the field $\mathfrak{B}$ is equivalent to one of the ( $\mathfrak{F}_{i}, S_{i}, T_{i}$ ).

To prove that ( $\mathfrak{F}_{i}, S_{i}, T_{i}$ ) and ( $\mathfrak{F}_{j}, S_{j}, T_{j}$ ) are inequivalent if $i \neq j$, we note that $e_{i}$ has the form $a_{1} b_{1}+\cdots+a_{r} b_{r}, a_{k}$ in $\mathfrak{A}$ and $b_{k}$ in $\mathfrak{B}$, and, since $e_{i}^{2}=e_{i}$, $e_{i}=\left(a_{1} e_{i}\right)\left(b_{1} e_{i}\right)+\cdots+\left(a_{r} e_{i}\right)\left(b_{r} e_{i}\right)=a_{1}^{s_{i}} b_{1}^{T_{i}}+\cdots+a_{r}^{s_{i}} b_{r}^{T_{i}}$. If $\left(\mathfrak{F}_{i}, S_{i}, T_{i}\right)$ were equivalent to ( $\mathfrak{F}_{i}, S_{j}, T_{j}$ ), the required isomorphism would map $e_{i}$ into $a_{1}^{S_{j}} b_{1}^{T_{j}}+\cdots+a_{r}^{S_{j}} b_{r}^{T_{j}}=\left(a_{1} b_{1}+\cdots+a_{r} b_{r}\right) e_{j}=e_{i} e_{j}=0$ and this is impossible. Now suppose that ( $\mathfrak{F}, S, T$ ) is any composite of $\mathfrak{A}$ and $\mathfrak{B}$. Then the mapping $\Sigma a b \rightarrow \Sigma a^{s} b^{T}$ is a homomorphism between $\mathfrak{Y}_{\mathscr{E}}$ and the subalgebra $\mathfrak{Y}^{S} \mathfrak{B}^{T}$ of $\mathfrak{F}$. Since the only ideals of $\mathfrak{A}_{\otimes}$ are the ideals $\mathfrak{F}_{i_{1}} \oplus \cdots \oplus \mathfrak{F}_{i_{r}}$ and since $\mathfrak{F}$ has no zero-divisors, the ideal mapped into 0 by the homomorphism is one of the form $\mathfrak{F}_{1} \oplus \cdots \oplus \mathfrak{F}_{i-1} \oplus \mathfrak{F}_{i+1} \oplus \cdots \oplus \mathfrak{F}_{t}=\mathfrak{R}_{i}$. Hence $\mathfrak{A}^{S \mathfrak{B}^{T}}$ is isomorphic to $\mathfrak{F}-\mathfrak{R}_{i}$ and thus to $\mathfrak{F}_{i}$. This implies that $\mathfrak{A}^{S} \mathfrak{B}^{T}$ is a field and so $\mathfrak{A}^{s} \mathfrak{B}^{T}=$ [ $\left.\mathfrak{A}^{S}, \mathfrak{B}^{T}\right]=\mathfrak{F}$. Moreover, the isomorphism defined by our homomorphism is the mapping $\Sigma a^{S^{S}} b^{T} \rightarrow \boldsymbol{\Sigma}\left(a^{S_{i}}\right)\left(b^{T_{i}}\right)$. Hence ( $\left.\mathfrak{F}, S, T\right)$ and ( $\left.\mathfrak{F}_{i}, S_{i}, T_{i}\right)$ are equivalent.

We have seen that if $\mathfrak{B}$ contains a field isomorphic to the least normal extension of $\mathfrak{A}$, then $t=n$ and each $\mathfrak{F}_{\boldsymbol{i}}$ is one dimensional over $\mathfrak{B}$. Hence $\mathfrak{F}_{\boldsymbol{i}}=\mathfrak{B}^{s_{i}}$ is isomorphic to $\mathfrak{B}$.

Theorem 5. If $\mathfrak{H}$ is separable over $\Phi,(\mathfrak{H}: \Phi)=n$ and $\mathfrak{B}$ contains a field isomorphic to the least normal extension of $\mathfrak{H}$ over $\Phi$, then $\mathfrak{H}_{\mathscr{B}}=\mathfrak{B}_{1} \oplus \cdots \oplus \mathfrak{B}_{n}$ where $\mathfrak{B}_{i} \cong \mathfrak{B}$.

[^23]That these theorems do not hold when both fields are inseparable may be seen from the following example: Let $\mathfrak{H}=\Phi(x)$ where $\Phi$ has characteristic $p$ and $x^{p}=\xi$ is in $\Phi$, but $x$ is not in $\Phi$. Suppose that $\mathfrak{B}$ is the field $\Phi(y), y^{p}=\xi$. Then $\mathfrak{U}_{\mathfrak{A}}$ contains the element $z=x-y \neq 0$ which is nilpotent. Since $\mathfrak{A}_{\mathfrak{z}}$ is commutative, $z$ generates a nilpotent ideal and so $\mathfrak{A}_{\mathbb{*}}$ is not semi-simple.
7. Central simple algebras. We take up now the main topic of this chapter, namely, the theory of simple algebras. Throughout our discussion we shall exclude the trivial zero algebras. With this agreement we may state the fundamental structure theorem in the following way.

Theorem 6 (Wedderburn). Any simple algebra $\mathfrak{H}$ over $\Phi$ is a direct product $\Phi_{m} \times \mathfrak{D}$ where $\mathfrak{D}$ is a division algebra and conversely, any algebra of this form is simple. If $\mathfrak{A}=\Phi_{m} \times \mathfrak{D}=\Phi_{m^{\prime}} \times \mathfrak{F}$ where $\mathfrak{F}$ is a division algebra, then $m=m^{\prime}$ and $\mathfrak{D}$ and $\mathfrak{F}$ are isomorphic.

We shall also require
Theorem 7. $\Phi_{r s}=\Phi_{r} \times \Phi_{s}$.
This is an immediate consequence of the computations of 6, Chapter 2.
A simple algebra $\mathfrak{A}$ is central if its center consists of the multiples $1 \alpha, \alpha$ in $\Phi{ }^{5}$ For example, $\Phi_{m}$ is central simple. A central algebra is in a sense the opposite of a commutative algebra and we shall see that the theory of direct products for these algebras is considerably simpler than that for commutative algebras indicated in the preceding section.

If $\mathfrak{U}=\Phi_{m} \times \mathfrak{D}=\mathfrak{D}_{m}$ where $\mathfrak{D}$ is a division algebra, we have seen that the center $\mathfrak{C}$ of $\mathfrak{H}$ is contained in $\mathfrak{D}$. Hence $\mathfrak{A}$ is central if and only if $\mathfrak{D}$ is central. If $\mathfrak{A}$ is any simple algebra, $\mathfrak{C}$, the center, is a field and $\mathfrak{H}$ may be regarded as an


Suppose now that $\mathfrak{A}$ is an arbitrary algebra with an identity and that $\mathfrak{B}$ is a central simple algebra. We wish to show that the two-sided ideals of $\mathfrak{A}_{\mathscr{y}}$ may be put into $(1-1)$ correspondence with those of $\mathfrak{N}$. First, let $\mathfrak{I}_{0}$ be a twosided ideal of $\mathfrak{A}$. Then $\mathfrak{F}=\Im_{0} \mathfrak{B}=\Im_{0 刃}$ is a two-sided ideal of $\mathfrak{A}_{\mathscr{B}}$. Let $x_{1}, \cdots$, $x_{n}$ be a basis for $\mathfrak{A}$ over $\Phi$ such that $x_{1}, \cdots, x_{r}$ is one for $\mathfrak{S}_{0}$ over $\Phi$. Then if $\sum_{1}^{n} x_{i} b_{i} \in \mathfrak{A}, b_{i}=\beta_{i}$ is in $\Phi$. If $\sum_{1}^{n} x_{i} b_{i} \in \mathfrak{Y}, b_{r+1}=\cdots=b_{n}=0$. Hence $(\mathfrak{A} \wedge \mathfrak{F})$ consists of the elements $\sum_{1}^{r} x_{i} \beta_{i}$ and $(\mathfrak{H} \wedge \mathfrak{F})=\mathfrak{I}_{0}$. It follows that $\Im_{0 \otimes}=\bar{\Im}_{0 \otimes}$ if and only of $\mathfrak{Y}_{0}=\bar{\Im}_{0}$.

Now let $\mathfrak{F}$ be an arbitrary two-sided ideal in $\mathfrak{H} \times \mathfrak{B}, \Im_{0}=(\mathfrak{A} \wedge \mathfrak{F})$, and let $x_{1}, \cdots, x_{n}$ be a basis for $\mathfrak{U}$ such that $x_{1}, \cdots, x_{r}$ is one for $\Im_{0}$. Evidently $\Im_{0}$ is a two-sided ideal in $\mathfrak{B}$ and $\mathfrak{Y}_{08} \leqq \mathfrak{Y}$. Suppose that $\mathfrak{Y}_{08}<\mathfrak{Y}$ and let $x_{1} b_{1}+: \cdots$ $+x_{n} b_{n}$ be an element of $\mathfrak{Y}$ not contained in $\Im_{08}$. Then $x_{r+1} b_{r+1}+\cdots+$ $x_{n} b_{n}$ has this property also, and so at least one of the $b_{j}, j=r+1, \cdots, n$, is
${ }^{5}$ I am indebted to Professor Albert for suggesting this term as a substitute for the overworked term "normal" formerly used in this connertion. The term "centralizer" that we shall use later is also due to Albert.
$\neq 0$. Now let $x_{i_{1}} b_{i_{1}}+\cdots+x_{i_{s}} b_{i_{s}}, b_{i_{j}} \neq 0, i_{j}=r+1, \cdots, n$, be an element of $\mathfrak{g}$ for which $s$ has the least positive value. The elements

$$
b\left(x_{i_{1}} b_{i_{1}}+\cdots+x_{i_{s}} b_{i_{s}}\right), \quad\left(x_{i_{1}} b_{i_{1}}+\cdots+x_{i_{s}} b_{i_{s}}\right) b
$$

are in $\mathfrak{F}$ if $b$ is any element of $\mathfrak{B}$. It follows that the first components $b_{i_{1}}$ of these elements together with 0 form a two sided ideal $\neq 0$ in $\mathfrak{B}$ and hence, since $\mathfrak{B}$ is simple, $b_{i_{1}}$ is arbitrary. Thus $\mathfrak{J}$ contains $x_{i_{1}}+x_{i_{2}} b_{2}^{\prime}+\cdots+x_{i_{s}} b_{s}^{\prime}$ and hence it contains
$b\left(x_{i_{1}}+x_{i_{2}} b_{2}^{\prime}+\cdots+x_{i_{s}} b_{s}^{\prime}\right)-\left(x_{i_{1}}+x_{i_{2}} b_{2}^{\prime}+\cdots+x_{i_{s}} b_{s}^{\prime}\right) b$

$$
=\sum_{j=2}^{s} x_{i_{j}}\left(b b_{j}^{\prime}-b_{j}^{\prime} b\right)
$$

Since $s$ is minimal, $b b_{j}^{\prime}=b_{i}^{\prime} b$ and so, by the centrality, $b_{j}^{\prime}=\beta_{j} \epsilon \Phi$. Thus $\mathfrak{F}$ contains $x_{i_{1}}+x_{i_{2}} \beta_{2}+\cdots+x_{i_{s}} \beta_{s}$ which is evidently in $\mathfrak{A}$. This contradicts the fact that $x_{1}, \cdots, x_{r}$ is a basis for $\mathfrak{Y}_{0}=(\mathfrak{H} \wedge \mathfrak{Y})$. We have therefore proved

Theorem 8. If $\mathfrak{A}$ is án arbitrary algebra with an identity and $\mathfrak{B}$ is a central simple algebra, then the correspondence $\Im_{0} \rightarrow \Im_{08}$ is $(1-1)$ between the two-sided ideals of $\mathfrak{A}$ and the two-sided ideals of $\mathfrak{H}_{\mathcal{B}}$.

Corollary 1. If $\mathfrak{A}$ is simple and $\mathfrak{B}$ is central simple, then $\mathfrak{H}_{\mathscr{B}}$ is simple.
If $\mathfrak{N}$ is the radical of $\mathfrak{A}_{\mathscr{*}}, \mathfrak{N}_{0}=\mathfrak{A} \wedge \mathfrak{N}$ is a nilpotent ideal in $\mathfrak{H}$ and is therefore contained in the radical $\mathfrak{N}_{0}^{\prime}$ of $\mathfrak{N}$. On the other hand, $\mathfrak{N}_{0 刃}^{\prime}$ is a nilpotent ideal in $\mathfrak{N}_{\mathscr{B}}$ so that $\mathfrak{N}_{08}^{\prime} \leqq \mathfrak{N}$. Hence $\mathfrak{N}_{0}^{\prime}=\mathfrak{N}_{0}$. This implies in particular

Corollary 2. If $\mathfrak{A}$ is semi-simple and $\mathfrak{B}$ is central simple, then $\mathfrak{H}_{\mathscr{*}}$ is semisimple.

Now let $c=x_{1} b_{1}+\cdots+x_{n} b_{n}$ be an element of $\mathfrak{A}_{\mathscr{B}}=\mathfrak{A} \times \mathfrak{B}$ commutative with every $b$ in $\mathfrak{B}$. Then $\Sigma x_{i}\left(b b_{i}-b_{i} b\right)=0$ and $b b_{i}=b_{i} b$. Hence $b_{i} \epsilon \Phi$ and $c \in \mathfrak{A}$. It follows that the center of $\mathfrak{A} \times \mathfrak{B}$ coincides with the center of $\mathfrak{A}$. If $\mathfrak{A}$ is central simple, $\mathfrak{A} \times \mathfrak{B}$ is central simple.

Theorem 9. If $\mathfrak{A}$ is an algebra with an identity and $\mathfrak{B}$ is central simple, the only elements of $\mathfrak{A} \times \mathfrak{B}$ that commute with all the elements of $\mathfrak{B}$ are the elements of $\mathfrak{A}$. If $\mathfrak{A}$ is central simple, $\mathfrak{H} \times \mathfrak{B}$ is central simple.
8. Representation of a semi-simple algebra by matrices with elements in a central simple algebra. As before we restrict the discussion to the representations of an algebra $\mathfrak{U}$ in which the identity of $\mathfrak{H}$ is mapped into the identity matrix. If $\mathfrak{A}$ is semi-simple and $\mathfrak{B}$ is central simple, then $\mathfrak{A}_{\mathscr{B}}$ is semi-simple. As we have seen in 5 this implies the following

Theorem 10. If $\mathfrak{H}$ is a semi-simple algebra, any anti-representation (ordinary representation) of $\mathfrak{A}$ by matrices with elements in a central simple algebra is completely reducible.

We assume now that $\mathfrak{A}$ is șimple. Let $\mathfrak{B}$ be a direct sum of $m$ isomorphic irreducible right ideals. Thus $\mathfrak{B}=\mathfrak{D}_{m}$ where $\mathfrak{D}$ is a division algebra. We have
seen that $\mathfrak{A}_{\otimes}$ is simple. Hence $\mathscr{N}_{\mathscr{}}$ is a direct sum of $r$ isomorphic irreducible right ideals and $\mathfrak{A}_{\mathbb{B}}=\mathfrak{E}_{r}$ where $\mathfrak{E}$ is a division algebra. Any irreducible right ideal of $\mathscr{A}_{\mathscr{E}}$ is a $\mathfrak{B}$-module and is therefore a direct sum of, say, $h \mathfrak{B}$-isomorphic irreducible $\mathfrak{B}$-modules. It follows that $\mathfrak{A}_{\mathscr{*}}$ is a direct sum of $r h$ irreducible $\mathfrak{B}$-modules. On the other hand, if $(\mathfrak{X}: \Phi)=n, \mathfrak{X}_{\mathscr{F}}$ is a $\mathfrak{P}$-space of rank $n$. Since any $\mathfrak{B}$-space of rank 1 is a sum of $m \mathfrak{B}$-isomorphic irreducible $\mathfrak{B}$-modules, $\mathfrak{A}_{\mathfrak{B}}$ is a direct sum of $m n$ irreducible $\mathfrak{B}$-modules. Thus $r h=m n$.

Now let $\Re$ be an arbitrary irreducible anti-representation $\mathfrak{B}$-space of $\mathfrak{H}$. Then $\mathfrak{R} \dot{=} \mathfrak{S}_{1} \oplus \cdots \oplus \mathfrak{S}_{\bar{m}}$ where the $\mathfrak{S}_{i}$ are isomorphic irreducible $\mathfrak{H}_{\mathbb{Z}}$-modules. Each $\mathbb{S}_{i}$ is a direct sum of $h$ isomorphic irreducible $\mathfrak{B}$-modules. Hence $\Re$ is a direct sum of $\bar{m} h$ irreducible $\mathfrak{B}$-modules. Since $\mathfrak{R}$ is a $\mathfrak{B}$-space, it follows that $h \bar{m} \equiv 0(m)$. Now if $m^{\prime \prime}$ is an integer $\leqq \bar{m}$ such that $h m^{\prime \prime} \equiv 0(m)$, then the direct sum of $m^{\prime \prime}$ of the $\mathfrak{S}_{i}$ is a $\mathfrak{B}$-space. It therefore coincides with $\mathfrak{R}$. This implies that $m^{\prime \prime}=\bar{m}$ so that $h \bar{m}=m \bar{h}$ is the least common multiple of $h$ and $m$. The equation $h \bar{m}=m \bar{h}$ shows also that the rank of $\Re$ over $\mathfrak{B}$ is $\bar{h}$. Hence the size of the matrices determined by $\Re$ is $\bar{h}$. If $\Re^{\prime}$ is a second irreducible antirepresentation $\mathfrak{B}$-space of $\mathfrak{A}, \mathfrak{R}^{\prime}$, too, is a direct sum of $\bar{m}=h^{-1}[h, m]$ irreducible $\mathfrak{A}_{\mathscr{H}}$-modules. It follows that $\mathfrak{R}^{\prime}$ and $\mathfrak{R}$ are $\mathfrak{H}_{\mathbb{B}}$-isomorphic. Thus all the irreducible anti-representations of $\mathfrak{A}$ by matrices are similar. Any anti-representation of $\mathfrak{A}$ is completely reducible into irreducible parts all of which are similar to the representation determined by $\mathfrak{R}$. These results may be stated as the following fundamental

Theorem 11. Let $\mathfrak{A}$ be a simple algebra and $\mathfrak{F}$ a central simple algebra. Set $(\mathfrak{H}: \Phi)=n, \mathfrak{F}=\mathfrak{D}_{m}$ and $\mathfrak{N}_{\mathscr{B}}=\mathfrak{E}_{\text {r }}$ where $\mathfrak{D}$ and $\mathfrak{G}$ are division algebras. Then $r \mid m n$ and if $m n=\bar{h} r$ and $[h, m]=h \bar{m}=\bar{h} m, \mathfrak{A}$ has an_anti-representation in $\mathfrak{B}_{N}$ if and only if $\bar{h} \mid N$. Any two anti-representations of $\mathfrak{A}$ in the same $\mathfrak{B}_{N}$ are similar.

In a similar manner we may prove
Theorem 11'. Let $\mathfrak{A}$ and $\mathfrak{B}$ be as in Theorem 11 and let $\mathfrak{A}_{\mathscr{A}}^{\prime}=\mathfrak{E}_{r^{\prime}}^{\prime}$ where $\mathfrak{Y}^{\prime}$ is the algebra anti-isomorphic to $\mathfrak{H}$ and $\mathbb{\xi}^{\prime}$ is a division algebra. Then $r^{\prime} \mid m n$ and if $m n=h^{\prime} r^{\prime}$ and $\left[h^{\prime}, m\right]=h^{\prime} \bar{m}^{\prime}=\bar{h}^{\prime} m, \mathfrak{A}$ has a representation in $\mathfrak{B}_{N}$ if and only if $\bar{h}^{\prime} \mid N$. Any two representations of $\mathfrak{A}$ in the same $\mathfrak{B}_{N}$ are similar.

We may obtain a somewhat sharper form of Theorem 11 by first specializing this theorem to the case where $\mathfrak{B}=\mathfrak{D}$ is a division algebra and then extending the result thus obtained to the general case where $\mathfrak{B}=\mathfrak{D}_{m}$. If $\mathfrak{B}=\mathfrak{D}$ then $m=1$ and $[h, m]=h$. Hence we have the

Corollary. Let $\mathfrak{A}$ be a simple algebra and $\mathfrak{D}$ a central division algebra. Set $(\mathfrak{H}: \Phi)=n$ and $\mathfrak{U}_{\mathfrak{D}}=\mathfrak{F}_{s} . \quad$ Then $n=h s$ and $\mathfrak{A}$ has an anti-representation in $\mathfrak{D}_{N}$ if and only if $h \mid N$.

Now if $\mathfrak{A}_{\mathbb{D}}=\mathfrak{E}_{s}, \mathfrak{A}_{\mathbb{E}}=\mathfrak{E}_{s m}$ for $\mathfrak{B}=\mathfrak{D}_{m}$. Hence the integer $r$ of Theorem 11 is equal to $s m$ and $n=h s$. This proves

Theorem 12. Let $\mathfrak{A}$ and $\mathfrak{B}$ be as in Theorem 11 and let $\mathfrak{H}_{\mathfrak{D}}=\mathfrak{F}_{s}$, $\mathfrak{F}$ a division algebra. Then $s \mid n$ and if $n=$ sh and $[h, m]=h \bar{m}=\bar{h} m, \mathfrak{Y}$ has an anti-representation in $\mathfrak{B}_{N}$ if and only if $\bar{h} \mid N$.

Theorem 12'. Let $\mathfrak{A}$ and $\mathfrak{B}$ be as in Theorem 11 and let $\mathfrak{Y}_{\mathfrak{D}}^{\prime}=\mathfrak{E}_{s^{\prime}}^{\prime}$, $\mathfrak{F}^{\prime}$ a division algebra. Then $s^{\prime} \mid n$ and if $n=s^{\prime} h^{\prime}$ and $\left[h^{\prime}, m\right]=h^{\prime} \bar{m}^{\prime}=\bar{h}^{\prime} m, \mathfrak{A}$ has a representation in $\mathfrak{B}_{N}$ if and only if $\bar{h}^{\prime} \mid N$.

We suppose now that $\mathfrak{A}$ is a division algebra and $\mathfrak{B}=\mathfrak{D}$ is a central division algebra. We may regard $\mathfrak{A} \times \mathfrak{D}=\mathfrak{E}_{s}$ as an $\mathfrak{A}$-space. Then by a repetition of the argument that led to Theorem 11 we may prove that $s \mid d, d=(\mathfrak{D}: \Phi)$. The details are left to the reader.

Theorem 13. Let $\mathfrak{Y}$ be a division algebra and $\mathfrak{D}$ a central division algebra. Then if $\mathfrak{A} \times \mathfrak{D}=\mathfrak{E}_{s}$ where $\mathcal{E}$ is a division algebra, $s$ is a common factor of $(\mathfrak{H}: \Phi)=n$ and of $(\mathfrak{D}: \Phi)=d . \quad$ If $(d, n)=1, \mathfrak{A} \times \mathfrak{D}$ is a division algebra.
9. Simple subalgebras of a central simple algebra. The theory of representations may be applied to the study of the subalgebras of a central simple algebra $\mathfrak{H}$. For if $\mathfrak{B}$ is a subalgebra, then $b \rightarrow b$ is a representation of $\mathfrak{B}$ by matrices of one row with elements in $\mathfrak{A}$. If $\mathfrak{B}$ is a simple algebra that contains the identity, we may apply Theorem $12^{\prime} .{ }^{6}$ Let $\mathfrak{A}=\mathfrak{D}_{m}$ where $\mathfrak{D}$ is a central division algebra, $(\mathfrak{B}: \Phi)=q$ and $\mathfrak{B}^{\prime} \times \mathfrak{D}=\mathfrak{B}_{\mathfrak{D}}^{\prime}=\mathscr{E}_{s^{\prime}}^{\prime}$ where $\mathfrak{E}^{\prime}$ is a division algebra. Then $q=s^{\prime} h^{\prime}$ and if $\bar{h}^{\prime}=m^{-1}\left[h^{\prime}, m\right], \mathfrak{B}$ has a representation only in those $\mathfrak{A}_{N}$ for which $\bar{h}^{\prime} \mid N$. Since $\mathfrak{B}$ has a one-rowed representation with elements in $\mathfrak{A}, \bar{h}^{\prime}=1$. Hence $h^{\prime} \mid m$ and if we write $m=h^{\prime} l$, we obtain $m s^{\prime}=q l$. Thus $q \mid m s^{\prime}$.

Theorem 14. If $\mathfrak{B}$ is a simple subalgebra, containing 1 , of a central simple algebra $\mathfrak{N}=\mathfrak{D}_{m}, \mathfrak{D}$ a division algebra, then $\mathfrak{B}^{\prime} \times \mathfrak{D}=\mathfrak{F}_{s^{\prime}}^{\prime}$ where $\mathfrak{F}^{\prime}$ is a division algebra and $s^{\prime} \mid q$ and $q \mid m s^{\prime}$.

Corollary. If $\mathfrak{B}$ is a subalgebra, containing 1 , of a central division algebra $\mathfrak{D}$, then $\mathfrak{B}^{\prime} \times \mathfrak{D}=\mathfrak{E}_{q}^{\prime}$ where $\mathfrak{F}^{\prime}$ is a division algebra and $q=(\mathfrak{B}: \Phi)$.

If $\mathfrak{B}_{1}$ and $\mathfrak{B}_{2}$ are isomorphic subalgebras of $\mathfrak{N}$, we may regard these algebras as isomorphic images of the same algebra $\mathfrak{B}$. If $b_{1} \rightarrow b_{2}$ is an isomorphism between $\mathfrak{B}_{1}$ and $\mathfrak{B}_{2}, b \rightarrow b_{1}$ and $b \rightarrow b_{2}$ are representations of $\mathfrak{B}$ by one-rowed matrices with elements in $\mathfrak{A}$. These representations are similar. Hence we have the following

Theorem 15. If $\mathfrak{B}_{1}$ and $\mathfrak{B}_{2}$ are isomorphic simple subalgebras containing 1 of the certral simple algebra $\mathfrak{N}$, any isomorphism between $\mathfrak{B}_{1}$ and $\mathfrak{B}_{2}$ may be extended to an inner automorphism in $\mathfrak{A}$.

This, of course, implies
Theorem 16. Any automorphism of a central simple algebra is inner.
10. Derivations. The theorems of 9 have striking analogues in the theory of derivations of an algebra. If $\mathfrak{B}$ is a subalgebra of an algebra $\mathfrak{A}$, a derivation.

[^24]$D$ of $\mathfrak{B}$ into $\mathfrak{A}$ is a mapping of $\mathfrak{B}$ into a part of $\mathfrak{A}$ satisfying the following conditions:
$\left(b_{1}+b_{2}\right) D=b_{1} D+b_{2} D, \quad(b \alpha) D=(b D) \alpha, \quad\left(b_{1} b_{2}\right) D=b_{1}\left(b_{2} D\right)+\left(b_{1} D\right) b_{2}$.
If $\mathfrak{B}=\mathfrak{A}$, we speak simply of a derivation in $\mathfrak{A}$. It is readily seen then that if $D_{1}, D_{2} \in \mathfrak{S}$, the set of derivations in $\mathfrak{Y}$, then $D_{\alpha}$ and $D_{1} \pm D_{2} \in \mathfrak{S}$. Since
$$
\left(b_{1} b_{2}\right) D_{1} D_{2}=\left(b_{1} D_{2}\right)\left(b_{2} D_{1}\right)+b_{1}\left(b_{2} D_{1} D_{2}\right)+\left(b_{1} D_{1} D_{2}\right) b_{2}+\left(b_{1} D_{1}\right)\left(b_{2} D_{2}\right)
$$
$D_{1} D_{2}$ is not in general a derivation. However,
$$
\left(b_{1} b_{2}\right)\left(D_{1} D_{2}-D_{2} D_{1}\right)=b_{1}\left(b_{2}\left(D_{1} D_{2}-D_{2} D_{1}\right)\right)+\left(b_{1}\left(D_{1} D_{2}-D_{2} D_{1}\right)\right) b_{2}
$$
so that $\left[D_{1}, D_{2}\right]=D_{1} D_{2}-D_{2} D_{1}$ is a derivation. For any element $d$ in $\mathfrak{A}$ we may define a derivation by means of the correspondence $x \rightarrow[x, d]=x d-d x$. A derivation of this type is called inner.

As usual, Leibniz's rule

$$
\left(b_{1} b_{2}\right) D^{k}=b_{1}\left(b_{2} D^{k}\right)+\binom{k}{1}\left(b_{1} D\right)\left(b_{2} D^{k-1}\right)+\cdots+\left(b_{1} D^{k}\right) b_{2}
$$

is valid. Hence if $\Phi$ has characteristic $p \neq 0$,

$$
\left(b_{1} b_{2}\right) D^{p}=b_{1}\left(b_{2} D^{p}\right)+\left(b_{1} D^{p}\right) b_{2}
$$

so that $D^{p}$ is a derivation. Similarly we prove by induction

$$
b d^{k}=d^{k} b+\binom{k}{1} d^{k-1} b^{\prime}+\cdots+b^{(k)}
$$

where $b^{\prime}=[b, d], b^{\prime \prime}=[[b, d], d]$, etc. Thus for $\Phi$ of characteristic $p \neq 0$

$$
\left[b, d^{p}\right]=b^{(p)}=[\cdots[[b, \sqrt[d]{ }], d], \cdots, d] .
$$

The theory of derivations to a large extent parallels that of isomorphisms. For example, we have the following

Theorem 17. If $\mathfrak{B}$ is a semi-simple subalgebra, containing 1 , of a central simple $\mathfrak{A}$, then any derivation of $\mathfrak{B}$ in $\mathfrak{A}$ may be extended to an inner derivation in $\mathfrak{A}$.
We consider the set of matrices in $\mathfrak{Y}_{2}$ of the form

$$
\left(\begin{array}{cc}
b & b D \\
0 & b
\end{array}\right)
$$

where $b$ ranges over $\mathfrak{B}$. This set forms an algebra isomorphic to $\mathfrak{B}$ and hence it determines a representation of $\mathfrak{B}$ by matrices with elements in $\mathfrak{A}$. Let $\mathfrak{R}$ be the corresponding representation $\mathfrak{H}$-space. According to the form of the matrices, $\Re$ has a basis $x_{1}, x_{2}$ such that the $\mathscr{U}$-space $\Re_{1}=x_{1} \mathfrak{H}$ is invariant relative to the endomorphisms $b$ of $\mathfrak{B}$. Since the $\mathfrak{B}_{\mathfrak{q}}^{\prime}$-module $\mathfrak{R}$ is completely reducible, there exists a second space $\Re_{2}=y \mathfrak{H}$ which is also invariant relative to the $b$ and such that $\Re=\Re_{1} \oplus \Re_{2}$. Let $y=x_{1} a_{1}+x_{2} a_{2}$ where the $a_{i} \in \mathfrak{M}$.

Since $x_{2}=x_{1} a_{1}^{\prime}+y a_{2}^{\prime}$ for suitable $a_{1}^{\prime}$ and $a_{2}^{\prime}$ in $\mathfrak{A}, a_{2}$ has the inverse $a_{2}^{\prime}$ in $\mathfrak{A}$. We may replace $y$ by $y a_{2}^{\prime}$. Hence we may suppose that $x_{2}=x_{1} d+y$ and $y=$
$x_{2}-x_{1} d$. The matrix relating the $\mathfrak{H}$-basis $x_{1}, y$ to the $\mathfrak{Y}$-basis $x_{1}, x_{2}$ is $\left(\begin{array}{cc}1 & -d \\ 0 & 1\end{array}\right)$. The inverse of this matrix is $\left(\begin{array}{ll}1 & d \\ 0 & 1\end{array}\right)$. Since $\Re=\Re_{1} \oplus \Re_{2}$, the matrix of the endomorphisms. $b$ relative to the basis $x_{1}, y$ has the form $\left(\begin{array}{cc}b_{1} & 0 \\ 0 & b_{2}\end{array}\right)$. Hence

$$
\left(\begin{array}{ll}
1 & d \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
b & b D \\
0 & b
\end{array}\right)\left(\begin{array}{cc}
1 & -d \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
b_{1} & 0 \\
0 & b_{2}
\end{array}\right)
$$

A simple computation shows that $b_{1}=b_{2}=b$ and $b D=[b, d]$ for all $b$.
As a consequence of Theorem 17 we have
Theorem 18. Any derivation of a central simple algebra is inner.
11. Commuting subalgebras. If $\mathfrak{B}$ is a subalgebra of an algebra $\mathfrak{X}$, we call the subalgebra of $\mathfrak{A}$ of elements commutative with those of $\mathfrak{B}$ the centralizer $\mathfrak{U}(\mathfrak{B})$ of $\mathfrak{B}$ in $\mathfrak{U}$. As usual, we denote the algebra of right multiplications in $\mathfrak{U}$ by $\mathfrak{H}_{r}$ and the algebra of left multiplications in $\mathfrak{X}$ by $\mathfrak{H}_{l}$. Let $\overline{\mathcal{B}}_{r}\left(\overline{\mathcal{B}}_{l}\right)$ be the algebra of right (left) multiplications $b_{r}\left(b_{l}\right)$ in $\mathfrak{A}$ determined by the elements $b$ of $\mathfrak{B}$. We recall that if $\mathfrak{A}$ has an identity, $\mathfrak{A}_{l}$ is the algebra of $\mathfrak{A}_{r}$-endomorphisms and $\mathfrak{A}_{r}$ is the algebra of $\mathfrak{A}_{\tau}$-endomorphisms. Then the algebra of endomorphisms commutative with those of $\mathfrak{A}_{l}$ and of $\overline{\mathfrak{B}}_{r}$ is $\overline{\mathfrak{A}(\mathfrak{B})_{r}}$. For if $C$ is such an endomorphism, $C=c_{r}$ is a right multiplication. Since $\mathfrak{A}_{r}$ is isomorphic to $\mathfrak{A}$ under the isomorphism $a \rightarrow a_{r}$ mapping the elements of $b$ into those of $\overline{\mathfrak{B}}_{r}$, it follows that $c \in \mathfrak{A}(\mathfrak{B})$. If the subalgebra $\mathfrak{B}$ contains the identity, the algebra of endomorphisms $\mathfrak{H}_{l} \overline{\mathcal{B}}_{r}=\overline{\mathfrak{B}}_{r} \mathscr{H}_{l}$ contains $\mathfrak{H}_{l}$ and $\overline{\mathfrak{B}}_{r}$. Hence in this case $\overline{\mathfrak{H}(\mathfrak{B})}{ }_{r}$ may be characterized as the algebra of $\mathfrak{A}_{l} \overline{\mathcal{B}}_{r}$-endomorphisms acting in $\mathfrak{A}$.

We now suppose that $\mathfrak{A}$ is central simple and that $\mathfrak{B}$ is a simple subalgebra containing the identity of $\mathfrak{N}$. The algebra $\mathfrak{U}_{l} \overline{\mathcal{B}}_{r}$ is a homomorphic image of $\mathfrak{A}^{\prime} \times \mathfrak{B}$ where $\mathfrak{H}^{\prime}$ is the algebra anti-isomorphic to $\mathfrak{H}$. We have seen that $\mathfrak{Q}^{\prime} \times \mathfrak{B}$ is simple. Hence this algebra has the form $\mathfrak{E}_{r}$, $\mathfrak{E}$ a division algebra. It follows that $\mathfrak{A}_{l} \overline{\mathcal{B}}_{r}$ is isomorphic to $\mathbb{E}_{r}$ and $\mathfrak{A}_{l} \overline{\mathfrak{B}}_{r}=\mathfrak{A}_{l} \times \overline{\mathfrak{B}}_{r}=\overline{\mathfrak{E}}_{r}$ where $\overline{\mathfrak{E}}$ is a division algebra isomorphic to $\mathbb{E}$. Since $1 \mathfrak{A}_{l}=\mathfrak{N}, \mathfrak{A}$ is finitely generated relative to $\overline{\mathbb{G}}_{r}$. Hence, by 6 of Chapter 2, the algebra of $\overline{\mathbb{E}}_{r}$-endomorphisms has the form $\overline{\mathfrak{G}}_{8}^{\prime}$ where $\overline{\mathfrak{G}}^{\prime}$ is anti-isomorphic to $\mathbb{E}$ and $r s$ is the dimensionality of $\mathfrak{A}$ over $\overline{\mathfrak{G}}$. Thus $\overline{\mathfrak{A}(\mathfrak{B})_{r}}=\overline{\mathfrak{E}}_{s}^{\prime}$ and $\mathfrak{H}(\mathfrak{B})=\mathfrak{E}_{s}^{\prime}$ where $\mathfrak{G}^{\prime} \cong \overline{\mathfrak{G}}^{\prime}$.

We shall now determine $\mathfrak{A}(\mathfrak{H}(\mathfrak{B}))$. Evidently $\mathfrak{A}(\mathfrak{H}(\mathfrak{B}))$ contains $\mathfrak{B}$. On the other hand, if $c \in \mathfrak{H}(\mathfrak{A}(\mathfrak{B})), c_{r}$ is an $\overline{\mathscr{G}}_{8}^{\prime}$-endomorphism. Since the $\overline{\mathfrak{G}}_{s}^{\prime}$-endomorphisms belong to $\overline{\mathfrak{E}}_{r}=\mathfrak{A}_{l} \mathfrak{B}_{r}, c_{r} \in \mathfrak{H}_{l} \times \overline{\mathfrak{B}}_{r}$. Since $c_{r}$ commutes with the elements $\mathfrak{A}_{l}$, by Theorem $9, c_{r} \in \overline{\mathcal{B}}_{r}$. Hence $c \in \mathfrak{B}$ so that $\mathfrak{A}(\mathfrak{A}(\mathfrak{B}))=\mathfrak{B}$. This equation implies that ( $\mathfrak{B} \wedge \mathfrak{A}(\mathfrak{B})$ ) is the center of $\mathfrak{B}$ and the center of $\mathfrak{H}(\mathfrak{B})$.

Let $(\mathfrak{X}: \Phi)=n,(\mathfrak{F}: \Phi)=e$. Then $n=(\mathfrak{A}: \overline{\mathfrak{E}})(\mathfrak{F}: \Phi)=r$ se. Since $\mathfrak{A}(\mathfrak{B})=\mathfrak{E}_{s}^{\prime}$, $(\mathfrak{H}(\mathfrak{B}): \Phi)=e s^{2} . \quad$ Moreover, $\mathfrak{A}^{\prime} \times \mathfrak{B}=\mathfrak{E}_{r}$ so that $\left(\mathfrak{Y}^{\prime} \times \mathfrak{B}: \Phi\right)=n(\mathfrak{B}: \Phi)=e r^{2}$.

Hence

$$
n(\mathfrak{B}: \Phi)(\mathfrak{H}(\mathfrak{B}): \Phi)=e^{2} r^{2} s^{2}=n^{2}=(\mathfrak{H}: \Phi)^{2}
$$

and $(\mathfrak{B}: \Phi)(\mathfrak{H}(\mathfrak{B}): \Phi)=(\mathfrak{H}: \Phi)$.
Theorem 19. Let $\mathfrak{A}$ be a central simple algebra and $\mathfrak{B}$ a simple subalgebra containing 1. Then if $\mathfrak{A}(\mathfrak{B})$ is the centralizer of $\mathfrak{B}$ and $\mathfrak{Y}$ ' is the algebra anti-isomorphic to $\mathfrak{A}$, the following statements hold:

1. $\mathfrak{H}(\mathfrak{B})$ is simple and contains 1 .
2. $\mathfrak{A}(\mathfrak{H}(\mathfrak{B}))=\mathfrak{B}$.
3. If $\mathfrak{B} \times \mathfrak{U}^{\prime}=\mathfrak{F}_{r}$ where $\mathfrak{F}$ is a division algebra, then $\mathfrak{A}(\mathfrak{B})=\mathfrak{F}_{s}^{\prime}$, $\mathfrak{F}^{\prime}$ antiisomorphic to $\mathbb{E}$.
4. $(\mathfrak{H}: \Phi)=(\mathfrak{B}: \Phi)(\mathfrak{H}(\mathfrak{B}): \Phi)$.
5. Subfields and splitting fields. We now let $\mathfrak{B}=\mathfrak{F}$, a field, in the above theorem. Then $\mathfrak{H}(\mathfrak{F}) \geqq \mathfrak{F}$ so that $(\mathfrak{H}: \Phi)=(\mathfrak{F}: \Phi)(\mathfrak{H}(\mathfrak{F}): \Phi) \geqq(\mathfrak{F}: \Phi)^{2}$. We assume next that $\mathfrak{H}=\mathfrak{D}$ is a central division algebra. Then we may embed $\mathfrak{F}$ in a field $\overline{\mathfrak{F}}$ such that $\mathfrak{D}(\overline{\mathfrak{F}})=\overline{\mathfrak{F}}$. For if $\mathfrak{D}(\mathfrak{F})>\mathfrak{F}$, we may choose an element $b$ in $\mathfrak{D}(\mathfrak{F})$ not in $\mathfrak{F}$ and obtain the field $\mathfrak{F}_{1}=\mathfrak{F}(b)$ properly containing $\mathfrak{F}$. If $\mathfrak{D}\left(\mathfrak{F}_{1}\right)>\mathfrak{F}_{1}$, we may repeat this process. Eventually we obtain a field $\mathfrak{F}$ with the required property. Our argument shows also that if $\mathfrak{D}(\mathfrak{F})>\mathfrak{F}, \mathfrak{F}$ is not a maximal subfield. Conversely if $\mathfrak{F}$ is not maximal, then $\mathfrak{F}<\mathfrak{F}_{1}$ a larger field and hence $\mathfrak{D}(\mathfrak{F})>\mathfrak{F}$. Since $\mathfrak{D}(\overline{\mathfrak{F}})=\overline{\mathfrak{F}},(\mathfrak{D}: \Phi)=(\overline{\mathfrak{F}}: \Phi)^{2}$. This proves

Theorem 20. The dimensionality of any central division algebra $\mathfrak{D}$ is a square. If $(\mathfrak{D}: \Phi)=\delta^{2}$, then $\delta$ is the dimensionality of any maximal subfield of $\mathfrak{D}$.

If $(\mathfrak{D}: \Phi)=\delta^{2}, \delta$ is the degree or the index of $\mathfrak{D}$ and if $\mathfrak{U}=\mathfrak{D}_{m}, \delta$ is the index of $\mathfrak{A}$. Evidently the dimensionality of $\mathfrak{N}$ is a square $n=(\delta m)^{2}$. Now if $\mathfrak{F}$ is a subfield of $\mathfrak{A}$ containing 1 such that $(\mathfrak{F}: \Phi)=\delta m$, then $\mathfrak{A}(\mathfrak{F})=\mathfrak{F}$ and so $\mathfrak{F}$ is a maximal subfield of $\mathfrak{U}$.

We now apply Theorem 14 to $\mathfrak{B}=\mathfrak{F}$. According to this result $\mathfrak{F}^{\prime} \times \mathfrak{D}=\mathfrak{F}_{s}^{\prime}$, where $\mathbb{E}^{\prime}$ is a division algebra and $q=\delta m$ is a factor of $m s^{\prime}$. Thus $\delta \mid s^{\prime}$ and $\mathfrak{F}^{\prime} \times \mathfrak{A}=\mathfrak{E}_{\mathfrak{z}^{\prime} m}^{\prime}$ where $\delta m \mid s^{\prime} m$. We have seen that the center of $\mathfrak{F}^{\prime} \times \mathfrak{A}$ is $\mathfrak{F}^{\prime}$ and that $\mathfrak{F}^{\prime} \leqq \mathfrak{F}^{\prime}$. Hence

$$
\left(\left(\mathfrak{F}^{\prime} \times \mathfrak{H}\right): \Phi\right)=(\mathfrak{F}: \Phi)(\delta m)^{2}=\left(\mathfrak{F}^{\prime}: \Phi\right)\left(s^{\prime} m\right)^{2} .
$$

Since $s^{\prime} \geqq \delta$ and $\left(\mathbb{E}^{\prime}: \Phi\right) \geqq(\mathfrak{F}: \Phi)$, it follows from the above equation that $s^{\prime}=\delta$ and $\left(\mathfrak{F}^{\prime}: \Phi\right)=(\mathfrak{F}: \Phi)$. Hence $\mathfrak{F}^{\prime}=\mathfrak{F}^{\prime}$ and $\mathfrak{F}^{\prime} \times \mathfrak{U}=\mathfrak{F}_{n}^{\prime}$. Since $\mathfrak{F}$ is commutative, we may also write $\mathfrak{F} \times \mathfrak{H}=\mathfrak{H}_{\mathfrak{F}}=\mathfrak{F}_{n}$.

Now we shall call a field $\mathfrak{F}$ over $\Phi$ a splitting field for a central simple algebra $\mathfrak{H}=\mathfrak{D}_{m}$ if $\mathfrak{A}_{\mathfrak{F}}=\mathfrak{F}_{n}$. Since $\left(\mathfrak{F}_{n}\right)_{\boldsymbol{l}}=\mathfrak{R}_{n}$ if $\Re \geqq \mathfrak{F}$, any extension field of a splitting field is a splitting field. If $\mathfrak{D}_{\mathfrak{F}}=\mathfrak{E}_{s}, \mathfrak{A}_{\mathfrak{F}}=\left(\mathfrak{D}_{m}\right)_{\mathfrak{F}}=\mathfrak{C}_{s m}$. Hence by the uniqueness part of Wedderburn's theorem, if $\mathfrak{F}$ is a splitting field for $\mathfrak{X}$, it is one for $\mathfrak{D}$. The converse, that $\mathfrak{F}$ splits $\mathfrak{A}$ if it splits $\mathfrak{D}$, is clear. For if $\mathfrak{D}_{\mathfrak{z}}=$ $\mathfrak{F}_{\delta}$, then $\mathfrak{A}_{\mathfrak{F}}=\mathfrak{F}_{\delta m}$. The result that we obtained in the last paragraph is the sufficiency part of the following

Theorem 21. Necessary and sufficient conditions that a field $\mathfrak{F}$ be a splitting field of a central division algebra $\mathfrak{D}$ of degree $\delta$ are that $f=(\mathfrak{F}: \Phi)$ be a multiple $m \delta$ of $\delta$ and that $\mathfrak{F}$ be isomorphic to a subalgebra containing 1 of $\mathfrak{D}_{m}$.

To prove the necessity of the conditions we use the Corollary to Theorem 11. Since $\mathfrak{D}_{\mathfrak{F}}=\mathfrak{F} \times \mathfrak{D}=\mathfrak{F}_{\mathfrak{D}}=\mathfrak{F}_{\delta}, f=m \delta$ and $\mathfrak{F}$ has an anti-representation in $\mathfrak{D}_{m}$. Since $\mathfrak{F}$ is a field, $\mathfrak{F}$ is isomorphic to a subfield containing 1 of $\mathfrak{D}_{m}$.

The existence of a splitting field of a central simple algebra implies
Theorem 22. If $\mathfrak{A}$ is central simple and $\Gamma$ is any field over $\Phi$ (not necessarily of finite dimensionality), then $\mathfrak{A}_{\Gamma}$ is central simple.

For let $\mathfrak{F}$ be a finite dimensional splitting field. There exists a field $\boldsymbol{\Sigma}$ containing $\mathfrak{F}$ and $\Gamma$. ${ }^{7}$. Then $\mathfrak{A}_{\Sigma}=\left(\mathfrak{A}_{\mathfrak{F}}\right)_{\Sigma}=\Sigma_{n}$. Hence $\left(\mathfrak{A}_{\Gamma}\right)_{\Sigma}=\Sigma_{n}$. Since the extension of any ideal in $\mathfrak{A}_{\Gamma}$ is an ideal in $\left(\mathfrak{A}_{\Gamma}\right)_{\Sigma}, \mathfrak{A}_{\Gamma}$ is simple. Similarly $\mathfrak{U}_{\Gamma}$ is central.
13. The Brauer group. We have seen that the direct product of any two central simple algebras is a central simple algebra. We shall consider now the structure of the direct product $\mathfrak{H}^{\prime} \times \mathfrak{A}$ where $\mathfrak{A}$ is central simple and $\mathfrak{Y}^{\prime}$ is anti-isomorphic to $\mathfrak{A}$. For this purpose we apply Theorem 14 to the case where $\mathfrak{B}=\mathfrak{A}$. We then obtain that $\mathfrak{A}^{\prime} \times \mathfrak{H}=\mathfrak{E}_{s^{\prime}, m}^{\prime}$ where $n=(\mathfrak{A}: \Phi)$ is a factor of $s^{\prime} m$. By comparing the dimensionalities over $\Phi$, we see that $s^{\prime} m=n$ and $\mathcal{E}^{\prime}=\Phi$. Hence we have proved

Theorem 23. If $\mathfrak{A}$ is a central simple algebra and $\mathfrak{Y}^{\prime}$ is the algebra anti-isomorphic to $\mathfrak{U}$, then $\mathfrak{U}^{\prime} \times \mathfrak{H}=\Phi_{n}$.

A second proof of this theorem that is more direct is the following: Let $\mathfrak{H}_{r}$ and $\mathfrak{A}_{l}$, respectively, denote the algebras of right and of left multiplications in $\mathfrak{A}$. Consider $\mathfrak{A}_{r} \mathfrak{H}_{l}=\mathfrak{H}_{l} \mathfrak{A}_{r}$. The elements of this algebra are linear transformations in $\mathfrak{A}$ regarded as an $n$-dimensional space over $\Phi$. We note also that the algebra $\mathfrak{U}^{\prime} \times \mathfrak{A}$ is homomorphic to $\mathfrak{H}_{l} \mathfrak{A}_{r}$ and since $\mathfrak{X}^{\prime} \times \mathfrak{A}$ is simple, these algebras are isomorphic. It follows that $\mathfrak{A}_{l} \mathfrak{A}_{r}$ contains $n^{2}$ linearly independent elements. Hence $\mathscr{U}_{l} \mathfrak{A}_{r}$ is isomorphic to $\Phi_{n}$ and this holds for $\mathfrak{U}^{\prime} \times \mathfrak{N}$.

This result enables us to define a remarkable group first discovered by R. Brauer. We consider the set $\mathfrak{S}$ of central simple algebras over a fixed field $\Phi$. Two elements $\mathfrak{A}$ and $\mathfrak{B}$ of $\mathfrak{S}$ are said to be $\operatorname{similar}(\mathfrak{A} \sim \mathfrak{B})$ if their division algebras $\mathfrak{D}$, $\overline{\mathfrak{D}}$ in the representation $\mathfrak{A}=\mathfrak{D}_{m}, \mathfrak{B}=\overline{\mathfrak{D}}_{\bar{m}}$ are isomorphic. Since $\mathfrak{D}$ is determined in the sense of isomorphism by $\mathfrak{U}$, the relation of similarity is well-defined. Evidently this relation has the properties of an equivalence and hence it determines a decomposition of $\mathfrak{S}$ into non-overlapping sets $\{\mathfrak{H}\}$, $\{\mathfrak{B}\}, \cdots$. ( $\{\mathfrak{A}\}$ denotes the set of algebras similar to a fixed $\mathfrak{A}$.) The elements of the Brauer group $\mathfrak{H}(\Phi)$ are the sets $\{\mathfrak{A}\}$. Multiplication is defined by $\{\mathfrak{A}\}\{\mathfrak{B}\}=\{\mathfrak{A} \times \mathfrak{B}\}$. This is single-valued. For if $\mathfrak{A}=\mathfrak{D}_{n_{1}}^{(1)} \sim \overline{\mathfrak{U}}=\overline{\mathfrak{D}}_{m_{1}}^{(1)}$ and $\mathfrak{B}=\mathfrak{D}_{n_{2}}^{(2)} \sim \overline{\mathfrak{B}}=\overline{\mathfrak{D}}_{m_{2}}^{(2)}$, then $\mathfrak{A} \times \mathfrak{B}=\left(\mathfrak{D}^{(1)} \times \mathfrak{D}^{(2)}\right)_{n_{1} n_{2}}$ and $\overline{\mathfrak{A}} \times \overline{\mathfrak{B}}=$ $\left(\overline{\mathfrak{D}}^{(1)} \times \overline{\mathfrak{D}}^{(2)}\right)_{m_{1} m_{2}}$. The central simple algebras $\mathfrak{D}^{(1)} \times \mathfrak{D}^{(2)}$ and $\mathfrak{D}^{(1)} \times \overline{\mathfrak{D}}^{(2)}$ are isomorphic and hence their division algebras are isomorphic. The class of

[^25]matrix algebras $(\mathfrak{X} \sim 1)$ acts as an identity in $\mathfrak{G}$. By the above theorem $\{\mathfrak{A}\}\left\{\mathfrak{H}^{\prime}\right\}=\{1\}$ so that $\left\{\mathfrak{U}^{\prime}\right\}=\{\mathfrak{U}\}^{-1}$. Since direct multiplication is commutative and associative, $(5)(\Phi)$ is a commutative group.

If P is a field over $\Phi$ the mapping $\{\mathfrak{A}\} \rightarrow\left\{\mathfrak{A}_{\mathrm{P}}\right\}$ is a homomorphism between $\mathfrak{B F}(\Phi)$ and a subgroup of $\mathfrak{G}(\mathrm{P})$. For $(\mathfrak{A} \times \mathfrak{B})_{\mathrm{P}}=\mathfrak{A}_{\mathrm{P}} \times \mathfrak{B}_{\mathrm{P}}$.

Our principal objective in $14-16$ is the theorem that every element of $\mathcal{G}(\Phi)$ has finite order. Thus far we have had to refer only to results obtained elsewhere in this book. However, we must now call on a part of the theory of commutative fields. In particular we shall use the results of 6 which have until now served only as illustrations of the theory of direct products.
14. Separable subfields. We suppose that $\Phi$ has characteristic $p \neq 0$ and that $\mathfrak{D}$ is a central division algebra of degree $p$. If $a$ is any element of $\mathfrak{D}$ not in $\Phi, \Phi(a)$ is a subfield of dimensionality $p$ over $\Phi$, and if $b$ is an element of $\mathfrak{D}$ not in $\Phi(a)$, then the algebra generated by $a$ and $b$ is $\mathfrak{D}$. Now suppose that $a$ is not separable over $\Phi$ so that $a^{p}=\alpha \boldsymbol{\epsilon} \Phi$. Consider the derivation $x \rightarrow x^{\prime}=[x, a]$. If $x \oint \Phi(a), x^{\prime} \neq 0$. However, $x^{(p)}=\left[x, a^{p}\right]=0$. Hence there is a $k \geqq 1$ such that $x^{(k)} \neq 0$ but $x^{(k+1)}=0$. If we set $b=x^{(k-1)}\left(x^{(k)}\right)^{-1}$, we obtain $b^{\prime}=1$ and if we set $c=a b$, then $c^{\prime}=a$. Thus $\left[c^{p}, a\right]=[c[\cdots[c, a] \cdots]]=a$. Hence $\left[c^{p}-c, a\right]=0$ and $c^{p}=c+g(a)$ where $g(a) \in \Phi(a)$. Evidently $g(a)$ commutes with $c$ and with $a$ and hence $g(a)=\gamma \epsilon \Phi$, and $c$ is a separable element.

Lemma. If $\mathfrak{D}$ is a central division algebra of degree $p$ and characteristic $p$ and if $\mathfrak{D}$ contains an inseparable element over $\Phi$, then $\mathfrak{D}$ also contains a separable element not in $\Phi$.

We note that the element $b$ satisfies an equation of the form $b^{p}=\beta$ since $\left[b^{p}, a\right]=0$. The elements $b^{i} a^{j}, i, j=0, \cdots, p-1$, form a basis for $\mathfrak{D}$ and the following relations determine the multiplication:

$$
a^{p}=\alpha, \quad b^{p}=\beta, \quad b a-a b=1
$$

Similarly, we may use $a$ and $c$ as generators with the following relations

$$
a^{p}=\alpha, \quad c^{p}=c+\gamma, \quad a^{-1} c a=c+1
$$

Since $c+1, c+2, \cdots, c+(p-1)$ satisfy the equation $t^{p}=t+\gamma, \Phi(c)$ is a cyclic field over $\Phi$ with the generating automorphism $c \rightarrow c+1$.

The above lemma may be used to prove the following
Theorem 24. Any central division algebra $\mathfrak{D}$ over $\Phi$ contains a maximal separable subfield.

If $\Phi$ has characteristic 0 , there is nothing to prove. Hence we suppose that $\Phi$ has characteristic $p \neq 0$. Let $a_{1}$ in $\mathfrak{D}$ be separable and $\left(\Phi\left(a_{1}\right): \Phi\right)=r_{1}>0$. If $\mathfrak{B}$ is the algebra of elements commutative with those of $\Phi\left(a_{1}\right)$, then ( $\left.\mathfrak{D}: \Phi\right)=$ $\delta^{2}=\left(\Phi\left(a_{1}\right): \Phi\right)(\mathfrak{B}: \Phi)=r_{1} b$ for $b=(\mathfrak{B}: \Phi)$. The field $\Phi\left(a_{1}\right)$ is the center of $\mathfrak{B}$. If $\mathfrak{B}$ contains an element $a_{2}$ separable over $\Phi\left(a_{1}\right)$ and ( $\left.\Phi\left(a_{1}, a_{2}\right): \Phi\left(a_{1}\right)\right)=r_{2}>0$, then $\Phi\left(a_{1}, a_{2}\right)$ is separable of dimensionality $r_{1} r_{2}$ over $\Phi$. This process leads to a
maximal subfield separable over $\Phi$ or to a central division algebra whose subfields, properly containing the center, are all purely inseparable. Let $\mathfrak{D}$ be such an algebra and $\Phi$ its center. If $\mathfrak{F}=\Phi\left(a_{1}, a_{2}, \cdots, a_{k}\right)$ is a maximal subfield of $\mathfrak{D}$, each $a_{i}$ satisfies an equation of the form $a_{i}^{p^{m_{i}}}=\alpha_{i}$. Hence $\mathfrak{F}$ contains a subfield $\mathfrak{F}_{0}$ such that $\left(\mathfrak{F}: \mathfrak{F}_{0}\right)=p$ and $\mathfrak{F}=\mathfrak{F}_{0}(a), a^{p} \in \mathfrak{F}_{0}$. The elements commutative with those of $\mathfrak{F}_{0}$ form a central division algebra $\mathfrak{B}$ of degree $p$ over $\mathfrak{F}_{0}$. Since $\mathfrak{B}$ contains the element $a$ such that $a \notin \mathfrak{F}_{0}$ but $a^{p} \epsilon \mathfrak{F}_{0}$, it follows that $\mathfrak{B}$ contains an element $c$ such that $c^{p}-c=g(a) \in \mathfrak{F}_{0}$ but $c \notin \mathfrak{F}_{0}$. Then

$$
\left(c^{p}-c\right)^{p^{m}}=c^{p^{m+1}}-c^{p^{m}}=\left(c^{p^{m}}\right)^{p}-\left(c^{p^{m}}\right)=g(a)^{p^{m}}
$$

is in $\Phi$ if $m$ is sufficiently large. Hence $c^{p^{m}}$ is separable over $\Phi$ and $c^{p^{m}} \Varangle \Phi$ since $c^{p^{m}}=c^{p^{m-1}}+g(a)^{p^{m-1}}, c^{p^{m-1}}=c^{p^{m-2}}+g(a)^{p^{m-2}}, \cdots$ implies that $\Phi\left(c^{p^{m}}, \mathfrak{F}_{0}\right)=\Phi\left(c, \mathfrak{F}_{0}\right)>\mathfrak{F}_{0}$. Thus the assumption that a $\mathfrak{D}$ possessing only purely inseparable subfields exists leads to a contradiction, and hence the theorem is proved.
15. Crossed products. If $\mathfrak{D}$ is a central division algebra of degree $\delta$, let $\mathfrak{F}$ be a maximal separable subfield of $\mathfrak{D}$. Then $\mathfrak{F}$ may be extended to a field $\Re$ normal, separable and of dimensionality $\nu=\delta m$ over $\Phi$. We have seen that $\Omega$ is a splitting field and hence is contained in $\mathfrak{D}_{m}$, a central simple algebra similar to $\mathfrak{D}$. Furthermore, $\Omega$ is a maximal subfield of $\mathfrak{D}_{m}$. Let $1, S, \cdots, V$ be the elements of the Galois group ${ }^{5 S}$ of $\Omega$ over $\Phi$. Since the automorphism $k \rightarrow k^{s}$ in $\Omega$ may be extended to an inner automorphism in $\mathfrak{D}_{m}$, there is a non-singular element $u_{s}$ in $\mathfrak{D}_{m}$ such that $u_{s}^{-1} k u_{s}=k^{S}$, or $k u_{s}=u_{s} k^{s}$ for all $k$ in $\Omega$. The element $u_{S T}^{-1} u_{S} u_{T}$ commutes with all $k$ and hence $u_{S} u_{T}=u_{S T} \rho_{S, T}, \rho$ in $\Omega . \quad$ By the associative law we obtain

$$
\rho_{S, T U} \rho_{T, U}=\rho_{S T, U} \rho_{S, T}^{U}
$$

so that $\rho=\left\{\rho_{s, r}\right\}$ is a factor set. Consider now the crossed product $\Omega(\xi, \rho)$ of $\Omega$ with its Galois group ( 5 , and having the factor set $\rho .{ }^{8}$ Evidently it is homomorphic to the subalgebra $\mathfrak{B}$ of $\mathfrak{D}_{m}$ consisting of the elements $\Sigma u_{s} k_{s}$. Since $\Omega\left((\mathfrak{F}, \rho)\right.$ is simple, $\Omega(\mathfrak{H}, \rho)$ is isomorphic to $\mathfrak{B}$ and since $(\Omega(\mathfrak{J}, \rho): \Phi)=\nu^{2}, \mathfrak{B}=\mathfrak{D}_{m}$.

Theorem 25. Any central simple algebra is similar to a crossed product $\Omega(\xi, \rho)$.
This theorem enables us to apply the theory of crossed products to that of central simple algebras. We recall the definition that the factor sets $\rho$ and $\sigma$ are associates if there exist elements $\mu_{S}$ in $\Omega$ such that $\rho_{S, T}=\sigma_{S, T} \frac{\mu_{S T}}{\mu_{S}^{T} \mu_{T}}$. Thus if $v_{s}$ is a second set of elements in $\mathfrak{D}_{m}=\Omega(\xi, \rho)$ such that $v_{s}^{-1} k v_{s}=k^{s}$, then $u_{s}^{-1} v_{S} \in \Omega$ and $v_{s}=u_{S} \mu_{S}$. Then if $v_{s} v_{T}=v_{s T} \sigma_{s, T}, \rho$ and $\sigma$ are associates $(\rho \sim \sigma)$. With these definitions we have the following

Theorem 26. $\Omega(5), \rho) \sim 1$ if and only if $\rho \sim 1$.

[^26]If the conditions are satisfied, we replace $u_{s}$ by elements $v_{s}=u_{s} \mu_{s}$ to obtain $v_{S V_{T}}=v_{S T}$. It follows from 18 , Chapter 4 , that $\Omega(\mathscr{F}, \rho)$ is isomorphic to $\Phi_{\nu}$. Conversely, suppose that $\Omega(\mathbb{B}, \rho) \sim 1$. Then $\Omega(\mathscr{G}, \rho)$ is isomorphic to $\bar{\Omega}(\bar{F}, 1)$ and hence $\Omega(\xi), \rho)$ contains a field $\Omega_{1}$ isomorphic to $\Omega$ and elements $v_{s_{1}}$ such that every element has the form $\Sigma v_{S_{1}} k_{S_{1}}^{(1)}, k^{(1)}$ in $\Omega_{1}$ and

$$
\begin{equation*}
k^{(\mathrm{I})} v_{s_{1}}=v_{s_{1}} k^{(1) s_{1}}, \quad v_{s_{1}} v_{T_{1}}=v_{s_{1} T_{1}} \tag{4}
\end{equation*}
$$

$S_{1}$ in the Galois group of $\Omega_{1}$. We may suppose that $S_{1}$ is the automorphism $k_{1} \rightarrow\left(k^{S}\right)_{1}$ where $k \rightarrow k_{1}$ is a particular isomorphism between $\Omega$ and $\Omega_{1}$. This isomorphism may be extended to an automorphism $a \rightarrow a_{1}$ in $\Omega(\mathbb{J}, \rho)$. If $u_{s_{1}}=$ $\left(u_{s}\right)_{1}$, we have

$$
k^{(1)} u_{S_{1}}=u_{S_{1}} l^{(1) s_{1}}, \quad u_{s_{1}} u_{T_{1}}=u_{S_{1} T_{1}} \rho_{s, T}^{(1)} .
$$

If we compare with (4), we obtain $\rho^{(1)} \sim 1$ and hence $\rho \sim 1$.
We consider now two crossed products $\Omega_{1}\left(\oiint_{1}, \rho_{1}\right)$ and $\Omega_{2}\left(\oiint_{2}, \sigma_{2}\right)$ where $\Omega_{1} \cong$ $\Omega_{2}$ and, say, $k_{1} \rightarrow k_{2}$ is an isomorphism between $\Omega_{1}$ and $\Omega_{2}$. Let $S_{1}$ and $S_{2}$ be the corresponding automorphisms of the Galois groups $\mathfrak{G}_{1}$ and $\mathfrak{G}_{2}$ in the sense that $k_{1}^{S_{1}} \rightarrow k_{2}^{S_{2}}$. We wish to obtain the form of $\Omega_{1}\left(\mathscr{G}_{1}, \rho_{1}\right) \times \Omega_{2}\left(\mathfrak{G}_{2}, \sigma_{2}\right)$.

Evidently $\Omega_{1}\left(\mathfrak{G}_{1}, \rho_{1}\right) \times \Omega_{2}\left(\mathfrak{G}_{2}, \sigma_{2}\right)$ contains $\Omega_{1} \times \Omega_{2}$. The latter is a direct sum of $\nu$ fields isomorphic to $\Omega_{1}$. If $e_{i}$ is the identity of one of the components, the elements of the component have the form $e_{i} k_{2}, k_{2}$ in $\Omega_{2}$, i.e. $\Re_{1} \times \Omega_{2}=$ $e_{1} \Omega_{2} \oplus \cdots \oplus e_{\nu} \Omega_{2}$. Similarly $e_{i} \Omega_{2}=e_{i} \Omega_{1}$. The correspondence $k_{1} \rightarrow k_{2}^{(i)}$ obtained by writing $e_{i} k_{1}=e_{i} k_{2}^{(i)}$ is an (anti-) representation of $\Omega_{1}$ in $\Omega_{2}$ and we have seen that we obtain in this way all of the irreducible representations (in the sense of similarity, which in this case means identity) of $\Omega_{1}$ in $\Omega_{2}$. On the other hand, we have the $\nu$ distinct representations $k_{1} \rightarrow k_{2}^{S_{2}}$ where $S_{2}$ ranges over $\mathfrak{G}_{2}$. Hence $k_{2}^{(i)}=k_{2}^{S_{2}}$ and the idempotent elements are in $(1-1)$ correspondence with the elements of $\mathfrak{G}_{2}$. We may therefore denote $e_{i}$ as $e_{S_{2}}$ and note that

$$
\begin{gathered}
\Sigma e_{S_{2}}=1, \quad e_{S_{2}} e_{T_{2}}=0 \quad \text { if } S_{2} \neq T_{2}, \quad e_{S_{2}}^{2}=e_{S_{2}} \\
e_{S_{2}}\left(k_{1}-k_{2}^{s_{2}}\right)=0 .
\end{gathered}
$$

The mappings $x \rightarrow v_{T_{2}}^{-1} x v_{T_{2}}$ and $x \rightarrow u_{T_{1}}^{-1} x u_{T_{1}}$ are automorphisms of $\Omega_{1} \times \Omega_{2}$. Since the simple components of a semi-simple algebra are uniquely determined, the elements $v_{T_{2}}^{-1} e_{S_{2}} v_{T_{2}}$ and $u_{T_{1}}^{-1} e_{s_{2}} u_{T_{1}}$ are again $e$ 's. Since $v_{T_{2}}$ commutes with $k_{1}$ and $v_{T_{2}}^{-1} k_{2} v_{T_{2}}=k_{2}^{T_{2}}$,

$$
v_{T_{2}}^{-1} e_{s_{2}} v_{T_{2}}\left(k_{1}-k_{2}^{S_{2} T_{2}}\right)=0 .
$$

Hence $v_{T_{2}}^{-1} e_{S_{2}} v_{T_{2}}=e_{s_{2} r_{2}}$ and similarly, $u_{T_{1}}^{-1} e_{s_{2}} u_{T_{1}}=e_{T_{2}^{-1} s_{2}}$.
We now define $e_{S, T}=v_{S_{2}}^{-1} v_{T_{2}} e_{T_{2}}$ and verify that

$$
e_{s, T} e_{U, V}=\delta_{T, V} e_{s, v}, \quad \Sigma e_{s, s}=1
$$

These matrix units may be used to write $\Omega_{1}\left(\mathfrak{G}_{1}, \rho_{1}\right) \times \Omega_{2}\left(\mathfrak{G}_{2}, \sigma_{2}\right)=\mathfrak{B}$ where $\mathfrak{B}$ is the set of elements commutative with the $e_{s, T}$ and is isomorphic
to $e_{1,1}\left(\Omega_{1}\left(\mathfrak{G}_{1}, \rho_{1}\right) \times \Omega_{2}\left(\mathfrak{G}_{2}, \sigma_{2}\right)\right) e_{1,1}=\overline{\mathfrak{B}}$. By the relations noted above $e_{1,1}^{\prime} u_{s_{1}} v_{S_{2}}=u_{s_{1}} v_{S_{2}} e_{1,1}=\bar{w}_{s} \in \overline{\mathcal{B}}$ and $\bar{k}_{1} \equiv k_{1} e_{1,1}=k_{2} e_{1,1} \equiv \bar{k}_{2} \in \overline{\mathcal{B}}$. Then

$$
\bar{w}_{s} \bar{w}_{T}=\bar{w}_{S T} \bar{\rho}_{1_{1}, T_{1}} \bar{\sigma}_{2 s_{2}}, T_{2}, \quad \bar{k} \bar{w}_{S}=\bar{w}_{s} \bar{k}^{S}
$$

where $\bar{k} \equiv \bar{k}_{1}$ and $\bar{k}^{S}=\overline{k_{1}^{S_{1}}}$. We have shown that $\overline{\mathcal{B}}$ contains the crossed product $\bar{\Omega}\left(\overline{\mathcal{G}}, \bar{\rho}_{1} \bar{\sigma}_{2}\right)$ and since its dimensionality over $\Phi$ is $\nu^{2}, \bar{B}$ coincides with the crossed product. Hence we have proved the following

Theorem 27. Let $\Omega_{1}$ and $\Omega_{2}$ be isomorphic separable normal fields over $\Phi$ and $k_{1} \rightarrow k_{2}$ an isomorphism between them. Then $\Omega_{1}\left(\mathfrak{F}_{1}, \rho_{1}\right) \times \Omega_{2}\left(\mathfrak{F}_{2}, \sigma_{2}\right) \sim \bar{\Omega}\left(\bar{\Pi}, \stackrel{\rightharpoonup}{\rho}_{1} \bar{\sigma}_{2}\right)$ where $\bar{\Omega}$ is isomorphic to the $\Omega_{i}$ and $k_{i} \rightarrow \bar{k}_{i}$ is an isomorphism between $\Omega_{i}$ and $\bar{\Omega}$ such that $\bar{k}_{1}=\bar{k}_{2}$.

This theorem has the following significance: Let $\rho_{S, T}$ and $\sigma_{S, T}$ be factor sets and define $\tau_{s, T}=\rho_{s, T} \sigma_{s, T}$ as the product factor set. The set of factor sets forms a commutative group relative to this multiplication. The factor sets of the form $\rho_{S, T}=\frac{\mu_{S T}}{\mu_{S}^{T} \mu_{T}}$ form a subgroup and two factor sets that belong to the same coset relative to this subgroup are associates. If $\mathfrak{G}_{\Omega}$ is the factor group whose elements are the classes of associate factor sets and $\mathfrak{B}_{\Omega}(\Phi)$ the subgroup of the Brauer group over $\Phi$ consisting of those classes of central simple algebras that have $\Omega$ as a splitting field, then, by our theorem, $\mathfrak{F}_{\mathfrak{e}}$ and $\mathfrak{G}_{\mathfrak{\Omega}}(\Phi)$ are isomorphic. We prove next

Theorem 28. If $\Omega(\mathfrak{\Re}, \rho)$ has index $\delta$, then $\rho^{\delta} \sim 1$.
Let $\Omega(\mathscr{H}, \rho)=\mathfrak{D}_{m}$ where $\mathfrak{D}$ is a central division algebra. Then $\mathfrak{D}_{m}=\Im_{1} \oplus$ $\cdots \oplus \Im_{m}$ where the $\mathfrak{Y}$ 's are isomorphic irreducible right ideals and hence have the same dimensionality when regarded as vector spaces over $\Omega$. Since $\left(\mathfrak{D}_{m}: \Re\right)=\nu$ and $\left(\mathfrak{D}_{m}: \Phi\right)=\nu^{2}=\delta^{2} m^{2},(\mathfrak{F}: \Re) m=\nu$ and $(\mathfrak{F}: \mathfrak{R})=\delta$. The elements $u_{s}$ define semi-linear transformations in $\mathfrak{J}$ over $\Omega$. Hence if $x_{1}, \cdots, x_{\delta}$ is a basis for $\Im$ over $\Omega$ and $x_{i} u_{s}=\Sigma x_{j} \mu_{i s}, \mu$ in $\Omega$, then the matrices $M_{s}=$ ( $\mu_{j i s}$ ) satisfy the equations $M_{T} M_{S}^{T}=M_{s T} \rho_{s, T}$. If we set $\operatorname{det} M_{s}=\mu_{s}$, we obtain $\rho_{S, T}^{\delta} \mu_{S . T}=\mu_{S}^{T} \mu_{T}$. Hence $\rho^{\delta} \sim 1$.
16. The exponent of a central simple algebra. The results of the last section imply

Theorem 29. If $\mathfrak{M}$ is a central simple algebra of index $\delta$, then $\{\mathfrak{M}\}^{\delta}=1$, i.e. the direct product of $\delta$ algebras isomorphic to $\mathfrak{A}$ is of the form $\Phi_{m \delta}$.

For we have seen that $\mathfrak{A} \sim \mathfrak{\Re}(\mathfrak{H}, \rho)$ and $\mathfrak{A}_{1} \times \cdots \times \mathfrak{A}_{\delta} \sim \mathfrak{\Re}\left(\mathfrak{G}, \rho^{\delta}\right)$ if $\mathfrak{H}_{i} \cong \mathfrak{A}$. Since $\rho^{\delta} \sim 1, \mathfrak{M}_{1} \times \cdots \times \mathfrak{H}_{\delta} \sim 1$.

Thus the order of each element of the Brauer group is finite. If $e$ is the order of $\{\mathfrak{A}\}$, we call $e$ the exponent of the central simple algebra $\mathfrak{A}$. The above theorem implies that the exponent is a divisor of the index of $\mathfrak{U}$.

Theorem 30. If $p$ is a prime factor of the index of $\mathfrak{A}$, then $p$ is a divisor of the exponent of $\mathfrak{N}$.

If $\mathfrak{F}$ is a field containing $\Phi$, we have seen that the correspondence between $\{\mathfrak{A}\}$ and $\left\{\mathfrak{H}_{\mathfrak{F}}\right\}$ is a homomorphism between the Brauer group over $\Phi$ and a subgroup of the Brauer group over $\mathfrak{F}$. Hence the exponent $e_{\mathfrak{F}}$ of $\mathfrak{A}_{\mathfrak{F}}$ is a divisor of that of $\mathfrak{A}$. Now let $\mathfrak{A} \sim \mathfrak{\Re}(\mathfrak{G}, \rho)=\mathfrak{D}_{m}$ where $(\Omega: \Phi)=\nu=\delta_{m}$. Let $p^{s}$ be the highest power of $p$ dividing $\nu$ and $\mathfrak{G}_{p}$ a Sylow subgroup of order $p^{s}$ of $(\mathfrak{B})$. Corresponding to $\mathfrak{G}_{p}$ there is a subfield $\mathfrak{F}$ of $\Omega$ such that $(\Omega: \mathfrak{F})=p^{s}$. Consider $\Omega(\mathbb{F}, \rho)_{\mathfrak{F}_{1}}$ where $\mathfrak{F}_{1} \cong \mathfrak{F}$. Since $\Omega(\mathfrak{G}, \rho)_{\mathfrak{F}_{1}}$ has the splitting field $\Omega_{1} \cong \Omega$ and $\left(\Omega_{1}: \mathfrak{F}_{1}\right)=p^{s}$, the degree of $\Omega(\mathfrak{F}, \rho)_{\mathfrak{X}_{1}}$ is $p^{t}, t \leqq s$, and hence $e_{\mathfrak{F}_{1}}=p^{u}$ where $u \leqq t$. Thus $e \equiv 0\left(e_{\mathfrak{\mho}_{1}}\right), \equiv 0(p)$, unless $u=0$. Now, if $\left.u=0, \Omega(\oiint), \rho\right)_{\mathfrak{Y}_{1}} \sim 1$ and hence $\left(\mathfrak{F}_{1}: \Phi\right)$ is divisible by $\delta$. Since $\left(\mathfrak{F}_{1}: \Phi\right)=\frac{\nu}{p^{s}}$ and $\left(\frac{\nu}{p^{s}}, p\right)=1$, this is impossible.

We prove finally the following theorem which in most considerations of central division algebras yields a reduction to the case of prime power degree.

Theorem 31. If $\mathfrak{D}$ is a central division algebra of degree $\delta=p_{1}^{s_{1}} \cdots p_{l}^{s_{l}}$ where the $p_{i}$ are distinct primes, then $\mathfrak{D}=\mathfrak{D}_{1} \times \cdots \times \mathfrak{D}_{l}$ where $\mathfrak{D}_{i}$ has degree $p_{i}^{s_{i}}$ and is uniquely determined in the sense of isomorphism by $\mathfrak{D}$.

Let $e=p_{1}^{t_{1}} \cdots p_{l}^{t_{2}}, 0<t_{i} \leqq s_{i}$, be the exponent of $\mathfrak{D}$. By the usual group theoretic argument, $\{\mathfrak{D}\}=\left\{\mathfrak{D}_{1}\right\} \cdots\left\{\mathfrak{D}_{l}\right\}$ where $\left\{\mathfrak{D}_{i}\right\}^{p^{t i}}=1$. We may suppose that $\mathfrak{D}_{i}$ is a division algebra. Then its degree is $p_{i}^{s_{i}^{\prime}}, s_{i}^{\prime} \geqq t_{i}$. Since the degrees of the $\mathfrak{D}_{i}$ are relatively prime, the direct product $\mathfrak{D}_{1} \times \cdots \times \mathfrak{D}_{l}$ is a division algebra and since it is similar to the division algebra $\mathfrak{D}, \mathfrak{D} \cong \mathfrak{D}_{1} \times$ $\cdots \times \mathfrak{D}_{l}$ and $s_{i}^{\prime}=s_{i}$. Now if $\mathfrak{D}=\mathfrak{D}_{1} \times \cdots \times \mathfrak{D}_{l}=\mathfrak{E}_{1} \times \cdots \times \mathfrak{E}_{l}$ where $\mathfrak{F}_{i}$ has degree $p_{i}^{s_{i}}$, then $\mathfrak{D}_{i}^{q_{i}} \sim \mathfrak{E}_{i}^{q_{i}}$ if $q_{i}=e p_{i}^{-t_{i}}$. Since $\left(q_{i}, p_{i}^{t_{i}}\right)=1$, there exist integers $a_{i}, b_{i}$ such that $q_{i} a_{i}+p_{i}^{t_{i}} b_{i}=1$. Then $\left(\mathfrak{D}_{i}^{q_{i}}\right)^{a_{i}} \sim\left(\mathfrak{F}_{i}^{q_{i}}\right)^{a_{i}}, \mathfrak{D}_{i} \sim \mathfrak{F}$ : and since both are division algebras, $\mathfrak{D}_{i} \cong \mathbb{E}_{i}$.
17. Central division algebras over special fields. If $a$ is any element of an algebra $\mathfrak{A}, a$ satisfies an equation $\varphi(a)=0$ where $\varphi(t)$ is a polynomial $\neq 0$ in $\Phi[t]$. For let $a^{0}=1$ if $\mathfrak{A}$ has an identity and $a^{0}=0$ otherwise, and consider the sequence $a^{0}, a^{1}, a^{2}, \cdots$. There are only a finite number of linearly independent elements in this sequence. Hence there exists an $m, 0<m \leqq n$ the dimensionality of $\mathfrak{A}$, such that $a^{m}=a^{m-1} \alpha_{1}+\cdots+a^{0} \alpha_{m}$. Thus $\varphi(a)=0$ for $\varphi(t)=t^{m}-t^{m-1} \alpha_{1}-\cdots-t^{0} \alpha_{m}$ where $t^{0}=1$ or 0 according as $a^{0}=1$ or 0 . Now let $m$ be minimal. Then the $a^{i}$ with $i<m$ are linearly independent and so the $\alpha_{i}$ used in expressing $a^{m}$ in terms of the $a^{i}, i<m$, are uniquely determined. It follows that the corresponding polynomial $\varphi(t) \equiv \mu_{a}(t)$ is the only polynomial of degree $m$ with leading coefficient 1 having $a$ as a root. Moreover, it is clear that $m$ is the least degree for the polynomials $\varphi(t) \neq 0$ such that $\varphi(a)=0$. By the division process we may show also that $\mu_{a}(t)$ is a factor of any $\varphi(t)$ such that $\varphi(a)=0$. We shall call $\mu_{a}(t)$ the minimum polynomial of $a$.
If $\mathfrak{A}$ is a division algebra, $\mu_{a}(t)$ is irreducible. For if $\mu_{a}(t)=\mu^{(1)}(t) \mu^{(2)}(t)$, then $\mu^{(1)}(a) \mu^{(2)}(a)=0$ and so either $\mu^{(1)}(a)=0$ or $\mu^{(2)}(a)=0$. Because of the minimality of the degree of $\mu_{a}(t)$ either $\mu^{(1)}(t)$ or $\mu^{(2)}(t)$ is of degree 0 . Now if
$\Phi$ is algebraically closed, the irreducible polynomials are all linear and so for any $a$, we have $a-1 \alpha=0$ or $a=1 \alpha$. This proves

Theorem 32. The only division algebra over an algebraically closed field $\Phi$ is $\Phi$ itself.

Suppose that $\Phi$ is a real closed field. It is well known that the only algebraic extensions of $\Phi$ are $\Phi$ itself and $\Phi(i), i^{2}=-1 .{ }^{9} \quad$ Let $\mathfrak{H} \neq \Phi$ be a central division algebra over $\Phi$. If $(\mathfrak{N}: \Phi)=m^{2}, m>1$, there is a maximal subfield $\Sigma$ of $\mathfrak{A}$ such that $(\Sigma: \Phi)=m$. Hence $\Sigma=\Phi(i)$ and $m=2$. Since $\Phi(i)$ is normal, $\mathfrak{H}$ is a crossed product and so there is a second element $j$ in $\mathfrak{H}$ such that $j^{-1} i j=-i$, $j^{2}=1 \beta$. The element $\beta$ is negative and $j$ may be normalized so that $j^{2}=-1$. Hence $\mathfrak{A}$ has the basis $1, i, j, k=i j$ with

$$
i^{2}=-1, \quad j^{2}=-1, \quad i j=-j i,
$$

and $\mathfrak{A}$ is Hamilton's quaternion algebra. As is well known, an $\mathfrak{A}$ of this form is a division algebra. If $\mathfrak{A}$ is a division algebra over $\Phi$ that is not central, the center of $\mathfrak{A}$ is the algebraically closed field $\Phi(i)$. Hence by Theorem $32, \mathfrak{H}=\boldsymbol{\Phi}(i)$.

Theorem 33 (Frobenius). The only division algebras over a real closed field $\Phi$ are $\Phi, \Phi(i)$ and the quaternion algebra $\Phi(i, j)$.

Now let $\Phi$ be a finite field and $\mathfrak{A}$ a central division algebra over $\Phi$. We denote the multiplicative group of elements $\neq 0$ of $\mathfrak{A}$ by $\mathfrak{H}$. If $\Sigma$ is a maximal subfield, $\Sigma^{\prime}$, the set of elements $\neq 0$ of $\Sigma$, is a subgroup of $\mathfrak{Y}$. Any element $b \neq 0$ may be embedded in a maximal subfield and since any maximal subfield has the form $u^{-1} \Sigma u, b \in u^{-1} \Sigma^{\prime} u$ for a suitable $u$. Thus $\mathfrak{X}^{\prime}$ is a sum of subgroups conjugate to $\Sigma^{\prime}$. Now the conjugates of a subgroup of a finite group include all the elements of the group only if the subgroup is the entire group. Hence $\Sigma^{\prime}=\mathfrak{Y}$ and $\mathfrak{A}$ is commutative. Thus $\mathfrak{H}=\Phi$.

Theorem 34 (Wedderburn). The only central division algebra over a finite field $\Phi$ is $\Phi$ itself.

This, of course, means that every division algebra over a finite field is commutative. Moreover, since any division ring may be regarded as an algebra over its center, this theorem holds also for arbitrary finite division rings.
18. Minimum polynomial of an algebra. In the remainder of this chapter we consider algebras that are not necessarily simple. We shall define a special class of semi-simple algebras called separable, and shall give a constructive criterion for an algebra to belong to this class. If $\Phi$ has characteristic 0 , every semi-simple algebra is separable so that in this case our criterion will be one for semi-simplicity. We shall also obtain a structure theorem, due to Wedderburn, which to a certain extent reduces the study of arbitrary algebras to that of semi-simple and of nilpotent algebras.

We consider first the theory of the minimum polynomial of an element $a$ of

[^27]an arbitrary algebra $\mathfrak{H}$. Suppose that we have a $(1-1)$ representation $x \rightarrow X$ of $\mathfrak{U}$ by matrices in the matrix algebra $\Phi_{N}$, such that if $\mathfrak{A}$ has an identity, then $1 \rightarrow 1$ the identity of $\Phi_{N} .^{10}$ Let $\overline{\mathfrak{A}}$ denote the set of matrices representing $\mathfrak{A}$ and let $A$ be the matrix corresponding to $a$. Then we assert that the minimum polynomial $\mu_{a}(t)$ of $a$ is the minimum polynomial of the matrix $A$ regarded as an element of the algebra $\Phi_{N}$. For it is clear that $\mu_{a}(t)$ is the minimum polynomial of $A$ regarded as an element of $\overline{\mathfrak{M}}$. Our assumptions imply that if $\overline{\mathfrak{N}}$ has an identity, then this identity is the identity of $\Phi_{N}$. Hence, in this case, the minimum polynomial in $\overline{\mathfrak{U}}$ of $A$ is the same as its minimum polynomial in $\Phi_{N}$. Now suppose that $\overline{\mathfrak{A}}$ does not have an identity and let $\mu_{A}(t)=t^{m}-t^{m-1} \alpha_{1}-$ $\cdots-1 \alpha_{m-1}$ be the minimum polynomial of $A$ in $\Phi_{N}$. Then $1 \alpha_{m}=A^{m}-$ $A^{m-1} \alpha_{1}-\cdots-A \alpha_{m-1}$ belongs to $\overline{\mathfrak{A}}$ and must therefore be 0 . Thus the constant term of $\mu_{A}(t)$ is 0 and hence $\mu_{A}(t)$ is the minimum polynomial in $\overline{\mathcal{U}}$ of $A$. Now we recall that the minimum polynomial of a matrix $A$ is the last invariant factor of the matrix $(1 t-A)$ belonging to $\Phi[t]_{N}$. Hence $\mu_{a}(t)$ is the last invariant factor of $(1 t-A)$, and if $f(t)$ is the characteristic polynomial det $(1 t-A)$, then $\mu_{a}(t)$ is a factor of $f(t)$. Since $f(t)$ is the product of all of the invariant factors, and each invariant factor is a factor of the last one, any irreducible factor of $f(t)$ is a factor of $\mu_{a}(t)$.

Let $x_{1}, \cdots, x_{n}$ be a basis for $\mathfrak{H}$ over $\Phi$, and set $\mathrm{P}=\Phi\left(\xi_{1}, \cdots, \xi_{n}\right)$ the field obtained from $\Phi$ by adjoining the indeterminates $\xi_{i}$. We form the algebra $\mathfrak{A}_{\mathrm{P}}$ and shall call the element $x_{1} \xi_{1}+\cdots+x_{n} \xi_{n}$ of $\mathfrak{H}_{\mathrm{P}}$ a general element of $\mathfrak{H}$. Now suppose that $x_{i} \rightarrow X_{i}$ in the $(1-1)$ representation of $\mathfrak{A}$ in $\Phi_{N}$. Then $\Sigma x_{i} \gamma_{i} \rightarrow \Sigma X_{i} \gamma_{i}, \gamma$ in P , is a $(1-1)$ representation of $\mathfrak{A}_{\mathrm{P}}$ in $\mathrm{P}_{N}$ satisfying the condition that $1 \rightarrow 1$ if $\mathfrak{A}_{\mathrm{P}}$ has an identity. ${ }^{11}$ We may therefore apply the above considerations to $\Sigma x_{i} \xi_{i}$. We see then that $m(t, \xi)$, the last invariant factor of ( $1 t-\Sigma X_{i} \xi_{\text {: }}$ ), is the minimum polynomial of $\Sigma x_{i} \xi_{i}$ and is a divisor of the characteristic polynomial

$$
f(t, \xi)=\operatorname{det}\left(t-\Sigma X_{i} \xi\right)=t^{N}-t^{N-1} \varphi_{1}(\xi)+\cdots+(-1)^{N} \varphi_{N}(\xi)
$$

Since the coefficients of $f(t, \xi)$ are polynomials in the $\xi_{i}$, it follows from Gauss' lemma that the coefficients of $m(t, \xi)$ are polynomials in the $\xi$ 's. ${ }^{12}$ We have shown also that $m(t, \xi)$ and $f(t, \xi)$ have the same irreducible factors in $\mathrm{P}[t]$, differing at most in the multiplicities of these factors. From the definition of $m(t, \xi)$ as the minimum polynomial of $\Sigma x_{i} \xi_{i}$ in $\mathfrak{A}_{\mathrm{P}}$, it is clear that $m(t, \xi)$ depends only on $\Sigma x_{i} \xi_{i}$ and not on the particular representation used. We shall call this polynomial a minimum polynomial of the algebra $\mathfrak{A}$.

[^28]Let $y_{1}, \cdots, y_{n}, y_{i}=\Sigma x_{j} \mu_{j i}$, be a second basis for $\mathfrak{A}$ and let $m^{\prime}(t, \eta)$ be the minimum polynomial determined by the general element $\Sigma y_{i} \eta_{i}$. If we use the field $\Sigma=\Phi(\xi, \eta)$, we may compare $m(t, \xi)$ and $m^{\prime}(t, \eta)$. Now we recall that if $a_{1}, \cdots, a_{r}$ are linearly independent elements in an algebra $\mathfrak{A}$, then they remain linearly independent in any extension $\mathfrak{A}_{\Sigma}$ of $\mathfrak{M}$. It follows from this that the minimum polynomial of an element of an algebra is unchanged when the field over which the algebra is defined is extended. Hence $m(t, \xi)$ and $m^{\prime}(t, \boldsymbol{\eta})$ are the minimum polynomials of $\Sigma x_{i} \xi_{i}$ and $\Sigma y_{i} \eta_{i}$, respectively, in the algebra $\mathfrak{A}_{\Sigma}$. Since $y_{i}=\Sigma x_{j} \mu_{j i}, \Sigma y_{i} \eta_{i}=\Sigma x_{j} \xi_{j}^{\prime}$ where $\xi_{j}^{\prime}=\Sigma \mu_{j i} \eta_{i}$. Hence $m\left(t, \xi^{\prime}\right)=$ $m^{\prime}(t, \eta)$. In this sense $m(t, \xi)$ is an invariant of $\mathfrak{I}$.

We write

$$
m(t, \xi)=t^{r}-t^{r-1} T(\xi)+\cdots+(-1)^{r} N(\xi)
$$

If the $\xi$ 's are specialized in $\Phi$, say $\xi_{i}=\alpha_{i}$, we obtain a polynomial $m_{a}(t)=$ $m(t, \alpha)$ called the principal polynomial associated with the element $a=\Sigma x_{i} \alpha_{i}$ of $\mathfrak{A}$. Using the relation $m\left(t, \xi^{\prime}\right)=m^{\prime}(t, \eta)$ we see that $m_{a}(t)$ does not depend on the choice of the basis. Hence this is true also for the functions $T(a) \equiv T(\alpha)$ and $N(a) \equiv N(\alpha)$ which we call respectively the principal trace and the principal norm of $a$. The equation $m(x(\xi), \xi)=0$ is equivalent to $n$ polynomial identities $\rho_{i}(\xi)=0$ obtained by expressing $m(x(\xi), \xi)$ as $\Sigma x_{i} \rho_{i}(\xi)$. Hence we have $m(a, \alpha)=0$. It follows that $m_{a}(t)$ is divisible by $\mu_{a}(t)$. Since $f(t, \alpha)$ and $\mu_{a}(t)$ have the same irreducible factors, $m_{a}(t)$ and $\mu_{a}(t)$ have the same irreducible factors.

The matrix $\left(T\left(x_{i} x_{j}\right)\right)$ is called a discriminant matrix of $\mathfrak{N}$. A change of basis replaces this matrix by a cogredient one ( $M^{\prime} T M, M$ non-singular). The $\operatorname{det}\left(T\left(x_{i} x_{j}\right)\right)$ is a discriminant of $\mathfrak{A}$. The discriminants differ by square factors $\neq 0$ in $\Phi$.

We consider now the problem of computing the minimum polynomial $m(t, \xi)$. First let $\mathfrak{A}=\Phi_{r}$. Here we use the representation of $\mathfrak{A}$ by itself. If the $\xi_{i j}$ are indeterminates, $f(t, \xi)=\operatorname{det}\left(1 t-\left(\xi_{i j}\right)\right)$ is irreducible in $\mathrm{P}[t], \mathrm{P}=\Phi\left(\xi_{i j}\right) .{ }^{13}$ Hence $m(t, \xi)=f(t, \xi)$. By a similar argument we treat $\mathfrak{H}=\Phi_{r_{1}}^{(1)} \oplus \cdots \oplus$ $\Phi_{r_{s}}^{(s)}, \Phi^{(i)} \cong \Phi$. A general element of $\mathfrak{A}$ is

$$
\left(\begin{array}{lll}
\xi_{i j}^{(1)} & & \\
& \ddots & \\
& & \xi_{i j}^{(s)}
\end{array}\right)
$$

Using this representation we obtain $m(t, \xi)=\Pi f_{k}\left(t, \xi^{(h)}\right)$ where $f_{j}$ is the characteristic polynomial of $\left(1 t-\left(\xi^{(h)}\right)\right.$ ).

Now let $\mathfrak{A}$ be arbitrary. We note that $m(t, \xi)$ is unchanged if $\mathfrak{A}$ is replaced by $\mathfrak{A}_{\Gamma}, \Gamma$ an extension of $\Phi$; for $\Sigma x_{i} \xi_{i}$ is also a general element for $\mathfrak{A}_{\Gamma}$. Hence it suffices to determine $m(t, \xi)$ for $\mathfrak{A}_{\Gamma}$ where $\Gamma$ is the algebraic closure of $\Phi$. We

[^29]suppose that $x \rightarrow X$ is a $(1-1)$ representation of $\mathfrak{A}_{\Gamma}$ such that $1 \rightarrow 1$ if $\mathfrak{A}_{\Gamma}$ has an identity. We may take this representation to have the form
\[

\left($$
\begin{array}{llll}
X^{(1)} & & & *  \tag{5}\\
& \ddots & \\
0 & & X^{(s)}
\end{array}
$$\right)
\]

where $x \rightarrow X^{(h)}$ are irreducible representations some of which may be the 0 representation. Now we recall that if $\mathfrak{N}$ is the radical of $\mathfrak{A}_{\Gamma}$, then $\mathfrak{A}_{\Gamma}-\mathfrak{N}=\Gamma_{r_{1}}^{(1)}$ $\oplus \cdots \oplus \Gamma_{r_{s}}^{(s)}$ where the $\Gamma_{r_{i}}^{(i)}$ are division algebras. Since $\Gamma$ is algebraically closed, it follows from Theorem 32 that $\Gamma^{(i)} \cong \Gamma$. The representation $x \rightarrow X^{(h)}$ is a representation of one of the $\Gamma_{r}$ 's. Hence if this representation is $\neq 0$, the set of matrices $X^{(h)}$ is the complete set of matrices having the same number of rows and columns as $X^{(h)}$. Hence it is possible to express the matrix units $e_{i j}^{(h)}$ of the $h$-th block as linear combinations of the matrices $X^{(h)}$. It follows that the characteristic polynomial $f_{h}(t, \xi)$ of ( $1 t-\Sigma X_{i}^{(h)} \xi_{i}$ ) is irreducible, and consequently, $m(t, \xi)=\Pi f_{h_{j}}(t, \xi)$, a product of certain of the $f_{h}$ 's. Since $m(t, \xi)$ is the last invariant factor of $(1 t-X), m(t, \xi)$ is divisible by each of the distinct $f_{h}$ 's. We wish to show now that the representations $x \rightarrow X^{(h)}$ include all of the irreducible representations $\neq 0$ of $\mathfrak{A}_{\Gamma}$. For this purpose we recall that if $\mathfrak{J}^{(k)}$ is a particular irreducible left ideal in $\Gamma_{r_{k}}^{(k)}$, then the representations of $\mathfrak{U}_{\Gamma}$ determined by the $s$ ideals $\mathfrak{S}^{(k)}, k=1, \cdots, s$, constitute a complete set of inequivalent irreducible representations $\neq 0$ of $\mathfrak{N}_{\Gamma}$. If $\mathfrak{Y}^{(k)}$ denotes the two-sided ideal in $\mathfrak{A}_{\Gamma}$ mapped into $\Gamma_{r_{k}}^{(k)}$, the representation of $\mathfrak{Y}^{(k)}$ determined by $\mathfrak{Y}^{(l)}, l \neq k$, is the 0 representation. Hence if the representation determined by $\mathfrak{J}^{(k)}$ does not occur among the constituents $x \rightarrow X^{(h)}$, then the elements of $\mathfrak{r}^{(k)}$ are represented in (5) by matrices whose diagonal blocks are all 0 . Evidently such matrices form a nilpotent algebra and since the representation of $\mathfrak{H}^{(k)}$ is $(1-1)$, $\mathfrak{H}^{(k)}$ is nilpotent contrary to the relation $\mathfrak{A}^{(k)}-\left(\Re \wedge \mathfrak{A}^{(k)}\right) \cong \Gamma_{r_{k}}^{(k)}$. We remark finally that if $\mathfrak{A}$ has an identity, then none of the representations $x \rightarrow X^{(k)}$ are 0 . Hence $m(t, \xi)$ is divisible by $t$ if and only if $\mathfrak{U}$ does not have an identity.

If $f_{h}(t, \xi)=t^{n_{h}}-t^{n_{h}-1} T^{(h)}(\xi)+\cdots+(-1)^{n_{h}} V^{(h)}(\xi), T^{(h)}(\xi)$ is the trace of $\Sigma X_{i}^{(h)} \xi_{i}$ and $N^{(h)}(\xi)$ is the determinant of this matrix. Evidently, $T(\xi)=$ $\sum_{j} T^{\left(h_{j}\right)}(\xi)$ and $N(\xi)=\Pi N^{\left(h_{j}\right)}(\xi)$. Using the properties of $T^{(h)}$ and $N^{(h)}$ and the fact that $\Sigma x_{i} \alpha_{i} \rightarrow \Sigma X_{i}^{(h)} \alpha_{i}$ is a homomorphism, we obtain the following important relations for the principal trace and the principal norm:

$$
\begin{gathered}
T(a+b)=T(a)+T(b), \quad T(a \alpha)=T(a) \alpha, \quad T(a b)=T(b a) \\
N(a b)=N(a) N(b), \quad N(a \alpha)=N(a) \alpha^{r} .
\end{gathered}
$$

Of course, $N(a)=0$ if $\mathfrak{A}$ does not have an identity.
Examples. 1) If $\mathfrak{A}$ is a separable field, let $\mathbf{P}$ be the minimum normal extension of $\mathfrak{N}$. Then $\mathfrak{Y}_{\mathrm{P}}=\mathbf{P}^{(1)} \oplus \cdots \oplus \mathbf{P}^{(n)}$ where $n=(\mathfrak{A}: \Phi)$. Hence $m(t, \xi)$ has degree $n$ and so it coincides with the characteristic polynomial of the matrix of the general element in the regular representation.
2) Let $\mathfrak{A}$ be the purely inseparable field of characteristic $p \neq 0$ of the form $\Phi\left(x_{1}, \cdots, x_{m}\right)$ where $x_{i}^{p}=\gamma_{i}$ in $\Phi$ and ( $\left.\mathfrak{I}: \Phi\right)=p^{m}$. Then the elements $x_{1}^{k_{1}} \cdots x_{m}^{k_{m}}, 0 \leqq k_{i}<p$, form a basis for $\mathfrak{V}$ and if $x=\Sigma x_{1}^{k_{1}} \cdots x_{m}^{k_{m} \xi_{k_{1}} \cdots k_{m}}$ then $m(t, \xi)=t^{p}-\Sigma \gamma_{1}^{k_{1}} \cdots \gamma_{m}^{k_{m}} \xi_{k_{1}}^{p} \cdots k_{m}$.
19. Separable algebras. If $\mathfrak{H}$ is a separable field over $\Phi$, ( $\mathfrak{H}: \Phi)$ finite, we have seen that $\mathfrak{A}_{\Gamma}$ is semi-simple for any extension field $\Gamma$ of $\Phi$. Now let $\mathfrak{A}$ be inseparable of characteristic $p, a$ an inseparable element and $\varphi(t)=\left(t^{p}\right)^{r}+$ $\left(t^{p}\right)^{r-1} \beta_{1}+\cdots+\beta_{r}$ its minimum polynomial. Since $1, a, \cdots, a^{p^{r-1}}$ are linearly independent in $\mathfrak{A}$, they are linearly independent in $\mathfrak{A}_{\Gamma}$. Hence $b=a^{r}+a^{r-1} \gamma_{1}+\cdots+\gamma_{r} \neq 0$ for any $\gamma_{i}$ in $\Gamma$. We suppose that $\Gamma$ is algebraically closed and choose $\gamma_{i}=\beta_{i}^{\frac{1}{p}}$. Then $b^{p}=0$ and so $\mathfrak{U}_{\Gamma}$ is not semisimple. These facts lead us to define a separable algebra over $\Phi$ as an algebra $\mathfrak{A}$ over $\Phi$ such that $\mathfrak{U}_{\Gamma}$ is semi-simple for arbitrary extension fields $\Gamma$ of $\Phi$. As an extension of our result on fields, we have

Theorem 35. A necessary and sufficient condition that $\mathfrak{A}$ be separable over $\Phi$ is that $\mathfrak{H}=\mathfrak{A}_{1} \oplus{ }^{\cdots} \cdots \oplus \mathfrak{A}_{t}$ where $\mathfrak{A}_{i}$ is simple and has a separable center $\mathfrak{C}_{\boldsymbol{i}}$ over $\Phi$.

Necessity. By definition, if $\mathfrak{H}$ is separable, $\mathfrak{H}$ is semi-simple and hence $\mathfrak{A}=$ $\mathfrak{A}_{1} \oplus \cdots \oplus \mathfrak{H}_{t}$ where each $\mathfrak{A}_{i}$ is simple. The center $\mathfrak{C}_{i}$ of $\mathfrak{Y}_{i}$ is separable. For, otherwise, one of the $\mathfrak{C}_{i}$, say $\mathfrak{C}_{1}$, contains an inseparable element and hence if $\Gamma$ is the algebraic closure of $\Phi$, then $\mathbb{E}_{1 \Gamma}$ contains a nilpotent element $b \neq 0$. Since $b$ is in the center of $\mathfrak{U}_{\Gamma}$, the principal ideal $b \mathfrak{A}_{\Gamma}$ is nilpotent, contrary to hypothesis.

Sufficiency. Since $\mathfrak{A}_{\Gamma}=\mathfrak{A}_{1 \Gamma} \oplus \cdots \oplus \mathfrak{H}_{t \Gamma}$, it suffices to consider the case where $\mathfrak{H}=\mathfrak{A}_{1}$ is simple and its center $\mathfrak{C}$ is separable. Let P be a field isomorphic to the least normal extension of $\mathfrak{C}$. We have seen that $\mathbb{C} \times \mathbf{P}=$ $\mathrm{P}^{(1)} \oplus \cdots \oplus \mathrm{P}^{(r)}$ where $\mathrm{P}^{(j)}$ is isomorphic to P and $r=(\mathbb{C}: \Phi)$. Let $1=e_{1}+$ $\cdots+e_{r}$ where $e_{j} \boldsymbol{\epsilon} \mathbf{P}^{(j)}$. Then $\mathbf{P}^{(j)}=e_{j} \mathbf{P}$ and so for any $c$ in $\mathfrak{E}, e_{i} c=e_{i} \rho^{(i)}$ where $\rho^{(i)} \epsilon \mathrm{P}$ and where the correspondences $c \rightarrow \rho^{(i)}$ are the distinct, irreducible (anti-) representations of $\mathfrak{C}$ in P. Now let $x_{1}, \cdots, x_{n}\left(n=\nu^{2}\right)$ be a basis of $\mathfrak{A}$ over $\mathfrak{C}$ and

$$
\begin{equation*}
x_{i} x_{i^{\prime}}=\Sigma x_{k} c_{k i^{\prime}} \tag{6}
\end{equation*}
$$

$c_{k i i}$ in $\mathfrak{C}$. Then if $c_{1}, \cdots, c_{r}$ is a basis for $\mathfrak{C}$ over $\Phi$, the elements $x_{i} c_{j}$ form a basis for $\mathfrak{A}$ over $\Phi$. Thus every element of $\mathfrak{A} \times \Gamma$ has the form $\Sigma x_{i} c_{j} \gamma_{i j}, \gamma_{i j}$ in $\mathbf{P}$. If we express the elements $c_{j}$ in terms of the $e_{j}$, we obtain a unique expression $\Sigma x_{i} e_{j} \gamma_{i j}$ for each element of $\mathfrak{A} \times \mathrm{P}$. Since $e_{j} e_{k}=0$ for $j \neq k, \mathfrak{A} \times \mathbf{P}=$ $\mathfrak{A}_{1} \oplus \cdots \oplus \mathfrak{A}_{r}$ where $\mathfrak{U}_{j}$ is a two-sided ideal with the basis $x_{1}^{(j)}=$ $x_{1} e_{j}, \cdots, x_{n}^{(j)}=x_{n} e_{j}$ over P. By (6), $x_{i}^{(j)} x_{i}^{(j)}=\Sigma x_{k}^{(j)} \gamma_{k i i}^{(j)}$. Thus $\mathfrak{H}_{j}$ is a central simple algebra over $\mathbf{P}$, isomorphic as an algebra over $\Phi$ to $(\mathfrak{H} \text { over } \mathfrak{C})_{\mathbf{P}}$. Now if $\Gamma$ is any extension of $\Phi$, we form an extension $\Sigma$ containing $P$ and $\Gamma$. Then $\mathfrak{H}_{\Sigma}=\left(\mathfrak{H}_{\mathbf{P}}\right)_{\Sigma}=\mathfrak{A}_{1 \Sigma} \oplus \cdots \oplus \mathfrak{H}_{\Sigma \Sigma}$ and the $\mathfrak{H}_{j \Sigma}$ are central simple. Since $\mathfrak{U}_{\mathbf{\Sigma}}=\left(\mathfrak{A}_{\Gamma}\right)_{\Sigma}, \mathfrak{A}_{\Gamma}$ is semi-simple.

A second criterion for separability of an algebra is given by
Theorem 36. A necessary and sufficient condition that $\mathfrak{N}$ be separable is that its discriminants $\Delta$ be $\neq 0$.

We note first that $\Delta=\operatorname{det}\left(T\left(x_{i} x_{j}\right)\right)=0$ if and only if there exists an element $z \neq 0$ in $\mathfrak{A}$ such that $T(z a)=0$ for all $a$. For if $\Delta=0$, the equations $\Sigma T\left(x_{i} x_{j}\right) \zeta_{j}=0$ have a solution $\left(\xi_{1}, \cdots, \xi_{n}\right) \neq(0, \cdots, 0)$, and hence the element $z=\Sigma x_{i} \xi_{i} \neq 0$ satisfies $T\left(x_{i} z\right)=T\left(z x_{i}\right)=0$ for $i=1, \cdots, n$. It follows that $T(z a)=0$ for all $a$. The converse is evident: If $T(z a)=0$ for all $a$ then $T\left(x_{i} z\right)=0$ and so the equations $\Sigma T\left(x_{i} x_{j}\right) \zeta_{j}=0$ have a non-trivial solution. Then $\Delta=0$. Now suppose that $\mathfrak{A}$ is not separable. Then there exists a field $\Gamma$ such that $\mathfrak{A}_{\Gamma}$ has a radical $\mathfrak{M}$. If $z \in \mathfrak{R}, z a \in \mathfrak{R}$ for all $a$ in $\mathfrak{A}_{\Gamma}$. Now let $x \rightarrow X$ be a $(1-1)$ representation of $\mathfrak{A}_{\Gamma}$ by matrices. Then if $z \rightarrow Z$, $a \rightarrow A$, the matrix $Z A=X$ is nilpotent. If we use the form (5), we see that each $X_{i}$ is nilpotent and hence each $T^{(i)}(X)=0$. Then $T(X)=\Sigma T^{h_{i}}(X)=0$ and so $T(z a)=0$ for all $a$ and $\Delta=0$. Now let $\mathfrak{A}$ be separable and let $\Gamma$ be the algebraic closure of $\Phi$. Then $\mathfrak{A}_{\Gamma}=\Gamma_{n_{1}}^{(1)} \oplus \cdots \oplus \Gamma_{n_{t}}^{(t)}$ where $\Gamma^{(i)} \cong \Gamma$. Then $\mathfrak{U}_{\Gamma}$ is the algebra of matrices

$$
x=\left(\begin{array}{lll}
\left(\xi_{i j}^{(1)}\right) & & \\
& \ddots & \\
& & \left(\xi_{k l}^{(t)}\right)
\end{array}\right)
$$

where the $\xi$ 's are arbitrary and, as we have seen, $T(X)$ is the ordinary trace of $x$. If we use the basis $e_{i_{k} j_{k}}^{(k)}, i_{k}, j_{k}=1, \cdots, n_{k} ; k=1, \cdots, t$, for $\mathfrak{A}_{\Gamma}$ where $e_{i_{k} i_{k}}^{(k)}$ is a matrix basis for $\Gamma_{n_{k}}^{(k)}$, we obtain by a simple computation $\operatorname{det}\left(T\left(e_{i_{k} j_{k}}^{(k)} e_{i_{i j}}^{(l)}\right)= \pm 1\right.$.

## 20. A theorem of Wedderburn.

Theorem 37. Let $\mathfrak{A}$ be an algebra with the radical $\mathfrak{N}$. Then if $\overline{\mathcal{A}}=\mathfrak{A}-\mathfrak{N}$ is separable, there exists a sub-algebra $\mathfrak{S}$ of $\mathfrak{A}$ such that $\mathfrak{A}=\mathfrak{N}+\mathfrak{S}, \mathfrak{N} \wedge \mathfrak{S}=0 .^{14}$

Suppose first that $\mathfrak{N}^{2} \neq 0$. Then $\left(\mathfrak{H}-\mathfrak{R}^{2}: \Phi\right)<(\mathfrak{H}: \Phi)$. Since $\left(\mathfrak{H}-\mathfrak{N}^{2}\right)-$ $\left(\mathfrak{R}-\mathfrak{M}^{2}\right) \cong \mathfrak{N},\left(\mathfrak{M}-\mathfrak{M}^{2}\right)$ is the radical of $\left(\mathfrak{H}-\mathfrak{M}^{2}\right)$ and the latter algebra satisfies the hypothesis of the theorem. We may assume that the theorem has already been established for algebras of dimensionality $<(\mathfrak{H}: \Phi)$. Hence there exists a sub-algebra $\mathfrak{S}_{1}$ of $\mathfrak{H}$ that contains $\mathfrak{N}^{2}$ and such that

$$
\left(\mathfrak{N}-\mathfrak{N}^{2}\right)=\left(\Im_{1}-\mathfrak{N}^{2}\right)+\left(\mathfrak{N}-\mathfrak{N}^{2}\right), \quad\left(\Im_{1}-\mathfrak{N}^{2}\right) \wedge\left(\mathfrak{N}-\mathfrak{N}^{2}\right)=0 .
$$

These equations are equivalent to

$$
\begin{equation*}
\mathfrak{N}=\mathfrak{S}_{1}+\mathfrak{N}, \quad \mathfrak{S}_{1} \wedge \mathfrak{N}=\mathfrak{N}^{2} \tag{7}
\end{equation*}
$$

${ }^{14}$ This theorem is due to Wedderburn for fields $\Phi$ of characteristic 0 . Moreover, the proof in the general case is a rather trivial modification of Wedderburn's argument ([8] or Dickson [2]).

Since $\mathfrak{H}-\mathfrak{N}=\left(\Xi_{1}+\mathfrak{R}\right)-\mathfrak{N} \cong \widetilde{S}_{1}-\left(\Xi_{1} \wedge \mathfrak{N}\right)=\mathbb{S}_{1}-\mathfrak{N}^{2}$, the radical of $\Xi_{1}$ is $\mathfrak{N}^{2}$ and $\Xi_{1}$ satisfies the condition of the theorem. Since $\Im_{1} \wedge \mathfrak{N}=\mathfrak{N}^{2}$, $\left(\widetilde{\Xi}_{1}: \Phi\right)<(\mathscr{A}: \Phi)$ and so there exists a subalgebra $\mathfrak{S}$ of $\mathfrak{S}_{1}$ such that $\mathfrak{S}_{1}=\Xi+\mathfrak{R}^{2}, \Xi \wedge \mathfrak{R}^{2}=0$. Then by (7), $\mathfrak{H}=\subseteq+\mathfrak{M}$ and $\subseteq \wedge \mathfrak{N}=0$.

Suppose next that $\overline{\mathfrak{U}}=\bar{\Phi}_{n_{1}}^{(1)} \oplus \cdots \oplus \bar{\Phi}_{n_{t}}^{(t)}$ where $\bar{\Phi}^{(i)} \cong \Phi$ and let $\bar{u}_{k}$ be the identity of $\bar{\Phi}_{n_{k}}^{(k)}$. We may choose an idempotent element $u_{k}$ in $\bar{u}_{k}$ so that $u_{k} u_{l}=0$ if $k \neq l$. Then $u_{k} \mathfrak{H} u_{k}-\left(u_{k} \mathfrak{U} u_{k} \wedge \mathfrak{N}\right) \cong\left(u_{k} \mathfrak{U} u_{k}+\mathfrak{N}\right)-\mathfrak{N}=\Phi_{n_{k}}^{(k)}$. Hence $u_{k} \mathfrak{H} u_{k}$ is primary and its radical is $u_{k} \mathfrak{N} u_{k} \wedge \mathfrak{N}=u_{k} \mathfrak{H} u_{k}$. It follows that $u_{k} \mathfrak{Y} u_{k}$ contains a subalgebra $\mathfrak{S}_{k} \cong \bar{\Phi}_{n_{k}}^{(k)}$. Since $u_{k} u_{l}=0$ if $k \neq l, \widetilde{\Im}_{k} \Im_{l}=0$ and so $\mathfrak{S} \equiv \Xi_{1}+\cdots+\Xi_{t}=\widetilde{\Xi}_{1} \oplus \cdots \oplus \widetilde{\Xi}_{t}$ is semi-simple and its dimensionality is $\Sigma n_{k}^{2}$. Hence $\Xi \wedge \mathfrak{S}=0$ and by comparing dimensionalities we see that $\mathfrak{S}+\mathfrak{M}=\mathfrak{N}$.

Finally, let $\mathfrak{U l}$ be any algebra for which the assumption of the theorem holds and for which $\mathfrak{R}^{2}=0$. If $\Gamma$ is any extension of $\Phi, \mathfrak{A}_{\Gamma}-\mathfrak{N}_{\Gamma} \cong(\overline{\mathfrak{U}})_{\Gamma}$ and the latter algebra is semi-simple. Hence $\mathfrak{N}_{\Gamma}$ is the radical of $\mathfrak{N}_{\Gamma}$. If $\Gamma$ is the algebraic closure of $\Phi, \mathfrak{A}_{\Gamma}-\mathfrak{M}_{\Gamma}=\bar{\Gamma}_{n_{1}}^{(1)} \oplus \cdots \oplus \bar{\Gamma}_{n_{r}}^{(r)}$ where $\bar{\Gamma}^{(k)} \cong \Gamma$. The matrix units of the simple components of $\overline{\mathscr{U}}_{\Gamma}$ are expressible in terms of a basis $\bar{y}_{1}, \cdots, \bar{y}_{r}$ of $\overline{\mathcal{M}}$ as $\Sigma \bar{y}_{i} w_{i}, w_{i}$ in $\Gamma$. Since there are only a finite number of $w$ 's involved in these expressions and each $w$ is algebraic over $\Phi$, they generate a finite extension P of $\Phi$. Evidently $\overline{\mathfrak{M}}_{\mathrm{P}}$ is a direct sum of matrix algebras over P and $\mathfrak{A}_{\mathrm{P}}-\mathfrak{R}_{\mathrm{P}}=\overline{\mathrm{P}}_{n_{1}}^{(1)} \oplus \cdots \oplus \overline{\mathbf{P}}_{n_{t}}^{(t)}$, and by what has already been proved, $\mathfrak{A}_{\mathrm{P}}$ $=\mathfrak{\imath}_{\mathrm{P}}+\mathbb{\subseteq}, \tilde{\mathbb{S}} \wedge \mathfrak{R}_{\mathrm{P}}=0$ where $\mathbb{\subseteq}$ is a subalgebra of $\mathfrak{A}_{\mathrm{P}}$. Let $\rho_{0}=1, \rho_{1}, \cdots, \rho_{\mathrm{s}}$ be a basis for P over $\Phi$ and $x_{1}, \cdots, x_{n}$ a basis for $\mathfrak{H}$ over $\Phi$ (P) such that $x_{r+1}, \cdots, x_{n}$ is a basis for $\mathfrak{M}$ over $\Phi(\mathbf{P})$. Then $x_{i}=y_{i}-z_{i}$ where $y_{i} \in \mathbb{S}$ and $z_{i} \in \mathfrak{R}_{\mathrm{P}}$. The elements $y_{1}, \cdots, y_{r}$ form a basis for $\tilde{\mathscr{S}}$ and $y_{i}=x_{i}+\Sigma z_{i j} \rho_{j}$ where $z_{i j} \in \mathfrak{M}$. We set $x_{i}^{\prime}=x_{i}+z_{i 0}$. Then $x_{1}^{\prime}, \cdots, x_{r}^{\prime}, x_{r+1}, \cdots, x_{n}$ is a basis for $\mathfrak{H} \operatorname{over} \Phi$ and $y_{i}=x_{i}^{\prime}+z_{i}^{\prime}$ where $z_{i}^{\prime}=\sum_{k=1}^{s} z_{i k} \rho_{k}$. Hence $x_{i}^{\prime} x_{j}^{\prime}=\Sigma x_{k}^{\prime} \gamma_{k i j}+$ $v_{i j}, \gamma_{i j k}$ in $\Phi$ and $v_{i j}$ in $\mathfrak{R}$. It follows that $y_{i} y_{j}=\Sigma y_{k \gamma_{k i j}}+u_{i j}, u_{i j}$ in $9 r_{\mathrm{P}}$, and since the $y_{i} \in \widetilde{\subseteq}, u_{i j}=0$. If we substitute the expressions $x_{i}^{\prime}+z_{i}^{\prime}$ for $y_{i}$, this relation becomes

$$
x_{i}^{\prime} x_{j}^{\prime}+x_{i}^{\prime} z_{j}^{\prime}+z_{\mathbf{i}}^{\prime} x_{j}^{\prime}=\Sigma\left(x_{k}^{\prime}+z_{k}^{\prime}\right) \gamma_{k i j} .
$$

If we express each term as $\Sigma a_{i} \rho_{i}$ and compare the coefficients of $\rho_{0}=1$, we obtain $x_{i}^{\prime} x_{j}^{\prime}=\Sigma x_{k}^{\prime} \gamma_{k i j}$. Thus the totality of elements $\Sigma x_{i}^{\prime} \alpha_{i}, \alpha$ in $\Phi$, is the required algebra $\subseteq$.

## CHAPTER 6

## MULTIPLICATIVE IDEAL THEORY

1. Quotient rings. It is a well-known discovery of Emmy Noether's that the fundamental factorization theorem for the ideals of a maximal domain of algebraic numbers may be deduced from some very simple properties of these domains. These properties are embodied in the theorem: If $\mathfrak{o}$ is a commutative domain of integrity, then the ideals ( $\neq 0,0)$ are factorable in one and only one way as products of prime ideals if and only if $\mathfrak{o}$ satisfies the following conditions:

N1. $\mathfrak{o}$ is integrally closed (in its quotient field).
N2. The descending chain condition holds for the ideals containing any fixed ideal $\neq 0$.

N3. The ascending chain condition holds for all ideals.
In this chapter we shall consider the extension of this result to non-commutative rings. The contents of this theory are due mainly to Speiser, Brandt, Artin, Hasse and Deuring; the axiomatic foundations to Asano. Many of the results of this chapter have been anticipated in our discussion of principal ideal domains. We shall also need to refer to the theory of principal ideal rings that we have developed in 15-16 of Chapter 4.

We begin with a ring $\mathfrak{o}$ having an identity. An element $a$ of $\mathfrak{o}$ will be called regular if it is neither a left nor a right zero-divisor. The first restriction that we shall impose on $\mathfrak{o}$ is that it have a (right) quotient ring, i.e. a ring $\mathfrak{A}$ containing $\mathfrak{o}$ such that 1) every regular element of $\mathfrak{o}$ has an inverse in $\mathfrak{A}$ and 2) every element of $\mathfrak{A}$ has the form $a b^{-1}$ where $a$ and $b$ are in $\mathfrak{o}$. It is a simple matter to obtain a condition on $\mathfrak{o}$ that $\mathfrak{H}$ exist. For this purpose we consider any pair of elements $a$ and $b$ in $\mathfrak{o}$ with $b$ regular. Then $b^{-1}$ is in $\mathfrak{A}$ and hence $b^{-1} a$ has the form $a_{1} b_{1}^{-1}$, $a_{1}$ and $b_{1}$ in $\mathfrak{o}$. Then $b a_{1}=a b_{1}$. A necessary condition for the existence of $\mathfrak{A}$ is therefore that for any pair of elements $a, b$ in $\mathfrak{o}, b$ regular, there exists a common right multiple $m=a b_{1}=b a_{1}$ such that $b_{1}$ is regular.

Conversely, suppose that this condition holds. As in Chapter 3, we consider the pairs $(a, b)$ of elements $a, b$ in $\mathfrak{o}$ such that $b$ is regular. If $(c, d)$ is a second pair of this type and $m$ is any multiple of the form $d b_{1}=b d_{1}$ such that $b_{1}$ (and hence $d_{1}$ ) is regular, then we regard ( $a, b$ ) as equivalent to $(c, d)((a, b) \sim(c, d))$ if $a d_{1}=c b_{1}$. We note that if this condition holds for a particular $m$, it holds for any $n=d b_{2}=b d_{2}$ such that $b_{2}$ and $d_{2}$ are regular. For we may determine regular elements $e_{2}$ and $e_{1}$ such that $b_{1} e_{2}=b_{2} e_{1}$. Then $d_{1} e_{2}=d_{2} e_{1}$ and $a d_{2}=c b_{2}$. It follows directly from this that the relation $\sim$ is symmetric, reflexive and transitive. As usual, we denote the set of pairs equivalent to ( $a, b$ ) as $a / b$.

If $m=d b_{1}=b d_{1}$ and $b_{1}$ and $d_{1}$ are regular, we define $a / b+c / d$ as $\left(a d_{1}+\right.$ $\left.c b_{1}\right) / m$, and if $n=b c_{1}=c b_{1}, b_{1}$ regular, we define $(a / b)(c / d)=a c_{1} / d b_{1}$. The functions thus defined are single-valued and they turn the set $\mathfrak{A}$ of "fractions"
$a / b$ into a ring. We leave the verification of these facts to the reader. The ring $\mathfrak{A}$ has an identity $1 / 1$ and contains a subring, consisting of the elements $a / 1$, that is isomorphic to $\mathfrak{o}$. We shall identify this subring with $\mathfrak{o}$ and write $a$ for $a / 1$. Then if $a$ is not a zero-divisor in $\mathfrak{D}$, it has the inverse $a^{-1}=1 / a$ in $\mathfrak{H}$. Since any element of $\mathfrak{A}$ has the form $(a / 1)(1 / b)=a b^{-1}, \mathfrak{A}$ is a right quotient ring of o .

We note next that the quotient ring is uniquely determined in the sense of isomorphism. For it is readily verified that if $\mathfrak{o}$ and $\mathfrak{o}^{\prime}$ are isomorphic under the correspondence $a \rightarrow a^{\prime}$, then their quotient rings $\mathfrak{H}$ and $\mathfrak{H}^{\prime}$ are isomorphic under the correspondence $a b^{-1} \rightarrow a^{\prime}\left(b^{\prime}\right)^{-1}$. Finally, we remark that if $\mathfrak{A}$ is a quotient ring of a ring $\mathfrak{d}$, any regular element of $\mathfrak{X}$ has an inverse in $\mathfrak{A}$.
2. Orders and ideals. Once the condition that o have a quotient ring has been determined, it is more convenient to shift our attention from $\mathfrak{o}$ to $\mathfrak{A}$. Thus we suppose that $\mathfrak{A}$ is given as any ring with an identity in which every regular element has an inverse. For example, $\mathfrak{A}$ may be any ring satisfying the descending chain condition for left and for right ideals. ${ }^{1}$ We consider the subrings $\mathfrak{0}$ of $\mathfrak{A}$ defined by the following

Definition 1. An order $\mathfrak{o}$ in $\mathfrak{A}$ is a subring containing 1 and having the property that every element of $\mathfrak{A}$ has the form $a b^{-1}$ for suitable elements $a$ and $b$ in $\mathbf{o}$.

It may be remarked that this definition is one-sided since we do not require that the elements of $\mathfrak{A}$ be representable in the form $b^{-1} a, b, a$ in $\mathfrak{o}$. The latter condition will be satisfied, however, for the orders with which we shall be primarily concerned in the sequel.

The orders $\mathfrak{o}_{1}$ and $\mathfrak{o}_{2}$ are equivalent if there exist regular elements $a_{1}, b_{1}, a_{2}, b_{2}$ in $\mathfrak{A}$ such that $a_{1} 0_{1} b_{1} \leqq \mathfrak{o}_{2}$ and $a_{2} \mathrm{D}_{2} b_{2} \leqq \mathrm{o}_{1}$. Evidently this relation is symmetric, reflexive and transitive. We shall restrict our attention to the orders that are equivalent to a fixed order $\mathrm{D}_{0}$, and for simplicity, we use the term "order" in place of "order equivalent to $D_{0}$." We remark that in order to prove that a subring $0^{\prime}$ containing the identity is an order it suffices to show that there exists an order $\mathfrak{o}$ and regular elements $a, b, a^{\prime}$ and $b^{\prime}$ such that $a \mathrm{o} b \leqq \mathrm{o}^{\prime}$ and $a^{\prime} \mathrm{o} b^{\prime} \leqq \mathrm{o}$. For if $z$ is any element of $\mathfrak{H}$, there exist elements $p, q$ in $\mathfrak{o}$ such that $a^{-1} z a=p q^{-1}$ and so $z=(a p b)(a q b)^{-1}$.

Definition 2. A subset $\mathfrak{a}$ of $\mathfrak{A}$ is a (fractional) right $\mathfrak{p}$-ideal if 1) a $\leqq \mathfrak{a}, 2$ ) a contains a regular element and 3) there exists a regular element $a$ in $\mathfrak{H}$ such that $a \mathfrak{a} \leqq 0$.

Left $\mathfrak{o}$-ideals are defined in a similar fashion. If $\mathfrak{a}$ is both a right $\mathfrak{o}$-ideal and a left p -ideal, it is a two-sided D -ideal. If $a$ is any regular element, the set $\mathfrak{a}=a_{0}$ is a right d -ideal. For 1) and 2) are clear and 3) holds since $a^{-1} \mathfrak{a}=0$. An ideal of this type is called principal. In terms of this definition the conditions 2) and 3) may be replaced respectively by $2^{\prime}$ ) a contains a principal right d-ideal and $\left.3^{\prime}\right) \mathfrak{a}$ is contained in a principal right 0 -ideal.

[^30]Now let $\mathfrak{o}$ be an order and let $\mathfrak{a}$ be a right $\mathfrak{o}$-ideal. Consider the set $\mathfrak{o}_{l}$ of elements $x$ such that $x \mathfrak{a} \leqq \mathfrak{a}^{2}$ Evidently, $\mathfrak{o}_{l}$ is a subring of $\mathfrak{A}$ containing the identity. Since there exist regular elements $a$ and $b$ such that $b_{0} \leqq \mathfrak{a} \leqq a_{0}$, $b \mathrm{o} a^{-1} \leqq \mathfrak{o}_{l}$ and since $\mathfrak{o}_{l}(b \mathfrak{0}) \leqq a_{\mathfrak{D}}, \mathfrak{o}_{l} b \leqq a \mathfrak{0}$ and $\mathfrak{o}_{l} \leqq a \mathrm{D} b^{-1}$. Thus $\mathfrak{o}_{l}$ is an order. Since $a^{-1} \mathfrak{a} \leqq \mathfrak{o}, \mathfrak{a} a^{-1} \mathfrak{a} \leqq \mathfrak{a}$ and so $\mathfrak{a} a^{-1} \leqq \mathfrak{o}_{l}, \mathfrak{a} \leqq \mathfrak{o}_{l} a$. Finally, $b$ is in $\mathfrak{a}$ so that $\mathfrak{o}_{l} b \leqq \mathfrak{a}$. This shows that $\mathfrak{a}$ is a left $\mathfrak{o}_{\tau}$ ideal.

In a similar manner if $\mathfrak{a}$ is a left $\mathfrak{o}$-ideal, the set $\mathfrak{o}_{r}$ of elements $y$ such that $\mathfrak{a} y \leqq \mathfrak{a}$ is an order and $\mathfrak{a}$ is a right $\mathfrak{o}_{r}$-ideal. Hence if we begin with a right $\mathfrak{o}$-ideal, we may determine first $\mathfrak{o}_{l}$ and then use the fact that $\mathfrak{a}$ is a left $\mathfrak{o}_{r}$-ideal to show that the set $\mathfrak{o}_{r}$ of $y^{\prime}$ s such that $\mathfrak{a} y \leqq \mathfrak{a}$ is an order and that $\mathfrak{a}$ is a right $\mathfrak{D}_{r}$-ideal. Evidently $\mathfrak{0} \leqq \mathfrak{D}_{r}$.

Theorem 1. If $\mathfrak{a}$ is a right (left) $\mathfrak{o}$-ideal, the set of elements $x$ such that $x \mathfrak{a} \leqq \mathfrak{a}$ is an order $\mathfrak{o}_{l}$ and the set of elements $y$ such that $\mathfrak{a} y \leqq \mathfrak{a}$ is an order $\mathfrak{o}_{r}$. The set $\mathfrak{a}$ is a left $\mathrm{o}_{\tau}$ ideal and a right $\mathrm{o}_{r}$-ideal.

The orders $\mathfrak{o}_{l}$ and $\mathfrak{o}_{r}$ are respectively the left order and the right order of $\mathfrak{a}$. If $\mathfrak{a} \leqq \mathfrak{o}_{r}, \mathfrak{a} \leqq \mathfrak{o}_{l}$ and conversely. In this case $\mathfrak{a}$ is called integral. If $\mathfrak{a}$ is a principal $\mathfrak{D}$-ideal $a \mathfrak{D}, a \mathfrak{D}_{r} \leqq a \mathfrak{0}$ and so $\mathfrak{o}_{r}=\mathfrak{D}$. Similarly $\mathfrak{o}_{l}=a \mathrm{D} \mathfrak{a}^{-1}$.

If $\mathfrak{a}$ is a right ideal with right order $\mathfrak{o}_{r}$ and left order $\mathfrak{o}_{l}$, let $\mathfrak{a}^{-1}$ denote the set of elements $z$ in $\mathfrak{A}$ such that $\mathfrak{a z a} \leqq \mathfrak{a}$. Evidently the elements $z$ may also be characterized by either of the equations $\mathfrak{a} z \leqq \mathfrak{o}_{l}$ or $z \mathfrak{a} \leqq \mathfrak{o}_{r}$. If $c$ and $d$ are regular elements such that $d \mathfrak{D}_{r} \leqq \mathfrak{a} \leqq c \mathfrak{D}_{r}$, then $\mathfrak{a}\left(\mathfrak{0}_{r} c^{-1}\right) \mathfrak{a}=\left(\mathfrak{a}_{r}\right)\left(c^{-1} \mathfrak{a}\right) \leqq$ $\left(\mathfrak{a}_{r}\right) \mathfrak{o}_{r}=\mathfrak{a}$ and $\mathfrak{a}^{-1} d \leqq \mathfrak{o}_{r}$. Then $\mathfrak{o}_{r} c^{-1} \leqq \mathfrak{a}^{-1} \leqq \mathfrak{o}_{r} d^{-1}$ and since $\mathfrak{a}^{-1}$ is a left $\mathfrak{d}$-module, $\mathfrak{a}^{-1}$ is a left $\mathfrak{o}_{r}$-ideal. Similarly $\mathfrak{a}^{-1}$ is a right $\mathfrak{o}_{r}$ ideal.

Theorem 2. If $\mathfrak{a}$ is an ideal with right order $\mathfrak{D}_{r}$ and left order $\mathfrak{D}_{l}$, then the set of elements $z$ in $\mathfrak{A}$ such that $\mathfrak{a z a} \leqq \mathfrak{a}$ is a left $\mathfrak{0}_{r}$-ideal and a right $\boldsymbol{0}_{r}$-ideal.

The ideal $\mathfrak{a}^{-1}$ is called the inverse of $\mathfrak{a}$. Since $\mathfrak{a}^{-1}$ is the set of elements $z$ such that $z \mathfrak{a} \leqq \mathfrak{o}_{r}$, it follows that if $\mathfrak{b}$ is a second ideal with right order $\mathfrak{o}_{r}$ (left order $\mathfrak{0}_{l}$ ) and $\mathfrak{a} \geqq \mathfrak{b}$, then $\mathfrak{a}^{-1} \leqq \mathfrak{b}^{-1}$. If $\mathfrak{a}=a \mathfrak{0}, \mathfrak{o}_{r}=0$ and if $z$ is in $\mathfrak{a}^{-1}, z a=b$ is in $\mathbf{0}$. Hence $z=b a^{-1}$ and $\mathfrak{a}^{-1}=\mathfrak{o} a^{-1}$.
3. Bounded orders. We shall see that a fundamental concept of the present theory is one that we have already encountered in our study of principal ideal domains, namely, that of a bounded ideal. If $\mathfrak{a}$ is a right (left) $\mathfrak{o}$-ideal, $\mathfrak{a}$ is bounded if it contains a two-sided o-ideal. It should be remarked that the present definition applies to any ideal, integral or not, and that it is unnecessary to state explicitly that the two-sided ideal is $\neq 0$ since this requirement is contained in our new definition of an ideal. If all ideals in $\mathfrak{o}$ are bounded, we say that $\mathfrak{o}$ itself is bounded. In this section we shall investigate some of the properties of bounded orders.
Since any ideal contains a principal ideal, in order that o be bounded it clearly suffices that every principal 0 -ideal contains a two-sided 0 -ideal. Suppose that

[^31]o is maximal in the sense that there exists no order (equivalent to $\mathfrak{o}$ ) properly containing $0 .^{3}$ Then we have the following theorem.

Theorem 3. If $\mathfrak{o}$ is a maximal order, the following conditions on $\mathfrak{o}$ are equivalent: 1) 0 is bounded, 2) every integral right (or left) $\mathbf{0}$-ideal contains a two-sided o-ideal, 3) for every regular $c$, oco is a two-sided $\mathfrak{o}$-ideal and 4) for every regular element $a$ there exists a regular element $b$ such that $\mathrm{o} b \leqq a 0$ (or $b 0 \leqq a 0$ ).

Suppose that for any regular element $a$ in $\mathfrak{0}, a_{0}$ contains a two-sided $\mathfrak{o}$-ideal $\mathfrak{a}$. Since $\mathfrak{o}$ is maximal, both orders of $\mathfrak{a}$ coincide with $\mathfrak{o}$. Hence $\left(a_{0}\right)^{-1}=\boldsymbol{o} a^{-1} \leqq \mathfrak{a}^{-1}$ and $\mathfrak{o} a^{-1} \mathfrak{D} \leqq \mathfrak{a}^{-1}$. This implies that $\mathfrak{v} a^{-1} \mathfrak{v}$ is contained in a right (left) principal $\mathfrak{o}$-ideal and so $\mathrm{o} a^{-1} \mathrm{o}$ is a two-sided $\mathfrak{o}$-ideal. If $c$ is an arbitrary regular element, $c$ has the form $b a^{-1}$ with $b$ and $a$ in D . Then $\mathrm{o} c \mathrm{D}=\mathrm{o} b a^{-1} \mathrm{D} \leqq \mathrm{D} a^{-1} \mathrm{D}$ and $\mathrm{D} c \mathrm{D}$ is a two-sided $\mathfrak{o}$-ideal. We have therefore proved that 2) implies 3). Now suppose that 3 ) holds. If $a$ is an arbitrary regular element, the two-sided $\mathfrak{o}$-ideal $\mathfrak{a}=$ $\mathfrak{o} a^{-1} \mathfrak{o}$ contains $\mathfrak{v} a^{-1}$ and $a^{-1} \mathfrak{o}$. Hence $\mathfrak{a}^{-1} \leqq\left(\mathfrak{o} a^{-1}\right)^{-1}=a \mathfrak{o}$. Since $\mathfrak{a}^{-1}$ is a twosided 0 -ideal, it contains a principal left o -ideal $\mathrm{o} b$. Similarly $\mathrm{o} a$ contains $\mathfrak{a}^{-1}$ and a suitable $b^{\prime} \mathfrak{o}, b^{\prime}$ regular. Thus 3) implies 1) and 4). Since 2) is an obvious consequence of 1 ), the conditions 1), 2) and 3) are equivalent. Finally we prove that 4) implies 1). Let $a_{0}$ be an arbitrary principal ideal and $b$ a regular element such that $a_{0} \geqq \mathrm{ob}$. Then $a_{0} \geqq \mathrm{ob}$ o and the latter is a right o ideal. Since $\boldsymbol{D}$ is maximal, the left order of $\boldsymbol{o} b \boldsymbol{o}$ is $\boldsymbol{0}$ and so $\mathrm{o} b \boldsymbol{o}$ is also a left o-ideal. This shows that 1) holds and the theorem is completely proved.

The following theorem shows that if $\boldsymbol{o}$ is a bounded maximal order, then the condition that every $x$ of $\mathfrak{A}$ has the form $a b^{-1}$ may be replaced by the dual requirement that every $x$ has the form $c^{-1} d, c$ and $d$ in $\mathfrak{D}$.
Theorem 4. If $\mathfrak{o}$ is a bounded maximal order, every $x$ in $\mathfrak{H}$ has the form $c^{-1} d$ with $c$ and $d$ in o .

We know that any $x$ of $\mathfrak{A}$ may be expressed as $a b^{-1}, a$ and $b$ in 0 . Since $b$ is regular, $b \mathfrak{o} \geqq \mathfrak{a} \geqq \mathfrak{o c}$ where $\mathfrak{a}$ is a two-sided $\mathfrak{D}$-ideal and $c$ is regular. Since $\mathfrak{o}$ is maximal, the left and the right orders of $\mathfrak{a}$ are $\mathfrak{o}$ and hence $\mathfrak{o b}^{-1} \leqq \mathfrak{a}^{-1} \leqq c^{-1} \mathfrak{o}$. Thus $a b^{-1}=c^{-1} d$ for a suitable $d$ in D .

Theorem 5. Suppose that o is a bounded maximal order. Then if $\mathrm{o}^{\prime}$ is any order and $\mathfrak{M}$ is a set such that $a^{\prime} \mathfrak{M} b^{\prime} \leqq \mathfrak{o}^{\prime}$ for suitable regular elements $a^{\prime}, b^{\prime}$, there exist regular elements $c$ and $d$ such that $c \mathfrak{M} \leqq \mathrm{o}$ and $\mathfrak{M d} \leqq \mathrm{o}$.

Since $\mathfrak{D}^{\prime}$ is equivalent to $\mathfrak{D}$, there exist regular elements' $a$ and $b$ such that $a \mathfrak{M} b \leqq \mathfrak{D}$. Hence $a \mathfrak{M} \leqq \mathfrak{o b} b^{-1} \leqq \mathfrak{o b} b^{-1} \mathfrak{D} \leqq c^{\prime} \mathfrak{D}$. Thus $\mathfrak{M} \leqq c \mathrm{o}$ for $c=a^{-1} c^{\prime}$. Similarly $\mathfrak{M} \leqq \mathrm{o} d$ for a suitable regular $d$.

We use this result to prove
Theorem 6. If D is a bounded maximal order, every maximal order $\mathrm{o}^{\prime}$ (equivalent to o) is bounded.

Let $a$ be any regular element in $\mathfrak{D}^{\prime}$ and suppose that $b$ and $c$ are regular elements such that $b \mathrm{oc} \leqq \mathrm{o}^{\prime}$. Then $a^{\prime} \mathrm{o}^{\prime} \geqq(a b) \mathrm{oc}$ and $(a b) \mathfrak{o} \geqq \mathrm{ob} b^{\prime}$ for a certain regular $b^{\prime}$.

[^32]Hence $a \mathfrak{0}^{\prime} \geqq \mathfrak{o b} b^{\prime} c$. If we apply the preceding theorem to $\mathfrak{M}=\mathfrak{o}^{\prime}$, we obtain the existence of a regular element $c^{\prime}$ such that $\mathfrak{o}^{\prime} c^{\prime} \leqq 0$. Then $a 0^{\prime} \geqq \mathfrak{o}^{\prime} c^{\prime} b^{\prime} c$ and $\mathfrak{o}^{\prime}$ is bounded as a consequence of Theorem 3.
4. The axioms. We now impose the following conditions on our order $\mathfrak{o}$ :
I. $\mathfrak{o}$ is maximal.
II. The descending chain conditions hold for the integral one-sided o-ideals that contain any fixed integral two-sided o-ideal.
III. The ascending chain condition holds for integral two-sided o-ideals. IV. $\mathfrak{o}$ is bounded.

If $\mathfrak{A}$ is a field, any ideal in the old sense, which is not zero, is an ideal in the sense of thischapter. Hence the conditions II and III are equivalent respectively to Noether's conditions N2 and N3. We recall now the meaning of N1. Suppose that $\mathfrak{H}$ is an algebra with an identity, of finite dimensionality over the underlying field $\Phi$, and let $\mathfrak{g}$ be an order in $\Phi$. Then $\mathfrak{g}$ is any subring of $\Phi$ containing 1 and having $\Phi$ as its minimal containing field. An element $a$ of $\mathfrak{A}$ is called $\mathfrak{g}$-integral if it is a root of a polynomial in $\mathfrak{g}[t]$ having leading coefficient 1 . If $\mathfrak{H}=\Phi, \mathfrak{o}=\mathfrak{g}$ is integrally closed if every element of $\mathfrak{A}$ which is $\mathfrak{o}$-integral belongs to $\mathfrak{o}$. In order to discuss the relation between this property and I we require the foliowing general condition.

Theorem 7. If $\mathfrak{g}$ satisfies the ascending chain condition for ideals, then a necessary and sufficient condition that an element $a$ in $\mathfrak{A}$ be $\mathfrak{g}$-integral is that all of the powers $a^{k}$ be contained in the same finitely generated $\mathfrak{g}$-module (in $\mathfrak{H}$ ).

If $a$ is integral, $a^{m}=a^{m-1} \gamma_{1}+\cdots+1 \gamma_{m}$ where the $\gamma_{i}$ are in $\mathfrak{g}$. It follows that all $a^{k}$ belong to the $g$-module ( $1, a, \cdots, a^{m-1}$ ) generated by $a^{i}, 0 \leqq i \leqq$ $m-1$. Conversely let $\mathfrak{M}$ be a finitely generated $\mathfrak{g}$-module containing all $a^{k}$. Since the ascending chain condition holds for the ideals of $\mathfrak{g}, \mathfrak{M}$ satisfies the ascending chain condition for $\mathfrak{g}$-modules. Hence for the chain $(1) \leqq(1, a) \leqq$ $\left(1, a, a^{2}\right) \leqq \cdots$ there exists an integer $m$ such that $\left(1, a, \cdots, a^{m-1}\right)=$ $\left(1, a, \cdots, a^{m}\right)$. It follows that $a^{m}=a^{m-1} \gamma_{1}+\cdots+1 \gamma_{m}$ for suitable $\gamma_{i}$ in $g$.

We may now show that if III holds in an order $\mathfrak{o}$ of a field $\mathfrak{N}=\Phi$, then the conditions I and N1 are equivalent. For let $a$ be integral. Then all the powers of $a$ and hence $\mathrm{o}[a]$, the set of polynomials in $a$ with coefficients in $\mathfrak{o}$, belong to an 0 -module ( $a_{1}, \cdots, a_{r}$ ) generated by elements $a_{i}$ of $\mathfrak{M}$. We may write $a_{i}=b_{i} d^{-1}$ where $b_{i}, d$ are in $\mathfrak{o}$. Hence $\mathfrak{o}[a] \leqq \mathfrak{o d} d^{-1}$ and so $\mathfrak{o}[a]$ is an order (equivalent to $\mathfrak{o})$. Since $\mathfrak{o}[a] \geqq \mathfrak{o}$ our condition I implies that $\mathfrak{o}[a]=\mathfrak{o}$, i.e. $a \in \mathfrak{o}$. Thus $\mathfrak{o}$ is integrally closed. Suppose, conversely, that $\mathfrak{o}$ is integrally closed. Then if $\mathfrak{o}^{\prime}$ is any order, $\mathfrak{o}^{\prime} \leqq \mathfrak{o b}$ for a suitable $b$ in $\mathfrak{A}$. Hence the elements of $\mathfrak{o}^{\prime}$ are $\mathfrak{o}$-integral and so $0^{\prime} \leqq \mathfrak{o}$. We have therefore proved that $\mathfrak{o}$ is maximal. Hence if $\mathfrak{A}$ is a field, the assumptions I, II and III are equivalent to N1, N2 and N3.

We return to the general case of an arbitrary $\mathfrak{A}$ and consider some consequences of our axioms. First, we remark that any ideal of $\mathfrak{o}$ in the old sense, which contains a two-sided $\mathfrak{o}$-ideal $\mathfrak{a}$, is an integral $\mathfrak{o}$-ideal. Since these ideals are in $(1-1)$ correspondence with the ideals of the difference ring $\mathfrak{o}-\mathfrak{a}$, condition

II is equivalent to II': If $\mathfrak{a}$ is an integral two-sided $\mathfrak{o}$-ideal, the descending chai conditions hold for the (ordinary) one-sided ideals of $\mathfrak{o}-\mathfrak{a}$.

We recall that for any ring with an identity the ascending chain condition: for one-sided ideals are consequences of the descending chain conditions. Henct the former hold for 0 and consequently we have
V. The ascending chain conditions hold for the integral one-sided o-ideak that contain any fixed integral two-sided o-ideal.
Evidently this implies III. However, we have preferred to state III as a separate assumption since in many important instances, it holds while II fails.

If $\mathfrak{a}$ and $\mathfrak{b}$ are integral right (left, two-sided) $\mathfrak{p}$-ideals, it is clear that $\mathfrak{a}+\mathfrak{b}$ is also of this type. If $\mathfrak{a}$ and $\mathfrak{b}$ are integral two-sided $\mathfrak{o}$-ideals, $\mathfrak{a b}$ contains a regular element and so $\mathfrak{a b}$ is an integral two-sided $\mathfrak{o}$-ideal. Since the intersection $\mathfrak{a} \wedge \mathfrak{b} \geqq \mathfrak{a b}$, it follows that $\mathfrak{a} \wedge \mathfrak{b}$ is an integral two-sided $\mathfrak{o}$-ideal.

Definition 3. An integral two-sided $\mathfrak{o}$-ideal $\mathfrak{p} \neq 0$ is a prime ideal if for any pair of integral two-sided o-ideals $\mathfrak{a}, \mathfrak{b}$ such that $\mathfrak{a b} \equiv 0(\mathfrak{p})$, we have either $\mathfrak{a} \equiv 0(\mathfrak{p})$ or $\mathfrak{b} \equiv 0(\mathfrak{p})$.

If $\mathfrak{a b} \equiv 0(\mathfrak{p})$, then $\mathfrak{a}^{\prime} \mathfrak{b}^{\prime} \equiv 0(\mathfrak{p})$ for $\mathfrak{a}^{\prime}=\mathfrak{a}+\mathfrak{p}$ and $\mathfrak{b}^{\prime}=\mathfrak{b}+\mathfrak{p}$. Since $\mathfrak{a}^{\prime} \equiv 0(\mathfrak{p})$ implies $\mathfrak{a} \equiv 0(p)$, in order to ascertain whether or not $\mathfrak{p}$ is prime it is sufficient to test the integral ideals $\mathfrak{a}^{\prime}, \mathfrak{b}^{\prime}$ containing $\mathfrak{p}$. Thus if $\mathfrak{p}$ is maximal in the sense that no two-sided $\mathfrak{o}$-ideal $\neq \mathfrak{o}, \mathfrak{p}$ exists between $\mathfrak{o}$ and $\mathfrak{p}$, then $\mathfrak{p}$ is prime. This remark is the trivial part of the following important theorem:
VI. An integral two-sided $\mathfrak{o}$-ideal $\mathfrak{p} \neq \mathfrak{o}$ is prime if and only if it is maximal. When the condition holds, $\mathfrak{o}-\mathfrak{p}$ is a matrix ring over a division ring.

The property of maximality is equivalent to the property of simplicity of the difference ring $\overline{\mathfrak{o}}=\mathfrak{o}-\mathfrak{p}$. Now suppose that $\mathfrak{p}$ is prime. Since $\overline{\mathfrak{o}}$ satisfies the descending chain condition for left ideals, it has a radical $\overline{\mathfrak{r}}$ and there exists a two-sided $\mathfrak{o}$-ideal $\mathfrak{r}$ in $\mathfrak{o}$ such that $\overline{\mathfrak{r}}=\mathfrak{r}-\mathfrak{p}$. The ring $\mathfrak{o}-\mathfrak{r}$ is isomorphic to $\overline{\mathfrak{0}}-\overline{\mathfrak{r}}$. Hence $\mathfrak{o}-\mathfrak{r}$ is semi-simple. Now $\tilde{\mathfrak{r}}^{\boldsymbol{s}}=0$ for a suitable $s$. Hence $\mathfrak{r}^{\mathfrak{s}} \equiv 0(\mathfrak{p})$ and since $\mathfrak{p}$ is prime, $\mathfrak{r} \equiv 0(\mathfrak{p})$. This shows that $\overline{\mathrm{o}}$ is semi-simple. Either $\overline{\mathfrak{o}}$ is simple or there exist two two-sided ideals $\overline{\mathfrak{a}}, \overline{\mathrm{b}} \neq 0$ in $\overline{\mathrm{o}}$ such that $\overline{\mathfrak{a}} \overline{\mathfrak{b}}=0$. This implies that there exist two-sided $\mathfrak{o}$-ideals $\mathfrak{a}, \mathfrak{b}$ contained in $\mathfrak{o}$ such that $\mathfrak{a b} \equiv 0(\mathfrak{p})$ but neither $\mathfrak{a}$ nor $\mathfrak{b} \equiv 0(\mathfrak{p})$. Hence $\overline{\mathfrak{o}}$ is simple and $\mathfrak{p}$ is maximal. The second part of the theorem is, of course, a consequence of the fundamental structure theorem for simple rings.

If $\mathfrak{o}-\mathfrak{p}=\mathfrak{o}_{k}, \mathfrak{o}$ a division ring, then $k$ is the capacity of the prime ideal $\mathfrak{p}$.
5. Orders in an algebra. Let $\mathfrak{H}$ be a separable algebra over $\Phi,(\mathscr{H}: \Phi)=n$, and suppose that $\mathfrak{g}$ is an order in $\Phi$. We consider the problem of embedding $\mathfrak{g}$ in an order $\mathfrak{o}$ of $\mathfrak{A} .{ }^{4} \quad$ If $\mathfrak{o}$ is such an order, let $\mathfrak{B}=\boldsymbol{o} \Phi$ be the smallest sub-algebra of $\mathfrak{A}$ containing $\mathfrak{o}$. Then if $b$ is an element of $\mathfrak{o}$ which is regular in $\mathfrak{A}, b$ is regular in $\mathfrak{B}$ and hence its inverse is in $\mathfrak{B}$. It is therefore clear from the definition of an order that $\mathfrak{B}=\mathfrak{A}$, and so $\mathfrak{o}$ contains a basis $u_{1^{\prime}}, \cdots, u_{n}$ of $\mathfrak{A}$ over $\Phi$. On the other hand, if $\mathfrak{o}$ is any subring of $\mathfrak{A}$ that contains $\mathfrak{g}$ and contains a basis
"For the present the word "order" is used in the original sense. The choice of the equivalence class of orders will be made later.
$u_{1}, \cdots, u_{n}$ of $\mathfrak{A}$, then $\mathfrak{o}$ is an order. For, any element of $\mathfrak{H}$ has the form $\left(\Sigma u_{i} \gamma_{i}\right) \gamma^{-1}$ where the $\gamma_{i}, \gamma$ are in $\mathfrak{g}$ and since $\Sigma u_{i} \gamma_{i}$ is in $\mathfrak{o}$, this element has the form $b \gamma^{-1}, b, \gamma$ in 0 .

Theorem 8. A necessary and sufficient condition that a subring of $\mathfrak{A l}$ containing $\mathfrak{g}$ be an order is that it contain a basis of $\mathfrak{A}$ over $\Phi$.

We may, of course, take $u_{1}=1$ to be one of the elements of the basis. We now assume that $\mathfrak{g}$ satisfies the conditions I and III (or N1, N3) and we suppose that $\mathfrak{o}$ is an order having only $\mathfrak{g}$-integral elements. In order to investigate orders of this type we require the following theorems.

Theorem 9. If $a$ and $b$ are $\mathfrak{g}$-integral and $a b=b a$, then $a \pm b$ and $a b$ are $\mathfrak{g}$-integral.

For if $a^{m}=\sum_{0}^{m-1} a^{i} \gamma_{i}$ and $b^{m^{\prime}}=\sum_{0}^{m^{\prime}-1} b^{i} \eta_{j}$ with the $\gamma^{\prime} \mathrm{s}$ and the $\eta^{\prime} \mathrm{s}$ in $\mathfrak{g}$, then all of the powers $(a+b)^{k}$ are contained in the $g$-module generated by $a^{i} b^{j}, 0 \leqq i \leqq$ $m-1,0 \leqq j \leqq m^{\prime}-1$. Hence by Theorem 7, $(a+b)$ is integral. A similar argument applies to $a-b$ and $a b$.

As an immediate corollary we have the result that if $\mathfrak{A}$ is commutative, the set of $\mathfrak{g}$-integral elements is a subring of $\mathfrak{A}$. This remark may be used in the general case to prove

Theorem 10. If $a$ is a $\mathfrak{g}$-integral element, $\mathfrak{g}$ satisfying I and III, then the minimum polynomial $\mu_{a}(t)$, the principal polynomial $m_{a}(t)$, and the characteristic polynomial $f_{a}(t)$ in any $(1-1)$ representation of $\mathfrak{A}$ all belong to $\mathfrak{g}[t]$.

Let $\varphi(t)$ in $\mathfrak{g}[t]$ be a polynomial with leading coefficient 1 having $a$ for a root, and suppose that $\mathcal{B}$ is a root field over $\Phi$ of $\varphi(t) .{ }^{5} \quad$ Then $\varphi(t)=\Pi\left(t-a_{i}\right)$ in $\mathfrak{B}[t]$ and since $\mu_{a}(t)$ is a factor of $\varphi(t), \mu_{a}(t)=\Pi^{\prime}\left(t-a_{j}\right)$ a product of certain of the factors $\left(t-a_{j}\right)$. The elements $a_{j}$ are $\mathfrak{g}$-integral in $\mathfrak{B}$ and hence the coefficients of $\mu_{a}(t)$ are $\mathfrak{g}$-integral. Since $\mathfrak{g}$ is integrally closed, $\mu_{a}(t)$ is in $\mathfrak{g}[t]$. The results for $m_{a}(t)$ and $f_{a}(t)$ follow from this since the roots of these polynomials are the same except for multiplicities as those of $\mu_{a}(t)$.

Suppose, as before, that $\mathfrak{o}$ is an order containing $\mathfrak{g}$ and consisting of $\mathfrak{g}$-integral elements. Let $u_{1}=1, u_{2}, \cdots, u_{n}$ be a basis of $\mathfrak{A}$ contained in $\mathfrak{o}$. Then by replacing the $u_{i}, i>1$, by certain multiples $u_{i} \gamma_{i}, \gamma_{i}$ in $g$ and returning to the original notation, we may suppose that the constants of multiplication $\gamma_{k i j}$ in $u_{i} u_{j}=\Sigma u_{k} \gamma_{k i j}$ are in $\mathfrak{g}$. It follows that the totality of elements $\Sigma u_{i} \mu_{i}, \mu_{i}$ in $\mathfrak{g}$, is an order $\mathfrak{D}_{0} \leqq \mathfrak{o}$. ${ }^{6}$ Suppose that $d=\Sigma u_{i} \delta_{i}$ is in $\mathfrak{o}$. Then by the preceding theorem the principal traces $T\left(u_{i} d\right)$ and $T\left(u_{i} u_{j}\right)$ belong to g . We have the equations

$$
T\left(u_{i} d\right)=\Sigma T\left(u_{i} u_{j}\right) \delta_{j}
$$

${ }^{5} \mathfrak{B}=\Phi\left(a_{1}, \cdots, a_{m}\right)$ where $\varphi(t)=\Pi\left(t-a_{i}\right)$ in $\mathfrak{B}[t]$. Cf. Albert's Modern Higher Algebra, p. 156.
${ }^{6}$ Incidentally, this argument shows that orders of the type considered here do exist. For, we may start with an arbitrary basis $u_{i}, u_{1}=1$, for which the multiplication constants are ing and take $\mathfrak{o}_{0}$ to be the set of elements $\Sigma u_{i} \mu_{i}, \mu_{i}$ ing. Then $\boldsymbol{o}_{0}$ is an order.
which, since $\Delta=\operatorname{det}\left(T\left(u_{i} u_{j}\right)\right) \neq 0$, give $\delta_{j}$ as an element of $\mathfrak{g} \Delta^{-1}$. Thus $\mathfrak{o}$ is a submodule of the finitely generated $\mathfrak{g}$-module $\mathfrak{o}_{0} \Delta^{-1}$. Since the ascending chain condition holds for the ideals of $\mathfrak{g}$, any submodule of a finitely generated g -module is finitely generated. ${ }^{7}$ In particular o has this property. Conversely, if $\mathfrak{o}$ is any order containing $\mathfrak{g}$ and $\mathfrak{o}$ is finitely generated over $\mathfrak{g}$, then by Theorem 7 , all the elements of $\mathfrak{o}$ are g -integral.
Theorem 11. Suppose that $\mathfrak{o}$ is an order containing $\mathfrak{g}$. Then a necessary and sufficient condition that $\mathfrak{o}$ contains only $\mathfrak{g}$-integral elements is that it be a finitely generated $\mathfrak{g}$-module.

Now if $\mathfrak{M}$ is any $\mathfrak{g}$-module generated by a finite number of elements $v_{1}, \cdots, v_{r}$, we may write $v_{j}=\left(\Sigma u_{i} \nu_{i j}\right) \nu^{-1}, \nu_{i j}$, and $\nu$ in $\mathfrak{g}$. Then $\mathfrak{M} \leqq \mathrm{D}_{0} \nu^{-1} \leqq \mathfrak{o} \nu^{-1}$. In particular, if $\mathfrak{o}^{\prime}$ is any order of $\mathfrak{g}$-integral elements and $\mathfrak{o}^{\prime}$ contains $\mathfrak{g}$, then $\mathfrak{o}^{\prime} \leqq$ $\mathfrak{o} \nu^{-1}$ for a suitable $\nu$. By symmetry there exists an element $\mu$ in g such that $\mathrm{o}^{\prime} \mu^{-1} \geqq \mathfrak{o}$ and so we have proved the following

Theorem 12. Any two orders $\mathfrak{o}$ and $\mathfrak{o}^{\prime}$ of $\mathfrak{g}$-integral elements containing $\mathfrak{g}$ are equivalent.

If we refer back to the proof of Theorem 11, we see that the element $\Delta$ does not depend on $\mathfrak{o}$ but rather on the basis $u_{1}, \cdots, u_{n}$. Hence our argument shows that if $\mathfrak{o}^{\prime}$ is any order containing $\mathfrak{o}$ and containing only $\mathfrak{g}$-integral elements, then $\mathfrak{o}^{\prime} \leqq \mathfrak{o}_{0} \Delta^{-1}$. Moreover if $\mathfrak{o}^{\prime}$ is any order equivalent to $\mathfrak{o}, \mathfrak{o}^{\prime} \leqq a \mathfrak{0} b$, a finitely generated $\mathfrak{g}$-module, and so all the elements of $\mathfrak{o}^{\prime}$ are $\mathfrak{g}$-integral. Thus any $\mathfrak{o}^{\prime}$ containing $\mathfrak{o}$ and equivalent to $\mathfrak{o}$ is contained in $\mathfrak{o}_{0} \Delta^{-1}$; it follows that there exists a maximal order $\mathfrak{o}^{\prime}$ equivalent to $\mathfrak{o}$ and containing $\mathfrak{o}$.
Theorem 13. If $\mathfrak{o}$ is as in the preceding theorem, then o may be embedded in a maximal order $\mathfrak{o}^{\prime}$ equivalent to $\mathfrak{o}$.

Let $\mathfrak{b j}$ denote the ring of $\mathfrak{g}$-integral elements of the center $\mathfrak{C}$ of $\mathfrak{A}$. Then if $\mathfrak{o}$ is an order containing only $\mathfrak{g}$-integral elements, by Theorem $9, \mathfrak{d}(\mathfrak{b}$ is an order containing ( $\mathfrak{B}$ (and hence $\mathfrak{g}$ ) and containing only $\mathfrak{g}$-integral elements. If $\mathfrak{o}$ itself contains $\mathfrak{g}$, we have seen that $\mathfrak{o}$ and $\mathfrak{o b l}$ are equivalent. Hence if, in addition, $\mathfrak{o}$ is maximal, then $\mathfrak{o}=\mathfrak{o}(5)$ and $\mathfrak{o}$ contains $(\mathfrak{F}$.

Theorem 14. Any maximal order $\mathfrak{o}$ that contains $\mathfrak{g}$ and contains only $\mathfrak{g}$-integral elements contains all the $\mathfrak{g}$-integral elements of the center of $\mathfrak{A}$.

Let $\mathfrak{o}^{\prime}$ be an order equivalent to $\mathfrak{o}$, an order that contains $\mathfrak{g}$ and contains only $\mathfrak{g}$-integral elements. Then we have seen that $\mathfrak{o}^{\prime} \leqq a 0 b$, a finitely generated $\mathfrak{g}$-module, and consequently that all the elements of $\mathfrak{o}^{\prime}$ are $\mathfrak{g}$-integral. Now let $\mathfrak{A}$ be commutative and let $\mathfrak{o}$ be the totality of $\mathfrak{g}$-integral elements. Then $\mathfrak{o}$ is an order, and if $\mathfrak{o}^{\prime}$ is any order equivalent to $\mathfrak{o}$, its elements are $\mathfrak{g}$-integraland so $\mathfrak{o}^{\prime} \leqq$ 。

Theorem 15. If $\mathfrak{A}$ is commutative, the totality $\mathfrak{o}$ of $\mathfrak{g}$-integral elements of $\mathfrak{A}$ is a maximal order. Any order equivalent to $\mathfrak{0}$ is contained in $\mathfrak{o}$.
${ }^{7}$ Theorem 3, Chapter 3.

If $\mathfrak{o}^{\prime} \leqq a \mathfrak{o} b$ and $\mathfrak{o}$ is an order containing $\mathfrak{g}$, then $\mathfrak{o}^{\prime} \mathfrak{g} \leqq a \mathfrak{o} b$ also. Hence if $\mathfrak{o}^{\prime}$ is equivalent to $\mathfrak{o}, \mathfrak{o}^{\prime} \mathfrak{g}$ is equivalent to $\mathfrak{o}$ and if $\mathfrak{o}^{\prime}$ is maximal, then $\mathfrak{o}^{\prime}=\mathfrak{o}^{\prime} \mathfrak{g}$. To sum up; if $\mathfrak{g}$ satisfies I and III, the orders $\mathfrak{o}$ that have the properties: 1) $\mathfrak{D}$ contains $\mathfrak{g}$ and 2) $\mathfrak{o}$ contains only $\mathfrak{g}$-integral elements, belong to a single equivalence class. All orders of this class have property 2 ) and all maximal orders in the class have both properties. For the remainder of this section we assume that g satisfies I and III and that $\mathfrak{o}$ satisfies 1) and 2).

If $\mathfrak{a}$ is a right ideal, $\mathfrak{a} \leqq a \mathfrak{0}$ a principal $\mathfrak{o}$-ideal and so $\mathfrak{a}$ is a finitely generated $\mathfrak{g}$-module. Since $\mathfrak{a}$ contains a regular element $b$, it contains a basis $v_{1}=b u_{1}, \cdots$, $v_{n}=b u_{n}$ of $\mathfrak{Y}$. The identity $1=\Sigma v_{i} \rho_{i}, \rho_{i}$ in $\Phi$, and hence there is a relation of the form $\eta=\Sigma v_{i} \eta_{i}$ with $\eta, \eta_{i}$ in $\mathfrak{g}$. Thus $\eta$ is in the intersection $\mathfrak{a} \wedge \mathfrak{g}$ and $\mathfrak{a} \wedge \mathfrak{g} \neq 0$. Evidently $\mathfrak{a} \wedge \mathfrak{g}$ is a $\mathfrak{g}$-ideal. We note also that the ideal $\eta \mathfrak{o}=\mathfrak{o} \eta$ is a two-sided $\mathfrak{o}$-ideal contained in $\mathfrak{a}$ and so $\mathfrak{a}$ is bounded.

Theorem 16. Any order $\mathfrak{o}$ in $\mathfrak{A}$ is bounded.
Suppose next that $\mathfrak{a}$ is an integral two-sided $\mathfrak{o}$-ideal. We consider the difference $\mathfrak{g}$-module $\mathfrak{o}-\mathfrak{a}$ and note that it is finitely generated. Since it is annihilated by $\mathfrak{a}_{0}=\mathfrak{a} \wedge \mathfrak{g}$, it may be regarded as a $\left(\mathfrak{g}-\mathfrak{a}_{0}\right)$-module. We have seen that $\mathfrak{a}_{0} \neq 0$. Hence if $\mathfrak{g}$ satisfies condition II, $\mathfrak{g}-\mathfrak{a}_{0}$ satisfies the descending chain condition for ideals and therefore $\mathfrak{o}-\mathfrak{a}$ satisfies the descending chain condition for $\left(\mathfrak{g}-\mathfrak{a}_{0}\right)$-sub-modules. It follows that the descending chain condition holds for the integral o-ideals containing $\mathfrak{a}$.

Theorem 17. If $\mathfrak{g}$ satisfies condition II, any order $\mathfrak{o}$ of $\mathfrak{M}$ satisfies this condition also.

A special type of domain $g$ that satisfies our conditions is a principal ideal domain. For we have seen in Chapter 3 that N2 and N3 hold for $\mathfrak{g}$ and N1 may be proved as in the case of the ring of integers by using the unique factorization theorem. Let $\mathfrak{o}$ be an order of $\mathfrak{A}$ containing $\mathfrak{g}$ and containing only $\mathfrak{g}$ integral elements. Then if $u_{1}, \cdots, u_{n}$ is a basis for $\mathfrak{A}$ contained in $\mathfrak{o}$ and having an integral multiplication table, we have seen that $\mathfrak{o}$ contains the free $g$-module with the basis $u_{i}$ and $\mathfrak{o}$ is contained in the free $\mathfrak{g}$-module having the basis $u_{i} \Delta^{-1}$ where $\Delta=\operatorname{det}\left(T\left(u_{i} u_{j}\right)\right)$. It follows that $\mathfrak{o}$ is a free $\mathfrak{g}$-module with a basis of $n$ elements.

Theorem 18. If $\mathfrak{g}$ is a principal ideal domain, any order $\mathfrak{o}$ has a free basis of $n=(\mathfrak{U}: \Phi)$ elements.
6. Factorization of two-sided ideals. We return now to the general case of an arbitrary ring $\mathfrak{A}$ and an order $\mathfrak{o}$ in $\mathfrak{A}$ that satisfies conditions I-IV. ${ }^{8}$ Our first aim is to prove the existence and the uniqueness of factorization of any integral two-sided o-ideal as a product of prime ideals. If we examine the argument of 5 , Chapter 3 , we see that the decisive step is the theorem that if $\mathfrak{a}$ and $\mathfrak{b}$ are two-sided $\mathfrak{o}$-ideals, then $\mathfrak{a} \leqq \mathfrak{b}$ if and only if there exists an integral

[^33]two-sided $\mathfrak{o}$-ideal $\mathfrak{c}$ such that $a=\mathfrak{c b}$. This fact will be established here as a consequence of the following

Theorem 19. If a is a two-sided $\mathfrak{o}$-ideal properly contained in $\mathfrak{o}$, then $\mathfrak{a}^{-1}>\mathfrak{o}$.
We require a pair of lemmas.
Lemma 1. Any integral two-sided $\mathfrak{o}$-ideal $\mathfrak{a}$ is contained in a prime ideal.
This is clear because of the ascending chain condition and the criterion VI.
Lemma 2. Any integral two-sided $\mathfrak{o}$-ideal $\mathfrak{a}$ contains a product of prime ideals.
If $\mathfrak{a}$ is prime, the lemma holds. Otherwise there exist two integral two-sided $\mathfrak{o}$-ideals $\mathfrak{a}^{\prime}$ and $\mathfrak{a}^{\prime \prime}$ containing $\mathfrak{a}$ such that $\mathfrak{a}^{\prime} \mathfrak{a}^{\prime \prime} \equiv 0(\mathfrak{a})$ but $\mathfrak{a}^{\prime} \not \equiv 0, \mathfrak{a}^{\prime \prime} \not \equiv 0(\mathfrak{a})$. Then $\mathfrak{a}^{\prime}>\mathfrak{a}, \mathfrak{a}^{\prime \prime}>\mathfrak{a}$. If we repeat this process with $\mathfrak{a}^{\prime}$ and $\mathfrak{a}^{\prime \prime}$ and the ideals arising from them, we obtain the lemma as a consequence of the ascending chain condition.

Proof of theorem. Let $\mathfrak{p}$ be a prime ideal containing $\mathfrak{a}$. Then if $\mathfrak{a}^{-1}=\mathfrak{p}$, $\mathfrak{p}^{-1}=\mathfrak{o}$. Let $a$ be a regular element in $\mathfrak{p}$ and consider the right $\mathfrak{o}$-ideal $a \mathfrak{o}$ contained in $\mathfrak{p}$. By the boundedness condition, $a_{0}$ contains a two-sided $\mathfrak{o}$-ideal, and so by Lemma $2 a_{0}$ contains a product $p_{1} \cdots \mathfrak{p}_{r}$ of prime ideals $\mathfrak{p}_{i}$. We suppose that the $p_{i}$ have been selected so that $r$ is minimal, i.e. $a_{0}$ contains no product of $r-1$ prime ideals. Since $\mathfrak{p} \geqq a 0 \geqq p_{1} \cdots \mathfrak{p}_{r}$, one of the $p_{i}=p$ and $\mathfrak{p}_{1} \cdots \mathfrak{p}_{r}=\mathfrak{b p c}$. Then $a^{-1} \mathfrak{b p c} \leqq \mathfrak{o}$ and $a^{-1} \mathfrak{b} \leqq(p \mathfrak{c})^{-1}$. Since $(p \mathfrak{p})(\mathfrak{p c})^{-1} \leqq \mathfrak{p}$, $\mathfrak{p}\left(\mathfrak{c}(\mathfrak{p c})^{-1}\right) \leqq \mathfrak{o}$ and $\mathfrak{c}(\mathfrak{p c})^{-1} \leqq \mathfrak{p}^{-1}=\mathfrak{o}$. Thus $(\mathfrak{p c})^{-1} \leqq \mathfrak{c}^{-1}$ and since $(\mathfrak{p c})^{-1} \geqq \mathfrak{c}^{-1}$, we have $(\mathfrak{p c})^{-1}=\mathfrak{c}^{-1}$. This implies that $a^{-1} \mathfrak{b} \leqq \mathfrak{c}^{-1}, a^{-1} \mathfrak{b c} \leqq 0$ and $\mathfrak{b c} \leqq a_{0}$. Since $\mathfrak{b c}$ is a product of $r-1$ prime ideals, we have a contradiction to the minimality of $r$. An important consequence of this theorem is

Theorem 20. If $\mathfrak{a}$ is a right (left) $\mathfrak{o}$-ideal, $\mathfrak{a}^{-1} \mathfrak{a}=\mathfrak{o}\left(\mathfrak{a}^{-1}=\mathfrak{o}\right)$.
The set $\mathfrak{a}^{-1} \mathfrak{a}$ is contained in $\mathfrak{o}$ and is therefore an integral two-sided o-ideal. Since $\mathfrak{o}$ is maximal, the orders of $\mathfrak{a}^{-1} \mathfrak{a}$ are $\mathfrak{o}$. Now $\left(\mathfrak{a}^{-1} \mathfrak{a}\right)^{-1}\left(\mathfrak{a}^{-1} \mathfrak{a}\right) \leqq \mathfrak{o}$ and so $\left(\mathfrak{a}^{-1} \mathfrak{a}\right)^{-1} \mathfrak{a}^{-1} \leqq \mathfrak{a}^{-1}$. Hence $\left(\mathfrak{a}^{-1} \mathfrak{a}\right)^{-1} \leqq \mathfrak{o}$ and so by the preceding theorem $\mathfrak{a}^{-1} \mathfrak{a}=\mathbf{0}$.

We may now prove the important
Theorem 21. If $\mathfrak{a}$ is a right $\mathfrak{o}$-ideal contained in a two-sided $\mathfrak{o}$-ideal $\mathfrak{b}$, there exists an integral right o -ideal $\mathfrak{c}$ such that $\mathfrak{a}=\mathfrak{c b}$.

Since $\mathfrak{a} \leqq \mathfrak{b}, \mathfrak{c} \equiv \mathfrak{a} \mathfrak{b}^{-1} \leqq \mathfrak{b b}^{-1}=\mathfrak{o}$ and $\mathfrak{c}$ is an integral right $\mathfrak{o}$-ideal. Since $\mathfrak{b}^{-1} \mathfrak{b}=\mathfrak{o}, \mathfrak{c b}=\mathfrak{a} \mathfrak{b}^{-1} \mathfrak{b}=\mathfrak{a}$.

We may now carry over the discussion of 5 , Chapter 3 . We obtain then 1) the commutativity of multiplication of integral two-sided o-ideals and 2 ) the unique factorization of any integral two-sided ideal as a product of prime ideals. By Theorem 20 the two-sided o-ideals form a group $G(0)$ under multiplication with $\mathfrak{o}$ as the identity and $\mathfrak{a}^{-1}$ as the inverse of $\mathfrak{a}$. Now if $\mathfrak{a}$ is any two-sided o -ideal, there exists a regular element $a$ in $\mathfrak{o}$ such that $a \mathfrak{a} \leqq \mathfrak{D}$, or $(a \mathfrak{D}) \mathfrak{a} \leqq 0 .{ }^{9}$ The ideal $a_{0}$ contains an integral two-sided $\mathfrak{o}$-ideal $\mathfrak{b}$ and so $\mathfrak{b a}=\mathfrak{c} \leqq \mathfrak{o}$. Thus

[^34]$\mathfrak{a}=\mathfrak{b}^{-1} \mathfrak{c}$ where $\mathfrak{b}$ and $\mathfrak{c}$ are integral and $G(\mathfrak{o})$ is generated by the integral ideals contained in it. It follows, of course, that $G(\mathfrak{o})$ is commutative. Every a in $G(\mathfrak{p})$ has a unique representation in the form $\mathfrak{p}_{1}^{g_{1}} \cdots \mathfrak{p}_{s}^{g_{s}}$ where the $g_{i} \gtrless 0$ and the $\mathfrak{p}_{i}$ are distinct prime ideals. Hence we have proved the fundamental

Theorem 22. The two-sided d-ideals form a commutative group $G(\mathfrak{o})$ under multiplication. $G(\mathfrak{p})$ is a direct product of the infinite cyclic groups generated by the prime ideals of o .
7. The structure of $\mathfrak{o}-\mathfrak{a}$. Let $\mathfrak{a}=\mathfrak{p}_{1}^{e_{1}} \cdots \mathfrak{p}_{s}^{e_{s}}$ where the $\mathfrak{p}_{i}$ are distinct primes and the $e_{i}$ are $>0$. Then if we set $\mathfrak{a}_{i}=\mathfrak{a p}_{i}^{-e_{i}}$, we obtain $\mathfrak{o}=\mathfrak{a}_{1}+\cdots+\mathfrak{a}_{s}$ and $\mathfrak{a}_{i} \wedge\left(\mathfrak{a}_{1}+\cdots+\mathfrak{a}_{i-1}+\mathfrak{a}_{i+1}+\cdots+\mathfrak{a}_{s}\right)=\mathfrak{a}$. This follows directly from Theorem 21 and the unique factorization theorem. Hence $\mathfrak{o}-\mathfrak{a}=\bar{a}_{1} \oplus \cdots$ $\oplus \bar{a}_{s}$ where $\overline{\mathfrak{a}}_{i}=\mathfrak{a}_{i}-\mathfrak{a}$. We have the relation $\mathfrak{o}-\mathfrak{p}_{i}^{e_{i}}=\left(\mathfrak{a}_{i}+\mathfrak{p}_{i}^{e_{i}}\right)-\mathfrak{p}_{i}^{e_{i}} \cong$ $\mathfrak{a}_{i}-\left(\mathfrak{a}_{i} \wedge \mathfrak{p}_{i}^{e_{i}}\right)=\overline{\mathfrak{a}}_{i}$. We note also that if $\mathfrak{a}=\mathfrak{p}^{e}, \mathfrak{p}$ a prime, then $\overline{\mathfrak{o}}=\mathfrak{o}-\mathfrak{a}$ contains the nilpotent ideal $\overline{\mathfrak{p}}=\mathfrak{p}-\mathfrak{p}^{e}$ and $\overline{\mathfrak{p}}-\overline{\mathfrak{p}}$ is isomorphic to $\mathfrak{p}-\mathfrak{p}$ a simple ring. It follows that $\overline{\bar{p}}$ is the radical of $\overline{\bar{\delta}}$ and $\overline{\bar{o}}$ is a primary ring.

We wish to prove that for arbitrary $\mathfrak{a}, \mathfrak{p}-\mathfrak{a}$ is a principal ideal ring. Because of the direct sum decomposition it suffices to take $\mathfrak{a}=\mathfrak{p}^{e}$, and by Theorem 41 of Chapter 4 , our theorem will be proved if we show that the radical $\bar{p}=p-p^{e}$ of $\mathfrak{o}-\mathfrak{p}^{e}$ is a principal right ideal and a principal left ideal. Now the ideals of $\overline{\mathfrak{o}}$ have the form $\overline{\mathfrak{b}}=\mathfrak{b}-\mathfrak{p}^{e}$ when $\mathfrak{b}$ is an integral $\mathfrak{o}$-ideal containing $\mathfrak{p}^{e}$. Hence by Theorem 21 any right (left) ideal $\overline{\mathfrak{b}}$ of $\overline{\mathfrak{o}}$ that is contained in $\overline{\mathfrak{p}}$ has the form $\overline{\mathrm{c}}(\overline{\mathrm{p}} \overline{\mathrm{c}}$ ) where $\overline{\mathrm{c}}$ is a right (left) ideal. The theorem will therefore follow from

Theorem 23. Let $\mathfrak{D}$ be a primary ring and let $\mathfrak{B}$ be its radical. Then if every right (left) ideal of $\mathfrak{S}$ contained in $\mathfrak{P}$ may be written in the form $\mathfrak{C} \mathfrak{P}(\mathfrak{P} \mathfrak{S})$ where $\mathfrak{C}$ is a right (left) ideal, $\mathfrak{B}$ is a principal right (left) ideal.

We recall that $\mathfrak{D}$ is a matrix ring $\mathfrak{D}_{0 k}$ where $\mathfrak{D}_{0}$ is completely primary. The radical of $\mathfrak{S}_{0}$ is $\mathfrak{D}_{0} \wedge \mathfrak{B}=\mathfrak{B}_{0}$ and $\mathfrak{B}=\Sigma e_{i j} \mathfrak{B}_{0}$ if $e_{i j}$ form a matrix basis for $\mathfrak{S}=\Sigma e_{i j} \mathfrak{D}_{0}$. We suppose first that $\mathfrak{B}^{2}=0$. Let $w$ be an element $\neq 0$ in $\mathfrak{P}_{0}$ and consider the right ideal $w \mathfrak{O}$. Evidently $w \mathfrak{D} \leqq \mathfrak{B}$ and so $w \mathfrak{O}=\mathfrak{C P}$, $\mathfrak{C}$ a right ideal. Since $(\mathfrak{C}+\mathfrak{B}) \mathfrak{P}=\mathfrak{C} \mathfrak{F}$, we may suppose that $\mathfrak{C}>\mathfrak{B}$. Consider the simple ring $\overline{\mathfrak{O}}=\mathfrak{O}-\mathfrak{P}$ and the right ideal $\overline{\mathbb{C}}=$ $\mathfrak{C}-\mathfrak{B}$ in it. We know that $\overline{\mathbb{V}}$ has the form $\bar{u} \overline{\mathfrak{D}}$ where $\bar{u}$ is an idempotent element $\neq 0$. Now the cosets $\bar{e}_{i j}=e_{i j}+\mathfrak{B}$ form a matrix basis for $\overline{\mathcal{D}}$ and $\overline{\mathcal{D}}=$ $\Sigma \bar{e}_{i j} \overline{\mathfrak{D}}_{0}$ where $\overline{\mathfrak{D}}_{0}=\left(\mathfrak{S}_{0}+\mathfrak{P}\right)-\mathfrak{B}$ is a division ring isomorphic to $\mathfrak{D}_{0}-\mathfrak{B}_{0}$. It follows that there exists a regular element $\bar{q}$ in $\overline{\mathcal{V}}$ such that $\bar{u}=\bar{q}^{-1} \sum_{1}^{t} \bar{e}_{i i} \bar{q}$. Any element $q$ in the coset $\bar{q}$ is regular in $\mathfrak{D}$ and because of the form of $\overline{\mathbb{C}}, \mathbb{C}$ consists of the elements of the form $\left(q^{-1} e_{t} q\right) x+z$ where $x$ is in $\mathfrak{D}, z$ is in $\mathfrak{B}$ and $e_{t}=\sum_{1}^{t} e_{i i}$. Hence $w=\sum_{j} q^{-1} e_{t} y_{j}$ with $y_{j}$ in $\mathfrak{B}$ and $q w=\sum e_{t} y_{j}$. If we write $q=\Sigma e_{i j} q_{i j}, q_{i j}$ in $\mathfrak{S}_{0}$, this equation implies that $q_{i j} w=0$ for $i=t+1, \cdots, n$. Since every element of $\mathfrak{S}_{0}$ that is not a unit is contained in $\mathfrak{P}_{0}$, these $q_{i j}$ are in $\mathfrak{P}_{0}$. This contradicts the fact that $q$ is regular, unless $t=k$, i.e. $\bar{u}=\overline{1}$. Then
$\overline{\mathfrak{S}}=\mathfrak{D}, \mathfrak{C}=\mathfrak{D}$ and $\mathfrak{B}=w \mathfrak{D}$ is a principal right ideal. If $\mathfrak{Y}^{2} \neq 0$, we consider $\mathfrak{O}-\mathfrak{B}^{2}$ and note that it satisfies the hypothesis of the theorem. Moreover its radical $\mathfrak{B}^{*}=\mathfrak{B}-\mathfrak{B}^{2}$ satisfies $\mathfrak{B}^{*^{2}}=0$. Hence $\mathfrak{B}-\mathfrak{B}^{2}$ is principal. This implies that $\mathfrak{B}=w \mathfrak{O}+\mathfrak{B}^{2}$. Then $\mathfrak{B}^{2}=w \mathfrak{B}+\mathfrak{P}^{3}, \mathfrak{P}^{3}=w \mathfrak{B}^{2}+\mathfrak{B}^{4}, \cdots$ and so $\mathfrak{B}=w \mathfrak{S}$. In a like manner we prove that $\mathfrak{F}$ is a principal left ideal.

As we have seen, this implies
Theorem 24. If $\mathfrak{a}$ is an integral two-sided $\mathfrak{o}$-ideal, $\mathfrak{o}-\mathfrak{a}$ is a principal ideal ring.
8. Bounded $\mathfrak{o}$-modules. The preceding theorem enables us to obtain the structure of any finitely generated $\mathfrak{o}$-module $\mathfrak{M}$ that is bounded in the sense that its annihilating ideal contains a regular element. Then the annihilating ideal $\mathfrak{a}$ is an integral two-sided o-ideal and $\mathfrak{M}$ may be regarded as an $\overline{\mathrm{o}}$-module, $\overline{\mathrm{o}}=$ $\mathfrak{o}-\mathfrak{a}$. Since $\overline{\mathrm{o}}$ is a principal ideal ring satisfying the descending chain conditions for one-sided ideals, the results of 15-16, Chapter 4 are directly applicable. We obtain in this way that $\mathfrak{M}=\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{u}$ where $\mathfrak{M}_{i}$ is an indecomposable cyclic $\mathfrak{D}$-module (or $\overline{\mathrm{D}}$-module).

If we call the annihilating ideal $\mathfrak{a}$ the bound of $\mathfrak{M}$, then in order that $\mathfrak{M}$ be indecomposable it is necessary that its bound be a prime power. This follows directly from the decomposition of $\overline{\mathfrak{o}}=\mathfrak{0}-\mathfrak{a}$ as $\overline{\mathfrak{a}}_{1} \oplus \cdots \oplus \overline{\mathfrak{a}}_{s}$ where $\overline{\mathfrak{a}}_{i}=$ $\mathfrak{a}_{\mathfrak{i}}^{-e_{i}}-\mathfrak{a}$ and $\mathfrak{a}=\mathfrak{p}_{1}^{e_{1}} \cdots \mathfrak{p}_{s}^{e_{s}}$ is the decomposition of $\mathfrak{a}$ into powers of distinct prime ideals. Evidently if $\mathfrak{M}$ and $\mathfrak{R}$ are bounded and $\mathfrak{o}$-isomorphic, they have the same bound. On the other hand, if $\mathfrak{M}$ and $\mathfrak{M}$ are indecomposable and have the same bound $\mathfrak{p}^{e}$, then both of these modules may be regarded as ( $\mathfrak{o}-\mathfrak{p}^{e}$ )modules. Hence by 16 Chapter $4, \mathfrak{M}$ and $\mathfrak{P}$ are ( $\mathfrak{o}-\mathfrak{p}^{e}$ )-isomorphic. It follows that $\mathfrak{M}$ and $\mathfrak{M}$ are $\mathfrak{o}$-isomorphic. We recall also that an indecomposable bounded $\mathfrak{o}$-module $\mathfrak{M}$ has only one composition series and its length is the exponent $e$ of the prime $\mathfrak{p}$ in the bound $\mathfrak{p}^{e}$ of $\mathfrak{M}$. Any submodule and any difference module of $\mathfrak{M}$ are indecomposable. ${ }^{10}$

Now let $\mathfrak{M}$ be arbitrary and suppose that $\mathfrak{M}=\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{u}$ where the $\mathfrak{M}_{i}$ are indecomposable and $\neq 0$. If the bound of $\mathfrak{M}_{i}$ is $\mathfrak{p}_{i}^{e_{i}}, \mathfrak{p}_{i}$ a prime, then by the Krull-Schmidt Theorem we see that the ideals $\mathfrak{p}_{1}^{e_{1}}, \cdots$, $\mathfrak{p}_{u}^{e_{u}}$ are invariants of $\mathfrak{M}$. If $\mathfrak{M}$ and $\mathfrak{R}$ are two $\mathfrak{o}$-isomorphic bounded modules, then they have the same invariants. On the other hand, if $\mathfrak{M}$ and $\mathfrak{N}$ have the same invariants, we may suppose that the subscripts of the indecomposable components have been chosen so that $\mathfrak{M}_{i}$ and $\mathfrak{R}_{i}$ have the same bounds Then $\mathfrak{M}_{i}$ and $\mathfrak{R}_{i}$, and consequently $\mathfrak{M}$ and $\mathfrak{N}$, are $\mathfrak{n}$-isomorphic.

For the applications to ideal theory it is more convenient to deal with the dual decomposition of 0 as a direct intersection. Here we consider submodules $\mathfrak{M}_{i}^{\prime} \neq \mathfrak{M}$ such that $0=\mathfrak{M}_{1}^{\prime} \wedge \cdots \wedge \mathfrak{M}_{u}^{\prime}, \mathfrak{M}_{i}^{\prime}+\left(\mathfrak{M}_{1}^{\prime} \wedge \cdots \wedge \mathfrak{M}_{i-1}^{\prime} \wedge \mathfrak{M}_{i+1}^{\prime} \wedge\right.$ $\left.\cdots \wedge \mathfrak{M}_{u}^{\prime}\right)=\mathfrak{M}$ and $\mathfrak{M}-\mathfrak{M}_{i}^{\prime}$ is indecomposable. We recall that if $\mathfrak{M}=$ $\mathfrak{M}_{1} \oplus \cdots \oplus \mathfrak{M}_{u}$ where the $\mathfrak{M}_{i}$ are indecomposable, then we obtain a dual

[^35]decomposition of 0 by taking $\mathfrak{M}_{i}^{\prime}=\mathfrak{M}_{1}+\cdots+\mathfrak{M}_{i-1}+\mathfrak{M}_{i+1}+\cdots+\mathfrak{M}_{u}$. Conversely, any set of $\mathfrak{M}_{i}^{\prime}$ lead to a set of $\mathfrak{M}_{i}$ by means of the definition $\mathfrak{M}_{i}=$ $\mathfrak{M}_{1}^{\prime} \wedge \cdots \wedge \mathfrak{M}_{i-1}^{\prime} \wedge \mathfrak{M}_{i+1}^{\prime} \wedge \cdots \wedge \mathfrak{M}_{u}^{\prime}$. It follows from what we have shown that $\mathfrak{M}$ is completely determined in the sense of 0 -isomorphism by the bounds of the modules $\mathfrak{M}-\mathfrak{M}_{i}^{\prime}$ ( $\mathfrak{O}$-isomorphic to $\mathfrak{M}_{i}$ ) where the $\mathfrak{M}_{i}^{\prime}$ are the components of the dual decomposition.
9. Decomposition of integral o-ideals. The significance of the assumption that the integral right (left) o-ideals are bounded may now be seen. If $\mathfrak{b}$ is an integral right $\mathfrak{o}$-ideal, the boundedness of $\mathfrak{b}$ implies that the $\mathfrak{o}$-module $\mathfrak{M}=$ $\mathfrak{o}-\mathfrak{b}$ is bounded. For if $\mathfrak{a}$ is a two-sided $\mathfrak{o}$-ideal contained in $\mathfrak{b}, \mathfrak{a}$ is contained in the annihilator of $\mathfrak{M}$. The bound of $\mathfrak{M}$ is the join of all two-sided $\mathfrak{o}$-ideals contained in $\mathfrak{b}$. We shall refer to this $\mathfrak{o}$-ideal also as the (right) bound of $\mathfrak{b}$. A similar definition holds for the left bound of an integral left p -ideal.

Corresponding to the dual decomposition of $\mathfrak{M}=\mathfrak{0}-\mathfrak{b}$ we obtain right o-ideals $\mathfrak{a}_{i}(i=1, \cdots, u)$ such that

$$
\mathfrak{q}_{1} \wedge \cdots \wedge \mathfrak{q}_{u}=\mathfrak{b}, \quad \mathfrak{q}_{i}+\left(\mathfrak{q}_{1} \wedge \cdots \wedge \mathfrak{q}_{i-1} \wedge \mathfrak{q}_{i+1} \wedge \cdots \wedge \mathfrak{q}_{u}\right)=0
$$

or, if we use the customary notation [, ] for the intersection and (, ) for the join, then

$$
\begin{equation*}
\left[\mathfrak{q}_{1}, \cdots, \mathfrak{q}_{u}\right]=\mathfrak{b}, \quad\left(\mathfrak{q}_{i},\left[\mathfrak{q}_{1}, \cdots, \mathfrak{q}_{i-1}, \mathfrak{q}_{i+1}, \cdots, \mathfrak{q}_{u}\right]\right)=\mathfrak{o} \tag{1}
\end{equation*}
$$

The dual components of $\mathfrak{M}$ and $\mathfrak{M}_{i}^{\prime}=\mathfrak{q}_{i}-\mathfrak{b}$. Since $\mathfrak{M}-\mathfrak{M}_{i}^{\prime}$ is indecomposable, $\mathfrak{o}-\mathfrak{a}_{i}$, which is $\mathfrak{p}$-isomorphic to $(\mathfrak{o}-\mathfrak{b})-\left(\mathfrak{b}-\mathfrak{q}_{i}\right)=\mathfrak{M}-\mathfrak{M}_{i}^{\prime}$, is indecomposable. The bound of $\mathfrak{M z}-\mathfrak{M}_{i}^{\prime}$ is the bound of the ideal $\mathfrak{q}_{i}$. Evidently the converse also holds: Any decomposition of $\mathfrak{b}$ as a direct intersection of ideals (in the sense of equation (1)) such that $\mathfrak{o}-\mathfrak{q}_{i}$ are indecomposable $\mathfrak{o}$-modules yields a decomposition of 0 in $\mathfrak{M}=\mathfrak{o}-\mathfrak{b}$ as a direct intersection of submodules $\mathfrak{M}_{i}^{\prime}$ such that $\mathfrak{M}-\mathfrak{M}_{i}^{\prime}$ are indecomposable. It follows from the general theory that if $\overline{\mathfrak{b}}$ is a second integral right $\mathfrak{p}$-ideal and $\overline{\mathfrak{b}}=\left[\bar{q}_{1}, \bar{q}_{2}, \cdots\right.$ ] is a direct intersection such that the $\mathfrak{o}-\overline{\mathfrak{q}}_{i}$ are indecomposable, then a necessary and sufficient condition that $\mathfrak{p}-\mathfrak{b}$ and $\mathfrak{o}-\bar{b}$ be $\mathfrak{D}$-isomorphic is that the bounds $\bar{p}_{1}^{f_{1}}, \overline{\mathfrak{p}}_{2}^{f_{1}}, \ldots$ of $\bar{a}_{1}, \bar{q}_{2}, \cdots$ be the same (except for order) as those of $\mathfrak{q}_{1}, \mathfrak{q}_{2}, \cdots$. As in the case of principal ideal domains, we call $\mathfrak{b}$ and $\overline{\mathfrak{b}}$ (right) similar if $\mathfrak{o}-\mathfrak{b}$ and $\mathfrak{o}-\overline{\mathfrak{b}}$ are d -isomorphic. Then we have the following

Theorem 25. If $\mathfrak{b}=\left[\mathfrak{a}_{1}, \mathfrak{a}_{2}, \cdots\right]$ and $\overline{\mathfrak{b}}=\left[\overline{\mathfrak{q}}_{1}, \overline{\mathfrak{q}}_{2}, \cdots\right]$ are decompositions of the integral right $\mathfrak{0}$-ideals $\mathfrak{b}$ and $\overline{\mathfrak{b}}$ as direct intersections of ideals $\mathfrak{q}_{i}$ and $\overline{\mathfrak{q}}_{i}$ such that $\mathfrak{0}-\mathfrak{q}_{i}$ and $\mathfrak{0}-\overline{\mathfrak{q}}_{i}$ are indecomposable then a necessary and sufficient condition that $\mathfrak{b}$ and $\overline{\mathfrak{b}}$ be similar is that the aggregate of bounds of the $\mathfrak{q}_{i}$ be the same as that of the $\overline{\mathfrak{q}}_{i}$.
If $\mathfrak{a}=\mathfrak{p}_{1}^{e_{1}} \ldots \mathfrak{p}_{s}^{e_{s}}$ is an integral two-sided $\mathfrak{p}$-ideal and the $p_{i}$ are distinct primes, $\mathfrak{a}=\left[\mathfrak{p}_{1}^{e_{1}}, \cdots, p_{s}^{e_{s}}\right]$ and $\left(\mathfrak{p}_{i}^{e_{i}},\left[p_{1}^{e_{1}}, \cdots, \mathfrak{p}_{i-1}^{e_{i-1}}, \mathfrak{p}_{i+1}^{e_{i+1}}, \cdots\right]\right)=\mathfrak{o}$. Moreover if $\mathfrak{p}$ is a prime ideal, $\overline{\mathfrak{n}}=0-p^{e}$ is a primary ring whose radical is $\overline{\mathfrak{p}}=\mathfrak{p}-\mathfrak{p}^{e}$. Since $\overline{\mathfrak{o}}-\overline{\mathfrak{p}}=\mathfrak{b}_{k}$ where $\mathfrak{b}$ is a division ring and $k$ is the capacity of $\mathfrak{p}, \overline{\mathfrak{b}}$ is a direct
sum of $k$ isomorphic indecomposable right ideals. It follows that there are exactly $k$ ideals in any decomposition of $\mathfrak{p}^{c}$ as a direct intersection $\left[\mathfrak{q}_{1}, \mathfrak{q}_{2}, \cdots, \mathfrak{q}_{k}\right]$ where the $\mathfrak{o}-\mathfrak{q}_{i}$ are indecomposable, and all of the $\mathfrak{q}_{i}$ are similar. Thus the $\mathfrak{q}_{i}$ all have the same bound which is therefore $\mathfrak{p}^{c}$. Now in the general case of an arbitrary integral two-sided $\mathfrak{p}$-ideal $\mathfrak{a} \doteq \mathfrak{p}_{1}^{c_{1}} \cdots \mathfrak{p}_{s}^{e_{s}}$, wé obtain a decomposition of $\mathfrak{a}=\left[\mathfrak{p}_{1}^{e_{1}}, \cdots, \mathfrak{p}_{s}^{\boldsymbol{c}_{s}}\right]$ as a direct intersection by decomposing the $\mathfrak{p}_{i}^{e_{i}}$ in this way. Hence we have
Theorem 26. Let $\mathfrak{a}=\mathfrak{p}_{1}^{e_{1}} \cdots \mathfrak{p}_{s}^{e_{s}}$ be an integral two sided $\mathfrak{0}$-ideal and $\mathfrak{p}_{i}$ a prime of capacity $k_{i}, \mathfrak{p}_{i} \neq \mathfrak{p}_{j}$ if $i \neq j$. Then $\mathfrak{a}$ is a direct intersection $\left[\mathfrak{q}_{11}, \cdots, \mathfrak{q}_{k_{1} 1}\right.$; $\left.\cdots ; \mathfrak{q}_{1 s}, \cdots, \mathfrak{q}_{k_{s} s}\right]$ where the $\mathfrak{o}-\mathfrak{q}_{i j}$ are indecomposable, and for a fixed $j$ any pair $\mathfrak{q}_{i j}, \mathfrak{a}_{i^{\prime} j}$ are similar and have the bound $\mathfrak{p}_{j^{e}{ }^{i}}$.

As an immediate consequence of the theory of modules we have also
Theorem 27. If $\mathfrak{q}$ is an integral right D -ideal such that $\mathrm{p}-\mathrm{q}$ is indecomposable, then $\mathfrak{p}-\mathfrak{q}$ has only one composition series and its length is $e$ if the bound of $\mathfrak{q}$ is $\mathfrak{p}^{e}, \mathfrak{p}$ a prime. All the composition factors of $\mathfrak{p}-\mathfrak{q}$ are $\mathfrak{p}$-isomorphic. If $\mathfrak{q}^{\prime}$ is an integral right $\mathfrak{p}$-ideal containing $\mathfrak{q}, \mathfrak{p}-\mathfrak{q}^{\prime}$ is indecomposable.

From Theorems 26 and 27, we obtain the
Corollary. If $\mathfrak{p}$ is a prime ideal with capacity $k, p$ is a direct intersection $\left[\mathfrak{q}_{1}, \cdots, \mathfrak{q}_{k}\right]$ where the $\mathfrak{q}_{i}$ are maximal right $\mathfrak{p}$-ideals, are all similar and have $p$ for bound.
10. Normal ideals. In order to obtain a satisfactory factorization theory for one-sided ideals it is necessary to consider simultaneously all of the maximal orders $\mathfrak{o}$ equivalent to a fixed order. This important remark was made first by Brandt for orders in an algebra. From now on we assume that all the maximal orders satisfy conditions II, III and IV. It may be recalled that IV holds for all maximal orders if it holds for one of them.

Definition 4. An ideal $\mathfrak{a}_{i k}$ is called normal if both its left order $\mathfrak{o}_{i}$ and its right order $\mathrm{o}_{k}$ are maximal.

In the next two sections we shall develop a factorization theory for normal ideals. Here we establish the fact that this theory is valid for arbitrary right (left) o-ideals of a maximal order o by proving that any such ideal is normal.

Lemma 1. Let $\mathfrak{b}$ be an integral right $\mathfrak{o}$-ideal $\neq \mathfrak{o}$ having the bound $\mathfrak{p}$, a prime ideal. Then there exists an integral left o -ideal c with the (left) bound $\mathfrak{p}$ such that $\mathfrak{p}=\mathrm{cb}$.

Consider the right ideal $\mathfrak{b}-\mathfrak{p}=\overline{\mathfrak{b}}$ in the simple ring $\overline{\mathfrak{v}}=\mathfrak{o}-\mathfrak{p}$. Since $\overline{\mathfrak{b}} \neq \overline{\mathfrak{b}}$, the left ideal $\overline{\mathfrak{c}}$ of left annihilators of the elements of $\overline{\mathfrak{b}}$ is $\neq 0$. If $\mathfrak{c}$ is the integral left $\mathfrak{o}$-ideal corresponding to $\bar{c}$, then $\mathfrak{c} \neq \mathfrak{p}$ and $\mathfrak{p}^{2} \leqq \mathfrak{c b} \leqq \mathfrak{p}$. Since $\mathfrak{c b}$ is a two sided $\mathfrak{p}$-ideal, either $\mathfrak{c b}=\mathfrak{p}^{2}$ or $\mathfrak{c b}=\mathfrak{p}$. If the former equation holds, for each $y$ in $\mathfrak{c}$ we have $y \mathfrak{p} \leqq \mathfrak{p}^{2}$ and on multiplying by $\mathfrak{p}^{-1}, y \mathfrak{p} \leqq \mathfrak{p}$. This contradicts the fact that there exist $y$ 's in $\mathfrak{c}$ that are not in $\mathfrak{p}$. Hence $\mathfrak{c b}=\mathfrak{p}$.

Lemma 2. If $\mathfrak{b}$ is an integral right $\mathfrak{o}$-ideal properly contained in $\mathfrak{0}$, then $\mathfrak{b}^{-1}>0$.

Let $\mathfrak{q}$ be a maximal right $\mathfrak{o}$-ideal so that $\mathfrak{p}>\mathfrak{q}>\mathfrak{b}$. Then the bound $\mathfrak{p}$ of $\mathfrak{q}$ is prime. If $a$ is a regular element of $\mathfrak{p}, a_{0}=\mathfrak{c p}$ where $\mathfrak{c}$ is a right $\mathfrak{o}$-ideal. By the preceding lemma, $\mathfrak{p}=\mathfrak{b q}$ for a suitable left $\mathfrak{o}$-ideal $\mathfrak{d}$ containing $\mathfrak{p}$ but $\neq \mathfrak{p}$. Hence $a \mathfrak{D}=\operatorname{coq}, \mathfrak{D}=a^{-1} \mathcal{c b q}$ and so $a^{-1} \mathfrak{c d} \leqq \mathfrak{q}^{-1}$. If $\mathfrak{q}^{-1}=\mathfrak{o}, a^{-1} \mathfrak{c d} \leqq \mathfrak{o}, \mathfrak{c d} \leqq a \mathfrak{D}=$ $\mathfrak{c p}$ and $\mathfrak{c b p ^ { - 1 }} \leqq \mathfrak{c}$. Thus $\mathfrak{d} p^{-1}$ is contained in the maximal order $\mathfrak{o}$. It follows that $\mathfrak{d} \leqq\left(\mathfrak{p}^{-1}\right)^{-1}=\mathfrak{p}$. This contradiction shows that $\mathfrak{q}^{-1}>0$ and hence $\mathfrak{b}^{-1}>0$.

Lemma 3. If $\mathfrak{b}$ is a right $\mathfrak{0}$-ideal, o maximal, then $\mathfrak{b}^{-1}$ is normal.
Let $\mathfrak{o}^{\prime}$ be the left order of $\mathfrak{b}, \mathfrak{v}^{\prime \prime}$ the right order of $\mathfrak{b}^{-1}$ and $\mathfrak{o}^{*}$ any order containing $\mathfrak{o}^{\prime \prime}$. Clearly $\mathfrak{o}^{*} \geqq \mathfrak{o}^{\prime \prime} \geqq \mathfrak{o}^{\prime}$. Consider the set $\mathfrak{b}^{-1} \mathfrak{o}^{*} \mathfrak{b}$. Since $\left(\mathfrak{b}^{-1} \mathfrak{o}^{*} \mathfrak{b}\right)\left(\mathfrak{b}^{-1} \mathfrak{o}^{*} \mathfrak{b}\right)$ $\leqq \mathfrak{b}^{-1} \mathfrak{D}^{*} \mathfrak{D}^{\prime} \mathfrak{D}^{*} \mathfrak{b}=\mathfrak{b}^{-1} \mathfrak{o}^{*} \mathfrak{b}, \mathfrak{b}^{-1} \mathfrak{D}^{*} \mathfrak{b}$ is a subring of $\mathfrak{A}$. It contains $\mathfrak{o}$ since $\mathfrak{b}^{-1} \mathfrak{o}^{*} \mathfrak{b}$ $\geqq \mathfrak{b}^{-1} \mathfrak{b}=\mathfrak{o}$. Now if $a$ and $b$ are regular elements of $\mathfrak{b}^{-1}$ and $\mathfrak{b}$ respectively, $a \mathfrak{o}^{*} b \leqq \mathfrak{b}^{-1} \mathfrak{o}^{*} \mathfrak{b}$ and $b\left(\mathfrak{b}^{-1} \mathfrak{D}^{*} \mathfrak{b}\right) a \leqq \mathfrak{b b}^{-1} \mathfrak{o}^{*} \mathfrak{b b} \mathfrak{b}^{-1} \leqq \mathfrak{o}^{\prime} \mathfrak{o}^{*} \mathfrak{o}^{\prime}=\mathfrak{o}^{*}$. This shows that $\mathfrak{b}^{-1} \mathfrak{o}^{*} \mathfrak{b}$ is an order and so because of the maximality of $\mathfrak{o}, \mathfrak{b}^{-1} \cdot \mathfrak{D}^{*} \mathfrak{b}=\mathfrak{0}$. It follows that $\mathfrak{b}^{-1} \mathfrak{0}^{*} \leqq \mathfrak{b}^{-1}$ and since $\mathfrak{o}^{\prime \prime}$ is the right order of $\mathfrak{b}^{-1}, \mathfrak{o}^{*}=\mathfrak{o}^{\prime \prime}$. This proves that $\mathfrak{o}^{\prime \prime}$ is maximal and $\mathfrak{b}^{-1}$ is normal.

Theorem 28. If $\mathfrak{b}$ is a right (left) $\mathfrak{d}$-ideal and $\mathfrak{o}$ is maximal, then $\mathfrak{b}$ is normal.
First let $\mathfrak{b}$ be integral and let $\mathfrak{o}>\mathfrak{b}_{1}>\mathfrak{b}_{2}>\cdots>\mathfrak{b}_{m}=\mathfrak{b}$ be a chain of right $\mathfrak{o}$-ideals corresponding to a composition series for $\mathfrak{o}-\mathfrak{b}$. Now $\mathfrak{b}^{-1}>\mathfrak{0}$ and hence $\left(\mathfrak{b}^{-1}\right)^{-1}<\mathfrak{0}$. Since $\mathfrak{b}^{-1} \mathfrak{b b}^{-1}=\mathfrak{o b}^{-1}=\mathfrak{b}^{-1}, \mathfrak{b} \leqq\left(\mathfrak{b}^{-1}\right)^{-1}$. Hence if $m=1, \mathfrak{b}=\left(\mathfrak{b}^{-1}\right)^{-1}$ by the maximality of $\mathfrak{b}$. Then the theorem follows from Lemma 3. We assume now that the theorem holds for integral ideals $\mathfrak{b}^{\prime}$ for which the length of $\mathfrak{o}-\mathfrak{b}^{\prime}$ is less than $m$. Then $\mathfrak{b}_{m-1}$ is normal and if $\mathfrak{o}^{\prime}$ is the left order of $\mathfrak{b}_{m-1}, \mathfrak{o}^{\prime}$ is maximal and $\mathfrak{b}_{m-1} \mathfrak{b}_{m-1}^{-1}=\mathfrak{o}^{\prime}$. We wish to show that $\mathfrak{o}^{\prime}>\mathfrak{b}_{m} \mathfrak{b}_{m-1}^{-1}$ and that $\mathfrak{b}_{m} \mathfrak{b}_{m-1}^{-1}$ is maximal in $\mathfrak{o}^{\prime}$. Evidently $\mathfrak{o}^{\prime}=\mathfrak{b}_{m-1} \mathfrak{b}_{m-1}^{-1} \geqq$ $\mathfrak{b}_{m} \mathfrak{b}_{m-1}^{-1}$ and if $\mathfrak{0}^{\prime}=\mathfrak{b}_{m} \mathfrak{b}_{m-1}^{-1}, \mathfrak{0}^{\prime} \mathfrak{b}_{m-1}=\mathfrak{b}_{m} \mathfrak{b}_{m-1}^{-1} \mathfrak{b}_{m-1}=\mathfrak{b}_{m} \mathfrak{0}=\mathfrak{b}_{m}$ contrary to the inequality $\mathfrak{b}_{m-1}>\mathfrak{b}_{m}$. Next let $\mathfrak{c}$ be a right $\mathrm{o}^{\prime}$-ideal such that $\mathfrak{o}^{\prime}>\mathfrak{c} \geqq \mathfrak{b}_{m} \mathfrak{b}_{m-1}^{-1}$. Then $\mathfrak{o}^{\prime} \mathfrak{b}_{m-1}=\mathfrak{b}_{m-1} \geqq \mathfrak{c b}_{m-1} \geqq \mathfrak{b}_{m}$ and either $\mathfrak{b}_{m-1}=\mathfrak{c b}_{m-1}$ or $\mathfrak{c b}_{m-1}=\mathfrak{b}_{m}$. If $\mathfrak{b}_{m-1}=\mathfrak{c b}_{m-1}, \mathfrak{o}^{\prime}=\mathfrak{c o}^{\prime}=\mathfrak{c}$. Hence $\mathfrak{c b}_{m-1}=\mathfrak{b}_{m}$ and $\mathfrak{c}=\mathfrak{b}_{m} \mathfrak{b}_{m-1}^{-1}$. This proves that $\mathfrak{b}_{m} \mathfrak{b}_{m-1}^{-1}$ is a maximal right $\mathfrak{o}^{\prime}$-ideal contained in $\mathfrak{o}^{\prime}$ and by what we have shown, $\mathfrak{b}_{m} \mathfrak{h}_{m-1}^{-1}$ is normal. Since, as is readily seen, the left order of $\mathfrak{b}_{m} \mathfrak{b}_{m-1}^{-1}$ coincides.with that of $\mathfrak{b}_{m}, \mathfrak{b}_{m}=\mathfrak{b}$ is normal. If $\mathfrak{b}$ is not integral, there exists a regular element $a$ such that $a \mathfrak{b} \leqq \mathfrak{0}$. Since $a \mathfrak{b}$ is an integral right $\mathfrak{o}$-ideal, its left order is maximal. Now if $\mathfrak{o}^{*}$ is the left order of $\mathfrak{b}, a 0^{*} a^{-1}$ is the left order of $a \mathfrak{b}$. Since $a_{0}{ }^{*} a^{-1}$ is maximal, $\mathrm{o}^{*}$ is maximal.
11. Brandt's groupoid. In order to obtain an extension of Theorem 22 that is applicable to one-sided ideals we require the concept of a groupoid which we now define. A system $G$ is a groupoid if a product in $G$ is defined for certain pairs of its elements subject to the following conditions:

1. For each element $a_{i j}$, there exist uniquely determined elements $e_{i}$ and $e_{j}$ in $G$ such that the products $e_{i} a_{i j}$ and $a_{i j} e_{j}$ are defined and $e_{i} a_{i j}=a_{i j} e_{j}=a_{i j}$. These elements are respectively the left and the right unit of $a_{i j}$.
2. If $e$ is a unit for any element of $G$, then $e$ is its own left unit and hence its own right unit.
3. The product $a b$ is defined if and only if the right unit of $a$ is the left unit of $b$.
4. If $a b$ and $b c$ are defined, $(a b) c$ and $a(b c)$ are defined and $(a b) c=a(b c)$.
5. For any element $a_{i j}$ with the left unit $e_{i}$ and the right unit $e_{j}$ there exists an element $a_{i j}^{-1}$ with left unit $e_{j}$ and with right unit $e_{i}$ such that $a_{i j} a_{i j}^{-1}=e_{i}$ and $a_{i j}^{-1} a_{i j}=e_{j}$. We call $a_{i j}^{-1}$ the inverse of $a_{i j}$.
6. For any pair of units $e_{i}$ and $e_{j}$ there exists an element $a_{i j}$ having $e_{i}$ as left unit and $e_{j}$ as right unit. ${ }^{11}$

Example. Let $G_{0}$ be an arbitrary group and let $G$ be the set of $n \times n$ matrices ( $n$ finite or infinite) having one element in $G_{0}$ and the remaining elements 0 . We denote the matrix having the element $a$ of $G_{0}$ in its $i$-th row and $j$-th column by $a_{i j}$ and we define $a_{i j} b_{j k}=(a b)_{i k}$. It may be verified that $G$ is a groupoid. The units of $G$ are the elements $e_{i}=1_{i i}$ and the inverse of $a$ is $\left(a^{-1}\right)_{j^{i}}$.

In an arbitrary groupoid $G$ it is readily seen that the inverse $a^{-1}$ of an element $a$ is unique. We note also that $\left(\dot{a}^{-1}\right)^{-1}=a$ and if $a b$ is defined, $b^{-1} a^{-1}$ is defined and $(a b)^{-1}=b^{-1} a^{-1}$. If $a b$ is defined and $e$ is the left unit of $a$, then $e$ is the left unit of $a b$. For $e(a b)=(e a) b=a b$.

Let $e$ be a unit and let $G(e)$ denote the set of elements $a$ of $G$ that have $e$ as left unit and as right unit. It is readily verified that $G(e)$ is a group relative to the composition of $G$. If $e$ and $e^{\prime}$ are units and $c$ is an element having these respectively for left unit and right unit, then the mapping $x \rightarrow c^{-1} x c$ is an isomorphism between $G(e)$ and $G\left(e^{\prime}\right)$. If $G(e)$ is commutative, this isomorphism is independent of the choice of the element $c$. For if $d$ is a second element with left unit $e$ and right unit $e^{\prime}$, then $c d^{-1}$ is in $G(e)$. Hence $\left(c d^{-1}\right) x=x\left(c d^{-1}\right)$ for any $x$ in $G(e)$ and so $c^{-1} x c=d^{-1} x d$. In this case we call $x$ in $G(e)$ and $x^{\prime}=c^{-1} x c$ in $G\left(e^{\prime}\right)$ conjunctive.

We conisider now the set $G$ of normal ideals. Let $\mathfrak{a}$ and $\mathfrak{b}$ be normal and suppose that the left order of $\mathfrak{a}$ is $\mathfrak{o}^{\prime}$ and the right order of $\mathfrak{b}$ is $\mathfrak{o}$. Then there exist regular elements $a$ and $b$ such that $\mathfrak{a} \leqq \mathfrak{o}^{\prime} a$ and $\mathfrak{b} \leqq b \mathbf{0}$. Hence $\mathfrak{a b} \leqq$ $\mathrm{o}^{\prime} a b \mathrm{o}$ and since (Theorem 5) there exists a regular element $c$ such that $\mathrm{o}^{\prime} \leqq \mathrm{o} c$, $\mathfrak{a b} \leqq \mathfrak{o c a b o}$. We have seen that $\boldsymbol{o c a b o}$ is a two-sided d -ideal and so there exists a regular element $d$ such that $d \mathfrak{D} \geqq \mathfrak{o c a b o} \geqq \mathfrak{a b}$. This shows that $\mathfrak{a b}$ is a right $\mathfrak{o}$-ideal and in a similar manner we prove that $\mathfrak{a b}$ is a left $\mathfrak{o}^{\prime}$-ideal. Since $\mathfrak{o}$ and $\mathfrak{o}^{\prime}$ are maximal, the orders of $\mathfrak{a b}$ are $\mathfrak{o}^{\prime}$ and $\mathfrak{o}$ and so $\mathfrak{a b}$ is normal.

We define the product $\mathfrak{a b}$ of normal ideals $\mathfrak{a}$ and $\mathfrak{b}$ to be proper if for any pair of normal ideals $\mathfrak{a}^{\prime}, \mathfrak{b}^{\prime}$ such that $\mathfrak{a}^{\prime} \geqq \mathfrak{a}$ and $\mathfrak{b}^{\prime} \geqq \mathfrak{b}$ and either $\mathfrak{a}^{\prime}>\mathfrak{a}$ or $\mathfrak{b}^{\prime}>\mathfrak{b}$, we have $\mathfrak{a}^{\prime} \mathfrak{b}^{\prime}>\mathfrak{a b}$. We wish to show that $G$ is a groupoid relative to proper multiplication. Condition 1 holds for any normal $\mathfrak{a}_{i j}$ and its left and right orders $\mathfrak{o}_{i}$ and $\mathfrak{o}_{j}$. Condition 2 is evident. We consider 3 in the following

Lemma. If $\mathfrak{a}$ and $\mathfrak{b}$ are normal, $\mathfrak{a b}$ is a proper product if and only if the right order of $\mathfrak{a}$ is the left order of $\mathfrak{b}$.

[^36]Let $\mathfrak{o}$ be the right order of $\mathfrak{a}$ and $\mathfrak{o}^{\prime}$ the left order of $\mathfrak{b}$. If $\mathfrak{o}^{\prime} \neq \mathfrak{o}, \mathfrak{a} \boldsymbol{o}^{\prime}$ is a normal ideal properly containing $\mathfrak{a}$. Since $\left(\mathfrak{a}^{\prime}\right) \mathfrak{b}=\mathfrak{a}\left(\mathfrak{o}^{\prime} \mathfrak{b}\right)=\mathfrak{a} \mathfrak{b}$, $\mathfrak{a b}$ is not a proper product. Conversely suppose that $\mathfrak{o}=\mathfrak{o}^{\prime}$ and let $\mathfrak{a}^{\prime}$ be a normal ideal containing $\mathfrak{a}$ such that $\mathfrak{a b}=\mathfrak{a}^{\prime} \mathfrak{b}$. Then $\mathfrak{a}^{\prime} \mathfrak{b b} \mathfrak{b}^{-1}=\mathfrak{a b b}$ or $\mathfrak{a}^{\prime} \mathfrak{o}=\mathfrak{a} \mathfrak{o}=\mathfrak{a}$. Thus $\mathfrak{a} \geqq \mathfrak{a}^{\prime}$ and so $\mathfrak{a}^{\prime}=\mathfrak{a}$.

Condition 4 is now evident. If $\mathfrak{a}_{i j}$ is normal, we set $\mathfrak{a}_{j i}=\mathfrak{a}_{i j}^{-1}$ and we obtain 5 by Theorem 20 . If $\mathfrak{o}$ and $\mathfrak{o}^{\prime}$ are arbitrary orders, $\mathfrak{o}^{\prime} \mathfrak{o}$ is a normal ideal having $\mathfrak{o}^{\prime}$ and o as its orders. This proves 6 and hence

Theorem 29. The normal ideals form a groupoid $G$ with respect to the operation of proper multiplication. The maximal orders are the units of $G$ and the inverse ideal $\mathfrak{a}^{-1}$ is the inverse of $\mathfrak{a}$ in $G$.

We prove next the following extension of 6 .
Theorem 30. If $\mathfrak{o}$ and $\mathfrak{D}^{\prime}$ are maximal orders, $\left(\mathrm{oD}^{\prime}\right)^{-1}$ is an integral ideal with the right order D and the left order $\mathrm{o}^{\prime}$. The ideal $\left(\mathrm{od}^{\prime}\right)^{-1}$ contains every integral ideal $\mathfrak{a}$ that has o for right order and $\mathrm{o}^{\prime}$ for left order.

Since $O 0^{\prime}$ is normal, $\left(00^{\prime}\right)^{-1}$ is normal and has the left order $D^{\prime}$ and the right order $\mathfrak{o}$. Since $\mathrm{o} \geqq\left(00^{\prime}\right)\left(00^{\prime}\right)^{-1} \geqq\left(00^{\prime}\right)^{-1}$, $\left(00^{\prime}\right)^{-1}$ is integral. Now let $\mathfrak{a}$ be any integral ideal with the right order $\mathfrak{o}$ and the left order $\mathfrak{o}^{\prime}$. Then $\boldsymbol{o b}^{\prime} \mathfrak{a} \leqq \mathfrak{o a} \leqq \mathfrak{o}$ and so $\mathfrak{a} \leqq\left(\boldsymbol{D o D}^{\prime}\right)^{-1}$.

The ideal ( $\left.\mathrm{OD}^{\prime}\right)^{-1}$ is called the distance ideal from oto $\mathrm{o}^{\prime}$.
We recall that the group $G(\mathbf{0})$ of two-sided $\mathfrak{o}$-ideals is commutative. Hence if $\mathfrak{c}$ is an ideal with left order $\mathfrak{o}$ and right order $\mathfrak{o}^{\prime}$, the mapping $\mathfrak{a} \rightarrow \mathfrak{c}^{-1} \mathfrak{a c}=\mathfrak{a}^{\prime}$ is an isomorphism between $G(\mathbf{0})$ and $G\left(\mathfrak{p}^{\prime}\right)$ independent of $\mathbf{c}$. As in the case of an abstract groupoid, we call $\mathfrak{a}$ and $\mathfrak{a}^{\prime}$ conjunctive. Evidently $\mathfrak{a}$ is a prime $\mathfrak{p}$ or a prime power $\mathfrak{p}^{e}$ if and only if $\mathfrak{a}^{\prime}=\mathfrak{p}^{\prime}$ or $\mathfrak{p}^{\prime e}, \mathfrak{p}^{\prime}$ a prime of $\mathfrak{p}^{\prime}$.
12. Necessity of conditions I-IV. Let $\mathfrak{N}$ be a ring with an identity in which every regular element has an inverse, and suppose that $G$ is a set of additive subgroups $\mathfrak{a}, \mathfrak{b}, \cdots$ of $\mathfrak{U}$ that form a groupoid relative to a composition that coincides with ordinary multiplication ${ }^{12}$ of additive subgroups when it is defined. We assume the following conditions:

1. Every $\mathfrak{a}$ in $G$ contains a regular element.
2. Every unit 0 of $G$ is an order in $\mathfrak{A}$.
3. For each unit 0 in $G$, every integral right (left) 0 -ideal is in $G$ and has 0 as its right (left) unit.
4. For any pair of units $\mathfrak{o}$ and $\mathfrak{o}^{\prime}$ there is an $\mathfrak{a}$ contained in $\mathfrak{o} \wedge \mathfrak{o}^{\prime}$ having $\mathfrak{o}$ as its right unit and $\mathfrak{o}^{\prime}$ as its left unit.
We note then that if $\mathfrak{a}$ is in $G$ and $\mathfrak{o}$ is its right (left) unit, $\mathfrak{a}$ is a right (left) $\mathfrak{d}$-ideal. For $\mathfrak{a}$ is a right $\mathfrak{d}$-module and if $a$ is a regular element in $\mathfrak{a}, \mathfrak{a}$ contains $a_{0}$. Since $\mathfrak{a}^{-1} \mathfrak{a}=\mathfrak{o}, b^{-1} \mathfrak{a} \leqq 0$ if $b^{-1}$ is a regular element in $\mathfrak{a}^{-1}$ and so $\mathfrak{a} \leqq b \mathbf{o}$.

Theorem 31 (Asano). If the above conditions 1-4 hold, then the units of $G$ form a set of equivalent orders satisfying conditions I-IV. The set of units of $G$

[^37]includes all the maximal orders equivalent to these orders. The groupoid $G$ consists of the normal ideals relative to these orders with the groupoid composition as proper multiplication.

Equivalence. Let $\mathfrak{o}$ and $\mathfrak{o}^{\prime}$ be two units of $G$ and let $\mathfrak{a}$ be an ideal having $\mathfrak{o}$ as right unit and $\mathfrak{o}^{\prime}$ as left unit. Then $\mathfrak{0}^{\prime}=\mathfrak{a v a}{ }^{-1} \geqq a \mathfrak{v} b$ if $a$ is regular in $\mathfrak{a}$ and $b$ is regular in $\mathfrak{a}^{-1}$. Similarly, $\mathfrak{o} \geqq c^{\prime} d$ for suitable regular $c$ and $d$.

Boundedness of integral ideals. If $a$ is in $\mathfrak{D}, a_{0}$ is integral and hence belongs to $G$. Let $\mathfrak{o}^{\prime}$ be the left unit of $a_{0}$ in $G$ and let $\mathfrak{a}$ be an ideal contained in $\mathfrak{0} \wedge \mathfrak{D}^{\prime}$ and having o as its left unit and $\mathfrak{o}^{\prime}$ as its right unit. Then $a_{0}=\mathfrak{o}^{\prime}(a \mathfrak{0}) \geqq \mathfrak{a}(a \mathfrak{0})$ a two-sided 0 -ideal belonging to $G$.

Maximality. Suppose that o is a unit in $G$ and that $\mathrm{o}^{*}$ is an order equivalent to $\mathfrak{o}$ and containing $\mathfrak{o}$. Then there exist elements $a$ and $b$ such that $\mathrm{o}^{*} \leqq a \mathfrak{0} b$. If $b=d c^{-1}$ with $d$ and $c$ in $\mathfrak{o}, \mathfrak{D}^{*} \leqq a \mathcal{D}^{-1}$. We have seen that $\mathfrak{o c}$ contains an integral right ideal $g o$ and so $g^{-1} o c \geqq 0$ and $g^{-1} \mathfrak{o} \geqq \mathcal{o c}^{-1}$. Hence $\mathfrak{o}^{*} \leqq a 0 c^{-1} \leqq$ $a g^{-1} \mathrm{o}$. Thus if $h^{-1}=a g^{-1}, h 0^{*}$ is contained in 0 and is therefore an integral right o-ideal. By 3, $h 0^{*}$ is in $G$ and has $\mathfrak{o}$ as its right unit. If $\mathfrak{a}$ denotes the inverse of $h \mathfrak{o}^{*}$ in $G$, then $\mathfrak{a} h 0^{*}=0$. Since $\left(0^{*}\right)^{2}=0^{*}$, this implies that $\mathfrak{o o}^{*}=0$ and $\mathfrak{o}^{*} \leqq 0$. Hence $\mathrm{o}^{*}=0$.

Ascending chain condition. Let $\mathfrak{a}_{1} \leqq \mathfrak{a}_{2} \leqq \cdots$ be an ascending chain of integral right $\mathfrak{p}$-ideals. The join $\mathfrak{a}$ of the $\mathfrak{a}_{i}$ is an integral right $\mathfrak{o}$-ideal and hence belongs to $G$. We have $\mathfrak{a}_{1} \mathfrak{a}^{-1} \leqq \mathfrak{a}_{2} \mathfrak{a}^{-1} \leqq \cdots \leqq \mathfrak{a} \mathfrak{a}^{-1}=\mathfrak{o}^{\prime}$ the left unit of $\mathfrak{a}$. The join of the $\mathfrak{a}_{i} \mathfrak{a}^{-1}$ is $\mathfrak{o}^{\prime}$. Since 1 is in $\mathfrak{o}^{\prime}$, it is contained in one of the $\mathfrak{a}_{i} \mathfrak{a}^{-1}$, say $\mathfrak{a}_{m} a^{-1}$. Then $\mathfrak{o}^{\prime}=\mathfrak{a}_{m} \mathfrak{a}^{-1}=\mathfrak{a}_{m+1} \mathfrak{a}^{-1}=\cdots$. By multiplying by $\mathfrak{a}$ we obtain $\mathfrak{a}_{m}=\mathfrak{a}_{m+1}=\cdots$.
Restricted descending chain condition. Let $\mathfrak{b}_{1} \geqq \mathfrak{b}_{2} \geqq \cdots$ be a descending chain of integral right $\mathfrak{o}$-ideals all containing the two-sided $\mathfrak{o}$-ideal $\mathfrak{a}$. The $\mathfrak{b}_{i}$ and $\mathfrak{a}$ are in $G$ and we have the relation $\mathfrak{o} \geqq \mathfrak{b}_{1}^{-1} \mathfrak{b}_{2}$. Hence $\mathfrak{b}_{2}^{-1}=\mathfrak{o b}_{2}^{-1} \geqq \mathfrak{b}_{1}^{-1} \mathfrak{o}^{\prime}$ $\geqq \mathfrak{b}_{1}^{-1}$ if $\mathfrak{o}^{\prime}$ is the left unit of $\mathfrak{b}_{2}$. Thus $\mathfrak{b}_{1}^{-1} \leqq \mathfrak{b}_{2}^{-1} \leqq \cdots \leqq \mathfrak{a}^{-1}$ and $\mathfrak{a} \mathfrak{b}_{1}^{-1} \leqq$ $\mathfrak{a b} \mathfrak{b}_{2}^{-1} \leqq \cdots$ is an ascending chain of integral left $\mathfrak{d}$-ideals. It follows that $\mathfrak{a b} \mathfrak{b}_{m}^{-1}=$ $\mathfrak{a} \mathfrak{b}_{m+1}^{-1}=\cdots$ for a suitable index $m$ and hence $\mathfrak{b}_{m}^{-1}=\mathfrak{b}_{m+1}^{-1}=\cdots$ and $\mathfrak{b}_{m}=$ $\mathfrak{b}_{m+1}=\cdots$.

Now since any integral o-ideal is bounded and 0 is maximal, any o-ideal is bounded. Hence each unit $\mathfrak{o}$ satisfies the conditions I-IV. If $\mathfrak{a}$ is any element in $G, \mathfrak{a}$ is an ideal relative to its units and since the latter are maximal, they are the orders of $\mathfrak{a}$. It follows that the inverse of $\mathfrak{a}$ in $G$ is the ordinary inverse ideal. Hence the operations in $G$ are the ones previously defined. It remains to show that every maximal order $\mathfrak{o}^{\prime}$ equivalent to an $\mathfrak{o}$ in $G$ is in $G$ and every normal ideal having orders in $G$ is in $G$. Let $\mathfrak{o}^{\prime}$ be maximal and suppose that $\mathfrak{o}^{\prime} \leqq a \mathfrak{0} b$. Then $\mathfrak{o o}^{\prime} \leqq \mathfrak{o} a 0 b \leqq \mathfrak{o c}$ for a suitable $c$ and so $\mathfrak{o o}^{\prime}$ is a left $\mathfrak{o}$-ideal. Its orders are evidently the maximal orders $\mathfrak{o}$ and $\mathfrak{o}^{\prime}$. Since the inverse ideal $\left(\mathrm{OO}^{\prime}\right)^{-1}$ is the set of $x$ 's such that $\left(\mathrm{oD}^{\prime}\right) x \leqq \mathrm{o},\left(\mathrm{OO}^{\prime}\right)^{-1}$ is contained in $\mathfrak{o}$. It follows that ( $\left.\mathbf{o o}^{\prime}\right)^{-1}$ belongs to $G$ and since its left unit in $G$ is its left order, $\mathfrak{o}^{\prime}$ is in $G$. Finally, let $\mathfrak{b}$ be any right $\mathfrak{o}$-ideal, $\mathfrak{o}$ in $G$ and let $\mathfrak{a}$ be a two-sided $\mathfrak{o}$-ideal contained in $\mathfrak{b}$. Since $\mathfrak{a}=\mathfrak{a}_{1} a_{2}^{-1}$ where $\mathfrak{a}_{1}$ and $\mathfrak{a}_{2}$ are integral two-sided $\mathfrak{o}$-ideals, $\mathfrak{a}$ is in $G$. Now $\mathfrak{c}=\mathfrak{b}^{-1} \mathfrak{a}$ is contained in $\mathfrak{o}$ and hence belongs to $G$. Hence $\mathfrak{b}^{-1}=\mathfrak{c a}^{-1}$ is in $G$ and $\mathfrak{b}=\left(\mathfrak{b}^{-1}\right)^{-1}$ is in $G$.

Example. We let o be a principal ideal domain and $\mathfrak{A}$, its quotient ring. Consider the set $G$ of additive subgroups of the form $a 0 b, a$ and $b \neq 0$. If $x$ is an element of $\mathfrak{A}$ such that $(a \mathfrak{o b}) x=a \mathrm{o} b,(\mathrm{ob}) x \leqq \mathfrak{o b}$ and $b x=y b, y$ in $\mathfrak{o}$. Hence $x$ is in $b^{-1} \mathrm{o} b$ and, conversely, if $x$ is any element in $b^{-1} \mathrm{o} b,(a \mathrm{o} b) x \leqq a 0 b$. It follows that if $a \mathrm{o} b=a^{\prime} \mathrm{o} b^{\prime}, b^{-1} \mathrm{o} b=\left(b^{\prime}\right)^{-1} \mathrm{o} b^{\prime}$. Hence if we specify that $b^{-1} \mathrm{o} b$ is the "right unit" of $a 0 b, b^{-1} 0 b$ is uniquely determined in $G$. Similarly if we define $a \mathfrak{0} a^{-1}$ to be the "left unit" of $\mathfrak{a}=a 0 b$, this element does not depend on the choice of $a$ in the representation of $\mathfrak{a}$. We consider only those products ( $a \mathrm{o} b)(c \mathrm{D} d)$ where the right order $b^{-1} \mathrm{o} b$ of $a \mathrm{ob}$ is the same as the left order $\operatorname{coc}^{-1}$ of $c \mathrm{od}$. Then $b c \mathfrak{o}=\mathfrak{o b c}$ and $(a \mathrm{o} b)(c \mathrm{o} d)=a b c o d$ is in $\dot{G}$. The set $b^{-1} \mathfrak{o} a^{-1}$ may be characterized as the totality of elements $x$ such that $\left(a_{0} b\right) x$ is in the left order $a 0 a^{-1}$. Hence if we define $(a \mathrm{o} b)^{-1}$ as $b^{-1} \mathrm{o} a^{-1}$, this element is uniquely determined by $a \mathrm{ob}$ and satisfies $(a 0 b)(a 0 b)^{-1}=a \mathrm{o} a^{-1},(a 0 b)^{-1}(a 0 b)=b^{-1} \mathrm{o} b$. Every right or left $a^{-1} \mathrm{o} a$-ideal (integral or not) is principal and hence belongs to $G$. Finally for any pair of units $a^{-1} \mathfrak{o} a$ and $b^{-1} \mathfrak{o b}$ in $G$ there is an element $b^{-1} \mathfrak{o} a$ having these respectively as right and left units. Thus $G$ is a groupoid that satisfies conditions 1,2 and 3 . We show now that if every integral $\mathfrak{o}$-ideal is bounded, the condition 4 hoĺds. In this case if $a=b c^{-1}, b, c$ in $\mathfrak{o}$, is any element in $\mathfrak{A}$, there is an element $c^{*}$ in $\mathfrak{o}$ such that $c^{*} \mathfrak{o}=\mathfrak{o} c^{*}$ and $c^{-1} c^{*}$ is in $\mathfrak{o}$. This is clear since $c \mathbb{D}$ contains a two-sided $\mathfrak{o}$-ideal $c^{*} \mathfrak{o}=\mathfrak{o} c^{*}$ and so $c^{*}=c c^{\prime}, c^{\prime}$ in $\mathfrak{o}$ and $c^{-1} c^{*}=c^{\prime}$. It follows that $a \mathfrak{D} c^{*}=a c^{*} \mathfrak{0}$ is integral and has $a \mathfrak{0} a^{-1}$ as its left order and $\mathfrak{D}$ as its right order. Since the order $b^{-1} \mathrm{o} b$ is isomorphic to $\mathfrak{o}$, it satisfies the same conditions as $\mathfrak{o}$ and so by a similar argument we may show that for any pair of orders $a^{-1} \mathrm{o} a$ and $b^{-1} \mathrm{o} b$ there is an $a^{-1} \mathrm{v} a$-left, $b^{-1} \mathrm{o} b$-right ideal contained in these orders. This shows that the present discussion is applicable directly to the principal ideal domains in which every integral ideal is bounded.
13. Factorization of normal ideals. We consider now the question of factorization of the integral elements of the groupoid $G$. If $\mathfrak{o}_{i}$ and $\mathfrak{o}_{j}$ are maximal orders in $G$, we denote the normal ideals having $\mathfrak{o}_{i}$ as left order and $\mathfrak{o}_{j}$ as right order by $\mathfrak{a}_{i j}, \mathfrak{b}_{i j}, \cdots$. The following is the fundamental lemma.

Lemma. A necessary and sufficient condition that $\mathfrak{b}_{k j} \geqq \mathfrak{a}_{i j}\left(\mathfrak{b}_{j k} \geqq \mathfrak{a}_{j i}\right)$ is that $\mathfrak{a}_{i j}=\mathfrak{c}_{i k} \mathfrak{b}_{k j}\left(\mathfrak{a}_{j i}=\mathfrak{b}_{j k} \mathfrak{c}_{k i}\right)$ where $\mathfrak{c}_{i k}\left(\mathfrak{c}_{k i}\right)$ is integral. Equality holds if and only if $\mathfrak{c}_{i k}=\mathfrak{o}_{i}\left(\mathfrak{c}_{k i}=\mathfrak{o}_{k}\right)$.

If $\mathfrak{a}_{i j}=\mathfrak{c}_{i k} \mathfrak{b}_{k j}$ with $\mathfrak{c}_{i k}$ in $\mathfrak{o}_{k}$, then $\mathfrak{a}_{i j} \leqq \mathfrak{b}_{k j}$. By the preceding lemma, $\mathfrak{a}_{i j}=\mathfrak{b}_{k j}$ only if $k \doteq i$ and $\mathfrak{c}_{i k}=\mathfrak{o}_{i}$. Conversely if $\mathfrak{b}_{k j} \geqq \mathfrak{a}_{i j}, \mathfrak{a}_{i j}=\mathfrak{a}_{i j} \mathfrak{b}_{k j}^{-1} \mathfrak{b}_{k j}=\mathfrak{c}_{i k} \mathfrak{b}_{k j}$ where $\mathfrak{c}_{i k}=\mathfrak{a}_{i j} \mathfrak{b}_{k j}^{-1}$. Then $\mathfrak{c}_{i k} \leqq \mathfrak{a}_{i j} \mathfrak{a}_{k j}^{-1}=\mathfrak{o}_{i}$ and so $\mathfrak{c}_{i k}$ is integral. ${ }^{13}$

Suppose that $\mathfrak{a}_{i j}$ is integral and properly contained in $\mathfrak{o}_{j}$. Let $\mathfrak{o}_{j}>\mathfrak{a}_{i_{1} j}>$ $\mathfrak{a}_{i_{2} j}>\cdots>\mathfrak{a}_{i_{m i}}=\mathfrak{a}_{i j}$ be a chain of integral right $\mathfrak{o}_{j}$-ideals corresponding to a composition series for $\mathfrak{o}_{j}-\mathfrak{a}_{i j}$. The composition factors of the series are then $\mathfrak{o}_{j}$-isomorphic to the modules $\mathfrak{a}_{i_{k-1} j}-\mathfrak{a}_{i_{k} i}$. By the lemma, we have $\mathfrak{a}_{i_{k} j}=$ $\mathfrak{p}_{i_{k} i_{k-1}} \mathfrak{a}_{i_{k-1} j}$ and hence $\mathfrak{a}_{i j}=\mathfrak{p}_{i i_{m-1}} \mathfrak{p}_{i_{m-1} i_{m-2}} \cdots \mathfrak{p}_{i_{1} j}\left(\mathfrak{p}_{i_{1} j}=\mathfrak{a}_{i_{1} j}\right)$. The integral ideals $\mathfrak{p}_{i_{k} i_{k-1}}$ are maximal in their orders. For otherwise $\mathfrak{p}_{i_{k} i_{k-1}}=\mathfrak{r}_{i_{k} \mid \boldsymbol{b}}^{\boldsymbol{b}_{k-1}}$

[^38]where $\mathfrak{r}_{i_{k} l}$ is integral and $\neq \mathfrak{o}_{i_{k}}$ and $\mathcal{B}_{i_{k-1}}$ is integral and $\neq \mathfrak{o}_{i_{k-1}}$. Then $\mathfrak{a}_{i_{k-1} j}>$ $\mathbb{B}_{l i_{k-1}} \mathfrak{a}_{i_{k-1} j}>\mathfrak{a}_{i_{k j}}$ contrary to the irreducibility of $\mathfrak{a}_{i_{k-1} j}-\mathfrak{a}_{i_{k} j}$. It follows that the bound of $\mathfrak{p}_{i_{k} i_{k-1}}$ in $\mathfrak{o}_{i_{k-1}}$ (left bound in $\mathfrak{o}_{i_{k}}$ ) is a prime ideal. It is also clear that we may retrace our steps in the above argument: If $\mathfrak{a}_{i j}=$ $\mathfrak{p}_{i_{m-1}} \mathfrak{p}_{i_{m-1} i_{m-2}} \cdots \mathfrak{p}_{i_{1} j}$ is any factorization of $\mathfrak{a}_{i j}$ into maximal integral ideals $\mathfrak{p}_{i_{k} i_{k-1}}$, then $\mathfrak{o}_{j}>\mathfrak{p}_{i_{1} j}>\mathfrak{p}_{i_{2} i_{1}} \mathfrak{p}_{i_{1} j}>\cdots>\mathfrak{a}_{i j}$ corresponds to a composition series for $\mathfrak{o}_{j}-\mathfrak{a}_{i j}$.

In order to discuss the relation between different factorizations of $\mathfrak{a}_{i j}$ we require an extension of the concept of isomorphism that is applicable to modules relative to different orders of $\mathfrak{A}$. Let $\mathfrak{M}_{j}$ and $\mathfrak{M}_{k}$ be respectively $\mathfrak{o}_{j}^{-}$and $\mathfrak{o}_{k^{-}}$ modules that are finitely generated and bounded. Then we shall say that $\mathfrak{M}_{j}$ and $\mathfrak{M}_{k}$ are conjunctive if the invariants of $\mathfrak{M}_{j}$ and $\mathfrak{M}_{k}$ may be paired into conjunctive pairs. If $j=k$, this is equivalent by 8 to ordinary isomorphism.

Theorem 32. If $\mathfrak{c}_{i j}$ is an integral ideal and $\mathfrak{b}_{j k}$ is any ideal, then $\mathfrak{M}_{j}=\mathfrak{o}_{j}-\mathfrak{c}_{i j}$ and $\mathfrak{M}_{k}=\mathfrak{b}_{j k}-\mathfrak{c}_{i j} \mathfrak{b}_{j k}$ are conjunctive.

We note first that these modules are lattice isomorphic. For any submodule of $\mathfrak{M}_{j}$ corresponds to an ideal $\mathfrak{D}_{l j}$ such that $\mathfrak{D}_{j} \geqq \mathfrak{D}_{l j} \geqq \mathfrak{c}_{i j}$. Then $\mathfrak{b}_{j k} \geqq \mathfrak{d}_{l j} \mathfrak{b}_{j k} \geqq$ $\mathfrak{c}_{i j} \mathfrak{b}_{j k}$ and by multiplying by $\mathfrak{b}_{i k}^{-1}$ we see that equality holds in the second set of equations only if it holds in the first set. Moreover, any submodule of $\mathfrak{M}_{k}$ has the form $\mathfrak{u}_{l k}-\mathfrak{c}_{i j} \mathfrak{b}_{j k}$ where $\mathfrak{u}_{l k}$ is an $\mathfrak{o}_{k}$-module contained in $\mathfrak{b}_{j k}$. It follows that $\mathfrak{u}_{l k}$ is a right $\mathfrak{o}_{k}$-ideal and hence is normal. Then by the lemma, $\mathfrak{u}_{l k}=\mathfrak{d}_{l j} \mathfrak{b}_{j k}$ where $\mathfrak{D}_{l j}$ is integral. Thus our correspondence between the submodules of $\mathfrak{M}_{j}$ and those of $\mathfrak{M}_{k}$ is $(1-1)$ and, since it preserves order, it is a lattice isomorphism. If $\mathfrak{c}_{j j}$ is the bound of $\mathfrak{M}_{j}$, it is readily seen that the bound of $\mathfrak{M}_{k}$ is the conjunctive ideal $\mathfrak{c}_{k k}=\mathfrak{b}_{j k}^{-1} \mathfrak{c}_{j j} \mathfrak{b}_{j k}$. Hence if we decompose $\mathfrak{c}_{i j}$ as a direct intersection $\left[\mathfrak{c}_{i_{1}}, \cdots\right.$, $\left.\mathfrak{c}_{i_{g} j}\right]$ of $\mathfrak{o}_{j}$-right ideals such that $\mathfrak{o}_{j}-\mathfrak{c}_{i_{r j} j}$ is indecomposable, then the bound of $\mathfrak{o}_{j}-\mathfrak{c}_{i_{r j}}$ is conjunctive to that of $\mathfrak{b}_{j k}-\mathfrak{c}_{i_{r j}} \mathfrak{b}_{j k}$. We recall that the bounds of the $\mathfrak{o}_{j}-\mathfrak{c}_{i_{r j}}$ are the invariants of $\mathfrak{M}_{j}$. On the other hand by the lattice isomorphism, 0 in $\mathfrak{M}_{k}$ is a direct intersection of the modules $\mathfrak{M}_{k}^{(r)}=\mathfrak{c}_{i_{r} \mathfrak{j}} \mathfrak{b}_{j k}$ $\mathfrak{c}_{i j} \mathfrak{b}_{j k}$ and the difference modules $\mathfrak{M}_{k}-\mathfrak{M}_{k}^{(r)}$ are indecomposable. Since $\mathfrak{M}_{k}-$ $\mathfrak{M}_{k}^{(r)}$ is isomorphic to $\mathfrak{b}_{j k}-\mathfrak{c}_{i_{r j}} \mathfrak{b}_{j k}$, its bound is conjunctive to that of $\mathfrak{o}_{j}-\mathfrak{c}_{i_{r j}}$ and so the invariants of $\mathfrak{M}_{j}$ are conjunctive to those of $\mathfrak{M}_{k}$.

Of course a like discussion may be made for left modules. Now we shall call the integral ideals $\mathfrak{b}_{i j}$ and $\mathfrak{c}_{k l}$ right similar (left similar) if the module $\mathfrak{o}_{j}-\mathfrak{b}_{i j}$ (left module $\left.\mathfrak{o}_{i}-\mathfrak{b}_{i j}\right)$ is conjunctive to $\mathfrak{o}_{l}-\mathfrak{c}_{k l}\left(\mathfrak{o}_{k}-\mathfrak{c}_{k l}\right)$. In the next section we shall show that two ideals are right similar if and only if they are left similar. We may therefore drop the modifiers "right" and "left" in these terms. We now state the fundamental factorization theorem.

Theorem 33. Any integral ideal $\mathfrak{a}_{i j}$ may be factored as a product $\mathfrak{p}_{i i_{m-1}} \mathfrak{p}_{i_{m-1} i_{m-2}} \cdots \mathfrak{p}_{i_{1 j} j}$ of maximal integral ideals. If $\mathfrak{a}_{i j}=\mathfrak{p}_{i_{n-1}}^{\prime} \mathfrak{p}_{k_{n-1} k_{n-2}}^{\prime} \cdots \mathfrak{p}_{k_{1} j}^{\prime}$ is a second factorization of this type, then the number of factors $n=m$ and the $\mathfrak{p}$ 's and $\mathfrak{p}$ 's may be paired into similar pairs.

We have seen that a factorization of $\mathfrak{a}_{i j}$ as $\mathfrak{p}_{i i_{m-1}} \cdots \mathfrak{p}_{i_{1} j}$ corresponds to a composition series for $\mathfrak{o}_{j}-\mathfrak{a}_{i j}$ whose composition factors are isomorphic to certain modules $\mathfrak{a}_{i_{k-1} j}-\mathfrak{p}_{i_{k} i_{k-1}} \mathfrak{a}_{i_{k-1} j}$. By the preceding theorem these are
conjunctive to the modules $\mathfrak{o}_{i_{k-1}}-\mathfrak{p}_{i_{k} i_{k-1}}$. Our theorem is therefore an immediate consequence of the Jordan-Hölder theorem.

The "necessity" part of the following theorem is an immediate consequence of Theorem 27.

Theorem 34. A necessary and sufficient condition that $\mathfrak{o}_{j}-\mathfrak{q}_{i j}$ be indecomposable is that $\mathfrak{q}_{i j}$ have only one factorization as a product of maximal integral ideals. If the condition holds, then the maximal factors of $\mathfrak{q}_{i j}$ are all similar.

To prove the sufficiency, suppose that $\mathfrak{q}_{i j}=\left[\mathfrak{q}_{i_{1 j}}, \mathfrak{q}_{i_{2} j}\right]$ and $\left(\mathfrak{q}_{i_{1} j}, \mathfrak{q}_{i_{2} j}\right)=\mathfrak{o}_{j}$. Then $\mathfrak{q}_{i j}=\mathfrak{r}_{i i_{1}} \mathfrak{q}_{i_{1} j}=\mathfrak{r}_{i i_{2}} \mathfrak{q}_{i_{2} j}$ where the $\mathfrak{r}$ 's are integral ideals. Hence if $\mathfrak{q}_{i_{1} j} \neq$ $\mathfrak{q}_{i j}$ and $\mathfrak{q}_{i_{2} j} \neq \mathfrak{q}_{i j}$, we have two distinct factorizations of $\mathfrak{q}_{i j}$.

The following corollaries are evident.
Corollary 1. If $\mathfrak{o}_{j}-\mathfrak{q}_{i j}$ is indecomposable and $\mathfrak{q}_{k l}$ is a factor of $\mathfrak{q}_{i j}, \mathfrak{o}_{l}-\mathfrak{q}_{k l}$ is indecomposable.

Corollary 2. The module $\mathrm{o}_{j}-\mathfrak{q}_{i j}$ is indecomposable if and only if the left module $\mathrm{o}_{i}-\mathrm{a}_{i j}$ is indecomposable.

We recall that if $\mathfrak{p}_{i}-\mathfrak{q}_{i j}$ is indecomposable then its (right) bound has the form $\mathfrak{p}_{j i}^{e}$ where $\mathfrak{p}_{j i}$ is prime and $e$ is the length of a composition series of $\mathfrak{o}_{i}-\mathfrak{q}_{i j}$. Evidently $e$ may be characterized as the number of maximal factors in a factorization of $\mathrm{a}_{i j}$. This together with the corresponding result for left modules yields

Corollary 3. If $\mathfrak{p}_{j}-\mathfrak{q}_{i j}$ is indecomposable and the bound of $\mathfrak{q}_{i j}$ is $\mathfrak{p}_{j i}^{e}, \mathfrak{p}_{i}{ }^{\prime}$ a prime, then the left bound of $\mathfrak{q}_{i j}$ has the form $\mathfrak{p}_{i i}^{e}, \mathfrak{p}_{i i}$ a prime.

If $\mathfrak{p}_{j j}$ is a prime ideal, $\mathfrak{o}_{j}-\mathfrak{p}_{j}$ is a simple ring and hence the composition factors of the module $\mathfrak{p}_{i}-\mathfrak{p}_{j j}$ are all isomorphic. This implies the following

Theorem 35. If $\mathfrak{p}_{i j}$ is prime, all the maximal factors of $\mathfrak{p}_{j i}$ are similar.
We show finally that the order of the similarity classes of maximal ideals appearing in a factorization of any integral ideal is arbitrary: Thus if $a_{i j}=$ $\mathfrak{p}_{i i_{m-1}} \mathfrak{p}_{i_{m-1} i_{m-2}} \cdots \mathfrak{p}_{i_{1} j}$ where the $\boldsymbol{p}^{\prime} s$ are maximal and if the class of $\mathfrak{p}_{i_{k} i_{k-1}}$ is $C_{k}$, there exists a factorization of $\mathfrak{a}_{i j}$ as $\mathfrak{p}_{i k_{m-1}} \cdots \mathfrak{p}_{k_{1} j}^{\prime}$ where the corresponding similarity classes $C_{1}^{\prime}, \cdots, C_{m}^{\prime}$ is any prescribed permutation of $C_{1}, \cdots, C_{m}$. Evidently it suffices to prove the following

Theorem 36. If $\mathfrak{p}_{i j}, \mathfrak{p}_{j k}$ are maximal integral ideals, then $\mathfrak{p}_{i j} \mathfrak{p}_{j k}=\mathfrak{p}_{i i p^{\prime}}^{\prime}{ }^{\prime}$ where $\mathfrak{p}_{i j}$ and $\mathfrak{p}_{l k}^{\prime}$ are similar and $\mathfrak{p}_{j k}$ and $\mathfrak{p}_{i l}^{\prime}$ are right (left) similar.

If $\mathfrak{o}_{k}-\mathfrak{p}_{i j} \mathfrak{p}_{j k}$ is indecomposable, $\mathfrak{p}_{i j}$ and $\mathfrak{p}_{j k}$ are right similar. Hence we may take $\mathfrak{p}_{i l}^{\prime}=\mathfrak{p}_{i j}, \mathfrak{p}_{l k}^{\prime}=\mathfrak{p}_{j k}^{\prime}$. Otherwise we have $\mathfrak{p}_{i j} \mathfrak{p}_{j k}=\left[\mathfrak{p}_{i_{1} k}^{\prime}, \mathfrak{p}_{i_{2} k}^{\prime}\right]$, $\left(\mathfrak{p}_{i_{1} k}^{\prime}\right.$, $\left.\mathfrak{p}_{i_{2}, k}^{\prime}\right)=\mathfrak{o}_{k}$. Then we may suppose that $\mathfrak{p}_{i_{1} k}^{\prime}$ is similar to $p_{i j}$ and $p_{i_{2} k}^{\prime}$ is similar to $\mathfrak{p}_{i k}$. Since $\mathfrak{p}_{i j} \mathfrak{p}_{j k}=\mathfrak{r}_{i i_{1}} \mathfrak{p}_{i_{1} k}^{\prime}=\mathfrak{r}_{i i_{2}} p_{i_{2} k}^{\prime}$, we may take $\mathfrak{p}_{l k}^{\prime}=\mathfrak{p}_{i_{1} k}^{\prime}$ and $\mathfrak{p}_{i l}^{\prime}=\mathfrak{r}_{i i}$.
14. Similarity of normal ideals. If $\mathfrak{a}_{i j}$ is any integral ideal, its bound $\mathfrak{a}_{j i}$ is a two-sided $\mathfrak{o}_{2}$-ideal of the form $\mathfrak{b}_{j i} \mathfrak{a}_{i j}, \mathfrak{b}_{j i}$ integral, and having the property that it is in divionn of nowidnol of thic fanm $\Delta$ cimilon ahomontomiontinn holdo fon the
of $\mathfrak{a}_{i i}$ does not exceed that of $\mathfrak{a}_{i j} \mathfrak{b}_{j i}$, or that of $\mathfrak{a}_{j j}$. By symmetry the numbers of maximal factors of $\mathfrak{a}_{i i}$ and of $\mathfrak{a}_{j i}$ are equal and so $\mathfrak{a}_{i i}=\mathfrak{a}_{i j} \mathfrak{b}_{j i}$. Then $\mathfrak{a}_{i i}=$ $\mathfrak{a}_{i j} \mathfrak{a}_{i j} \mathfrak{a}_{i j}^{-1}$ is conjunctive with $\mathfrak{a}_{j j}$. We may use this fact to prove the following

Lemma. If $\mathfrak{a}_{i j}$ and $\mathfrak{b}_{k l}$ are right similar and $\mathfrak{o}_{j}-\mathfrak{a}_{i j}$ is indecomposable, then $\mathfrak{a}_{i j}$ and $\mathfrak{b}_{k l}$ are left similar.

Since $\mathfrak{o}_{i}-\mathfrak{a}_{i j}$ and $\mathfrak{o}_{k}-\mathfrak{b}_{k l}$ are indecomposable, it suffices to show that these left modules have conjunctive bounds, i.e. the left bound of $\mathfrak{a}_{i j}$ is conjunctive to that of $\mathfrak{b}_{k l}$. By assumption the right bound of $\mathfrak{a}_{i j}$ is conjunctive to that of $\mathfrak{b}_{k l}$. Since the two bounds of an ideal are conjunctive this result is clear.

Now suppose that $\mathfrak{o}_{j}-\mathfrak{a}_{i j}$ is decomposable and let $\mathfrak{a}_{i j}=\left[\mathfrak{a}_{i_{1} j}, \mathfrak{a}_{i_{2} j}\right]$, $\left(\mathfrak{a}_{i_{1} j}, \mathfrak{a}_{i_{2} i}\right)=\mathfrak{o}_{j}$. Then $\mathfrak{a}_{i j}=\mathfrak{a}_{i i_{1}}^{\prime} \mathfrak{a}_{i_{1} j}=\mathfrak{a}_{i_{2}}^{\prime} \mathfrak{a}_{i_{2} j}$. The intersection $\bar{a}_{i k}=$ $\left[\mathfrak{a}_{i i_{1}}^{\prime}, \mathfrak{a}_{i i_{2}}^{\prime}\right]$ contains $\mathfrak{a}_{i j}$ and so $\mathfrak{a}_{i j}=\bar{a}_{i k} \mathfrak{c}_{k j}$. Since $\mathfrak{c}_{k j}=\overline{\mathfrak{a}}_{i k}^{-1} \mathfrak{a}_{i j} \geqq \mathfrak{a}_{i i_{1}}^{\prime-1} \mathfrak{a}_{i j}=\mathfrak{a}_{i_{1} j}$ and similarly $\mathfrak{c}_{k j} \geqq \mathfrak{a}_{i_{2} j}$, we have $\mathfrak{c}_{k j}=\mathfrak{o}_{j}$, or $\mathfrak{a}_{i j}=\left[\mathfrak{a}_{i_{1}}^{\prime}, \mathfrak{a}_{i i_{2}}^{\prime}\right]$. Next let $\left(\mathfrak{a}_{i i_{1}}^{\prime}, \mathfrak{a}_{i i_{2}}^{\prime}\right)=\mathfrak{c}_{i l}$. Then $\mathfrak{c}_{i l}^{-1} \mathfrak{a}_{i j} \leqq \mathfrak{a}_{i i_{1}}^{\prime-1} \mathfrak{a}_{i j}=\mathfrak{a}_{i_{1} j}$ and $\bar{c}_{i l}^{-1} \mathfrak{a}_{i j} \leqq \mathfrak{a}_{i 2 j}$ which implies that $\mathfrak{c}_{i l}=\mathfrak{o}_{i}$. Thus $\mathfrak{a}_{i j}$ is a direct intersection of the $\mathfrak{o}_{i}$-left ideals $\mathfrak{a}_{i i_{1}}^{\prime}$ and $\mathfrak{a}_{i i_{2}}^{\prime}$.

We have seen that $\mathfrak{o}_{i_{2}}-\mathfrak{a}_{i i_{2}}^{\prime}$ and $\mathfrak{a}_{i_{2} j}-\mathfrak{a}_{i i_{2}}^{\prime} \mathfrak{a}_{i_{2} j}=\mathfrak{a}_{i_{2} j}-\mathfrak{a}_{i j}$ are conjunctive. Since $\mathfrak{o}_{j}-\mathfrak{a}_{i_{1} j}^{\prime}=\left(\mathfrak{a}_{i_{1} j}, \mathfrak{a}_{i_{2} j}\right)-\mathfrak{a}_{i_{1} j}$ is $\mathfrak{o}_{j}$-isomorphic to $\mathfrak{a}_{i_{2} j}-\left[\mathfrak{a}_{i_{1} j}, \mathfrak{a}_{\mathfrak{i}_{2} j}\right]=$ $\mathfrak{a}_{i_{2} j}-\mathfrak{a}_{i j}$, it follows that $\mathfrak{o}_{i_{2}}-\mathfrak{a}_{i_{2}}^{\prime}$ and $\mathfrak{o}_{j}-\mathfrak{a}_{i_{1} j}$ are conjunctive. Hence $\mathfrak{a}_{i_{1} j}$ and $\mathfrak{a}_{i i_{2}}^{\prime}=\mathfrak{a}_{i j} \mathfrak{a}_{i_{2} j}^{-1}$ are right similar and by symmetry, these ideals are also left similar. Likewise $\mathfrak{a}_{i_{2} j}$ and $\mathfrak{a}_{i_{1}}^{\prime}$ are similar.

We consider now the general case where $\mathfrak{a}_{i_{j}}=\left[\mathfrak{a}_{i_{1} j}, \cdots, \mathfrak{a}_{i_{g} j}\right]$ and where, if $\mathfrak{b}_{k_{r} j}$ denotes $\left[\mathfrak{a}_{i_{1} j}, \cdots, \mathfrak{a}_{i_{r-1} j}, \mathfrak{a}_{i_{r+1} j}, \cdots, \mathfrak{a}_{\mathfrak{i}_{g} j}\right]$, then $\left(\mathfrak{a}_{i_{r} j}, \mathfrak{b}_{k_{r} j}\right)=\mathfrak{o}_{j}$. We write $\mathfrak{a}_{i j}=\mathfrak{a}_{i k_{r}}^{\prime} \mathfrak{b}_{k_{r}, j}=\mathfrak{b}_{i i_{r}}^{\prime} \mathfrak{a}_{i_{r} j}$ and shall show that $\mathfrak{a}_{i j}$ is a direct intersection of the $\mathfrak{o}_{\boldsymbol{r}}$-left ideals $\mathfrak{a}_{i^{\prime} k_{r}}^{\prime}$. This has been proved above if $s=2$. Hence we may suppose that it holds for a decomposition into $(s-1)$ components. It is readily seen that $\mathfrak{b}_{i_{r}}^{\prime}=\mathfrak{a}_{i j} \mathfrak{a}_{i_{r} j}^{-1}=\left[\mathfrak{a}_{i_{1} j}, \cdots, \mathfrak{a}_{i_{s} j}\right] \mathfrak{a}_{i_{r j}}^{-1}=\left[\left[\mathfrak{a}_{i_{1} j}, \mathfrak{a}_{i_{r} j}\right] \mathfrak{a}_{i_{r} j}^{-1}, \cdots\right.$, $\left.\left[\mathfrak{a}_{i_{s} j}, \mathfrak{a}_{i_{r} j}\right] a_{i_{r} j}^{-1}\right]$ and if we delete the term $\left(\mathfrak{a}_{i_{q} j} \wedge \mathfrak{a}_{i_{r} j}\right) \mathfrak{a}_{i_{r} j}^{-1}, q \neq r$ in the last expression we obtain $\mathfrak{b}_{k_{q}} \mathfrak{a}_{i_{r} j}^{-1}$. Since $\left(\mathfrak{b}_{k_{q} j},\left[\mathfrak{a}_{i_{q} j}, \mathfrak{a}_{i_{r} j}\right]\right)=\left[\left(\mathfrak{b}_{k_{q} j}, \mathfrak{a}_{i_{q} j}\right), \mathfrak{a}_{i_{r} j}\right]$ by Dedekind's law, and $\left(\mathfrak{b}_{k_{q} j}, \mathfrak{a}_{\mathfrak{i}_{q} j}\right)=\mathfrak{o}_{j}$, we have ( $\left.\mathfrak{b}_{k_{q} j},\left[\mathfrak{a}_{i_{q} j}, \mathfrak{a}_{i_{r} j}\right]\right)=\mathfrak{a}_{i_{r} j}$. Hence $\left(\mathfrak{b}_{k_{q} j} \mathfrak{a}_{\mathfrak{i}_{r j}}^{-1},\left[\mathfrak{a}_{i_{q} j}, \mathfrak{a}_{i_{r} j}\right] \mathfrak{a}_{i_{r} j}^{-1}\right)=\mathfrak{o}_{j}$, and so the decomposition of $\mathfrak{b}_{i_{i}}^{\prime}$ into the $\left[\mathfrak{a}_{i_{q} j}, \mathfrak{a}_{i_{r} j}\right] \mathfrak{a}_{i_{r} j}^{-1}, q \neq r$, is direct. Since $\mathfrak{b}_{i_{i}}^{\prime}=\mathfrak{a}_{i_{k_{r}}}^{\prime}\left(\mathfrak{b}_{k_{r} j} \mathfrak{a}_{i_{r} j}^{-1}\right)$, we conclude from the induction hypothesis that $\mathfrak{b}_{i i_{r}}^{\prime}$ is a direct intersection of the $\mathfrak{o}_{i}$-left ideals $\mathfrak{a}_{i k_{\boldsymbol{q}}}^{\prime}$. Since $\mathfrak{a}_{i j}$ is a direct intersection of $\mathfrak{a}_{i k_{r}}^{\prime}$ and $\mathfrak{b}_{i i_{r}}^{\prime}, \mathfrak{a}_{i j}$ is a direct intersection of all the $\mathfrak{a}_{\mathfrak{i} k_{r}^{\prime}}$ 's. We state this result as

Theorem 37. If $\mathfrak{a}_{i j}$ is a direct intersection of the right $\mathfrak{o}_{j}$-ideals $\mathfrak{a}_{i_{r} j}$ and $\mathfrak{b}_{k_{r} j}$ denotes $\left[\mathfrak{a}_{i_{1} j}, \cdots, \mathfrak{a}_{i_{r-1} j}, \mathfrak{a}_{i_{r+1} j}, \cdots, \mathfrak{a}_{i_{s} j}\right]$, then $\mathfrak{a}_{i j}$ is a direct intersection of the $\mathfrak{o}_{i}$-left ideals $\mathfrak{a}_{i j} \mathfrak{b}_{k_{r}}^{-1}=\mathfrak{a}_{i k_{r}}^{\prime}$.

Since $\mathfrak{a}_{i j}=\left[\mathfrak{a}_{i_{r} j}, \mathfrak{b}_{k_{r} j}\right],\left(\mathfrak{a}_{i_{r} j}, \mathfrak{b}_{k_{r} j}\right)=\mathfrak{o}_{j}$, the ideal $\mathfrak{a}_{i_{r} j}$ is similar to $\mathfrak{a}_{i k_{r}}^{\prime}=\mathfrak{a}_{i j} \mathfrak{b}_{k_{r}}^{-1}$. In conjunction with the lemma this implies

Theorem 38. If $\mathfrak{a}_{i j}=\left[\mathfrak{a}_{i_{1} j}, \cdots, \mathfrak{a}_{i_{r} j}\right]=\left[\mathfrak{a}_{i_{1}}, \cdots, \mathfrak{a}_{i_{j_{r}}}\right]$ are direct decompositions of $\mathfrak{a}_{i j}$ into $\mathfrak{o}_{j}$-right ideals and $\mathfrak{o}_{j}$-left ideals such that $\mathfrak{o}_{j}-\mathfrak{a}_{i_{k} j}$ and $\mathfrak{o}_{i}-\mathfrak{a}_{i_{k}}$ are indecomposable, then the divisors $\mathfrak{a}_{i_{k} j}$ and $\mathfrak{a}_{i_{j}}$ may be paired into pairs that are right and left similar.

Evidently this implies
Theorem 39. Any two ideals which are right (left) similar are also left (right) similar.

We shall prove finally that two two-sided ideals are conjunctive if and only if they are similar. For this purpose we require the

Lemma. If $\mathfrak{p}_{i i}$ and $\mathfrak{p}_{j j}$ are conjunctive prime ideals then their capacities are equal.

We factor $\mathfrak{p}_{i i}$ as $\mathfrak{p}_{i_{k}-1} \mathfrak{p}_{i_{k-1} i_{k-2}} \cdots \mathfrak{p}_{i_{1} i}$ where the $\mathfrak{p}_{i_{r} i_{r-1}}$ are maximal. Then since $k$ is the length of a composition series for $\mathfrak{o}_{i}-\mathfrak{p}_{i i}, k$ is the capacity of $\mathfrak{p}_{i i}$. We may suppose that $\mathfrak{p}_{j j}=\mathfrak{q}_{j i} \mathfrak{p}_{i i} \sigma_{j i}^{-1}$ where $\mathfrak{q}_{j i}$ is a maximal integral ideal. Now consider $\mathfrak{p}_{i_{i} i} q_{j i}^{-1}$. If $\mathfrak{p}_{i_{1} i}=\mathfrak{q}_{j i}$, we evidently have $\mathfrak{p}_{i_{1} i} q_{j i}^{-1}=\mathfrak{o}_{j}=\mathfrak{q}_{i_{1} j}^{\prime-1} \mathfrak{p}_{i_{1} j}^{\prime}$ where $\mathfrak{p}_{i_{1} j}^{\prime}=\mathfrak{q}_{i_{1} j}^{\prime}$ is a maximal integral ideal. On the other hand if $\mathfrak{p}_{i_{1} i} \neq \mathfrak{q}_{j_{1} j}^{\prime}$, $\left(\mathfrak{p}_{i_{1} i}, \mathfrak{q}_{j i}\right)=\mathfrak{o}_{i}$ and so $\left[\mathfrak{p}_{i_{1} i}, \mathfrak{q}_{j i}\right]$ is a direct intersection of $\mathfrak{p}_{i_{1} i}$ and $\mathfrak{q}_{j i}$. Then $\left[\mathfrak{p}_{i_{1} i}, \mathfrak{q}_{j i}\right]=\mathfrak{q}_{1_{1} i_{1}}^{\prime} \mathfrak{p}_{i_{1} i}=\mathfrak{p}_{j_{1} j}^{\prime} \mathfrak{q}_{j i}$ and so again $\mathfrak{p}_{i_{1} i_{j i}} \mathfrak{q}_{j i}^{-1}=\mathfrak{q}_{i_{1}}^{\prime-1} \mathfrak{p}_{j_{1} j}^{\prime}$ where $\mathfrak{p}^{\prime}$ and $\mathfrak{q}^{\prime}$ are $\underset{,-1}{ }$ maximal. Thus $\mathfrak{p}_{j j} \underset{\boldsymbol{q}_{-1}}{=} \mathfrak{q}_{j i} \mathfrak{p}_{i i_{k-1}} \cdots, \mathfrak{p}_{i_{2} i_{1}} \mathfrak{q}_{i_{1} i_{1}}^{\prime-1} \mathfrak{p}_{j_{1}, j}^{\prime},=\mathfrak{q}_{j i} \mathfrak{p}_{i_{i_{k-1}}} \cdots$ $\mathfrak{p}_{i_{3} i_{2}} \mathfrak{q}_{j_{2} i_{2}}^{\prime-1} \mathfrak{p}_{i_{2} j_{1}}^{\prime} \mathfrak{p}_{j_{j} j}^{\prime}=\cdots=\mathfrak{q}_{j i} \mathfrak{q}_{j_{k} i}^{\prime-1} \mathfrak{p}_{j_{k} j_{k-1}}^{\prime}, \cdots \mathfrak{p}_{j_{1} j}^{\prime}=\mathfrak{q}_{l i}^{\prime-1} \mathfrak{q}_{l_{i} j_{k}}^{\prime \prime} p_{j_{k} j_{k-1}}^{\prime} \cdots \mathfrak{p}_{j_{1} j}^{\prime} \equiv$ $\mathfrak{q}_{l j}^{\prime-1} \mathfrak{r}_{l j}$. Since $\mathfrak{q}_{l j}^{\prime}$ is maximal, $\mathfrak{r}_{l j}=\mathfrak{q}_{l j}^{\prime} \mathfrak{p}_{j j}$ has $k^{\prime}+1$ maximal factors if $k^{\prime}$ is the capacity of $\mathfrak{p}_{j j}$. On the other hand, the factorization $\mathfrak{r}_{l_{j}}=\mathfrak{q}_{l_{j k}}^{\prime \prime} \mathfrak{p}_{j_{k} j_{k-1}}^{\prime} \cdots$ $\mathfrak{p}_{j_{1} j}^{\prime}$ shows that $\mathfrak{r}_{l j}$ has $k+1$ maximal factors and so we have proved that $k^{\prime}=k$.

Theorem 40. A necessary and sufficient condition that $\mathfrak{a}_{i i}$ and $\mathfrak{a}_{j j}$ be similar is that they be conjunctive.

If $\mathfrak{a}_{i i}$ is an intersection of right $\boldsymbol{o}_{i}$-ideals, it is clear that $\mathfrak{a}_{i i}$ is also the intersection of the bounds of these ideals. Hence it follows directly from the definition of (right) similarity that if $\mathfrak{a}_{i i}$ and $\mathfrak{a}_{j j}$ are similar, they are conjunctive. Suppose, conversely, that $\mathfrak{a}_{i i}$ and $\mathfrak{a}_{i j}$ are conjunctive. Then the prime powers $\mathfrak{p}_{i i}^{e}, \mathfrak{p}_{j j}^{e}$ of these ideals may be paired into conjunctive pairs. Now $\mathfrak{o}_{\boldsymbol{i}}-\mathfrak{p}_{i i}^{e}$ is decomposable as a direct sum of $k$ isomorphic indecomposable modules, $k$ the capacity of $\mathfrak{p}_{i i}$, and each of these submodules has the bound $\mathfrak{p}_{i i}^{e}$. Hence by the preceding theorem $\mathfrak{o}_{j}-\mathfrak{p}_{j j}^{e}$ is a direct sum of $k$ indecomposable modules, each having the bound $\mathfrak{p}_{j j}^{e}$. Thus $\mathfrak{p}_{i i}^{e}$ and $\mathfrak{p}_{j j}^{e}$ are similar and consequently $\mathfrak{a}_{i i}$ and $\mathfrak{a}_{j j}$ are similar.
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Principal ideal domains, 30
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factorization of elements in, 34
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similarity of elements in, 33
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modules relative to, 77-79
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Projective representations of a group, 80
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Radical
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similarity of matrices over, 51
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with elements in another algebra, 94
Representation of a ring, 14
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Ring of linear transformations, 21
automorphisms and anti-automorphisms of, 23
commuting subrings of, 24
decomposition into irreducible right ideals, 23
simplicity of, 23
Schur's Lemma, 57
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Semi-linear transformations, 26, 49-53
finite groups of, 86
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representation of, 68-70
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index of, 104
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structure of (Wedderburn's Theorem), 98
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structure of, 67
Splitting fields, 104
Total divisor, 40
Vector space, 17
dimensionality of, 18
over different division rings, 21


[^0]:    ${ }^{2}$ If we use the correspondence $A \rightarrow\left(a_{i j}\right)^{*}$, the transposed matrix of ( $a_{i j}$ ), we obtain an isomorphism. However, in a similar situation that will be encountered later, it is impossible to effect this passage from an anti-isomorphism to an isomorphism. For this reason we prefer to emphasize the correspondence $A \rightarrow\left(a_{i j}\right)$.

[^1]:    ${ }^{3}$ If $\mathfrak{M}_{i}(i=1,2)$ is a group and $\Omega_{i}$ a fixed set of endomorphisms, we may define $\mathfrak{M}_{1}$ and $\mathfrak{M}_{2}$ to be ( $\Omega_{1}, \Omega_{2}$ )-homomorphic if there is a single-valued mapping $x_{1} \rightarrow x_{2}$ of $\mathfrak{M}_{1}$ into the whole of $\mathfrak{M}_{2}$ and a single-valued mapping $\alpha_{1} \rightarrow \alpha_{2}$ of $\Omega_{1}$ into the whole of $\Omega_{2}$ such that $x_{1}+y_{1} \rightarrow$ $x_{2}+y_{2}, x_{1} \alpha_{1} \rightarrow x_{2} \alpha_{2}$ if $x_{1} \rightarrow x_{2}, y_{1} \rightarrow y_{2}$ and $\alpha_{1} \rightarrow \alpha_{2}$. This differs from the definition of $\Omega$-homomorphism, for in the latter the mapping between the transformations is completely determined by the original group $\mathfrak{M}$. The concept of $\Omega$-homomorphism is the important one for our purposes.

[^2]:    ${ }^{1}$ If we assume the well ordering theorem, these facts may be established without using the ascending chain condition. For let $\left[y_{\alpha}\right]$ be the set of vectors in $\Re$ where $\alpha$ ranges over a section of ordinal numbers. If $\cong$ is a subspace, we define $\Xi_{\alpha}$ to be the smallest subspace containing $\Xi$ and all $y_{\beta}$ with $\beta<\alpha$. If $y_{\alpha} \not \Xi_{\alpha}$, we set $y_{\alpha}=x_{\alpha}$. Then the $x$ 's are linearly independent and generate a complement of $\Xi$. The above discussion shows that the ascending chain condition implies the descending chain condition. Now the complete reducibility of $\Re$ has the consequence that the ascending chain condition is implied by the descending chain condition. This may also be proved directly (Chapter 4, 12).

[^3]:    ${ }^{2}$ If $\mathfrak{N}$ is a ring, $\mathscr{N}_{n}$ denotes the set of elements $\Sigma e_{i j} a_{i j}, a_{i j}$ in $\mathfrak{O}$ where $\Sigma e_{i j} a_{i j}=\Sigma e_{i j} b_{i j}$ if and only if $a_{i j}=b_{i j}$. We set $\Sigma c_{i j} a_{i j}+\Sigma e_{i j} b_{i j}=\Sigma e_{i j}\left(a_{i j}+b_{i j}\right)$ and $\left(\Sigma e_{i j} a_{i j}\right)\left(\Sigma e_{i j} b_{i j}\right)=$ $\sum e_{i j}\left(\sum_{k} a_{i k} b_{k j}\right)$. The resulting system is a ring. The subset of dements $\Sigma e_{i i} a$ is a subring

[^4]:    clements of 96 commute with the $e_{i j}$. Conversely, if $\mathfrak{B}$ is any ring containing an identity 1 and elements $e_{i j}$ satisfying the above conditions and $\Sigma e_{i i}=1$; and if $\mathfrak{B}$ contains a subring $\mathfrak{A}$ such that 1) $1 \in \mathfrak{A}$. 2) $a e_{i j}=e_{i j} a$ for all $a$ in $\mathfrak{A}$ and 3 ) every element of $\mathfrak{B}$ may be written in one and only one way in the form $\Sigma e_{i j} a_{i j}$, then $\mathfrak{B} \cong \mathfrak{N}_{n}$.

[^5]:    ${ }^{3}$ We use this term for the set of elements of a ring commutative with all the elements of the ring.

[^6]:    ${ }^{4}$ The ring $\Phi$ has an anti-allomorphism if and only if $\Phi^{\prime}$ has.

[^7]:    ${ }^{1}$ It is not necessary for our purposes to make any distinction in notation between these two systems.

[^8]:    ${ }^{2}$ If $\mathfrak{o}$ is any domain of integrity and $u v=1$ in $\mathfrak{o}$, then $(1-v u) v=0$; hence $v u=1$ also.

[^9]:    ${ }^{3}$ By symmetry it suffices to consider this case.
    ${ }^{4}$ The last result is due to C. J. Everett. .A fuller discussion of these questions is contained in his paper [3].

[^10]:    ${ }^{5}$ In general if $\mathfrak{A}$ and $\mathfrak{B}$ are subrings of a ring, $\mathfrak{A} \mathfrak{B}$ is defined as the set of elements $\Sigma a b$, $a$ in $\mathfrak{A}$ and $b$ in $\mathfrak{B}$. The following rules hold: $\mathfrak{A}(\mathfrak{B} \mathfrak{C})=(\mathfrak{A} \mathfrak{B}) \mathfrak{C}, \mathfrak{A}(\mathfrak{B}+\mathfrak{C})=\mathfrak{A} \mathfrak{B}+\mathfrak{A} \mathfrak{C}$, $(\mathfrak{B}+\mathfrak{G}) \mathfrak{A}=\mathfrak{B} \mathfrak{n}+\mathbb{C} \mathfrak{x}$.

[^11]:    ${ }^{7}$ The ordinary theory of finitely generated commutative groups is obtained from Theorems 18 and 19 by specializing $o$ to be the ring of rational integers.

[^12]:    ${ }^{*}$ i.e. an isomorphism leaving the elements of $\Gamma$ invariant.

[^13]:    ${ }^{1}$ Cf. the proof of the Krull-Schmidt theorem, Chapter 1.

[^14]:    ${ }^{2}$ We are using the isomorphism theorem that if $\mathfrak{A} \geqq \mathscr{P}$ and $\Re$ is an ideal in $\mathfrak{A}$, then $(\mathfrak{B}+\mathfrak{R})-\mathfrak{R} \cong \mathfrak{B}-(\mathfrak{B} \wedge \mathfrak{R})$.

[^15]:    ${ }^{3}$ This theorem is due to C. Hopkins. I am indebted to Professor R. Brauer for the present proof.

[^16]:    ${ }^{4}$ We need not mention $\Phi$ since $\mathscr{Y}_{\iota} \geqq \Phi$.

[^17]:    ${ }^{5}$ See Chapter 2, 6.

[^18]:    ${ }^{6}$ Since the group operation is denoted as multiplication, we use the terms: factor group, power, etc.

[^19]:    ${ }^{8}$ This will be proved in the next section.

[^20]:    ${ }^{1}$ We assume throughout this chapter that our algebras have finite dimensionalities. Some of the results are valid under less stringent conditions but, for the sake of simplicity, we shall not indicate these extensions of the theory.

[^21]:    ${ }^{2}$ It should be observed that in defining $\mathfrak{H}_{\mathfrak{B}}$, no use has been made of the assumption that $\mathfrak{B}$ is an algebra with a finite basis. The abstract characterization in the general case is given by $1 ., 2$., 3 ., and $4^{\prime}$ : If $x_{1}, \cdots, x_{r}$ are linearly independent in $\mathfrak{A}$ and $y_{1}, \cdots, y$ are linearly independent in $\mathfrak{B}$, then the $r s$ elements $x_{i} y_{;}$are linearly independent in $\mathfrak{A}_{\mathfrak{B}}$. The extensions $\mathfrak{\vartheta}_{\mathbf{P}}, \mathbf{P}$ an infinite field, have many important applications.

[^22]:    ${ }^{3}$ Cf. van der Waerden's Moderne Algebra, vol. 1, p. 115 or 2nd. ed., p. 102.

[^23]:    ${ }^{4}$ If both fields $\mathfrak{A}$ and $\mathfrak{B}$ contain transcendental elements, this definition requires modification. Cf. Chevalley [9].

[^24]:    ${ }^{6}$ It should be noted that from now on we use a different notation from that of 8 . Here $\mathfrak{A}$ denotes the central simple algebra and $\mathfrak{B}$ the simple algebra that need not be central. This seems desirable since in our applications $\mathfrak{B}$ will usually be a subalgebra of $\mathfrak{N}$.

[^25]:    ${ }^{7}$ More precisely, containing subfields isomorphic to $\mathfrak{F}$ and $\Gamma$.

[^26]:    ${ }^{8}$ Since the correspondence is the identity, we may use this simplification of the notation of Chapter 4.

[^27]:    ${ }^{9}$ See van der Waerden's Moderne Algebra, vol. 1 p. 228 or 2nd. ed. p. 237.

[^28]:    ${ }^{10}$ Throughout this discussion we may use anti-representations in place of ordinary representations of the algebra $\mathfrak{N}$.
    ${ }^{11}$ If an extension $\mathfrak{H}_{P}$ of an algebra $\mathfrak{A}$ has an identity, then $\mathfrak{A}$ has an identity. This follows from the well-known theorem that a set of linear equations with coefficients in $\Phi$ have a solution in an extension field $P$ if and only if they have a solution in $\Phi$. The details of the proof are left to the reader.
    ${ }^{12}$ See Albert, Modern Higher Algebra, p. 37.

[^29]:    ${ }^{13}$ See L. E. Dickson, Algebras and Their Arithmetics, p. 115.

[^30]:    ${ }^{1}$ For in this case, if $a$ is not a left zero-divisor then the mapping $x \rightarrow a x$ is an $\mathfrak{A}_{r}$-isomorphism between $\mathfrak{A}$ and the right ideal $a \mathfrak{A}$. By the descending chain condition for right ideals, $a \mathfrak{A}=\mathfrak{A}$. Hence there is an element $b$ such that $a b=1$. Similarly, an element $b^{\prime}$ exists such that $b^{\prime} a=1$. It follows that $b=b^{\prime}$.

[^31]:    2 Unfortunately, our notation here is the same as that for the ring of left multiplications. For this reason we shall not use our old notation for the latter system in this chapter.

[^32]:    ${ }^{3}$ Examples of bounded maximal orders will be given later.

[^33]:    ${ }^{8}$ As a matter of fact we shall require in this section only conditions I, III, IV andVII: any prime $\mathfrak{o}$-ideal is maximal.

[^34]:    ${ }^{9}$ For there exists a regular element $b=a^{-1} c, a$ and $c$ in $\mathfrak{o}$, such that $\mathfrak{a} \leqq b \boldsymbol{0}$. Hence $\mathfrak{a} \leqq a^{-1} c \mathbb{0} \leqq a^{-1} 0$ and $a \mathfrak{a} \leqq 0$.

[^35]:    ${ }^{10}$ In general, any submodule (difference module) of a bounded $\mathfrak{0}$-module $\mathfrak{M}$ is bounded. Its bound is a divisor of that of $\mathfrak{M}$.

[^36]:    ${ }^{11}$ It may be remarked that if $G$ is any groupoid, we may adjoin an element 0 to $G$ and define $0 a=0=a 0$ and $a b=0$ if $a b$ is undefined in $G$. The extended system is a special type of semi-group called completely simple (cf. A. H. Clifford [3]). For the present applications the definition given in the text seems to be the appropriate one.

[^37]:    ${ }^{12}$ We recall that if $\mathfrak{a}$ and $\mathfrak{b}$ are additive subgroups, $\mathfrak{a b}$ is the smallest additive subgroup containing all $a b, a$ in $\mathfrak{a}$ and $b$ in $\mathfrak{b}$.

[^38]:    ${ }^{13}$ More generally, if $\mathfrak{b}_{k l} \geqq \mathfrak{a}_{i j}$, we have $\mathfrak{a}_{i j}=\mathfrak{c}_{i k} \mathfrak{b}_{k l} \mathfrak{b}_{l j}$ where $\mathfrak{c}_{i k}=\mathfrak{a}_{i j}\left(\mathfrak{o}_{k} \mathfrak{a}_{i j}\right)^{-1}$ and $\mathfrak{b}_{l j}=$ $\mathfrak{b}_{k l}^{-1} \mathfrak{a}_{i j}$ are integral.

