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## Introduction.

The theory of linear displacement is a result of an investigation into the foundations of differential geometry and also into the structure of geometry as a whole. Though based upon the analysis of space conception undertaken by Riemann in 18541, it received its impetus only with the advent of general relativity in $1916^{2}$. Here, space-time is interpreted as a Riemannian manifold which is locally euclidean of the Minkowski type, so that the question arises how the comparison between the euclidean world at different points is being performed. This led to the discovery of parallelism in a Riemannian manifold ${ }^{3}$, then to the extension of this parallelism to manifolds of a more general type. The essential character of the local space changed, in these investigations, from euclidean to affine, the character of the general manifold from Riemannian to what is now called affine with or without torsion. This is the principal idea of the work done from 1917 to 1924 by Weyl, Schouten and Eddington ${ }^{4}$. Closely connected with these investigations are the basic papers of Hessenberg and $\mathrm{König}^{5}$, which deal with the purely mathematical aspect of the space problem only. From the beginning there has always been an intimate relation between the various attempts to improve or to generalize the theory of relativity and the systematical development of the mathematical theory. For evidence there is, for instance, the recent monograph of Veblen ${ }^{6}$.

The development of the theory proceeded mainly in three directions. In the first place there came the further study of the displacement of a vector in the tangent space of the manifold $\left(X_{n}\right)$, the generalization of parallel transportation in the sense of Levi-Civita. Representative of this stage in the theory is Schouten's book "Der Ricci-Kalkül" $(1924)^{7}$. In this sphere also falls a displacement which received considerable attention when Einstein proposed it as a possible space-time manifold ${ }^{8}$, and the related theory of Hermitian displacements ${ }^{9}$.

A second mode of attack focusses not so much on the displacement of a vector as on the lines of constant direction of the connection, the

[^0]so-called "paths". In this case the starting point is a system of $\infty^{2 n-2}$ curves in an $n$-dimensional manifold, which can be defined by a system of ordinary differential equations of the second order. It is natural to inquire for the different kinds of connection compatible with the system of curves as paths. This leads to projective transformations of a displacement and to projective invariants. A similarity between these transformations and the conformal transformations of a Riemannian manifold leads to conformal invariance ${ }^{1}$. The field was opened in 1922 by Veblen and Eisenhart, its method underlies especially the work of Veblen and T. Y. Thomas and Eisenhart's "Non-Riemannian Geometry" (1927) ${ }^{2}$.

A third theory seems, however, to embrace all the others. It is connected with the work of E. Cartan who established it and has been developing it since 1922; it appeared for the first time in a paper by KöNIG ${ }^{3}$. This theory substitutes for the displacement of a vector as primary element the mapping of a space at a point of a manifold on a space at a point in the infinitesimal neighborhood. Displacement of a vector in the affine connections causes such a mapping, but a special variety, namely the affine mapping of affine spaces. It is, however, just as possible to map local spaces projectively upon each other, or conformally. The local space does not need even to be the tangent space; it may differ from it in fundamental group and in number of dimensions. The displacement is then not necessarily a vector displacement; it may be a point displacement, a sphere displacement, a displacement of a line complex, etc. Differential geometry in this stage becomes the study of an $n$-dimensional manifold $X_{n}$, with each point $P$ of which is associated a space $S_{k}$ defined by a transformation group and of $k$ dimensions, and such that the spaces $S_{k}$ are related by a law defining the comparison of the $S_{k}$ at $P$ with the $S_{k}$ at a point $P^{\prime}$ of the $X_{n}$ at infinitesimal distance ${ }^{4}$.

It could now be shown that the projective and conformal theory need not be derived from the affine or Riemannian theory, but that they are capable of independent foundation. Just as either the classical affine or the classical projective geometry can be taken as the primary element, and the other derived from it, so can the "curved" affine and projective geometry; the same may hold for the conformal, the euclidean and the projective geometry, though this has not yet been satisfactorily shown. To projective geometry a fair amount of study has been devoted, so that the independent structure of this con-

[^1]nection is well established ${ }^{1}$. Recent attempts of Einstein and others to establish a more comprehensive theory of relativity can also be interpreted in the frame of this geometry ${ }^{2}$. Even the Dirac theory of the spinning electron has turned out to be an analysis of Hermitian quantities fitting into the generalized differential geometry ${ }^{3}$.

It is clear that this type of geometry seems far removed from the principles laid down in Klein's program of Erlangen. In fact, this program, despite its tremendous influence on the geometrical thought of the last sixty years, was already in a certain respect antiquated at the moment it was conceived. Riemann's conceptions on general manifolds went beyond the scope of the Erlangen program. In the infinitesimal neighborhood of a point, however, Klein's conceptions hold, even in Riemannian manifolds and in the other manifolds of the theory of linear connections. The new theory therefore does not break with Klein's program, but generalizes it and gives it a new content ${ }^{4}$.

There are several directions in which this theory of linear displacements has again been generalized. A series of papers have discussed the case for which the displacement does not only depend on the points of the $X_{n}$, but on the line elements. This work dates back to Finsler and Berwald; for a recent exposition we may refer to KawaGUCHI ${ }^{5}$. Another method is to let the displacement be a displacement dependent on the points of the $X_{n}$, but to introduce mapping of line elements of the local spaces. This has been suggested by Wirtinger. We may even combine the first and the second methods of generalization ${ }^{6}$. Linear displacements may be defined in function-space ${ }^{7}$. And finally, we may give up the linearity of the displacement, which leads to connections, some of which have already been studied by Pascal ${ }^{8}$.

The mathematics to be used in these theories is the so-called tensor analysis, or calculus of RICCI ${ }^{9}$. In the course of years it has undergone considerable change but the central idea of this method has been preserved. In this monograph we shall use the notation and terminology suggested by and under the influence of Schouten ${ }^{10}$, a notation which

```
\({ }^{1}\) van Dantzig: 1932 (1) - 1932 (2).
\({ }^{2}\) See Veblen: 1933 (1). - Schouten and van Dantzig: 1932 (4). - Schou-
``` TEN: 1933 (2).
\({ }^{3}\) Schouten: 1931 (18).
\({ }^{4}\) Cartan: 1924 (3). - Schouten: 1926 (1). - Veblen-Whitehead: 1932 (17) p. 31.
\({ }^{5}\) Finsler: 1918 (4). - Kawaguchi: 1932 (12).
6 Wirtinger: 1922 (2). - Kawaguchi: 1931 (14).
\({ }^{7}\) Kawaguchi: 1929 (15). - Michal: 1928 (13). - Comp. Michal-Peterson: 1931 (13).
\({ }^{8}\) Pascal: 1903 (1). - See also Noether: 1918 (5).
\({ }^{9}\) Ricci: 1884 (1) and later.
\({ }^{10}\) See van Dantzig: 1932 (1), (2). - Gołab: 1930 (13). - Schouten: 1924 (5).
allows us to deal with all cases in a uniform way, and to preserve at all times, throughout the fog of the computational work, the guiding geometrical principles.

Textbooks illustrating the development in different stages are the books of Weyl, Schouten, Veblen, Eisenhart \({ }^{1}\). There are also several papers which give comprehensive accounts. We mention those of Schouten, Veblen, Cartan, Struik, Bortolotti, Weatherburn, Eisenhart \({ }^{2}\). Extensive bibliographies of the subject as a whole or of parts of it are found in the textbooks mentioned and also in papers by Struik, Hlavatý, van Dantzig, and others \({ }^{3}\).

\footnotetext{
1 Weyl: 1918 (2) - 1923 (8). - Schouten: 1924 (5). - Veblen: 1927 (2) 1933 (1). - Eisenhart: 1927 (1).

2 Schouten: 1923 (5) - 1926 (1). - Veblen: 1923 (7). - Bortolotti: 1929
(8) - 1931 (3). - Cartan: 1924 (3) - 1925 (1). - Struik: 1925 (4) - 1927 (3).
- Eisenhart: 1933 (7). - Weatherburn: 1933 (8).

3 Struik: 1927 (3). - Hlavatý: 1932 (7). - van Dantzig: 1932 (1).
}

\section*{Chapter I.}

\section*{Algebra.}
1. Vectors and tensors in \(\boldsymbol{E}_{\boldsymbol{n}}\). The starting point in the investigation is the geometry of an affine space of \(n\) dimensions \(E_{n}\) and the corresponding tensor algebra. Such a space can be defined as an ordinary euclidean space of \(n\) dimensions \(R_{n}\), in which only those properties which are invariant under the group of affine transformations are studied. For our purpose we confine ourselves to the subgroup which leaves the origin invariant. The transformations of this group, \(\mathfrak{U}_{n}\), can be given by the equations
\[
x^{\varkappa^{\prime}}=\sum_{\varkappa} A_{\varkappa}^{\varkappa^{\prime}} x^{\varkappa}=A_{\varkappa}^{\varkappa^{\prime}} x^{\varkappa},
\]
\[
\Delta=\left|A_{x}^{\chi^{\prime}}\right|=\text { Determinant of the } A_{\varkappa}^{\varkappa^{\prime}} \neq 0 \begin{aligned}
& x, \lambda, \mu, v,=\cdots=1,2, \cdots, n \\
& \chi^{\prime}, \lambda^{\prime}, \mu^{\prime}, \nu^{\prime},=\cdots=1^{\prime}, 2^{\prime}, \cdots n^{\prime}
\end{aligned}
\]
where the \(x^{\alpha}, x^{x^{\prime}}\) represent the oblique Cartes ian coordinates of a point before and after the transformation in the coordinate systems that we can indicate by \((x)\) and \(\left(\chi^{\prime}\right)\); the \(A_{\varkappa}^{\chi^{\prime}}\) are constants. The sign \(\Sigma\) is omitted in accordance with the usual convention. The inverse transformations can be given by
\[
x^{x}=\sum_{x^{\prime}}^{\sum} A_{x^{\prime}}^{x} x^{x^{\prime}}=A_{x^{\prime}}^{x} x^{x^{\prime}} .
\]

In such an \(E_{n}\) we can define contravariant, covariant and mixed tensors \({ }^{1}\) in the ordinary way. The notation can be seen from this example:

This is a transformation of a mixed tensor of order \(q+r\), of contravariant order \(q\), and covariant order \(r\), and
\[
A_{\varkappa_{1} \ldots \varkappa_{q} \lambda_{1} \ldots \lambda_{r}^{\prime}}^{\varkappa_{1}^{\prime} \ldots \varkappa_{q}^{\prime} \lambda_{1} \ldots \lambda_{r}}=A_{\varkappa_{1}}^{\varkappa_{1}^{\prime}} A_{\varkappa_{2}}^{\varkappa_{2}^{\prime}} \ldots A_{\varkappa_{q}}^{\varkappa_{q}^{\prime}} A_{\lambda_{1}^{\prime}}^{\lambda_{1}} A_{\lambda_{2}^{\prime}}^{\lambda_{2}} \ldots A_{\lambda_{r}^{\prime}}^{\lambda_{r}} .
\]

The effect of a coordinate transformation is therefore to change the indices but to leave the central letter (in our case \(v\) ) unchanged. This central letter stands for the geometrical entity represented by the tensor, an arrow, a plane, a transformation, a complex, etc. The central principle of vector analysis, and of all direct notation, namely the computa-

\footnotetext{
\({ }^{1}\) Following the general use, we speak of tensors. Often the word affinor is used for what we call tensor; the word tensor is then used for what we call a symmetrical tensor. The term polyadic (dyadic, etc.) has become obsolete. Instead of the term ovder the term valence has been recently used.
}
tion with the geometrical entities themselves, is in this way carried into tensor calculus. The connection of two or more entities by multiplication, done in direct notation by special symbols, is here performed by agreements about the indices.

Two special symbols however are further required, a symbol for symmetrical multiplication and a symbol for alternating multiplication, e. g.
\[
\begin{aligned}
& v_{(\lambda} w_{\mu \nu)}=\frac{1}{3!}\left(v_{\lambda} w_{\mu \nu}+v_{\mu} w_{\nu \lambda}+v_{\nu} w_{\lambda \mu}+v_{\mu} w_{\lambda \nu}+v_{\nu} w_{\mu \lambda}+v_{\lambda} w_{\nu \mu}\right) \\
& v_{[\lambda} w_{\mu \nu]}=\frac{1}{3!}\left(v_{\lambda} w_{\mu \nu}+v_{\mu} w_{\nu \lambda}+v_{\nu} w_{\lambda \mu}-v_{\mu} w_{\lambda \nu}-v_{\nu} w_{\mu \lambda}-v_{\lambda} w_{\nu \mu}\right) .
\end{aligned}
\]

We also use these brackets to denote the symmetrical or alternating part of a tensor, e. g.
\[
\begin{gathered}
v^{(\varkappa \lambda)}=\frac{1}{2!}\left(v^{\varkappa \lambda}+v^{\lambda \varkappa}\right) \\
w_{\left[\lambda_{1} \lambda_{2} \lambda_{3} \lambda_{4}\right]}=\frac{1}{4!}\left(w_{\lambda_{1} \lambda_{2} \lambda_{3} \lambda_{4}}-w_{\lambda_{2} \lambda_{1} \lambda_{3} \lambda_{4}}+w_{\lambda_{2} \lambda_{3} \lambda_{1} \lambda_{4}}-\text { etc., in total } 24 \text { terms }\right) .
\end{gathered}
\]

Such an alternating tensor \(v_{\left[\lambda_{1} \lambda_{2} \ldots \lambda_{q}\right]}\) is called a q-vector. There is also a mixed tensor \(A_{\lambda}^{\kappa}\) with components 1 (if \(\kappa=\lambda\) ) and 0 (if \(x \neq \lambda\) ) in all coordinate systems. This is the unit tensor and it follows equations such as \(v_{\lambda_{\alpha}} A_{\mu}^{\alpha}=v_{\lambda_{\mu}}\). It should not be confused with the so-called Kronecker symbol \(\delta_{\lambda}^{\mu}\), which is simply a matrix of \(n^{2}\) numbers equal to 1 when \(x=\lambda\) and to 0 when \(x \neq \lambda\). The \(\delta_{\lambda}^{\varkappa}\) have nothing to do with transformations. The unit tensor is therefore a mixed tensor, the components if which in every coordinate system are given by the KronECKER symbol.
2. Densities. The volume of an \(n\)-dimensional volume in \(E_{n}\) is an invariant under the group \(\mathfrak{A}_{n}\) only when \(\Delta=1\). When \(\Delta \neq 1\) a transformation multiplies the value by \(\Delta\). We call a quantity \(\mathfrak{p}\) which behaves in that way a scalar density of weight -1 . Densities are written with a Gothic letter. A scalar density of weight \(+\mathfrak{f}\) is defined by its transformation
\[
\stackrel{\left(\varkappa^{\prime}\right)}{\mathfrak{p}}=\Delta^{-\mathfrak{f}} \stackrel{(\sim)}{\mathfrak{p}} \quad \text { (the } \varkappa, x^{\prime} \text { indicating the coordinate systems). }
\]

A tensor density of weight \(+\mathfrak{f}\) is defined by the transformation
\[
\begin{aligned}
& \mathfrak{v}_{\ldots \ldots x_{q}^{\prime}}^{x_{1}^{\prime} \ldots \lambda_{1}^{\prime} \ldots \lambda_{r}^{\prime}}=\Delta^{-f} A_{x_{1} \ldots x_{q} \lambda_{1}^{\prime} \ldots \lambda_{r}^{\prime}}^{x_{1}^{\prime} \ldots x_{q}^{\prime} \lambda_{1} \ldots \lambda_{r}} \mathfrak{v}_{1}^{\varkappa_{1} \ldots x_{q}} \lambda_{1} \ldots \lambda_{r} .
\end{aligned}
\]

A contravariant \(n\)-vector \(v^{\lambda_{1} \ldots \lambda_{n}}=v^{\left[\lambda_{1} \ldots \lambda_{n}\right]}\) has all its components zero except those for which the indices are all different; they are all equal to \(v^{12 \ldots n}\) or its negative. This component \(v^{12 \ldots n}\) is itself a scalar density of weight -1 as
\[
\left.v^{1^{\prime} 2^{\prime} \cdots n^{\prime}}=A_{\lambda_{1} \lambda_{2} \ldots \lambda_{n}}^{1^{\prime} 2^{\prime} \ldots n^{\prime}} v^{\lambda_{1} \lambda_{2} \ldots \lambda_{n}}=\frac{1}{n!} A_{[12}^{\left[11^{\prime} \ldots n\right]} v^{\prime} \ldots n^{\prime}\right] v^{12 \ldots n}=\Delta v^{12 \ldots n} .
\]

To every scalar density of weight -1 belongs a volume in \(E_{n}\) with an \(n\)-dimensional screw-sense, determining a contravariant \(n\)-vector, and similarly a covariant \(n\)-vector when the weight is +1 .

An example of a tensor density of weight +2 is \(\left|h_{\lambda \mu}\right| h_{\gamma \nu}\), where \(\left|h_{\lambda \mu}\right|\) is the determinant of the tensor \(h_{\lambda_{\mu}}\) of rank \(n\). Tensor densities of weight \(\mathfrak{L}\) are also called relative tensors of weight - \(\mathfrak{f}^{1}\)
3. Measuring vectors. To every coordinate system ( \(火\) ) belongs a set of \(n\) contravariant measuring vectors \({\underset{1}{x}}_{e_{1}^{x}}^{2} \underset{2}{e_{2}^{x}}, \ldots,{\underset{n}{x}}_{e^{x}}^{2}\), in short \(\underset{\lambda}{e^{x}}\), where \({\underset{1}{x}}_{e^{x}}\) has components \((1,0, \ldots, 0), \stackrel{e_{2}^{x}}{2}(0,1,0, \ldots, 0)\), etc., in short
\[
\underset{\lambda}{e_{\lambda}^{x}} \stackrel{*}{=} \delta_{\lambda}^{x}
\]

The star above the \(=\) sign meaning that the equation holds only for a special coordinate system. \({ }^{2}\) The components of the \(\underset{\lambda}{e^{\alpha}}\) change when we pass to another coordinate system \(\left(x^{\prime}\right):{\underset{\lambda}{\varkappa^{\prime}}}_{\chi^{\prime}}=A_{\varkappa_{\lambda}^{\varkappa^{\prime}}}^{e_{\lambda}}\). In the same way we have \(n\) covariant measuring vectors \(\stackrel{1}{e_{\lambda}}, \stackrel{2}{e_{\lambda}}, \ldots, \stackrel{n}{e}\), in short \(\stackrel{n}{e_{\lambda}}\), satisfying
\[
\stackrel{\varkappa}{e}_{\lambda} \stackrel{*}{=} \delta_{\lambda}^{\varkappa} .
\]

The contravariant measuring vectors determine the edges of an \(n\) dimensional parallelepiped. Its \((n-1)\)-dimensional faces can be taken as the covariant measuring vectors, a covariant vector being geometrically represented by an \(E_{n-1}\) in the same way as a contravariant vector is represented by a point \(E_{0}\), in conjunction with the origin. Point \(v^{\kappa}\) and \(E_{n-1} w_{\lambda}\) are incident if \(v^{2} w_{\lambda}=0\). Covariant measuring vectors selected in this way can therefore be related to the contravariant measuring vectors by the equations
\[
e_{\varkappa}^{\lambda} e_{\lambda}^{\nu} \stackrel{*}{=} \delta_{\varkappa}^{v}
\]

We have, besides, as a result:
\[
\stackrel{i}{e}_{e_{\lambda}}^{e^{\mu}}=A_{\varkappa}^{\mu}
\]

The four symbols \(A_{\lambda}^{\varkappa}, \delta_{\lambda}^{\varkappa}, \stackrel{\varkappa}{e}_{\lambda}, e_{\lambda}^{\varkappa}\) therefore represent all the same numbers in a fixed coordinate system, but follow different laws of transformation, i. e.
\[
A_{\lambda}^{\varkappa} \stackrel{*}{=} \delta_{\lambda}^{\varkappa} \stackrel{*}{e_{\lambda}} \stackrel{\varkappa}{e} e_{\lambda}^{\mu} .
\]

From the equations following from the definition
\[
A_{\varkappa^{\prime}}^{\varkappa^{\prime}} A_{\lambda^{\prime}}^{\varkappa}=A_{z^{\prime}}^{\varkappa^{\prime}}
\]

\footnotetext{
\({ }^{1}\) Weyl: 1918 (3). - Veblen-Thomas: 1924 (8). - Thomas: 1925 '(6). -Thomas-Michal: 1927 (5). - Hlavatý: 1928 (10). - Schouten-Hlavatý: 1929 (2).
\({ }^{2}\) See a more general application in Schouten-van Dantzig 1933 (6).
}
we see that \(A_{j ;}^{\chi^{\prime}}\) can be taken as the ( \(\varkappa^{\prime}\) ) component of the transformation matrix \(A_{\lambda^{\prime}}^{\sim}\). This justifies the use of the same central letter \(A\) for transformation matrix and unit tensor.

Tensors can be decomposed with respect to these measuring vectors, e. \(g\).
\[
h_{\lambda \mu} \stackrel{*}{=} \underset{\sigma \tau}{ }{ }^{\sigma} e_{\lambda} e_{\mu}^{\tau} e_{\mu}
\]
the \(\underset{\sigma \tau}{h}\) are scalars, defined only with respect to the coordinate system of the \({ }^{\sigma \tau}{ }_{\lambda}^{x}\). \({ }^{1}\) Densities can also be decomposed with respect to these measuring vectors:
\[
\mathfrak{v}^{x} \stackrel{*}{=} \stackrel{i}{\mathfrak{v}} e_{\tau}^{x}
\]
the \(\stackrel{\tau}{\mathfrak{v}}\) are scalar densities of the same weight as the vector density \(\mathfrak{b}^{x} .{ }^{2}\)
4. Point algebra. Tensors are defined with respect to a certain group of transformations. On the geometrical interpretation of this group depends the geometrical interpretation of the tensors. It. is therefore possible to introduce a projective interpretation, a conformal interpretation, etc. We shall illustrate this by sketching a point algebra.

The starting point is an \(n\)-dimensional projective space \(D_{n}\), in which a coordinate \((n+1)\)-cell is given by an origin-point \(P\) and \(n\) linearly independent other basic points. We can now build up a system of homogeneous coordinates, in which \(P\) is given by a set \(\mathfrak{u}_{0}^{a}, a=0,1,2\), \(\ldots, n\), and the other basic points by \({\underset{i}{i}}^{a}, i=1,2, \ldots, n\). Every other point \(\mathfrak{v}^{a}\) of \(D_{n}\) can be expressed as a linear combination of the \(\mathfrak{u}^{a}\). This brings us to an algebra identical with the point calculus of Möbius \({ }^{3}\). If we consider as essential the components and not their ratio, we have to attach to every point a weight, and consequently we will say that every vector \(\mathfrak{v}^{a}\) represents a point of certain degree. We can represent the transformation of points under a change of coordinate system in the following way:
\[
\mathfrak{v}^{a^{\prime}}=\mathfrak{A}_{a}^{a^{\prime}} \mathfrak{b}^{a}, \quad \begin{aligned}
& a, b, \ldots=0,1, \ldots, n \\
& a^{\prime}, b^{\prime}, \ldots=0^{\prime}, 1^{\prime}, \ldots, n^{\prime} .
\end{aligned}
\]

Covariant points can be interpreted as \(D_{n-1}\) in \(D_{n}\). They transform in this way:
\[
\mathfrak{w}_{b^{\prime}}=\mathfrak{U}_{b^{\prime}}^{b} \mathfrak{w}_{b} .
\]

We may, without loss of generality, take the determinant \(\left|\mathfrak{A}_{a}^{a^{\prime}}\right|=1\).

\footnotetext{
\({ }^{1}\) About this process of "Abdrosselung" see Schouten-van Kampen: 1930 (21).

2 König: 1920 (1) - 1932 (5). - Schouten: 1924 (5).
3 Möbius: 1827 (1). - See R. Mehmкe: 1913 (1).
}

We can define in a similar way covariant, contravariant and mixed tensors of higher order and given degree. There is a unit tensor \(\mathfrak{Y}_{b}^{a}\)
\[
\mathfrak{v}^{a}=\mathfrak{M}_{b}^{a} \mathfrak{b}^{b} .{ }^{1}
\]

We normalize this tensor in such a way that
\[
\mathfrak{A}_{b}^{a} \stackrel{*}{=} \delta_{b}^{a} .
\]

Extension of the vector symbolism to the conformal group has also been investigated \({ }^{2}\).
5. The general manifold \(\boldsymbol{X}_{\boldsymbol{n}}\). Classical differential geometry is obtained by taking a euclidean space \(R_{N}\) (usually, \(N=3\) ) and imbedding into this \(R_{N}\) certain surfaces \(V_{n}\) (usually \(n=2\) ). The geometrical properties of the \(R_{N}\) induce into the \(V_{n}\) a differential geometry, that is a way to compare the geometrical properties at one point of the \(V_{n}\) with those at a point of the \(V_{n}\) in the immediate neighborhood. The theory of displacements begins differently. It starts with an \(n\)-dimensional manifold \(X_{n}\) in the sense of analysis situs, and then sets up a group of postulates by which it is possible to define a differential geometry without the necessity of imbedding the \(X_{n}\) into a metrical manifold of more dimensions. To allow this, the \(X_{n}\) must first satisfy certain general conditions \({ }^{3}\), which will allow us to build up a one to one correspondence between a set of points \(P\) of this \(X_{n}\) and a set of ordered sets of \(n\) real numbers \(\xi^{\star}, x=1,2, \ldots, n\) which form a coordinate system \((\varkappa)\) in \(X_{n}\). The \(\xi^{\varkappa}\) are called the original variables. It must be possible to define the coordinate transformations
\[
\begin{align*}
& \xi^{\varkappa^{\prime}}=\stackrel{\varkappa^{\prime}}{f}\left(\xi^{\varkappa}\right),  \tag{n}\\
& \Delta=\text { Determinant } \left\lvert\, \begin{array}{ll}
\left.\frac{\partial \xi^{\prime}}{\partial \xi^{x}} \right\rvert\, \neq 0 & \begin{array}{l}
x, \lambda, \mu, v, \ldots=1,2, \ldots, n \\
x^{\prime}, \lambda^{\prime}, \mu^{\prime}, v^{\prime}, \ldots=1^{\prime}, 2^{\prime}, \ldots, n^{\prime}
\end{array}
\end{array}\right.
\end{align*}
\]
in this \(X_{n}\) in such a way that there is about each point \(\xi_{0}^{\kappa}\) a region in which the transformation of the differentials
\[
\begin{equation*}
d \xi^{\varkappa^{\prime}}=\frac{\partial \xi^{\varkappa^{\prime}}}{\partial \xi^{\varkappa}} d \xi^{\varkappa} \tag{n}
\end{equation*}
\]
defines an affine transformation in an \(E_{n}\). Under circumstances it may also be required that higher derivatives of the functions involved exist. A manifold \(X_{n}\), in which a differential geometry can be constructed may be called a regular manifold, and when we write \(X_{n}\) we always mean such a manifold.

\footnotetext{
\({ }^{1}\) Cartan: 1924 (3). - Gołab: 1930 (13).
2 Cartan: 1923 (2). - See also Blaschke: Differentialgeometrie III.
3 Veblen-Whitehead: 1932 (17) - 1931 (1). - cfr. also Järnefelt: 1928 (14). - Veblen: 1925 (3).
}

Transformations ( \(\left(5_{n}^{\prime}\right)\) form a group, which allows us to define in the \(E_{n}\) at a point \(P\) of the \(X_{n}\) ("the local \(E_{n}\) ") all the tensors and tensor densities defined in the preceding articles. As this is possible at all points of \(X_{n}\), we are able to define fields of tensors and tensor densities, defined as functions of \(\xi^{\chi}\), transforming under \(\left(\mathscr{S}_{n}\right)\) in the ordinary way, if we take \(A_{\varkappa}^{\varkappa^{\prime}}=\partial \xi^{\varkappa^{\prime}} / \partial \xi^{\varkappa}, A_{\varkappa^{\prime}}^{\varkappa}=\partial \xi^{\varkappa} / \partial \xi^{\varkappa^{\prime}}\), e. g.
\[
v^{\varkappa^{\prime}}=A_{\varkappa}^{\varkappa^{\prime}} v^{\chi} .
\]

When, in an \(X_{n}\), we deal with a field of vectors, tensors, etc., we will simply say that we are dealing with "a vector", "a tensor", etc. if this can be done without ambiguity. We assume analyticity for these functions, though the existence of a certain number of derivatives is sufficient for many purposes.

There are fields of functions of \(\xi^{x}\) which also are transformed under a coordinate transformation, but not like tensors or tensor densities. A simple example is \(\partial v^{\alpha} / \partial \xi^{\mu}\), which transforms as follows
\[
\partial_{\lambda^{\prime}} v^{\varkappa^{\prime}}=\frac{\partial v^{\varkappa^{\prime}}}{\partial \xi^{\lambda^{\prime}}}=A_{\varkappa \lambda^{\prime}}^{\varkappa^{\prime}} \frac{\partial v^{\varkappa}}{\partial \xi^{2}}+v^{\varkappa} \frac{\partial}{\partial \xi^{\lambda^{\prime}}} A_{\varkappa}^{\varkappa^{\prime}}=A_{\varkappa \lambda^{\prime}}^{\varkappa^{\prime} \lambda} \partial_{\lambda} v^{\varkappa}+v^{\varkappa} A_{\lambda^{\prime}}^{\lambda} \partial_{\lambda} A_{\varkappa}^{\varkappa^{\prime}},
\]
where we write \(\partial_{\lambda}=\partial / \partial \xi^{\lambda}, \quad \partial_{\lambda^{\prime}}=\partial / \partial \xi^{\lambda^{\prime}}\), etc.
We now introduce with Veblen the notion of geometrical object (more briefly: object) \({ }^{1}\). This is a set of \(N\) functions of the \(\xi^{\varkappa}\), given in a coordinate system ( \(火\) ), which obey a transformation law by which we can compute a unique corresponding set of \(N\) functions of \(\xi^{\varkappa^{\prime}}\) in the transformed coordinate system, expressed in original functions, the \(A_{\varkappa}^{\varkappa^{\prime}}\) and their derivatives. If the transformation is linear homogeneous, with the parameters of the transformation as coefficients in the way indicated in art. 1, we have a tensor (special case: scalar, vector). Densities are also geometrical objects. Tensors and densities are called quantities. A more general object is the set of Christoffel symbols \(\left\{\begin{array}{c}\varkappa \\ \mu \lambda\end{array}\right\}\) belonging to a symmetrical tensor \(g_{\lambda \mu}\) which transforms
\[
\left\{\begin{array}{c}
\varkappa^{\prime} \\
\mu^{\prime} \lambda^{\prime}
\end{array}\right\}=A_{\mu^{\prime} \lambda^{\prime} \varkappa}^{\mu \lambda \varkappa^{\prime}}\left\{\begin{array}{c}
x \\
\mu \lambda
\end{array}\right\}+A_{\lambda^{\prime} \kappa}^{\lambda \varkappa^{\prime}} \partial_{\lambda} A_{\mu^{\prime}}^{\varkappa},
\]
where the transformation involves only the \(N\) "components" \(\left\{\begin{array}{c}x \\ \mu \lambda\end{array}\right\}\), the parameters of the transformation and their first derivatives. The system ( \(v^{\chi}, \partial_{\lambda} v^{\chi}\) ) is also a geometrical object and an example of an "absolute system" of Vitali \({ }^{2}\) (but not \(\partial_{\lambda} v^{\mu}\) alone).
6. Non-holonomic measuring vectors. In the local \(E_{n}\) at a point \(P\) of \(X_{n}\), we can again introduce two sets of measuring vectors \(\underset{\lambda}{e_{\lambda}}\) and \(\stackrel{\varkappa}{e}_{\lambda}\)

\footnotetext{
\({ }^{1}\) See Veblen-Whitehead: 1932 (17) p. 46.
\({ }^{2}\) Vitali: 1929 (24). - Comp. Bortolotti: 1931 (6).
}
defined with respect to the variables \(\xi^{x}\). But we can also introduce these measuring vectors independent of the \(\xi^{x}\); we shall then write \(e_{i}^{e^{x}}\), \({ }_{e}^{k}, i, j, k=1,2, \ldots, n\). Then we have a new coordinate system \({ }^{i}(k)\) in the \(E_{n}\), (not necessarily in the \(X_{n}\) ) and we can pass from one set of measuring vectors to another set, leading to a new coordinate system ( \(k^{\prime}\) ). We have
\[
e_{i}^{e^{\varkappa}} e_{\varkappa}^{k} \stackrel{*}{=} \delta_{i}^{k} ; \quad \quad e_{i}^{\varkappa} e_{\lambda}^{i}=A_{\lambda}^{\varkappa}
\]

The components of \(e_{i}^{e^{k}}\) and \(\stackrel{k}{e_{\lambda}}\) with respect to ( \(k\) ) can be indicated by \(e_{i}^{k}, \stackrel{k}{e}{ }_{i}\). We have \(A_{i}^{k}\) as the unit tensor in the new coordinate system:
\[
e_{i}^{k} \stackrel{*}{=} e_{i}^{k} \stackrel{*}{=} \delta_{i}^{k} \stackrel{*}{=} A_{i}^{k} .
\]

The components of a vector \(v^{\chi}, v_{\lambda}^{\prime}\) with respect to these coordinates can be denoted by latin indices,
\[
\begin{aligned}
& v^{k}=v^{\varkappa} e_{\varkappa}^{i} e_{i}^{e^{k}} \stackrel{*}{=} v^{\varkappa} e_{e_{\varkappa}}^{k} \\
& w_{i}=w_{\lambda}{\underset{k}{\lambda}}_{e^{\lambda}}^{e_{i}} \stackrel{*}{=} w_{\lambda} e_{i}^{e^{\lambda}}
\end{aligned}
\]

When both the \(e_{i}^{e^{\varkappa}}, \stackrel{k}{e_{\lambda}}\) and the original measuring vectors exist in the same \(E_{n}\), we can give a meaning to a component like \(v_{\nrightarrow j}\), namely,
\[
\ddot{v_{\lambda j}}=\ddot{v}_{i j}^{\bullet k} A_{\lambda}^{i}, \quad \text { where } \quad A_{\lambda}^{i}=\stackrel{j}{e_{\lambda}} e_{j}^{i} \stackrel{*}{\underline{i}} \boldsymbol{e}_{\lambda} ; \quad \text { also } \quad A_{i}^{\kappa}=\underset{j}{e^{\varkappa}} \stackrel{j}{e_{i}}
\]

We are now able to introduce a system of "local" coordinates into the local \(E_{n}\), defined by means of a vector \(x^{\kappa}\) with respect to the measuring vectors,
\[
x^{k}=x^{\varkappa} \stackrel{i}{e_{\varkappa}} e_{i}^{k} \stackrel{*}{=} x^{\varkappa} \stackrel{k}{e_{\varkappa}}
\]
which coordinates are independent of the \(\xi^{\varkappa}\). At each point \(P\) of the \(X_{n}\) such systems can be established. The \(e_{i}^{e^{r}}\) then build up in the \(X_{n}\) \(n\) congruences of curves, but the \({ }_{e}^{e}\) do not necessarily build up \(n\) systems of \(\infty^{\mathbf{1}} X_{n-1}\). This is the case only if
\[
\partial_{[\mu} \stackrel{k}{e_{\lambda]}}=0, \quad \text { equivalent to } \quad \partial_{[\mu} A_{\lambda]}^{k}=0
\]

Then the \({ }_{e}^{k}\), are gradient vectors, and there exist \(n\) independent scalar fields \(\stackrel{k}{\xi}\) such that \({ }^{k}{ }_{\lambda}=\partial_{\lambda} \stackrel{k}{\xi}\). These scalar fields can now be taken as original variables \(\xi^{\varkappa}\) in the \(X_{n}\). If, however, \(\partial_{[\mu}{ }^{k} e_{\lambda]} \neq 0\) there are no such scalar fields and the expression
\[
(d \xi)^{k}=\stackrel{i}{e_{\varkappa}} e_{i}^{k} d \xi^{\varkappa} \stackrel{*}{e_{\varkappa}} d \xi^{\kappa}
\]
is not an exact differential. Then we say that we have in the \(E_{n}\) a nonholonomic system of parameters \({ }^{1}\). In such a system we can introduce the same algebra as in a holonomic system, e. g.,
\[
v^{\lambda}=w_{\cdot \nu \mu}^{\lambda} u^{\nu \mu} \rightarrow v^{l}=w_{\cdot n s}^{l} u^{n s},
\]
which is the same geometrical relation referred to different coordinate systems.

An example in Riemannian geometry is that of the introduction of an orthogonal ennuple, that is a system of \(n\) mutually orthogonal congruences. Ricci has often simplified his equations by referring them to such an orthogonal ennuple, taking unit vectors as measuring vectors. We shall return to this in Ch. II.
7. Pseudotensors. It is often necessary to introduce into the \(X_{n}\) apart from the coordinate transformations
\[
\xi^{x^{\prime}}=f^{x^{\prime}}\left(\xi^{x}\right), \quad \Delta=\left|\partial_{x} \xi^{x^{\prime}}\right| \neq 0
\]
a transformation of an auxiliary coordinate \(\xi^{\circ}\)
\[
\xi^{\circ \prime}=\tau \xi^{\circ}
\]
where \(\tau\) is a function of the \(\xi^{\star}\). This allows us to define a pseudoscalar \(\mathfrak{p}\) of class \(\mathfrak{f}\) which transforms in the manner
\[
\stackrel{\left(\mathfrak{\varkappa}^{\prime}\right)}{\mathfrak{p}}=\tau^{\mathfrak{t}^{(x)}} \mathfrak{p}, \quad \text { in short } \mathfrak{p}^{\prime}=\tau^{\mathfrak{t}} \mathfrak{p}
\]
where \(\tau^{\mathfrak{t}}\) is the \(\mathfrak{f}\) th power of \(\tau\), and pseudotensors of class \(\mathfrak{f}\), as
\[
\mathfrak{b}^{x^{\prime} \lambda^{\prime}}=\tau^{\ddagger} A_{\varkappa \lambda^{*}}^{\varkappa^{\prime} \lambda^{\prime}} \mathfrak{b}^{\approx \lambda} .
\]

Two cases are possible, \(\tau\) being either dependent on the transformation of the \(\xi^{*}\), or independent. A special case of dependence is \(\tau=\Delta^{-1}\). In this case we get the densities and for this reason we denote pseudoquantities also with a gothic letter. The other case is new.

To the coordinate \(\xi^{\circ}\) belongs a measuring scalar e of class 1 with one component of value 1 for this special coordinate system. When \(\xi^{\circ}\) is transformed to \(\xi^{\circ}=\tau \xi^{\circ}\), we have a new measuring scalar \(\mathrm{e}^{\prime}\), with component 1 in the new system. Hence in the old system
\[
\mathrm{e}^{\prime} \underline{\underline{*}} \tau \underline{e} \underline{\underline{*}} \tau .
\]

To every pseudotensor of class \(\mathfrak{f}\) belongs an ordinary tensor with the same components with respect to \(\xi^{u}, \xi^{\circ}\), e. g.

Pseudotensors, like tensors, are quantities. They appear often in an intermediate state of the theory, when it is necessary to single out one variable.

\footnotetext{
1 Vranceanu: 1926 (4). - Horak: 1927 (8). - Schouten: 1929 (4). - Comp. also Hessenberg: 1916 (1). - Schouten: 1918 (1). - Cartan: 1923 (1). Hlavatý: 1924 (9). - Vranceanu: 1928 (15).

2 Schouten-Hlavatý: 1929 (2).
}

\section*{Chapter II.}

\section*{Affine connections.}
1. The principle of displacement. In euclidean geometry it is possible to move a vector parallel to itself from one point to another point at finite distance. This means that in this geometry a law is given by which it is possible to associate in a unique way a vector to every point in space, if a vector is given at one point. The length of one vector and the angle between two vectors are invariant under such a parallel displacement.

This parallelism allows us to compare vectors at different points of euclidean space as to length and direction. By parallel displacement one vector can be brought to the point at which the other vector is, after which comparison can be made by purely local means.

On this principle is based the method of the moving trihedron which plays an important role in the differential geometry of curves and surfaces. In the case of a surface \(V_{2}\) in euclidean space \(R_{\mathbf{3}}\), we have connected with each point \(P\) of \(V_{2}\) a local trihedron built up by two vectors in the tangent \(R_{2}\) and the surface normal. It is useful to express this by saying that with every point of \(V_{2}\) a local \(R_{3}\) is associated. The moving trihedron method allows us to compare the local \(R_{3}\) at different points of the \(V_{2} \cdot{ }^{1}\) In this case we can combine the local \(R_{3}\) into one "collective" \(R_{\mathbf{3}}\). We shall see that this is a special case from the point of view of displacement theory.

An entirely different case was presented by Levi-Civita and SchouTEn \({ }^{2}\). They showed how it is possible to connect with a Riemannian geometry an intrinsic parallelism, which does not require the imbedding of the Riemannian manifold \(V_{n}\) in a euclidean space of more than \(n\) dimensions. In this displacement parallelism is defined for points at infinitesimal distance in a given direction. The length of the vector and the angle between two vectors again remain invariant. With the aid of this a covariant differential is defined
\[
\delta v^{x}=d v^{x}+\left\{\begin{array}{c}
x \\
\mu \lambda
\end{array}\right\} v^{\mu} d \xi^{\lambda}
\]
where \(\delta v^{x}\) is again a vector. The parallel displacement along a curve is uniquely determined, but not for two points connected by different curves. We can express this kind of displacement by saying that with

\footnotetext{
\({ }^{1}\) Darboux: 1889 (1) Livre V Ch. I.
2 Levi-Civita: 1917 (1). - Schouten: 1918 (1). The method of Levi-Civita still required imbedding, though his result was intrinsic. Schouten, however, used an intrinsic method.
}
every point of the \(V_{n}\) a local \(R_{n}\) (the euclidean tangent space, or the local tangent space of the first differentials) is associated, and the laws of this parallelism allow us to compare the local \(R_{n}\) at different points of the \(V_{n}\).

A third case, seeming entirely separated, is Clifford parallelism in elliptic space. Here we can define, in two different ways, a direction through a point parallel to a given direction through another point at finite distance.

The theory of linear displacements has unified all these points of view. All three cases appear now as specializations of a general theory, in which we associate with every point of an \(X_{n}\) a local space \(S_{k}\) and build up laws to compare these local spaces.

To understand this better, we sketch this point of view for the second case, that of the Riemannian connection \(V_{n}\).

At two points \(P, P^{\prime}\) at infinitesimal distance exist two local tangent \(R_{n}\), one belonging to \(P\), the other, \(R_{n}^{\prime}\), to \(P^{\prime}\). In each \(R_{n}\) is a system of reference, e. g., a Cartesian coordinate system. An observer at \(P\) can think that he is in an \(R_{n}\); he can, for a given \(V_{n}\), also localize in this \(R_{n}\) the point \(P^{\prime}\) and the coordinate system of the \(R_{n}^{\prime}\) at \(P^{\prime}\), which have a definite position with respect to the coordinate system in the \(R_{n}\) at \(P\). If we now consider a series of local \(R_{n}\) along a curve \(P Q\) of \(V_{n}\), then the observer at \(P\) will be able to localize successively, in the same \(R_{n}\), all the different \(R_{n}^{\prime}\) of the points \(Q^{\prime}\) of the curve \(P Q\). The curve \(P Q\) is thus developed, with its different corresponding \(R_{n}\), on the \(R_{n}\) at \(P\). The observer at \(A\) will only be aware that he is not in an \(R_{n}\), but in a manifold of different connection, when he localizes in his space \(R_{n}\) the point \(Q\) and its coordinate system, once by developing the \(V_{n}\) along one curve \(P Q\) of \(V_{n}\), and another time along another curve \(P Q\) of \(V_{n}\). It is not a priori obvious that he will get the same point and coordinate system. If we now take for \(P Q\) an infinitesimal closed curve, \(Q\) falling on \(P\), then it can be proved that in the case of Levi-Civita parallelism the point \(Q\) will always come in the same place (we call this absence of torsion; see art. 3) but the coordinate system will turn. In this the curvature of the \(V_{n}\) reveals itself. Other connections can be constructed by modification of the local space or introduction of torsion \({ }^{1}\).
2. Affine displacement \(\boldsymbol{L}_{\boldsymbol{n}}\). The first generalization of the parallelism of Levi-Civita was obtained by associating with every point of the \(X_{n}\) a local \(E_{n}\). This is natural, as we can take as local \(E_{n}\) the tangent \(E_{n}\) to the \(X_{n}\), the existence of which is established by the definition of \(X_{n}\). The geometry thus obtained is called the geometry of the affine connection and we shall denote it by \(L_{n}\).

\footnotetext{
\({ }^{1}\) Cartan: 1924 (3), (4) - 1925 (1) - 1930 (9).
}

Such a connection is defined by an affine displacement \({ }^{1}\). This can be done by the definition of a covariant differential which allows us to compare the local \(E_{n}\) at a point \(P\) with the local \(E_{n}\) at a point \(P^{\prime}\), at infinitesimal distance.

In the \(X_{n}\) we again introduce a group of transformations of the original variables,
\[
\begin{equation*}
\xi^{\varkappa^{\prime}}=f^{\varkappa^{\prime}}\left(\xi^{\varkappa}\right), \quad \Lambda=\left|\partial_{\varkappa} \xi^{\varkappa^{\prime}}\right| \neq 0 \tag{2.1}
\end{equation*}
\]
implying
\[
\begin{equation*}
d \xi^{\varkappa^{\prime}}=A_{\varkappa}^{\varkappa^{\prime}} d \xi^{\varkappa}, \quad A_{\varkappa}^{\varkappa^{\prime}}=\partial_{\varkappa} \xi^{\varkappa^{\prime}} . \tag{2.2}
\end{equation*}
\]

We introduce fields of geometrical objects, in the first place, fields of quantities (i. e. tensors and densities), e. g.:
\[
v^{\varkappa^{\prime} \lambda^{\prime} \mu^{\prime}}=A_{\varkappa \lambda^{\prime} \mu}^{\varkappa^{\prime} \lambda^{\prime} \mu^{\prime}} v^{\varkappa \lambda \mu} .
\]

For local \(E_{n}\) we will now take the tangent \(E_{n}\) in which these quantities behave, at each point, like ordinary affine quantities (Ch. I), and in which furthermore pseudotensors can be defined.

Then we define the covariant differential \(\delta T\) of a quantity in the following way:
1. Every quantity has a covariant differential depending on this quantity, its first ordinary derivatives, and on a direction of progress \(d \xi^{*}\).
2. The components of a quantity and of its covariant differential transform in the same way under (2.1) and (2.2). This means that the covariant differential of a vector is again a vector, etc.
3. The covariant differential is a linear homogeneous integral function of the \(d \xi^{\varkappa}\).
4. Covariant differentiation of a sum or of an outer product of two . quantities \(T\) and \(U\) follows the ordinary formal rules. Hence \(\delta(T+U)\) \(=\delta T+\delta U ; \delta(T U)=(\delta T) U+T(\delta U)\).
5. Rule 4. also holds for the inner product. Hence
\[
\begin{aligned}
\delta\left(v^{\kappa} w_{\varkappa}\right) & =\left(\delta v^{\varkappa}\right) w_{\varkappa}+v^{\varkappa} \delta w_{\varkappa}{ }^{2} \\
\delta A_{\lambda}^{\varkappa} & =0 .
\end{aligned}
\]

From these rules follow other rules.
a) The covariant derivative of a scalar is the ordinary derivative.
b) The covariant derivative of a vector is of the form
\[
\begin{aligned}
\delta v^{\kappa} & =d v^{\kappa}+\Gamma_{\mu \lambda}^{\kappa} v^{\lambda} d \xi^{\mu} \\
\delta w_{\lambda} & =d w_{\lambda}-\Gamma_{\mu \lambda}^{\kappa} w_{\mu} d \xi^{\mu},
\end{aligned}
\]

\footnotetext{
\({ }^{1}\) Following a suggestion by Veblen we use displacement (Übertragung) when there is an infinitesimal transportation of quantities. The manifold \(X_{n}\) obtains a certain connection (Zusammenhang), when there is also a covariant derivative.

2 Schouten-Hlavatý: 1929 (2). Omission of 5. leads to different \(\Gamma_{\mu \lambda}^{2}\) for covariant and for contravariant quantities. - See Schouten: 1924 (5) Ch. II. Introduction of densities makes this discrimination superfluous.
}
where the \(\Gamma_{\mu \lambda}^{\mu}\) form a geometrical object with \(n^{3}\) components, dependent on the \(\xi^{\chi}\) and not on the vector field \({ }^{1}\). The difference in sign of the second term of the second member is a result of rule 5. For these \(\Gamma_{\mu \lambda}^{\alpha}\) the equations
\[
\Gamma_{\mu \lambda}^{\alpha} d \xi^{\mu} \stackrel{*}{=} \delta e_{\lambda}^{\mu} ; \quad \Gamma_{\mu \lambda}^{\alpha} d \xi^{\mu} \stackrel{*}{=} \delta e_{\lambda}^{\alpha}
\]
hold.
c) Covariant derivatives of tensors follow rules similar to those of Riemannian geometry, e. g.
\[
\delta v_{\cdot \lambda \nu}^{\mu}=d v_{\cdot \lambda \nu}^{\alpha}+\Gamma_{\mu \pi}^{\kappa} v_{\cdot \lambda \nu}^{\pi} d \xi^{\mu}-\Gamma_{\mu \lambda}^{\pi} v_{\cdot \pi \nu}^{\alpha} d \xi^{\mu}-\Gamma_{\mu \nu}^{\pi} v_{\cdot \lambda \pi}^{\mu} d \xi^{\mu} .
\]
d) For the covariant differentials of pseudoscalars of class \(\mathfrak{f}\) we find, if we introduce a coordinate transformation \(\xi^{0^{\prime}}=\tau \xi^{0}\)
\[
\delta \mathfrak{p}=d \mathfrak{p}-\mathfrak{f} \Gamma_{\mu} d \xi^{\mu}
\]
where \(\Gamma_{\mu}\) are a set of \(n\) functions of the \(\xi^{\varkappa}\) defining a geometrical object. As long as the function \(\tau\) is independent of the transformation of the \(\xi^{\varkappa}\), which defines tensors and densities, the \(\Gamma_{\lambda}\) are independent of the \(\Gamma_{\mu \lambda}^{\varkappa}\). For densities of weight -f there exists a relation which can be found from the covariant differential of a covariant \(n\)-vector (Ch. I, 2). Such an \(n\)-vector defines a density of weight +1 ; hence
\[
\delta w_{\lambda_{1} \ldots \lambda_{n}}=d w_{\lambda_{1} \ldots \lambda_{n}}-\Gamma_{\mu x}^{*} w_{\lambda_{1} \ldots \lambda_{n}} d \xi^{\mu} .
\]

From this we derive for densities the relation between \(\Gamma_{\lambda}\) and \(\Gamma_{\mu \lambda}^{\alpha}\)
\[
\Gamma_{\lambda}=\Gamma_{\lambda \varkappa}^{\mu}
\]
e) For the covariant differentials of pseudotensors of class \(\mathfrak{f}\) the formula is therefore as in this example:
\[
\delta \mathfrak{U}_{\lambda}^{\kappa}=d \mathfrak{U}_{\lambda}^{*}{ }^{\kappa}+\Gamma_{\mu \nu}^{\varkappa} \mathfrak{H}_{\lambda}^{\nu} d \xi^{\mu}-\Gamma_{\mu \lambda}^{\nu} \mathfrak{U}_{\nu}^{+}{ }^{\kappa} d \xi^{\mu}-\mathfrak{f} \mathfrak{U}_{\lambda}^{*}{ }^{\kappa} \Gamma_{\mu} d \xi^{\mu} .
\]

When the coordinate system is transformed from ( \(x\) ) to \(\left(x^{\prime}\right)\), we have (see Ch. I, art. 6)
\[
\begin{gathered}
\Gamma_{\mu^{\prime} \lambda^{\prime}}^{\alpha^{\prime}}=A_{\varkappa i^{\prime}}^{\chi^{\prime} \mu^{\prime} \lambda^{\prime}} \Gamma_{\mu \lambda}^{\alpha}+A_{v}^{\varkappa^{\prime}} \partial_{\mu^{\prime}} A_{\lambda^{\prime}}^{v}=A_{\varkappa \mu^{\prime} \lambda^{\prime}}^{\gamma^{\prime} \mu \lambda} \Gamma_{\mu \lambda}^{\alpha}-A_{\lambda^{\prime} \mu^{\prime}}^{\lambda \mu} \partial_{\mu} A_{\lambda}^{\varkappa^{\prime}}, \\
\Gamma_{\lambda^{\prime}}=A_{\lambda^{\prime}}^{\lambda} \Gamma_{\lambda}+\partial_{\lambda^{\prime}} \ln \tau .
\end{gathered}
\]

The latter formula shows that as long as \(\tau\) is independent of the parameters of the transformation of the \(\xi^{\varkappa}\), the \(\Gamma_{\lambda}\) behave like the components of a vector when \(\xi^{0}\) does not vary.

The covariant derivative can be found from the definition:
\[
\delta T=d \xi^{\mu} \nabla_{\mu} T
\]

Hence
\[
\nabla_{\mu} \mathfrak{U}_{\lambda}^{*}=\hat{o}_{\mu} \mathfrak{U}_{\lambda}^{*}+\Gamma_{\mu \nu}^{\kappa} \mathfrak{H}_{\lambda}^{\nu}-\Gamma_{\mu \lambda}^{\nu} \mathfrak{U}_{\nu}^{*}-\mathfrak{f} \mathfrak{U}_{\lambda}^{\star} \Gamma_{\mu}
\]

This symbol \(V\) is taken from ordinary vector analysis, it is Hamilton's "nabla" operator. It behaves algebraically like a covariant

\footnotetext{
\({ }^{1}\) Douglas: 1928 (1) writes \(-\Gamma\) for our \(\Gamma\).
}
vector, and enters therefore into tensor calculus with one covariant index.

A displacement for which the covariant differential is zero will be called a parallel displacement. It can be uniquely defined along the arc of a curve in \(X_{n}\). In this way the local \(E_{n}\) at a point \(P\) of \(X_{n}\) is mapped with its body of vectors on the local \(E_{n}\) along the curve. This mapping is also an affine mapping. In this way we come to a generalization of the developing process sketched in art. 1.

It should be noticed, however, that this mapping of vectors, which can always be moved parallel to themselves in each local \(E_{n}\), does not uniquely determine a mapping of points of an \(E_{n}\) upon the \(E_{n}\) at a point in the immediate neighborhood. Various assumptions are still allowed. We can for instance map each \(E_{n}\) upon the "next" by mapping the point \(P\left(\xi^{\varkappa}\right)\) upon the corresponding point \(P_{1}\left(\xi^{\varkappa}+d \xi^{\varkappa}\right)\) of the \(X_{n}\). Another way is that of mapping \(P_{1}\) on that point of the \(E_{n}\) at \(P\) which corresponds to \(-d \xi^{\varkappa}\). This last way, indicated by Cartan, allows a simple interpretation of the torsion.
3. Torsion. The functions \(\Gamma_{\mu \lambda}^{\alpha}\) are not necessarily symmetrical in \(\mu\) and \(\lambda\). From the transformation formulas it can be shown that \(\Gamma_{\mu \lambda}^{\alpha}-\Gamma_{\lambda \mu}^{\kappa}\) is a tensor. We write
\[
S_{\mu \dot{\lambda}} \dot{\lambda}^{\kappa}=\frac{1}{2}\left(\Gamma_{\mu \lambda}^{\kappa}-\Gamma_{\lambda \mu}^{\kappa}\right)=\Gamma_{[\mu \lambda]}^{\kappa}=-S_{\dot{\lambda} \mu}{ }^{\kappa}
\]

The tensor character follows from the formula ( \(d_{1} \xi^{\varkappa}\) and \(d_{2} \xi^{\varkappa}\) are two different line elements)
\[
\delta_{2} d_{1} \xi^{\varkappa}-\delta_{1} d_{2} \xi^{\varkappa}=2 d_{1} \xi^{\mu} d_{2} \xi^{\lambda} S_{\mu} \dot{\lambda}^{\varkappa},
\]
which shows that \(\delta_{2} d_{1} \xi^{\mu}\), the covariant differential of \(d_{1} \xi^{\mu}\) in the \(d_{2} \xi^{*}\) direction is not equal to \(\delta_{1} d_{2} \xi^{\gamma}\). This also means that ( \(\varepsilon\) being a small constant)
\[
\int \delta d \xi^{\varkappa}=2 \varepsilon f^{[\mu \lambda]} S_{\mu i \lambda^{x}}
\]
taken along an infinitesimal circuit determined by the infinitesimal bivector \(\varepsilon f^{[\mu \lambda]}\); therefore, we see that the tensor \(S_{\mu} \ddot{i}^{\mu}\) measures the deviation of the point \(P\) from its original position after the local \(E_{n}\) has been mapped consecutively in the sense of Cartan on the \(E_{n}\) along the circuit until it returns. It returns to its original position if
\[
S_{\mu \ddot{\lambda}^{x}}=0
\]

In this case we call the connection symmetrical. It may be denoted by \(A_{n}\). In the other case \(S_{\mu i}{ }^{u} \neq 0\), we say that the \(L_{n}\) at \(P\) has torsion, and \(S_{\mu i^{*}}\) is called the torsion tensor \({ }^{1}\). When \(S_{\mu i^{*}}=S_{[\mu} A_{i]}^{\kappa}\), the connection is called semisymmetrical \({ }^{2}\).

\footnotetext{
\({ }^{1}\) Cartan: 1922 (6). - Here also the name torsion. Conception introduced by Eddington: 1921 (1). - See Schouten: 1924 (5).

2 Schouten: 1922 (1) - 1924 (5) p. \(73-1926\) (2). - Friedmann-Schouten: 1924 (7).
}

The \(\Gamma_{\mu \lambda}^{\alpha}\) is the case of a general \(L_{n}\) can be expressed in terms of \(S_{\mu} \ddot{i}^{\boldsymbol{x}}\) and the covariant derivative of an arbitrary symmetrical tensor \(g_{\mu \lambda}=g_{\lambda \mu}\). We find, if the Christoffel symbol refers to \(g_{\lambda_{\mu}}\) :

4. Weyl connection. Of special interest are those affine connections in an \(X_{n}\) for which there exists a symmetrical pseudotensor \(g_{\lambda \mu}=g_{\lambda_{\mu}} \mathrm{e}\) of rank \(n\) and class 1 , defined for a function \(\tau\) independent of the parameter \(\partial_{\chi} \xi^{\chi^{\prime}}\) and for which the covariant differential vanishes:
\[
\nabla_{\mu} \mathrm{g}_{\lambda \nu}=0 .
\]

This gives for \(\Gamma_{\mu \lambda}^{\alpha}\) the condition
\[
\Gamma_{\mu \lambda}^{\varkappa}=\left\{\begin{array}{l}
\kappa \\
\mu \lambda
\end{array}\right\}^{\prime}-\frac{1}{2}\left(\Gamma_{\mu} A_{\lambda}^{\varkappa}+\Gamma_{\lambda} A_{\mu}^{\varkappa}-g^{\varkappa \nu} g_{\mu \lambda} \Gamma_{\nu}\right),
\]
where \(\mathfrak{g}^{\lambda \mu}\) is determined by the relation \(\mathfrak{g}^{\lambda \nu} \mathrm{g}_{\mu \nu}=A_{\mu}^{\lambda}\) and \(\left\{\begin{array}{l}\alpha \\ \mu \lambda\end{array}\right\}^{\prime}\) is the Christoffel symbol constructed with the pseudotensor \(\mathrm{g}_{u \lambda}\).

For \(g_{\lambda \mu}\) we find
\[
\nabla_{\mu} g_{\lambda \nu}=\nabla_{\mu} \mathrm{e}^{-1} \mathrm{~g}_{\lambda \nu}=-\mathrm{e}^{-2}\left(\nabla_{\mu} \mathrm{e}\right) \mathfrak{g}_{\lambda \nu}=\Gamma_{\chi}{ }^{*} e_{\mu} g_{\lambda \nu} .
\]

If we transform \(\xi^{\circ}\) into \(\xi^{\circ}\), the scalar e is changed to \(\mathrm{e}^{\prime}\), and we get for the new tensor \(g_{\lambda \mu}^{\prime}\)
\[
g_{\lambda \mu}^{\prime}=\tau g_{\lambda \mu}
\]

At the same time
\[
\Gamma_{\lambda}^{\prime}=\Gamma_{\lambda}+\partial_{\lambda} \ln \tau .
\]

As long as \(\xi^{\circ}\) does not change, the \(\Gamma_{\lambda}\) behaves like a vector, which we write \(-Q_{\lambda}\). Then the \(Q_{\lambda}\) is changed under a transformation of the \(\xi^{\circ}\) as follows and
\[
\begin{aligned}
& Q_{\lambda}=Q_{\lambda}-\partial_{\lambda} \ln \tau \\
& \nabla_{\mu} g_{\lambda_{\nu}}=-Q_{\mu} g_{\lambda \nu},
\end{aligned}
\]
\[
\Gamma_{\mu \lambda}^{\varkappa}=\left\{\begin{array}{c}
x  \tag{4.1}\\
\mu \lambda
\end{array}\right\}+Q_{(\mu} A_{\lambda)}^{\varkappa}-\frac{1}{2} g^{\nu \mu} Q_{\nu} g_{\mu \lambda} ; \quad\left\{\begin{array}{c}
x \\
\mu \lambda
\end{array}\right\} \text { belongs to } g_{\lambda \nu} \text {. }
\]

This displacement determines a Weyl connection. It is determined by a pseudotensor \(g_{2 \mu}=g_{\mu \lambda}\) of rank \(n\) and class +1 , satisfying \(\nabla_{\mu} g_{\lambda \nu}=0\) and by giving the \(\Gamma_{\lambda}\) in an arbitrary manner.

Another way of defining this connection without introducing the notion of a pseudotensor is by postulating immediately that a tensor \(g_{\lambda \mu}=g_{\mu \lambda}\) exists for which the covariant derivative \(\nabla_{\mu} g_{\lambda \nu}\) breaks up into a product \(-Q_{\mu} g_{\lambda \nu}\). It can then be shown that the tensor \(g_{2 \mu}\) is determined but for a factor \(\tau\) : \({ }^{\prime} g_{\lambda \mu}=\tau g_{\lambda \mu}\) and that the \(\Gamma_{\mu \lambda}^{\kappa}\) take the same form as in (4.1) \({ }^{2}\).

\footnotetext{
\({ }^{1}\) For general \(L_{n}\) see also Go£aB: 1930 (12).
2 Weyl: 1918 (2), (3). For the method with pseudotensors see SchoutenHlavatý: 1929 (2). Further literature Schouten: 1929 (5). - Eisenhart: 1927 (1). - Hlavatý: 1928 (9) - 1929 (12). - Gugino: 1933 (5). - Cartan: 1926 (7).
}
5. Metrical connection. When a tensor \(g_{\lambda \mu}=g_{\mu \lambda}\) of rank \(n\) exists \({ }^{1}\), for which
\[
\nabla_{\mu} g_{\lambda \nu}=0
\]
we call the connection metrical because we can introduce this tensor \(g_{\lambda v}\) as fundamental tensor of a metric. The local \(E_{n}\) at each point becomes a euclidean space \(R_{n}\) and parallel displacement is equivalent to the mapping of an \(R_{n}\) orthogonally on an \(R_{n}\) in a neighboring point. There is still a considerable degree of freedom in this mapping.

Two cases are of importance: the case without torsion and the case with torsion. When the torsion is zero
\[
S_{\mu} \dot{\lambda}^{\kappa}=0
\]
we have a Riemannian manifold \(V_{n}\), because we can show that
\[
\Gamma_{\mu \lambda}^{\varkappa}=\Gamma_{\lambda \mu}^{\varkappa}=\left\{\begin{array}{c}
x \\
\mu \lambda
\end{array}\right\}
\]
where \(\left\{\begin{array}{c}x \\ \mu \lambda\end{array}\right\}\) are the Christoffel symbols of the second kind belonging to \(g_{\lambda_{\mu}}\); the displacement of a vector becomes that of Levi-Civita. The equation \(\nabla_{\mu} g_{\lambda \nu}=0\) then becomes the identity of Ricci for a Riemannian manifold \({ }^{2}\).

The case with torsion can also be obtained by introducing into the \(X_{n} n\) independent contravariant vector fields \(v_{i}^{v}, i=1,2, \ldots, n\) and defining with the aid of these vectors a fundamental tensor \(g^{\lambda \mu}= \pm \sum_{i}^{v_{i}^{\lambda}} v_{i}^{\mu}\) (summed on \(i\) ) with respect to which they are mutually orthogonal unit vectors \({ }^{3}\).
6. Curvature. In euclidean space a vector always returns to its original position after parallel transportation along a closed curve. This is not necessarily the case in an \(L_{n}\). We may therefore use the difference between a vector before and after parallel displacement along a closed curve as a measure of the curvature of an \(L_{n}\) at a point \(P\). The formula for an infinitesimal circuit along an \(E_{2}\)-element at \(P\), measured by \(f^{\star \lambda} d \sigma, f^{\star \lambda}\) being a simple bivector and \(d \sigma\) an affine measure for the area, is \({ }^{4}\)
\[
\begin{aligned}
D v^{\kappa} & =f^{\nu \mu} R_{\nu \mu \lambda^{\kappa}}^{*} v^{\hat{\lambda}} d \sigma, \\
D w_{\lambda} & =-f^{\nu \mu} R_{\nu \mu \lambda^{\kappa}}^{*} w_{\varkappa} d \sigma,
\end{aligned}
\]
where \(R_{v \mu \dot{\lambda}^{x}}^{*}\) is the curvature tensor (or RiEmAnn-Christoffel tensor)
\[
R_{\nu \mu \lambda^{\kappa}}^{\cdots}=-2 \partial_{[\nu} \Gamma_{\mu] \lambda}^{\kappa}-2 \Gamma_{[\nu|\pi|}^{\varkappa} \Gamma_{\mu] \lambda}^{\pi}
\]

\footnotetext{
\({ }^{1}\) For the case of rank \(<n\) see Bortolotti: 1931 (7).
2 We do not discuss Riemannian manifolds in any detail. See e. g. Berwald: 1927 (9). - Cartan: 1925 (8) - 1928 (16). - Duschek-Mayer: 1930 (20). For the conditions that the \(\Gamma_{\mu \lambda}^{\mu}\) may be written as Christoffel symbols see Eisenhart: 1927 (1) § 29. - Graustein: 1930 (7).
\({ }^{3}\) For other types of \(L_{n}\) see Kunit: 1931 (37). - Novobatzky: 1931 (27). Straneo: 1932 (27). - Nalli: 1931 (24). - Fernandes: 1931 (21).

4 An exact derivation e. g. in Schlesinger: 1928 (8).
}
where \(|\pi|\) means that the \(\pi\) is not to be included in the alternation. For this tensor we have the first identity
which follows from the definition.
The corresponding formulas for higher order quantities are of the following form

Related are the formulas for the application of \(\nabla_{[\nu} \nabla_{\mu]}\), the alternating part of the second covariant derivative, e.g.
\[
2 \nabla_{[\nu} \nabla_{\mu]} w_{\lambda}=R_{v \mu}^{*} \dot{\lambda}^{\kappa} w_{\varkappa}-2 S_{\nu \mu}^{*} \nabla_{\varkappa} w_{\lambda}
\]
in which however a term in \(S_{\mu} \dot{i}^{\kappa}\) appears.
For a pseudoscalar we find
\[
D \mathfrak{p}=+2 \mathfrak{p} f^{\nu \mu} \partial_{[\mu} \Gamma_{\nu]} d \sigma
\]
7. Integrability. When \(D v^{x}=0\) for every circuit and every vector we must have
\[
R_{\nu \mu} \ddot{\lambda}^{x}=0
\]

In this case parallel transportation of a vector and of every tensor from one point of \(L_{n}\) to another is independent of the curve along which the displacement takes place. It is possible to define at every point a vector (tensor) parallel to a given vector (tensor). There exists teleparallelism or absolute parallelism, as in euclidean space. Such displacements are called integrable.

For pseudotensors, integrability exists if
\[
\partial_{[\mu} \boldsymbol{\Gamma}_{\nu]}=0
\]

In the special case of densities, this means
\[
\partial_{[\mu} \Gamma_{\lambda] x}^{*}=R_{\mu}^{*} \ddot{i}_{x}^{*}=0,
\]
so that integrability for tensors also implies integrability for densities. But it implies more. A volume is a scalar density. Hence we see that the equation \(R_{\nu \mu \lambda}^{\cdots i}=0\) expresses the fact that teleparallelism exists for volumes. Such an \(L_{n}\) is called equivoluminar \({ }^{1}\). For such a manifold it must be possible to select a scalar density \(\mathfrak{p}\) in such a way that \(\delta \mathfrak{p}=0\) for all directions \(d \xi^{\chi}\).

A Riemannian manifold \(V_{n}\) with \(R_{v \mu} \dot{\lambda}^{\kappa}=0\) has the property of admitting \(n\) mutually orthogonal gradient fields \(\stackrel{i}{u}_{\mu}=\nabla_{\mu} \stackrel{i}{\varphi}, i=1,2, \ldots, n\). These \(\stackrel{i}{\varphi}\) can be taken as a new CARTESian coordinate system. We call the connection euclidean, and we denote it by \(R_{n}\). It is applicable to euclidean space.

\footnotetext{
\({ }^{1}\) Veblen: 1922 (5). - Schouten: 1924 (5) p. 89.
}

A symmetrical manifold \(A_{n}\) with \(R_{\nu} \ddot{\mu}_{\lambda}^{\boldsymbol{\lambda}}=0\) is called affine euclidean. It is applicable to the space \(E_{n}\) belonging to the affine group in the sense of Klein \({ }^{1}\).

A metrical manifold with \(R_{\nu \mu \lambda}^{\cdots{ }_{\lambda}}=0\) without torsion is euclidean. With torsion it has been the subject of many investigations by Weitzenвӧск, Vitali and others. Einstein proposed it for \(n=4\) in 1928 as a space-time of relativity \({ }^{2}\).

It is known as a Riemannian manifold with torsion, or Riemannian manifold admitting absolute parallelism.

It can be obtained by introducing a fundamental symmetrical tensor \(g_{\lambda \mu}\) by means of \(n\) contravariant vector fields (see Ch. II, art. 5), and by defining a parallel displacement which carries every vector at a point \(P\) over into a vector at another point \(P^{\prime}\) with exactly the same length and position with respect to the unit vectors of the \(n\) congruences. A simple example can be constructed by drawing meridians and parallels on a sphere and by defining a parallel displacement which brings every vector making an angle \(\alpha\) with the meridian into a similarly situated vector of equal length at another point \({ }^{3}\). It is clear that this is not a displacement of Levi-Civita. It also indicates how this connection can be mapped on a Riemannian manifold with a given system of \(n\) mutually orthogonal congruences \({ }^{4}\). Clifford parallelism in elliptic space can also be interpreted as a connection of this type. It deserves mention that the teleparallelism in this connection is independent of the metric, as it can be defined with \(n\) contravariant vector fields. This teleparallelism is unchanged if the \(n\) vector fields are replaced by \(n\) linear combinations with constant coefficients. For its application to group theory see this Chapter, art. 10.
8. Some identities \({ }^{5}\). Apart from the first identity (art. 5) we have, for the curvature tensor, the following identities in \(L_{n}\) :

If \(\nabla_{\mu} g^{\lambda \varkappa}=Q_{\mu}^{\cdot{ }^{\lambda \varkappa}}\) and \(R_{v \mu}^{\cdot} \dot{\lambda}^{\pi} g_{\pi \kappa}=R_{\nu \mu \lambda \varkappa}\), a third identity exists:
\[
\begin{equation*}
R_{\nu \mu(\lambda x)}=-V_{[\nu} Q_{\mu] \lambda x}-S_{\nu \mu}^{\cdot{ }^{\pi}} Q_{\pi \lambda \varkappa}, \tag{III}
\end{equation*}
\]
so that for every symmetrical connection \(R_{[\nu \mu]^{n}}^{\dot{{ }_{\mu}^{x}}}=0\) and for every Riemannian connection, \(R_{\nu \mu(\lambda x)}=0\).

\footnotetext{
\({ }^{1}\) Schouten: 1924 (5) Ch. IV.
2 Weitzenböck: 1921 (4) No. 18 - 1923 (10) p. 317 . - Einstein: 1928 (2) - 1930 (11). - See the comprehensive articles of Bortolotti: 1929 (8). - Cartan: 1930 (9). - Eisenhart: 1933 (7). - See further Reichenbach: 1929 (21). Bortolotti: 1931 (4). - Thomas: 1930 (1). - Zaycoff: 1931 (21). - Lanczos: 1931 (33). - Tamm: 1929 (16). - Robertson: 1932 (21). - Vitali: 1932 (20). Sen: 1931 (25) - and our Ch. II art. 10. Comp. also Hosokawa: 1932 (11).
\({ }^{3}\) Cartan: 1923 (1) p. 404 - 1924 (3) p. 301 . - Comp. Anderson: 1929 (20).
\({ }^{4}\) Levi-Civita: 1929 (10). \(\quad 5\) Schouten: 1924 (5), Ch. II.
}

If both identities exist, that is, in a Riemansian manifold, we can find by purely algebraical computation a fourth identity
\[
\begin{equation*}
R_{\nu \mu \lambda x}=R_{\lambda x \nu \mu} . \tag{IV}
\end{equation*}
\]

For an \(L_{n}\) the curvature tensor has \(\frac{1}{2} n^{3}(n-1)\) linearly independent components. For a \(V_{n}\) the number reduces to \(\frac{1}{12} n^{2}\left(n^{2}-1\right)\).

The identity of Bianchi for an \(L_{n}\) is
\[
\nabla_{[\mu} R_{\nu \pi \bar{j} \chi^{*}}=-2 S_{[\ddot{[\nu \pi}}{ }^{\sigma} R_{\mu] \dot{\sigma} \dot{\chi}^{x}} .
\]

By contraction we find from this identity that for a \(V_{n}\)
\[
\nabla_{\mu} G_{\cdot \lambda}^{\mu}=0, \quad \text { if } \quad G_{\mu \lambda}=R_{\mu \lambda}-\frac{1}{2} R g_{\mu \lambda},
\]
where
\[
R_{\mu \lambda}=R_{\nu} \ddot{\mu} \ddot{\nu}^{\nu}, \quad R=R_{\mu \lambda} g^{\mu \lambda} .
\]

In a \(V_{n}\) the \(R_{\mu \lambda}\) is symmetrical. In a general \(L_{n}\) there is a symmetrical and an alternating part to it, which fact has occasionally been used for relativity, where a symmetrical tensor and a bivector have to define the gravitational and the electromagnetic field.
9. Non-holonomic systems. So far we have considered only geometrical properties referred to holonomic systems. If we now introduce non-holonomic measuring vectors \({ }^{1}\), we can express the displacement of a contravariant vector in the \(L_{n}\) in this way
\[
\begin{aligned}
\nabla_{j} v^{k} & =A_{j v}^{\mu k} \nabla_{\mu} v^{v}=A_{j v}^{\mu k} \partial_{\mu} v^{v}+A_{j v}^{\mu k} \Gamma_{\mu \lambda}^{\nu} v^{\lambda}= \\
& =\hat{o}_{j} v^{k}+A_{i j}^{\lambda} \mu k \\
& =\partial_{\mu \lambda} v^{v}+\Gamma_{j i}^{k} v^{i}+v^{i},
\end{aligned}
\]
where
\[
\begin{aligned}
\hat{o}_{j} & =A_{j}^{\mu} \partial_{\mu} \\
\Gamma_{j i}^{k} & =A_{i j \nu}^{\lambda \mu k} \Gamma_{\mu \lambda}^{v}+A_{\lambda}^{k} \partial_{j} A_{i}^{\lambda}=A_{i j \nu}^{\lambda \mu k} \Gamma_{\mu \lambda}^{\nu}-A_{i}^{\lambda} \partial_{j} A_{\lambda}^{k} .
\end{aligned}
\]

We can write in a similar way
\[
\nabla_{j} w_{i}=\partial_{j} w_{i}-\Gamma_{i j}^{k} w_{k} .
\]

The \(\Gamma_{i j}^{k}\) can be taken as the parameters of displacement in the nonholonomic system. We have
\[
\Gamma_{i j}^{k} \stackrel{*}{*} \nabla_{j} e_{i}^{k} ; \quad \Gamma_{i j}^{k} * \nabla_{j} e_{i}^{k} .
\]

When the \(\Gamma_{\mu \lambda}^{\kappa}\) are symmetrical, the \(\Gamma_{i j}^{k}\) need not be symmetrical. As
\[
\Gamma_{[i j]}^{k}=S_{i j}^{*}{ }^{k}-A_{i j}^{\mu \lambda} \partial_{[\mu} A_{i]}^{k},
\]
we see that the measuring vectors are holonomic when and only when \(\Gamma_{[i j]}^{k}=S_{j i}^{* k}\). In the non-holonomic case the \(\Gamma_{[i j]}^{k}\) have no tensor character.

\footnotetext{
1 Schouten: 1929 (4).
}

If we write
\[
S 2_{i j}^{k}=-A_{i j}^{\mu \lambda} \hat{\partial}_{[\mu} A_{\lambda]}^{k}
\]
we have \(S_{j}^{\bullet}{ }_{i}^{k}=\Gamma_{[j i]}^{k}+\Omega_{i j}^{k}\). The \(\Omega_{i j}^{k}\) are called the anholonomic parameters. They form a geometrical object, not a quantity.

The non-holonomic components of the curvature tensor take the following form
\[
R_{i j k}^{\dddot{N}_{k}^{l}}=-2 \partial_{[i} \Gamma_{j\rfloor k}^{l}-2 \Gamma_{\lfloor i|m|}^{l} \Gamma_{j\rfloor k}^{m}-2 \Omega_{i j}^{m} \Gamma_{m k}^{l}
\]

An application to Riemannian geometry can be made by introducing as non-holonomic measuring vectors the unit tangent vectors \(i_{i}^{\nu}\), \(\stackrel{k}{i}\) along an orthogonal ennuple (RICCI's \(\lambda_{k}^{i}, \lambda_{h \mid j}\) ). Then we find
\[
\Gamma_{i j}^{k} \stackrel{*}{=} \nabla_{j} i_{i}^{k}, \quad \Gamma_{i k}^{k}=0
\]
which shows that the \(\Gamma_{i j}^{k}\) are the rotation coefficients \({ }^{1}\) of RICCI, belonging, in Ricci's notation, to the ennuple, or:
\[
g_{h k} \Gamma_{i j}^{k} \stackrel{*}{=}(\text { Ricci notation }) \stackrel{*}{=} \gamma_{i h j}=-\gamma_{h i j} .
\]

With these non-holonomic displacements in \(V_{n}\) also deal some papers by Cisotti and Pastori \({ }^{2}\).

In the Riemannian connection with torsion (art. 7), the fields \({\underset{i}{x}}_{v^{x}}\) also build a non-holonomic system of reference. They may be used for a holonomic system as soon as the corresponding covariant fields \(\stackrel{i}{v}_{\boldsymbol{v}}^{\boldsymbol{i}}\) form \(X_{n-1}\). \({ }^{3}\)
10. Transformation groups. The transformations of a finite continuous simple group in \(n\) parameters \(\xi^{\kappa}\) can be represented as points in an \(L_{n}\), in which two kinds of Riemannian connections with torsion can be defined. If \(T_{\xi}\) represents the general transformation of the group, then the parameters of the infinitesimal transformation \(T_{\xi}^{-1} T_{\xi+d \xi}\) define the \(n\) contravariant vectorfields of the first connection, and those of \(T_{\xi+d \xi} T_{\xi}^{-1}\) the vectorfields of the second connection. The components of the torsion tensor \(S_{i \mu}{ }^{*}\) are equal to the constants of the structure \(c_{i j k}\) of Lie.

For such connections the geodesics coincide with those of the Riemannian connection with the same definite \(d s^{2}\). An example is elliptic space of 3 dimensions, in which the connections with torsion are those with Clifford parallelism \({ }^{4}\).

\footnotetext{
1 E. g. Ricci-Levi Civita: Math. Ann. Vol. 54 (1901).
2 Comp. Pastori: 1930 (17). - Infeld: 1932 (24). - Vranceanu: 1932 (34).
3 Schouten: 1929 (3).
4 See Schouten: 1929 (5). - Cartan: 1927 (13) - 1930 (9); in the latter the literature is given. Also: Eisenhart: Proc. Acad. Sci. U. S. A. Vol. 11 (1925) p. 246. - Slebodzinski: 1932 (25), (26). - Whitehead: 1932 (18).
}

\section*{Chapter III.}

\section*{Connections associated with differential equations.}
1. Paths. In a Riemannian geometry a geodesic can be defined as a curve generated by a linear element moved parallel to itself in its own direction. This definition can immediately be extended to an \(L_{n}\). If the linear element is denoted by the contravariant vector \(v^{x}\) we must express that \(v^{\mu} \nabla_{\mu} v^{x}\) has the direction of \(v^{x}\). If the geodesic has the equations \(\xi^{\kappa}=\xi^{\kappa}(t)\), we find for its differential equation
\[
\begin{equation*}
\frac{d \xi^{\mu}}{d t} \nabla_{\mu} \frac{d \xi^{\varkappa}}{d t}=\alpha \frac{d \xi^{\varkappa}}{d t}, \quad \alpha \text { coefficient depending on } \xi^{\kappa} \tag{1.1}
\end{equation*}
\]
or
\[
\frac{d^{2} \xi^{\varkappa}}{d t^{2}}+\Gamma_{\mu \lambda}^{\varkappa} \frac{d \xi^{\mu}}{d t} \frac{d \xi^{\lambda}}{d t}=\alpha \frac{d \xi^{\kappa}}{d t}
\]

It is possible to find an invariant parameter \(s=s(t)\) on the curve
\[
s=c_{1}+c_{2} e^{/ \alpha d t} d t, \quad c_{1}, c_{2} \text { constants }
\]
by which the equation of the geodesic takes the form
\[
\begin{equation*}
\frac{d^{2} \xi^{\varkappa}}{d s^{2}}+\Gamma_{\mu \lambda}^{\kappa} \frac{d \xi^{\mu}}{d s} \frac{d \xi^{\lambda}}{d s}=0 \tag{1.2}
\end{equation*}
\]

This is a system of \(n\) differential equations which, in a certain domain of \(L_{n}\), allow a solution such that through each point passes an integral curve in every one of the \(\infty^{n-1}\) directions, and one integral curve passing through two points. It defines, therefore, a system of \(\infty^{2 n-2}\) geodesics, also called paths \({ }^{1}\).

The most general system of paths is given by the differential equation
\[
\begin{equation*}
\frac{d^{2} \xi^{\kappa}}{d t^{2}}=f^{\mu}\left(\xi^{\lambda}, \frac{d \xi^{\mu}}{d t}\right), \tag{1.3}
\end{equation*}
\]
where the \(f^{\mu}\) are homogeneous of the second degre in \(d \xi^{\mu} / d t .{ }^{2}\) In this case, however, the \(\Gamma\) depend, as a rule, on \(d \xi^{x} / d t\), a case which we do not discuss in detail.

It is now possible to begin the investigation with a system (1.1) of differential equations, and to define the connection by its coefficients \(\Gamma_{\mu \lambda}^{\mu}\). Instead of letting the connection define the paths, the paths can be made to define the connection. In this case, however, the paths

\footnotetext{
\({ }_{1}\) Eisenhart-Veblen: 1922 (3). - See Eisenhart: 1927 (1). - Also WhiteHEAD: 1932 (19).

2 Douglas: 1928 (1). - Rowe: 1932 (29). - Raschewsky: 1932 (10). Generalization of the system of equations (1.3) in Douglas: 1931 (15).
}
always define a symmetrical connection \(\Gamma_{\mu \lambda}^{\mu}=\Gamma_{i \mu}^{\varkappa}\) as the torsion does not affect the paths. To one system of paths belongs therefore an infinity of \(L_{n}\).
2. Projective transformations. A system (1.1) of paths does not even define uniquely one connection \(A_{n}\). Indeed, the transformation
\[
\begin{equation*}
' \Gamma_{\mu \lambda}^{\varkappa}=\Gamma_{\mu \lambda}^{\kappa}+A_{\lambda}^{\varkappa} p_{\mu}+A_{\mu}^{\varkappa} p_{\lambda}=\Gamma_{\mu \lambda}^{\kappa}+2 A_{(\lambda}^{\varkappa} p_{\mu)}, \tag{2.1}
\end{equation*}
\]
where \(p_{\mu}\) is an arbitrary covariant vector, leaves the equations (1.2) invariant though it may change the parameter \(s\). The transformation fails to change the parameter on the paths only if \(p_{\mu} d \xi^{\mu}=0\), that is, if the \(E_{n-1}\) of \(p_{\mu}\) contains the path direction.

For an asymmetric connection a more general transformation preserves paths:
\[
\begin{equation*}
' \Gamma_{\mu \lambda}^{\alpha}=\Gamma_{\mu \lambda}^{\kappa}+p_{\mu} A_{\lambda}^{\kappa}+q_{\lambda} A_{\mu}^{\alpha} . \quad\left(p_{\lambda}, q_{\lambda} \text { arbitrary vectors }\right) \tag{2.2}
\end{equation*}
\]

We say that all manifolds \(A_{n}\) with the same paths are projectively related, and the transformation (2.1) is called a projective transformation of the \(A_{n} .{ }^{1}\) The projective geometry of \(A_{n}\) is the theory of geometrical objects defined with respect to these transformations.

The curvature tensor transforms under (2.1) as follows
\[
\left\{\begin{align*}
{ }^{\prime} R_{\nu \mu} \cdot \dot{i}^{\kappa} & =R_{v \mu}^{\cdots} \dot{\lambda}^{\kappa}-2 p_{[\nu \mu]} A_{\lambda}^{\kappa}+2 A_{[\nu}^{\varkappa} p_{\mu] \lambda}  \tag{2.3}\\
p_{\mu \lambda} & =\nabla_{\mu} p_{\lambda}-p_{\mu} p_{\lambda}
\end{align*}\right.
\]

This tensor is therefore not invariant under projective transformations. From it, however, we can derive the tensor
\[
\begin{aligned}
P_{\dot{\nu} \mu \dot{\lambda}^{\kappa}} & =R_{\nu \mu i \dot{\lambda}^{\kappa}}-2 P_{[\nu \mu]} A_{\lambda}^{\mu}+2 A_{[\nu}^{\kappa} P_{\mu] \lambda} \\
P_{\mu \lambda} & =-\frac{1}{n^{2}-1}\left(n R_{\mu \lambda}+R_{\lambda \mu}\right), \quad R_{\mu \lambda}=R_{v} \ddot{\mu} \dot{\lambda}^{\nu}
\end{aligned}
\]
and a verification shows that this tensor is unchanged by a projective transformation. It is called the projective curvature tensor, and vanishes identically for \(n=1, n=2\). For \(n>2\) it satisfies the identities:

which can be verified from the corresponding identities for the curvature tensor \(R_{v \mu \lambda^{*}}\).

The vanishing of the projective curvature tensor for \(n>2\) is the necessary and sufficient condition that the \(A_{n}\) can be changed, by a projective transformation, into a euclidean manifold \(R_{n}\). Such a manifold is called projective-euclidean and its paths pass into the straight lines of the \(R_{n}\). For \(n=2\), when the projective curvature tensor does not exist, another condition is necessary, namely, that \(P_{\mu \lambda}\) (existing for \(n=2\) ) satisfies

\footnotetext{
\({ }^{1}\) Weyl: 1921 (2). - For condition (2.2) see Hlavatý: 1926 (3) - comp. 1927 (16). - Related is Schouten: 1927 (10).
}
the condition \(\Gamma_{[\mu} P_{\lambda] \nu}=0\). Indeed, a surface in ordinary space cannot, as a rule, be mapped on a plane with the preservation of the geodesics, it has to be of constant curvature. The general theorem can be found by writing down the conditions of integrability of the equations
\[
0=R_{\nu \mu i}^{*}-2 p_{[\nu, \mu]} A_{\lambda}^{\alpha}-2 A_{[\nu}^{\kappa} p_{\mu] \lambda},
\]
which follow from (2.3) by the assumption that \({ }^{\prime} R_{\nu \mu \lambda}{ }^{\cdots}{ }^{\kappa}=0 .{ }^{1}\)
Point transformations which preserve the paths are called collineations. The properties of finite continnous groups of collineations have been investigated \({ }^{2}\).
3. ThOMAS parameters. A geometrical object unaltered by a projective transformation of \(A_{n}\) is
\[
\Pi_{\mu \lambda}^{\chi}=\Gamma_{\mu \lambda}^{\alpha}-\frac{2}{n+1} A_{(\mu}^{\kappa} \Gamma_{\lambda) v}^{v} .^{3}
\]

These \(\Pi_{\mu \lambda}^{\alpha}\), which satisfy the identity \(\Pi_{\mu \varkappa}^{*}=0\), may be considered as the parameters of a displacement, which is uniquely determined by the paths as soon as the coordinate system is fixed. They determine a kind of projective displacement, of which the paths are the solution of the differential equations
\[
\frac{d^{2} \xi^{\alpha}}{d p^{2}}+\Pi_{\mu \lambda}^{\varkappa} \frac{d \xi^{\mu}}{d p} \frac{d \xi^{\lambda}}{d p}=0
\]
the \(p\) being a normalised projective parameter defined but for two constants \(c_{1}\) and \(c_{2}\) :
\[
p=c_{1} \int \Delta^{\frac{2}{n+1}} d t+c_{2}, \quad \Delta=\operatorname{Det}\left|\partial_{\varkappa} \xi^{\varkappa^{\prime}}\right|
\]

The \(\Delta\) enters here, as it does in the definition of densities; it also enters into the transformation equations of the \(\Pi_{\mu \lambda}^{\varkappa}\) when we pass from \((x)\) to \(\left(x^{\prime}\right)\), which can be written
\[
\Pi_{\mu^{\prime} \lambda^{\prime}}^{\chi^{\prime}}=A_{\varkappa \mu^{\prime} \lambda^{\prime}}^{\varkappa^{\prime} \mu \lambda} \Pi_{\mu \lambda}^{\chi}+A_{v}^{\varkappa^{\prime}} \partial_{\mu^{\prime}} A_{\lambda^{\prime}}^{v}-\frac{2}{n+1} A_{\left(\lambda^{\prime}\right.}^{\varkappa^{\prime}} \partial_{\left.\mu^{\prime}\right)} \ln \Delta
\]

When \(\Delta=1\) the \(\Pi\) transform like the \(\Gamma\) and \(p\) is independent of the coordinate system. This is the equiprojective case \({ }^{4}\).

This occurence of the \(\Delta\) shows that the projective parameter \(p\) depends not only on the curve, but also on the choice of original variables. The problem of finding projective equivalence of \(A_{n}\) can be reduced to the study of the integrability conditions of the transformation equations of the \(\Pi_{\mu \lambda}^{\varkappa} .{ }^{5}\) For a further treatment of this subject we refer to Eisenhart's book \({ }^{6}\).

\footnotetext{
1 See also Schouten: 1924 (5), Ch. IV; Schouten: 1926 (2); 1927 (12).
2 Knebelman: 1928 (17); Eisenhart: 1927 (1) p. 127.
3 Thomas: 1925 (6); 1926 (3). \(\quad 4\) Thomas: 1925 (2).
5 Veblen-Thomas: 1926 (8). 6 Eisenhart: 1927 (1) Ch. III.
}
4. Conformal transformations. Closely related in its formal apparatus is the theory of conformal transformations of a Riemannian manifold \(V_{n}\)
\[
' g_{\mu \lambda}=\sigma g_{\mu \lambda}, \quad \sigma=\sigma\left(\xi^{\chi}\right)
\]

In this case we have for the Christoffel symbols of the second kind:
\[
\begin{align*}
\Gamma_{\mu \lambda}^{\varkappa} & =\Gamma_{\mu \lambda}^{\varkappa}+A_{(\mu}^{\chi} s_{\lambda)}-\frac{1}{2} g^{\mu \nu} g_{\mu \lambda} s_{v}  \tag{4.1}\\
s_{\lambda} & =\partial_{\lambda} \ln \sigma .
\end{align*}
\]

Such conformal transformations leave the angle between two vectors unaltered. The conformal theory of \(V_{n}\) is the theory of the geometrical objects defined with respect to these transformations.

The curvature tensor transforms under (4.1) as follows:
\[
\begin{aligned}
\prime R_{v \mu}^{*} \dot{\lambda}^{\kappa} & =R_{\nu \mu}^{*} \dot{\lambda}^{\kappa}-2 g_{\lambda[\nu} s_{\mu] \pi} g^{\pi \kappa}, \\
s_{\mu \lambda} & =2 \nabla_{\mu} s_{\lambda}-s_{\mu} s_{\lambda}+\frac{1}{2} s_{\chi} s^{\kappa} g_{\mu \lambda}, \quad s^{\kappa}=g^{\varkappa \lambda} s_{\lambda}
\end{aligned}
\]

From it can be derived the following tensor invariant under conformal transformations:
\[
\begin{aligned}
C_{\dot{\nu} \dot{\lambda^{*}}} & =R_{\dot{\nu} \mu \dot{\lambda}^{\kappa}}-\frac{4}{n-2} g_{\lambda(\nu} L_{\mu)^{\star}}, \\
L_{\mu \lambda} & =-R_{\mu \lambda}+\frac{1}{2(n-1)} R g_{\mu \lambda,}, \quad R=g^{\mu \lambda} R_{\varkappa \mu} \dot{\lambda}^{\kappa} .
\end{aligned}
\]

This is the conformal curvature tensor and it vanishes identically for \(n=1,2,3\); for \(n>3\), it satisfies the identities
\[
C_{\nu} \ddot{\mu} \dot{\lambda}^{\kappa}=-C_{\mu \nu}^{\ddot{\nu}} \dot{\lambda}^{\kappa}, \quad C_{[\nu \mu i}{ }^{n}=0, \quad C_{\nu \mu \lambda x}=-C_{\nu \mu \varkappa \lambda} ;
\]
here also
\[
C_{\nu \mu \lambda x}=C_{\lambda x \nu \mu} .
\]

The vanishing of the conformal curvature tensor for \(n>3\) is the necessary and sufficient condition that the \(V_{n}\) can be mapped on an \(R_{n}\) by a conformal transformation \({ }^{1}\). Such a manifold is called conformal-euclidean. For \(n=3\), when the conformal curvature tensor vanishes, the condition is that \(L_{\mu \lambda}\) (existing for \(n=3\) ) shall satisfy the condition of Cotton that \(\nabla_{[\mu} L_{\lambda] \nu}=0\). A \(V_{2}\) can always be conformally mapped on an \(R_{2}\) in as many ways as there are analytical functions of a complex variable.

A geometrical object unaltered by a conformal transformation is
\[
Z_{\mu \lambda}^{\alpha}=\Gamma_{\mu \lambda}^{\kappa}-\frac{2}{n} A_{(\mu}^{\kappa} \Gamma_{\lambda) \nu}^{\nu}+\frac{1}{n} g^{\alpha \nu} g_{\mu \lambda} \Gamma_{\nu \pi}^{\pi}
\]
for which \(Z_{\mu \varkappa}^{\kappa}=0\). The \(Z_{\mu \lambda}^{\kappa}\) may be taken as parameters of a displacement, which is uniquely determined as soon as the metric and the coordinate system is given.

\footnotetext{
\({ }^{1}\) For literature see Schouten: 1924 (5) p. 170. - See also 1927 (12).
}

It is possible to build up a theory of conformal invariants in \(V_{n}\) starting with the remark that the quantity
\[
G_{\lambda \mu}=g_{\lambda \mu}\left|g_{\lambda_{\mu}}\right|^{-1 / n}, \quad\left|g_{\lambda \mu}\right|=\text { Determinant of } g_{\lambda \mu}
\]
behaves like a tensor density of weight \(-2 / n\) which is independent of \(\sigma\). The theory of conformal invariants thus becomes a theory of invariants of tensor densities \({ }^{1}\).

It is not possible to get a non-trivial projective transformation for a \(V_{n}\) which is at the same time conformal. Then we need
or
\[
\begin{gathered}
A_{(\mu}^{\varkappa} s_{\lambda)}-\frac{1}{2} s^{\mu} g_{\mu \lambda}=2 A_{(\mu}^{\varkappa} p_{\lambda)} \\
s_{\lambda}=\frac{2(n+1)}{n} p_{\lambda}=-\frac{4}{n-2} p_{\lambda}
\end{gathered}
\]
which does not give acceptable values for \(n\). Indeed, a \(V_{n}\) is fully determined by its geodesic lines and specification of its fundamental tensor but for a factor \({ }^{2}\).
5. Normal coordinates. The equations (1.2) of the paths enable us to define a special set of coordinates at each point of \(X_{n}\). The integral curve through a point \(P\binom{\xi^{x}}{0}\) in direction \(v_{0}^{v^{x}}=d \underset{0}{\xi^{x}} / d s\) has an equation of the form
\[
\xi^{\varkappa}-\xi_{0}^{\varkappa}=\underset{0}{v^{\varkappa}} s+\frac{1}{2}\left(\frac{d^{2} \xi^{\varkappa}}{d s^{2}}\right)_{0} s^{2}+\frac{1}{6}\left(\frac{d^{3} \xi^{\varkappa}}{d s^{3}}\right)_{0} s^{3}+\cdots
\]

The coefficients of this series, which we suppose to be convergent, can be found by means of (1.2) and its derived equations:
\[
\begin{aligned}
& \frac{d^{3} \xi^{\chi}}{d s^{3}}+\Gamma_{\mu_{1} \mu_{2} \mu_{3}}^{\alpha} \frac{d \xi^{\mu_{1}}}{d s} \frac{d \xi^{\mu_{2}}}{d s} \frac{\mu_{3}}{d s}=0 \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& \frac{d^{p} \xi^{\alpha}}{d s^{p}}+\Gamma_{\mu_{1} \mu_{2} \ldots \mu_{p}}^{*} \frac{d \xi^{\mu_{1}}}{d s} \frac{d \xi^{\mu_{2}}}{d s} \cdots \frac{d \xi^{u_{p}}}{d s}=0 \\
& \Gamma_{\mu_{1} \mu_{2} \ldots \mu_{p} \lambda}^{\varkappa}=\partial_{(\lambda} \Gamma_{\left.\mu_{1} \mu_{2} \ldots \mu_{p}\right)}^{\varkappa}-p \Gamma_{\nu\left(\mu_{1} \mu_{2} \ldots \mu_{p-1}\right.}^{\sim} \Gamma_{\left.\mu_{p}\right) \lambda}^{v} .
\end{aligned}
\]

Hence

If we write \(v_{0}^{\alpha} s=\eta^{x}\), we can, by virtue of the fact that \(\left|\partial \xi^{x} / \partial \eta^{\lambda}\right| \neq 0\), invert these equations and get
\[
\begin{equation*}
\eta^{\alpha}=\zeta^{\varkappa}+\frac{1}{2} \Lambda_{\lambda_{\mu}}^{0} \zeta^{\mu} \zeta^{\lambda}+\frac{1}{6} \Lambda_{\mu \lambda \nu}^{*} \zeta^{\mu} \zeta^{\lambda} \zeta^{\nu}+\cdots \tag{5.1}
\end{equation*}
\]
where
\[
\begin{aligned}
\Lambda_{\mu \lambda}^{\kappa} & =\Gamma_{\mu \lambda}^{\kappa} \\
\Lambda_{\mu \lambda \nu}^{\kappa} & =\Gamma_{\mu \lambda \nu}^{\kappa}+3 \Lambda_{\pi(\mu}^{\kappa} I_{\lambda \nu)}^{\sim \tau}, \quad \text { etc. }
\end{aligned}
\]

\footnotetext{
1 Thomas: 1925 (6) - 1932 (9). - Veblen: 1928 (4).
2 Weyl: 1921 (2).
}

The \(\eta^{x}\) form the components of a vector which in the local \(E_{n}\) at \(P\) may be taken as the radius vector from \(P\) to a point. In Riemannian geometry the \(\eta^{*}\) are sometimes called Riemann's normal coordinates. We call them normal coordinates \({ }^{1}\). They give a representation of a domain about \(P\) in which the series converges on the local \(E_{n}\) at \(P\).

The importance of normal coordinates lies mainly in the prcperty that at \(P\) the values \(\Gamma_{\mu \lambda}^{*}\), expressed in the \(\eta^{2}\) coordinates, disappear. Indeed, from (5.1):
\[
\left[\frac{\partial}{\partial \eta^{\mu}} \frac{\partial \xi^{\mu}}{\partial \eta^{\lambda}}\right]_{\eta=0}=\frac{\partial}{\partial \eta^{\mu}}\left[A_{i}^{\alpha}-\stackrel{0}{\Gamma}_{\mu i \lambda}^{\kappa} \eta^{\mu}-\cdots\right]=-\stackrel{0}{\Gamma_{i \lambda \lambda}^{\prime}}
\]
so that according to the transformation formulas for the \(\Gamma\), when passing from \(\xi^{\varkappa}\) to \(\eta^{\mu}\) :
\[
\stackrel{0}{\Gamma_{\mu^{\prime} \ell^{\prime}}^{z^{\prime}}}=0
\]

This holds only at \(P\) and only for the \(\Gamma\), but not in general for their derivatives. At \(P\) however all covariant derivatives of the first order in \(A_{n}\) can be written as ordinary derivatives with respect to \(\eta^{*}\), e. g. \(\left(\nabla_{\mu} v_{\lambda \nu}\right)_{0}=\left(\partial v_{\lambda \nu} / \partial \eta^{\mu}\right)_{0}\).

This holds for all coordinates which can be defined at \(P\) by means of a series in \(\zeta^{\kappa}\) which have the first two terms in common with (5.1), in particular, the system
\[
' \eta^{\alpha}=\zeta^{\kappa}+\frac{1}{2} \stackrel{0}{\mu}_{\mu \lambda}^{\alpha} \zeta^{\mu} \zeta^{\lambda}
\]

In normal coordinates many proofs are very simple, e. g. those for the second identity of the curvature tensor or for the identity of Bianchi. Their use in the establishment of existence theorems has been shown by Eisenhart, Veblen, Thomas and others. We refer here especially to Veblen's book on invariants.

It is possible to construct systems of normal coordinates based on the \(I_{\mu \lambda}^{\varkappa}\) of equi-projective or the \(Z_{\mu \lambda}^{\chi}\). of conformal displacements. In such systems the study of the objects of such connection is considerably simplified \({ }^{2}\).

Related is a theorem of Fermi, which states that for the case of a \(V_{n}\) there is always a coordinate system in which the Christoffel symbols vanish along a curve. It can be shown that this also holds for the \(\Gamma_{\mu \lambda}^{\mu}\) of an \(A_{n}\). This means that corresponding to a curve in the \(A_{n}\) there exists an \(E_{n}\) with the same \(\Gamma\) along the curve \({ }^{3}\).

\footnotetext{
1 Veblen: 1922 (4). - Veblen-Thomas: 1923 (6). - For \(V_{n}\) see RiemannWeyl: 1854 (1). - Also Hlavatý: 1927 (17). - See also Thomas: 1929 (7). Ruse: 1931 (29). - Michal: 1931 (12).
\({ }^{2}\) Thomas: 1925 (2) - 1930 (2), (3). - Eisenhart: 1927 (1). - See esp. Veblen: 1927 (2).

3 Eisenhart: 1927 (1) p. 64. - An extension in Whitehead-Williams: 1930 (25).
}
6. Displacements defined by a partial differential equation. The previous displacements were all defined with the aid of systems of ordinary differential equations. An entirely different procedure can be followed if a linear partial differential equation of the second order is defined in the \(X_{n}\). Let it be:
\[
\begin{gathered}
F(\psi) \equiv a^{\nu \mu} \partial_{\nu \mu}^{2} \psi+a^{\nu} \partial_{\nu} \psi+a^{\circ} \psi=0, \quad \hat{o}_{\nu \mu}^{2}=\partial^{2} / \partial \xi^{\nu} \partial \xi^{\mu}, \\
a^{\nu, \mu}, a^{\lambda}, a^{\circ} \text { functions of } \xi^{x} .
\end{gathered}
\]

The left hand side remains invariant under a coordinate transformation of the \(\xi^{\chi}\). It defines a symmetrical tensor, which we assume to be of rank \(n\)
\[
g^{\mu \lambda}=a^{\mu \lambda}
\]

It also defines a contravariant and a covariant vector:
\[
p^{\kappa}=a_{\lambda}^{\varkappa}-\frac{1}{\sqrt{g}} \partial_{\mu}\left(\sqrt{g} g^{\varkappa \mu}\right) \quad \text { and } \quad p_{\lambda}=g_{\lambda x} p^{\kappa}
\]
respectively, and a scalar field \(\xi^{\circ}=a^{\circ}\), so that \(F(\psi)=0\) takes the form
\[
g^{\mu \nu} \nabla_{\nu} \nabla_{\mu} \psi+p^{\mu} \nabla_{\mu} \psi+\xi^{\circ} \psi=0
\]

The equation \(F(\psi)=0\) also remains invariant under a transformation
\[
' F(\psi)=\tau F(\psi), \quad \tau \text { arbitrary function of } \xi^{x}
\]
by which the \(g_{\mu \lambda}, p^{\mu}, \xi^{\circ}\) transform according to the formulas
\[
' g^{\lambda \mu}=\tau g^{\lambda \mu}, \quad ' p_{\lambda}=p_{\lambda}+\ln \tau, \quad \xi^{\circ}=\tau \xi^{\circ}
\]

The equation \(F(\psi)=0\) therefore determines in an \(X_{n}\) a set of coordinates \(\xi^{\kappa}, \xi^{\circ}\) as in Ch. I, art 8 , a pseudotensor \(\mathfrak{g}^{\lambda \mu}\) of class 1 and a set of parameters of displacement \(\Gamma_{\lambda}=p_{\lambda}\). With the aid of these quantities linear displacements can be defined. If, e. g., we assume \(X_{n}\) to be an \(A_{n}\), we can take \(\nabla_{\mu} \mathfrak{g}_{i \nu}=0\) and define a WEYL connection. We can also use these tensors to construct a projective connection (Ch. V).

This method enables us to build up in \(X_{4}\) theories of relativity on a wave equation of the Schrödinger type. In this case we must take for \(F(\psi)=0\) an equation of the hyperbolic type which leads to a pseudotensor of Minkowski signature. Determination of the \(\tau\) can be obtained by suitable gauging. Like all theories of this kind involving pseudotensors it is contained in the more symmetrical theory which works with homogeneous coordinates (Ch. V).
7. Differential comitants. We cannot here discuss the many papers dealing with the construction of complete systems of differential comitants related to different connections. We refer only to Eisenhart's

\footnotetext{
1 Struik-Wiener: 1927 (4).
}
book dealing with tensors in \(A_{n}{ }^{1}\) and a paper by Thomas-Michal dealing with tensor densities in \(V_{n}\) and containing a discussion of the literature \({ }^{\mathbf{2}}\).

For other material on this subject see papers by Weitzenböck and Krauss \({ }^{3}\).

\section*{Chapter IV.}

\section*{Hermitian connections.}
1. Hermitian quantities \({ }^{4}\). The variables \(x^{\alpha}\) of an \(E_{n}\) can be made to run through all complex values. We have then to consider the conjugate complex variable \(x^{\bar{x}}\) of \(x^{\varkappa}, \bar{x}, \bar{\lambda}, \ldots=\overline{1}, \overline{2}, \ldots, \bar{n}\). Then it is possible to define quantities with respect to the \(x^{\alpha}\) in one to one correspondence with those defined with respect to \(x^{\star}\) e. g.,
\[
v^{\bar{\varkappa}^{\prime}}=A_{\frac{\varkappa^{\prime}}{x}}^{\frac{\bar{x}}{x}}, \quad v^{\varkappa^{\prime}}=A_{\varkappa}^{\varkappa^{\prime}} v^{\varkappa} ; \quad A_{\bar{\varkappa}}^{\overline{\chi^{\prime}}} \text { is the conj. to } A_{\varkappa}^{\varkappa^{\prime}} .
\]

A next step is the introduction of quantities in which some indices refer to the \(x^{\kappa}\) and some to the \(x^{\bar{\mu}}\), as
\[
g_{\lambda^{\prime} \mu^{\prime}}=A_{\lambda^{\prime} \bar{\mu}^{\prime}}^{\lambda \bar{\mu}} g_{\lambda, \mu}, \quad A_{\lambda^{\prime} \bar{\mu}^{\prime}}^{\lambda \bar{\mu}}=A_{\lambda^{\prime}}^{\lambda} A_{\bar{\mu}^{\prime}}^{\bar{\mu}}
\]

Such quantities are called Hermitian. To each Hermitian quantity belongs one and only one quantity with complex conjugate components; we denote them through the indices, as in \(P_{\mu \dot{\lambda}}^{\cdot \bar{\lambda}^{\bar{x}}} \rightarrow P_{\dot{\bar{\mu}}}^{\cdot \dot{\bar{\lambda}}^{x}}\). We can construct Hermitian tensors and densities in a way similar to those defined with real variables. With the definition of symmetry and alternation we must be careful, because a tensor like \(v_{\lambda \bar{\mu} \bar{\nu}}\) defines \(v_{\bar{\lambda} \mu \nu}\), but not \(v_{\bar{\mu} \lambda \nu}\). Without an additional assumption we are able, however, to define symmetry for tensors of the second order. Indeed, the equation
\[
\begin{array}{lll}
h_{\lambda \bar{\mu}}=h_{\bar{\mu} \lambda} \quad(\mathrm{e} . \mathrm{g} . \text { for } n=2: & h_{1 \overline{1}}=h_{\overline{1} 1}, \quad h_{1 \overline{2}}=h_{\overline{2} 1}^{-} \\
& h_{2 \overline{1}}=h_{\overline{1} 2}, & \left.h_{2 \overline{2}}=h_{\overline{2} 2}^{-}\right)
\end{array}
\]
is fully determined and is preserved under coordinate transformations; the same holds for an alternating tensor of second order:
\[
h_{\lambda \bar{x}}=-h_{\bar{x} \lambda} .
\]

\footnotetext{
\({ }^{1}\) Eisenhart: 1927 (1). - Further Thomas: 1929 (7) - 1930 (2), (3).
2 Thomas-Michal: 1927 (5).
\({ }^{3}\) Krauss: 1927 (6), and e. g. Weitzenböck: 1932 (32).
4 Schouten-van Dantzig: 1929 (6) - 1930 (6). For the purpose of simplicity we write for the conjugate complex of \(x^{\chi}\) the symbol \(x^{\bar{x}}\), for the conjugate complex of \(g \lambda \mu\) the symbol \(g_{\bar{\lambda} \mu}\), etc. Professor J. A. Schouten remarks in a letter that this may lead to ambiguities and suggests for the conjugate complex quantities the symbols \(\bar{x}{ }^{\kappa}, \overline{\bar{g}} \bar{\lambda} \bar{\mu}\), etc. No ambiguity enters however in the subject matter of this chapter, if we merely write \(\bar{\varphi}\) for the conjugate complex of a scalar \(\varphi\).
}
2. Linear displacement. We can also assign in an \(X_{n}\) real and complex values to the original variables \(\xi^{x}\). At every point we have a local \(E_{n}\) of the above mentioned type. It is then possible to introduce Hermitian tensorfields into the \(X_{n}\) which transform in this way:
\[
g_{i^{\prime} \bar{\mu}^{\prime}}=A_{\lambda^{\prime} \mu^{\prime}}^{\lambda \bar{\mu}} g_{\lambda \bar{\mu} \mu}, \quad A_{\lambda^{\prime}}^{\lambda}=\partial_{\lambda^{\prime}} \xi^{\lambda}, \quad A_{\mu^{\prime}}^{\bar{\mu}}=\partial_{\bar{\mu}^{\prime}} \xi^{\bar{\mu}}
\]

A general linear displacement can be introduced as an expression of the form
\[
\begin{aligned}
& \delta v^{\kappa}=d v^{\kappa}+\Gamma_{\mu \lambda}^{\kappa} v^{\lambda} d \xi^{\mu}+\Gamma_{\mu \lambda}^{\kappa} v^{\bar{\lambda}} d \xi^{\mu}+\Gamma_{\bar{\mu} \lambda}^{\alpha} v^{\lambda} d \xi^{\bar{\mu}}+\Gamma_{\bar{\mu} \bar{\lambda}}^{\alpha} v^{\bar{\lambda}} d \xi^{\bar{\mu}}, \\
& \delta v^{\bar{\alpha}}=d v^{\bar{\alpha}}+\Gamma_{\bar{\mu}}^{\bar{\alpha}} v^{\lambda} d \xi^{\bar{\mu}}+\Gamma_{\bar{\mu} \lambda}^{\bar{\alpha}} v^{\lambda} d \xi^{\bar{\mu}}+\Gamma_{\mu \bar{\lambda}}^{\bar{\alpha}} v^{\bar{\lambda}} d \xi^{\mu}+\Gamma_{\mu \lambda}^{\bar{\alpha}} v^{\lambda} d \xi^{\mu},
\end{aligned}
\]
where the \(\Gamma\) are \(8 n^{3}\) independent parameters, functions of \(\xi^{\kappa}, \xi^{\kappa}\). Their number can immediately be reduced to \(4 n^{3}\), when we assume that the covariant differentials of conjugate quantities are conjugate themselves. This makes \(\Gamma_{\mu \lambda}^{\kappa}\) the conjugate of \(\Gamma_{\bar{\mu} \lambda}^{\kappa}\), etc., an assumption already accounted for in our notation.

As in the case of the \(L_{n}\) we shall reduce the form of this displacement by special assumptions. To interpret them it is useful to map, for a special choice of coordinates, the \(X_{n}\) on an \(X_{2 n}\) with real variables only, using the equation
\[
\xi^{\varkappa} \stackrel{*}{=} \xi^{\varkappa_{1}}+i \xi^{\varkappa_{2}}, \quad \xi^{\bar{\varkappa}} \stackrel{*}{=} \xi^{\varkappa_{1}}-i \xi^{\varkappa_{2}},
\]
where the \(\xi^{\varkappa_{1}}\) and the \(\xi^{\varkappa_{2}}\) together form \(2 n\) real independent variables in the \(X_{2 n}\). In this \(X_{2 n}\) the equations \(\xi^{\varkappa}=\) const, \(\xi^{\bar{\chi}}=\) const. represent two families of \(\infty^{n} X_{n}\) which, in analogy to the case where the \(X_{2 n}\) is an \(R_{2}\), may be called the isotropic \(X_{n}\) of the first and second kind.

The \(X_{n}\) of the first kind, \(\xi^{\kappa}=\) const, and those of the second kind, \(\xi^{\star}=\) const, correspond to each other point by point through association of the points with conjugate complex coordinates. This implies a one to one corespondence of the linear elements \(d \xi^{\bar{\varkappa}}\) at a point of \(\xi^{\varkappa}=\) const, to the linear elements \(d \xi^{\kappa}\) at the corresponding point of \(\xi^{\bar{\varkappa}}=\) const. We may call this equipollence.

The following assumptions concerning the \(\Gamma\) can now be interpreted geometrically.
a) \(\Gamma_{\bar{\mu} \bar{\lambda}}^{\alpha}=0\), hence \(\Gamma_{\mu \lambda}^{\bar{\alpha}}=0\). The \(n\)-direction of every isotropic \(X_{n}\) retains this property by parallel transport in a direction of this \(X_{n}\). This may be expressed by calling the isotropic \(X_{n}\) geodesic.
b) \(\Gamma_{\mu \bar{\lambda}}^{\mu}=0\), hence \(\Gamma_{\mu \lambda}^{\bar{\mu}}=0\). When the points of an \(X_{n} \xi^{\varkappa}=\) const are moved along equipollent segments \(\left(0, d \xi^{\bar{x}}\right)\), the \(X_{n}\) passes into another \(X_{n}\) of the same kind; a similar property holds for the \(X_{n}\) of the other kind. We may express this by calling the isotropic \(X_{n}\) of each kind parallel.
c) \(\Gamma_{\bar{\mu} \lambda}^{\varkappa}=0\), hence \(\Gamma_{\mu \bar{\lambda}}^{\varkappa}=0\). Every vector in an isotropic \(X_{n}\) \(\xi^{\kappa}=\) const, if moved parallel in a direction contained in an isotropic \(X_{n}\) of the other kind to another \(X_{n} \xi^{*}=\) const, will pass into an equipollent vector, and similarly for a vector in \(\xi^{\bar{\varkappa}}=\) const. This expresses the equipollence of the isotropic \(X_{n}\) under this displacement. If b) and c) are satisfied there exist infinitesimal "parallelograms" of which two sides lie in an isotropic direction of the first kind and two in an isotropic direction of the second kind, the opposite sides being parallel in the sense of this displacement. Inside an isotropic \(X_{n}\) such infinitesimal parallelograms need not exist, for in this case the torsion must vanish, that is \(\Gamma_{\lambda \mu}^{\kappa}=\Gamma_{\mu \lambda}^{\kappa}, \Gamma_{\bar{\lambda} \mu \mu}^{\bar{\alpha}}=\Gamma_{\mu \bar{\lambda}}^{\bar{\alpha}}\) (see below).

If the conditions a), b), c) are satisfied, we have a displacement that can be formally expressed like one of the type \(L_{n}\)
\[
\delta v^{\kappa}=d v^{\kappa}+\Gamma_{\mu \lambda}^{\varkappa} v^{\lambda} d \xi^{\mu}, \quad \delta v^{\bar{\mu}}=d v^{\bar{\mu}}+\Gamma_{\bar{\mu} \bar{\lambda}}^{\bar{\mu}} v^{\bar{\lambda}} d \xi^{\bar{\mu}}
\]

We must, however, not forget that
\[
d v^{\kappa}=\left(\partial_{\mu} v^{\kappa}\right) d \xi^{\mu}+\left(\partial_{\bar{\mu}} v^{\kappa}\right) d \xi^{\bar{\mu}} ; \quad d v^{\bar{x}}=\left(\partial_{\mu} v^{\bar{x}}\right) d \xi^{\mu}+\left(\partial_{\bar{\mu}} v^{\bar{x}}\right) d \xi^{\bar{\mu}} .
\]

Such a connection will be called a \(K_{n}\).
3. Connection \(\boldsymbol{K}_{\boldsymbol{n}}\). This connection is fully determined as far as quantities are concerned. For instance we have
\[
\begin{aligned}
& \delta w_{\lambda}=d w_{\lambda}-\Gamma_{\mu \lambda}^{\kappa} w_{\varkappa} d \xi^{\mu} \text { (also its conjugate) } \\
& \delta h_{\lambda \bar{\mu}}=d h_{\lambda \bar{\mu}}-\Gamma_{\nu \lambda}^{\kappa} h_{\varkappa \bar{\mu}} d \xi^{\nu}-\Gamma_{\nu \bar{\mu}}^{\bar{\alpha}} h_{\lambda \bar{x}} d \xi^{\nu} \text { (also its conjugate). }
\end{aligned}
\]

In this displacement several covariant derivatives belong to one covariant differential. To \(\delta v^{x}, \delta v^{\bar{x}}\) belong
\[
\begin{array}{ll}
\nabla_{\mu} v^{\kappa}=\partial_{\mu} v^{\kappa}+\Gamma_{\mu \lambda}^{\alpha} v^{\lambda} ; & \nabla_{\bar{\mu}} v^{\bar{\alpha}}=\partial_{\bar{u}} v^{\bar{x}}+\Gamma_{\bar{\mu} \bar{\lambda}}^{\bar{\lambda}} v^{\bar{\lambda}}, \\
\nabla_{\bar{\mu}} v^{\kappa}=\partial_{\bar{\mu}} v^{\alpha} ; & \nabla_{\mu} v^{\bar{\alpha}}=\partial_{\mu} v^{\bar{x}} .
\end{array}
\]

In the \(X_{2 n}\) these equations can be written as one
\[
\nabla_{\mathfrak{b}} v^{\mathfrak{c}}=\partial_{\mathfrak{b}} v^{\mathfrak{c}}+\Gamma_{\mathfrak{b} \mathfrak{a}}^{\mathfrak{c}} v^{\mathfrak{a}}, \quad \mathfrak{a}, \mathfrak{b}, \mathfrak{c}, \cdots=1, \ldots, n, 1, \ldots, \bar{n} .
\]

As we deal with a \(K_{n}\), some \(\Gamma_{\mathfrak{b} \mathfrak{a}}^{\mathfrak{c}}\) vanish. The corresponding curvature tensor is
\[
R_{\mathfrak{b} \mathfrak{c b}}^{\cdots{ }_{\mathfrak{a}}}=-2 \partial_{[\mathfrak{b}} \Gamma_{\mathfrak{c j b}}^{\mathfrak{a}}-2 \Gamma_{[\mathfrak{b}|\mathrm{el}|}^{\mathrm{c}} \Gamma_{\mathrm{cl]b}}^{\mathrm{e}} .
\]

It has the following non-vanishing components:
of which the last two sets satisfy the equations

There is a torsion tensor
\[
S_{\mu \lambda}^{*}{ }_{2}^{\chi}=\Gamma_{[\mu \lambda]}^{\kappa} ; \quad S_{\bar{\mu}}^{\dot{\sim} \bar{\lambda}}=\Gamma_{[\mu \bar{\mu}]}^{\bar{\alpha}} .
\]

There is also a second identity for the curvature tensor
together with
\[
0=2 \nabla_{[\mu} S_{\dot{\lambda} \nu]^{x}}+2 S_{[\ddot{i}}{ }^{\pi} S_{\ddot{v}] \pi}^{\mu}
\]
and also identities of BIANCHI

A connection \(K_{n}\) can be made metrical by the introduction of a symmetrical Hermitian tensor \(g_{\lambda \bar{\mu}}=g_{\bar{\mu} \lambda}\) satisfying the equation
\[
\delta g_{\lambda \bar{\mu}}=0
\]

A measurement can be introduced by \(d s^{2}=g_{\lambda \bar{\mu}} d \xi^{\lambda} d \xi^{\bar{\mu}}\). Such a connection is better called unitary, and is denoted by \(U_{n}\). For a \(U_{n}\) we find, from \(\delta g_{\lambda \bar{\mu}}=0\)
\[
\Gamma_{\mu \lambda}^{\kappa}=g^{\bar{\nu} \kappa} \partial_{\lambda} g_{\mu \bar{\nu}}, \quad \Gamma_{\bar{\mu} \bar{\lambda}}^{\bar{\alpha}}=g^{\nu \bar{x}} \hat{\sigma}_{\bar{\lambda}} g_{\bar{\mu} \nu},
\]
and therefore
\[
R_{\nu \mu \lambda}^{\cdots \mu}=0, \quad R_{\bar{\nu} \mu}^{\cdot} \cdot \overline{\bar{\lambda}}=0 .
\]

There is now a third and fourth identity for the components of the curvature tensor that do not vanish, namely
\[
R_{\bar{v} \mu \lambda \bar{x}}=-R_{\bar{v} \mu \bar{x} \lambda} ; \quad R_{\bar{v} \mu \lambda \bar{x}}-R_{\lambda \bar{x} \bar{v} \mu}=2 \nabla_{\lambda} S_{\bar{v} \bar{x} \mu}-2 \nabla_{\bar{v}} S_{\lambda \mu \bar{x}}
\]

Such a connection can be obtained, similarly to the affine connection with torsion (Ch. II), by introducing \(n\) independent vectors \(\stackrel{i}{u}_{\lambda}, i=1\), \(2, \ldots, n\) at each point, and building up a \(g_{\lambda_{\bar{\mu}}}=\sum \dot{u}_{\lambda}^{i} i_{\bar{\mu}}^{i}\). As a rule the displacement does not carry these vector fields into themselves because of the non-vanishing of \(R_{\dot{\nu}}^{\dot{\mu}_{i}}{ }_{i}^{\kappa}\). The \(\stackrel{i}{u_{\lambda}}\) are called unitary vectors and satisfy the conditions
\[
\stackrel{i}{u_{\lambda}} u_{j}^{\lambda}=\delta_{j}^{i} ; \quad \stackrel{i}{u_{\bar{\lambda}}}{\underset{j}{\bar{\lambda}}}^{j}=\delta_{j}^{i}
\]
if \(u_{i}^{\alpha}\) are the reciprocal vectors to the \(\tilde{u}_{\lambda}\), so that a tensor \(g^{\lambda \bar{x}}\) is uniquely \(\stackrel{i}{i}\) defined as \(g^{\lambda \bar{x}}=\sum_{i}^{u_{i}^{\lambda}}{\underset{i}{\bar{\alpha}}}^{\bar{x}}\). The \(\stackrel{i}{u_{\lambda}}\) can be considered as mutually orthogonal unit vectors. There exists a contracted curvature tensor \(R_{\bar{\nu}}^{\dot{\nu}} \dot{\lambda}^{\lambda}\) and a curvature scalar
\[
R=R_{\dot{\nu}} \dot{\mu} \dot{\lambda}^{\lambda} g^{\bar{\nu}} \mu, \quad \bar{R}=R_{\nu} \dot{\bar{\mu}} \dot{\lambda}^{\lambda} g^{\nu \bar{\mu}}
\]
 where \(C\) must be a constant on account of Bianchi's identity. These \(U_{n}\) are applicable to the projective Hermitian geometries of Fubini and Cartan \({ }^{1}\).

\footnotetext{
1 Schouten and van Dantzig: 1931 (17).
}
4. Analyticity. A complex function \(\varphi=\alpha+i \beta\) of a complex variable \(z=x+i y\) is called analytical when the Riemann-Cauchy equations are satisfied. This can be expressed by the equation \(\partial_{\bar{z}} \varphi=0\), when \(\partial_{\bar{z}}=\partial / \partial x-i \partial / \partial y\); or by the equivalent \(\partial_{z} \bar{\varphi}=0\), when \(\partial_{z}=\partial / \partial x\) \(+i \partial / \partial y\). In the same way we call a function \(\varphi\left(\xi^{*}\right)\) of the complex variables \(\xi^{\kappa}=\xi^{\varkappa_{1}}+i \xi^{\varkappa_{2}}\) analytical, if
\[
\partial_{\bar{\mu}} \varphi=0, \quad \partial_{\bar{\mu}}=\partial_{\varkappa_{1}}-i \partial_{\varkappa_{2}}, \quad \partial_{\varkappa_{i}}=\partial / \partial \xi^{\varkappa_{i}}
\]
equivalent to \(\quad \partial_{\mu} \bar{\varphi}=0, \quad \partial_{\mu}=\partial_{\chi_{1}}+i \partial_{\chi_{\mu}}\).
Quantities with analytical components are called analytical. This property is unchanged under coordinate transformations.

This property admits a simple geometrical interpretation in the \(X_{2 n}\). A scalar field is analytical in \(\xi^{\varkappa}\) when it is constant in the \(X_{n} \xi^{\bar{u}}=\) const and vice versa. The vector field \(v^{c}\) which is composed of the components \(v^{\star}, v^{\bar{u}}\) has, in the case of analyticity of \(v^{\star}, v^{\bar{\alpha}}\). the property that its component in every isotropic \(X_{n}\) of one kind is equipollent to itself. An analytical transformation of the \(X_{n}\) corresponds to a transformation of the \(X_{2 n}\) which carries the two families of isotropic \(X_{n}\) into themselves.

A displacement, which carries analytical quantities into analytical quantities is also called analytical; and so is the corresponding connection. Such a displacement
\[
\delta v^{\kappa}=d v^{\mu}+\Gamma_{\mu \lambda}^{\kappa} v^{\lambda} d \xi^{\mu}, \quad \delta v^{\bar{\alpha}}=d v^{\bar{\alpha}}+\Gamma_{\bar{\mu} \lambda}^{\bar{\alpha}} v^{\bar{\lambda}} d \xi^{\bar{\mu}}
\]
must have for \(d v^{\kappa}\) the simple expressions, similar to those in \(L_{n}\) :
\[
d v^{\mu}=\left(\partial_{\mu} v^{\kappa}\right) d \xi^{\mu}, \quad d v^{\bar{\alpha}}=\left(\partial_{\bar{\mu}} v^{\bar{x}}\right) d \xi^{\bar{\mu}},
\]
and must further have the \(\Gamma_{\mu \nu}^{\kappa}\) analytical:
\[
\partial_{\bar{\mu}} \Gamma_{\lambda \nu}^{\kappa}=0, \quad \partial_{\mu} \Gamma_{\bar{\lambda} \bar{\nu}}^{\bar{\alpha}}=0
\]

This last equation is equivalent to

This condition is therefore the necessary and sufficient condition for the analyticity of the connection \(K_{n}\).

An analytical \(K_{n}\) has therefore a torsion tensor \(S_{\mu \cdot \dot{\bar{\lambda}}^{x}}, S_{\bar{\mu} \cdot} \cdot \overline{\bar{x}}\) and a curvature tensor \(R_{\nu \mu \lambda}^{\cdots{ }^{\prime}}, R_{\bar{\nu}}^{\cdot} \overline{\bar{\mu}} \overline{\bar{\eta}}^{\bar{\pi}}\). For an analytical \(U_{n}\) the curvature tensor vanishes. Suppose, morover, that the torsion vanishes. Then we can show that the unitary vectors \(\eta_{i}^{x}\) are now carried into themselves by parallel displacements. They must therefore be analytical, and gradient vectors of \(n\) analytical scalar fields \(\stackrel{x}{x}\). These fields can be taken as coordinate variables, and form a Cartesian coordinate system. We have a plane Hermitian geometry in the \(U_{n}\). With respect to this coordinate system we can write the \(d s^{2}\) in the form \(d \xi^{1} d \xi^{1}+\cdots\), or
\[
d s^{2}= \pm \sum d \xi^{\star} d \xi^{\bar{\varkappa}}
\]

Such a plane Hermitian geometry has vanishing torsion, vanishing curvature tensor and an analytical connection \({ }^{1}\).
5. Spin connections; introduction. In investigations connected with the spinning electron it has been shown that we can obtain a geometry of Hermitian quantities in an \(E_{4}\) by taking as starting point a euclidean \(R_{4}\) of the Minkowski type. In such an \(R_{4}\) there exists a hypersphere \(g_{i j} x^{i} x^{j}=1, \quad i, j=0,1,2,3, \quad-g_{00}=g_{11}=g_{22}=g_{33}=+1\),
\[
g_{i j}=0, \quad i \neq j
\]
of signature -+++ . The \({\overline{\boldsymbol{\sigma}^{3}}}^{3}\) straight lines of this hypersphere determine the directions of \(\infty^{4}\) vectors. These vectors can be represented by the \(\propto^{4}\) points of an auxiliary \(E_{4}\), the so-called spin-space. The orthogonal transformations which carry this hypersphere into itself (Lorentz transformations) can be used, as we will show, to define Hermitian quantities in this \(E_{4}\), especially a Hermitian tensor. If now a \(V_{4}\), locally of the Minkowski type, is given, then the problem arises of defining a connection with a displacement which allows comparison of these spin-spaces. This displacement must, therefore, map the vectors in the straight lines of the hypersphere in the local \(R_{4}\) at one point onto the corresponding vectors of an adjacent point. This connection is of importance for the Dirac theory of the spinning electron.
6. Spinspace \({ }^{2}\). Between the \(\infty^{6}\) points \(r^{c}, c=0,1,2, \ldots, 5\) of a euclidean \(R_{6}\) and the \(\infty^{6}\) bivectors \(r^{A C}, A, B, C, \ldots=1, \ldots 4\) of an affine \(E_{4}\) a one to one correspondence can be established
\[
r^{A C}=r^{c} \dot{\chi}_{c}^{A C}
\]

The \(\chi_{c}^{\cdot A C}\) themselves can be taken as a tensor with its lower index \(c\) in \(R_{6}\) and its indices \(A C\) in \(E_{4}\). To the fundamental tensor \(g^{i j}\) corresponds \(\frac{1}{2} \varepsilon^{[A B C D]}\), where \(\varepsilon^{[A B C D]}\) is the unit four vector of \(E_{4}\). The corresponding relation between contravariant and covariant quantities in \(R_{6}\) and \(E_{4}\) follow from the corresponding equations
\[
r_{a}=g_{a b} r^{b}, \quad r^{b}=g^{a b} r_{a} \rightarrow r_{A B}=\frac{1}{2} \varepsilon_{A B C D} r^{C D}, \quad r^{C D}=\frac{1}{2} \varepsilon^{A B C D} r_{A B} .
\]

We have \(r^{A B} r_{B C}=C \alpha_{C}^{A}\), where \(C\) is an invariant and \(\alpha_{C}^{A}\) is the unit tensor of \(E_{4}\).

To orthogonal vectors in \(R_{6}\) belong bivectors in involution of \(E_{4}\),
\[
r^{c} s_{c}=0 \rightarrow r^{[A B} s^{C D]}=0
\]

There exist in \(E_{4}\) six bivectors in involution corresponding to six orthogonal unit vectors \({\underset{a}{c}}_{i^{c}}\) of \(R_{6}\). This imposes the following conditions upon \(\chi_{c}{ }^{A C}\)
\[
\chi_{\left(\dot{a}^{A C}\right.} \chi_{b) B C}=g_{a b} \alpha_{B}^{A}
\]

\footnotetext{
\({ }^{1}\) Comp. Kähler: 1932 (13).
2 Schouten: 1933 (2). - Schouten-van Dantzig: 1933 (6); Veblen: 1933 (9), 1933 (10).
}

To all \(\infty^{2}\) bivectors \(r_{A B}\) satisfying the equation \(v^{A} r_{A B}=0\), where \(v^{A}\) is a given point of \(E_{4}\), belong the \(\infty^{2}\) points of an \(R_{2}\) in the \(R_{6}\). From \(v^{A} r_{A B}=0\) follows \(r_{[A B} r_{C D]}=0\), which corresponds to \(r_{c} r^{c}=0\), the zero sphere in \(R_{6}\). We see therefore that to a point \(v^{A}\) of \(E_{4}\) corresponds a simple bivector in a plane \(R_{5}\) in the zero sphere of \(R_{6}\).

We now single out an \(\mathrm{R}_{5}\) in \(R_{6}\) by the condition that \(\dot{j}_{5}^{c}\) be a fixed vector. This corresponds to the fixing of a bivector \(\chi_{A B}\) in \(E_{4}\). The points of \(E_{4}\) correspond now to the \(R_{2}\) in the zero cone of this \(R_{5}\).

There are five mixed tensors determined by this choice
\[
\alpha_{a \cdot A}^{\cdot C}=-\chi_{a}^{C B} \chi_{B A}=\chi^{C D} \chi_{a D A}, \quad \text { in short } \quad \alpha=-\chi_{a} \chi=\chi \chi_{a}
\]
which satisfy the conditions
\[
\alpha_{(a \dot{b}) \cdot A}^{C}=\alpha_{(a \cdot|B|}^{\cdot C} \alpha_{b) \cdot A}^{\cdot B}=-\chi_{(a}^{\cdot C B} \chi_{b) B A}=g_{a b} \alpha_{A}^{C}
\]
or more briefly
\[
\alpha_{(a b)}=\alpha_{(a} \alpha_{b)}=g_{a b}
\]

Now we take the \(R_{6}\) of signature ---+++ ,
\[
s^{2}=-\left(r^{0}\right)^{2}+\left(r^{1}\right)^{2}+\left(r^{2}\right)^{2}+\left(r^{3}\right)^{2}-\left(r^{4}\right)^{2}-\left(r^{5}\right)^{2}
\]

In this case we have
\[
\begin{aligned}
&-\alpha_{0} \alpha_{0}=\alpha_{1} \alpha_{1}=\alpha_{2} \alpha_{2}=\alpha_{3} \alpha_{3}=-\alpha_{4} \alpha_{4}=+1 \\
& \alpha_{i} \alpha_{j}=-\alpha_{j} \alpha_{i}=0, \quad i \neq j,
\end{aligned} \quad i, j=0,1, \ldots, 4 .
\]

The \(\alpha_{a}\), which may all be taken real, behave like the units of a sedenion system, that is, a hypercomplex number system which can be built up by linear combination of 16 units \(1 ; \alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{3} ; \alpha_{a b}=\alpha_{a} \alpha_{b}, \alpha_{a b c}=\alpha_{a} \alpha_{b} \alpha_{c}\), \(\alpha_{4}=\alpha_{0} \alpha_{1} \alpha_{2} \alpha_{3}\), and satisfying the associative law
\[
\alpha_{a}\left(\alpha_{b} \alpha_{c}\right)=\left(\alpha_{a} \alpha_{b}\right) \alpha_{c}=\alpha_{a} \alpha_{b} \alpha_{c}
\]

The zero cone of \(R_{5}\) has the equation
\[
0=-\left(r^{0}\right)^{2}+\left(r^{1}\right)^{2}+\left(r^{2}\right)^{2}+\left(r^{3}\right)^{2}-\left(r^{4}\right)^{2}
\]

If we now introduce the coordinates
\[
\varrho^{1}=\frac{r^{1}}{r^{0}}, \ldots, \varrho^{4}=\frac{r^{4}}{r^{0}}
\]
this zero cone passes into the fundamental sphere
\[
\left(\varrho^{1}\right)^{2}+\left(\varrho^{2}\right)^{2}+\left(\varrho^{3}\right)^{2}-\left(\varrho^{4}\right)^{2}=1
\]
of a Minkowski \(R_{4}\), of which the vectors in the generating straight lines correspond to the points of the \(E_{4}\). As quantities expressing this correspondence the sedenions \(\alpha\) can be taken. These sedenions can be expressed in every coordinate system of \(E_{4}\) as matrices. Such a matrix is a spinmatrix of quantum theory. The \(E_{4}\) is therefore a spinspace, its quantities are spinquantities.
7. Hermitian quantities in spinspace. The sedenion tensors \(\alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{3}\) are determined but for Lorentz transformations. The \(\alpha_{4}=\alpha_{0} \alpha_{1} \alpha_{2} \alpha_{3}=\alpha_{[0} \alpha_{1} \alpha_{2} \alpha_{3]}\) remains however invariant (but for the sign). The \(\alpha_{4}^{\cdot}{ }_{\cdot}^{C}{ }_{A}\) determines a matrix of which the elementary divisors are \(\lambda-i, \lambda-i, \lambda+i, \lambda+i\) and can therefore be written with the aid of 4 contravariant measuring spinvectors \(e_{a}^{C}\) and the corresponding covariant vectors \(\stackrel{a}{e}_{A}\left(\alpha_{A}^{C}=e_{a}^{C} e_{A}^{a}\right)\) as follows
\[
\alpha_{4}^{\cdot} \cdot{ }_{A}^{C}=-i{ }_{1}^{C}{ }^{C} e_{A}^{1}-i \underset{2}{i} e^{C} e_{A}^{2}+i \underset{3}{e^{C}} e_{A}^{3}+i \underset{4}{i}{ }^{C} e_{A}^{4} . \quad(i=\sqrt{-1})
\]

This shows that there exist, in \(E_{4}\), two invariant \(E_{2}\), the \(E_{2}\) of \(e_{1}^{C},{\underset{2}{C}}^{C}\) and the \(E_{2}\) of \(e_{3}^{C}, e_{4}^{C}\), which have only the origin in common. We call these planes \(E_{2}\) and \(\bar{E}_{2}\).

Every vector \(v^{C}\) in spinspace can be decomposed in the \(E_{2}\) and the \(\bar{E}_{2}\). We can write this in the form
\[
v^{C}={\underset{0}{i} \cdot{ }_{A}^{C} v^{A}+\underset{0}{\bar{i}} \cdot \underline{A} \cdot{ }^{C} v^{A}, ~}_{\text {, }}
\]
where \(\underset{0}{i}, \bar{i}\) are the unit tensors in the \(E_{2}, \bar{E}_{2}\),
\[
\begin{aligned}
& i=\frac{1}{2}\left(1+i \alpha_{4}\right), \quad i=\frac{1}{2}\left(1-i \alpha_{4}\right)
\end{aligned}
\]
which is the abbreviation of

The tensors belonging to \(\alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{3}\) can now be decomposed
\[
\alpha_{\varkappa}=\beta_{\varkappa}+\bar{\beta}_{\varkappa}, \quad(\varkappa=0,1,2,3)
\]
where \(\beta_{\varkappa}\) is a tensor which belongs with the contravariant index to \(E_{2}\) and with the covariant index to \(\bar{E}_{2}\), and the \(\bar{\beta}_{\varkappa}\) behaves in the opposite way. The other two parts of \(\alpha_{\varkappa}\), belonging to \(E_{2}\) and \(\bar{E}_{2}\) alone, vanish. We express \(\beta_{\varkappa}, \bar{\beta}_{\varkappa}\) as follows:
\[
\beta_{\varkappa}=\beta_{\varkappa} \cdot \mathfrak{c} \cdot \mathfrak{a}, \quad \bar{\beta}_{\varkappa}=\overline{\beta_{\varkappa}} \cdot \mathfrak{c}_{\mathfrak{q}}
\]
where the indices \(\mathfrak{a}, \mathfrak{b}, \mathfrak{c}, \ldots\) belong to \(E_{2}, \mathfrak{A}, \mathfrak{B}, \mathfrak{C}, \ldots\) to \(\bar{E}_{2}\). We have for the \(\beta\) the property, reminiscent of the sedenion properties
\(\beta_{(i} \bar{\beta}_{j)}=\underset{0}{i} g_{i j}, \quad \bar{\beta}_{(i} \beta_{j)}=\bar{i} \bar{i}_{i j}, \quad-g_{00}=g_{11}=g_{22}=g_{33}=+1, \quad g_{i j}=0, \quad i \neq j\).
These two formulas are the inverse of each other for \(k=1,2,3\). For \(k=0\), there is a change of sign. For every Lorentz transformation these formulas take another form.

The \(\underset{0}{i}\) can be completed to a set of quaternions, as can the \(\underset{0}{\bar{i}}\), e. g. \(i_{1}=i \beta_{0} \bar{\beta}_{1}=-\beta_{2} \bar{\beta}_{3}\), etc. It can now be shown that a choice of the coordinate systems in \(E_{2}, \bar{E}_{2}\) may be made so that the \(i\) and \(\bar{i}\), and hence
also the \(\beta\) and \(\beta\), obtain conjugate complex components. This is possible only because we started with a Minkowski form of linear element in \(R_{4}\). We have to restrict the coordinate transformations in \(E_{2}, \bar{E}_{2}\) to linear homogeneous ones with complex conjugate coefficients, in order to make the choice invariant. The determinants of the \(\beta\) satisfy, under these transformations, the equations
\[
\left|\beta_{0}\right|=-\left|\beta_{\varkappa}\right|, \quad\left|\bar{\beta}_{0}\right|=-\left|\bar{\beta}_{\varkappa}\right| . \quad(\varkappa=1,2,3)
\]

We postulate, secondly, that the transformations will have real determinants, that is,
\[
\begin{aligned}
& \left|\beta_{0}\right|=-\left|\beta_{1}\right|=-\left|\beta_{2}\right|=-\left|\beta_{3}\right|=+1 \\
& \left|\bar{\beta}_{0}\right|=-\left|\bar{\beta}_{1}\right|=-\left|\bar{\beta}_{2}\right|=-\left|\bar{\beta}_{3}\right|=+1
\end{aligned}
\]

Now we have established in \(E_{4}\) a system of Hermitian quantities with a group of transformations under which they remain Hermitian. It can even be shown that through these assumptions symmetrical Hermitian densities of order -1 are determined \({ }^{\mathbf{1}}\).
8. Spin connections. We consider a \(V_{4}\) which has, at each point, a local \(R_{4}\) of Minkowski character. To every \(R_{4}\) is associated a local spin space determined by the straight lines on the fundamental quadric. It is possible to define an indefinite number of linear connections which map these local spin spaces upon each other. As the \(\beta, \beta\) have the character of units, we may postulate that their covariant differentials vanish. Nevertheless it is not in general possible to define the spinconnection uniquely by means of the quantities in the \(V_{4}\). There is however one exception. Covariant differentiation of contravariant and covariant spinvector-densities of weight \(+\frac{1}{2}\) and \(-\frac{1}{2}\), respectively is uniquely determined.

To show this, let the displacement of a spinvector be
\[
\nabla_{j} v^{c}=\partial_{j} v^{c}+\Lambda_{j a}^{\prime c} v^{a} . \quad j \text { refers to } V_{4}
\]

The \(\beta_{\cdot \mathfrak{C}}^{k \mathfrak{c}}\) is a quantity with the \(k\) in \(V_{4}\) and with the \(\mathfrak{c}\) and \(\mathfrak{A}\) in \(E_{2}\) and \(\bar{E}_{2}\). Therefore we can write under assumptions similar to those of art. 2, taking a nonholonomic system of reference in the \(V_{4}\),

When \(\nabla_{j} \beta^{k c} \cdot \mathfrak{q}\) vanishes, we have, as \(\partial_{j} \beta^{k c} \cdot \mathfrak{A}=0\),

As \(\Gamma_{i}^{i k}=0\), we have
\[
0=-\Lambda_{j \mathfrak{a}}^{\prime \mathfrak{a}}+\Lambda_{j \mathfrak{N}}^{\prime \mathfrak{N}}, \quad\left(\text { imaginary part of } \Lambda_{j \mathfrak{a}}^{\prime \mathfrak{a}}=0\right)
\]

\footnotetext{
\({ }^{1}\) Schouten: 1931 (18).
}
but we cannot express the \(\Lambda\) in terms of \(\Gamma\). If now we write \(\Lambda_{j a}^{\mathcal{c}}, \Lambda_{j \mathfrak{j}}^{〔}\) for the parameters of covariant differentiation of contravariant and covariant spinvector densities of weight \(+\frac{1}{2}\) and \(-\frac{1}{2}\), respectively,
\(\left(\tilde{\Lambda}_{j \mathrm{~b}}^{\mathfrak{b}}\right.\) is the real part of \(\left.\Lambda_{j \mathfrak{b}}^{\mathfrak{b}}\right)\); then we can solve the equations for \(\Lambda\) and get, if \(\beta^{i} \beta^{k}=\beta^{i k}\)
\[
\Lambda_{j a}^{\mathfrak{c}}=-\frac{1}{4} \Gamma_{i k j} \beta_{\ldots \ldots a}^{i k c}, \quad \Lambda_{j \mathfrak{d}}^{\mathbb{E}}=-\frac{1}{4} \Gamma_{i k j} \bar{\beta}_{\ldots \ldots \mathfrak{d}}^{i k \Subset} .
\]

If we had taken a weight different from \(+\frac{1}{2}\) or \(-\frac{1}{2}\), we should not have had a unique solution. For the physical application it is sufficient that at any rate one type of vector density allows unique determination of the connection by the \(\Gamma\) of the \(V_{4}\).
9. Remarks. The spinquantities of the previous articles appeared first as matrices in Dirac's theory of the spinning electron. As long as we have a Minkowski space (special relativity) this means that we study tensors with the aid of a preferred coordinate system. In a \(V_{4}\) there are \(\infty^{4}\) local spin spaces, and it is necessary to introduce also the transformation schemes. In Minkowski space the spinquantities appeared first, after a suggestion by Ehrenfest, as so-called spinors \({ }^{1}\), of which the analysis has been given by van der Waerden, Schouten, Laporte and Uhlenbeck \({ }^{2}\). The relations to sedenions were given in full detail by Schouten \({ }^{2}\), who also showed the possibility of a spinconnection. The relation of the spinvectors to the straight lines of the fundamental quadric in Minkowski space, which removed all artificiality from spinspace, was indicated by Veblen and fully constructed by Schouten and by Veblen. Schouten also showed the way in which spinquantities enter into a five-dimensional theory \({ }^{2}\), and together with van Dantzig a related theory of projective connections \({ }^{3}\) (Ch. V).

\section*{Chapter V.}

\section*{Projective connections.}
1. Introduction. We have seen, in Chapter III, that the paths of an \(A_{n}\) are not changed by a projective transformation
\[
\begin{equation*}
' \Gamma_{\mu \lambda}^{\varkappa}=\Gamma_{\mu \lambda}^{\kappa}+2 p_{(\mu} A_{\lambda)}^{\varkappa} . \quad p_{\lambda}=\text { arbitrary vector } \tag{1.1}
\end{equation*}
\]

The problem arose of associating with this group of transformations a single "projective" connection, which will take the place of the infinite

\footnotetext{
\({ }^{1}\) See van der Waerden: 1929 (17).
2 Schouten: 1931 (18). - Laporte-Uhlenbeck: 1931 (31); Veblen: 1933 (9), 1933 (10).

3 Schouten and van Dantzig: 1932 (3) - 1933 (6).
}
number of \(L_{n}\) connections. The introduction of the parameters \(\Pi_{\mu \lambda}^{\nu}\) was one step, but it was not yet sufficient, because they depend on a special choice of coordinates. We must try to continue in the same direction of research, changing the group of transformations. This has been done and has lead to important results. It seems however more useful to attack the problem from another side and use as the starting point the fundamental principle of differential geometry, as formulated in Ch. I. We take an \(X_{n}\) and associate with every point a local projective space \(D_{n}\). We ask for the linear connections associable with this configuration. It can then be shown that an infinite number of \(L_{n}\) related by (1.1) can be obtained from this projective connection.

There is a fundamental principle involved in this independent construction of a projective connection. Historically, the \(L_{n}\) came first; there exists therefore a certain tendency to relate connections to \(L_{n}\). This is similar to the way plane projective, affine and conformal geometries were developed. First these geometries were studied as aspects of euclidean geometry, the oldest. Later, however, it was recognized that each of these geometries could be independently established, and taken as center of reference for the other geometries. Projective geometry was first the study of those properties of euclidean geometry which are invariant under projective transformation. Later it was recognized that euclidean geometry was that branch of projective geometry in which certain absolute elements are invariant. A similar process is now being undertaken in the theory of displacements. At present the independent construction of projective connections is well established, and the independent construction of other connections is well under way.

A text-book dealing with the subject matter of this chapter is Veblen's "Projective relativity". We follow here the independent construction of projective differential geometry due to van DantZig \({ }^{1}\). A related theory of conformal connections is due to CARTAN \({ }^{2}\).
2. \(\boldsymbol{X}_{\boldsymbol{n}}\) with local \(\boldsymbol{D}_{\boldsymbol{n}}\). We introduce into the \(X_{n}\) homogeneous coordinates \(x^{0}, x^{1}, x^{2}, x^{3}, \ldots, x^{n}\), in short \(x^{\kappa}, x=0,1, \ldots, n\). All systems \(y^{\kappa}=\lambda x^{\kappa}\) determine the same point. We subject these coordinates to the group \(\mathfrak{H}_{n+1}\) of transformations
\[
\left(\mathscr{S}_{n+1}\right) \quad x^{x^{\prime}}=f^{x^{\prime}}\left(x^{\varkappa}\right)
\]
restricting the \(f\) to homogeneous functions of the first degree in the \(x\) (not necessarily linear). This is essentially the old \(\mathscr{E}_{n}\). Apart from this coordinate transformation we also allow the point transformation
\[
\begin{equation*}
\bar{x}^{\kappa}=\varrho x^{\alpha}, \tag{F}
\end{equation*}
\]

\footnotetext{
1 van Dantzig: 1932 (1).
\({ }^{2}\) Cartan: 1923 (2). - Schouten: 1924 (10); 1926 (1) - see also Ch. III,
} art. 4.
where \(\varrho\) is a function of \(x^{2}\) of degree zero. The group \((F)\) does not change the points of \(X_{n}\). This \(X_{n}\) we call \(H_{n}\). Points in \(H_{n}\) are therefore not identical with points in \(X_{n}\). We may indicate this by calling a spot the series of \(\infty^{\mathbf{1}}\) points of \(H_{n}\) corresponding with one point of \(X_{n}\).

Furthermore we admit only functions \(f\left(x^{x}\right)\), homogeneous of degree \(\mathfrak{r}\) in \(x^{x}\), and therefore satisfying the condition
\[
f\left(\varrho x^{\varkappa}\right)=\varrho^{\mathfrak{r}} f\left(x^{\kappa}\right),
\]
equivalent to the Euler equation
\[
x^{\mu} \partial_{\mu} f=\mathfrak{r} f, \quad \partial_{\mu}=\partial / \partial x^{\mu}
\]

At every point \(P\) of the \(X_{n}\) we can define a local projective space \(D_{n}\). With the aid of
\[
\begin{aligned}
& A_{\varkappa}^{\varkappa^{\prime}}=\partial_{\varkappa} x^{\varkappa^{\prime}}, \\
& A_{\varkappa^{\prime}}^{\varkappa}=\partial_{\varkappa^{\prime}} x^{\kappa},
\end{aligned}
\]
we can here define a point calculus (Ch. I, art. 4), in which the \(A_{\varkappa}^{\chi^{\prime}}\) have the function of the \(\mathfrak{A}_{c}^{c^{\prime}}\). Here we have to discriminate between the transformations \(\left(\mathfrak{S}_{n+1}\right)\) and \((F)\). A tensor of degree \(\mathfrak{r}\) transforms under \(\left(\mathfrak{F}_{n+1}\right)\) as in this example
\[
\dot{v_{\lambda^{\prime}} \mu^{\prime}} \dot{\sim}^{\alpha^{\prime}}=A_{\lambda^{\prime} \mu^{\prime} \varkappa}^{\lambda \mu v^{\prime}} v_{\lambda \mu}^{\cdot{ }^{\prime}}
\]
and under \((F)\) as follows
\[
\bar{v}_{\lambda \mu} \ddot{x}_{\mu}^{\boldsymbol{x}}=\varrho^{\mathfrak{x}} v_{\lambda \mu}^{:}{ }_{\mu}^{x} .
\]

A tensor \(v_{\lambda_{1} \ldots \dot{i}_{s}}^{\varkappa_{1} \ldots \kappa_{t}}\) of degree \(\mathfrak{r}\) has an invariant, the excess (or weight) \(\varepsilon=\mathfrak{r}+s-\boldsymbol{t}_{\mathbf{1}}{ }^{\mathbf{1}}\) We study only tensors of excess zero.

This space \(D_{n}\), which so far has been defined independently of the \(x^{\kappa}\) with the exception of the \(A_{\varkappa}^{\varkappa^{\prime}}, A_{\varkappa^{\prime}}^{\varkappa}\), can be more closely related to the \(H_{n}\) by the following property which has no analogue in \(L_{n}\). The point \(x^{x}\) of \(H_{n}\) is itself a vector of degree 1 in \(D_{n}\). Indeed, as a result of Euler's equation
\[
x^{\mu} \partial_{\mu} x^{\varkappa^{\prime}}=x^{\mu} A_{\mu}^{\chi^{\prime}}=x^{\varkappa^{\prime}}
\]

This point \(x^{\mu}\) can be taken as "point of contact" of the \(D_{n}\).
Another difference with \(L_{n}\) is that in this case \(d x^{\alpha}\) is a vector only with respect to \(\left(\mathfrak{S}_{n+1}\right)\), but not with respect to \((F)\) :
\[
d \bar{x}^{\bar{x}}=\varrho\left(d x^{\varkappa}+x^{\varkappa} d \ln \varrho\right) .
\]

There is, therefore, in general no point in \(D_{n}\) corresponding to \(d x^{\mu}\).
3. Projective derivative. This behavior of the \(d x^{\kappa}\) makes it in general impossible, to define a covariant differential. But we can define a projective derivative \({ }^{2}\)
\[
\begin{aligned}
& \nabla_{\mu} v^{\kappa}=\partial_{\mu} v^{\kappa}+\Pi_{\mu \lambda}^{\alpha} v^{\lambda}+\varepsilon Q_{\mu} v^{\kappa}, \\
& \nabla_{\mu} w_{\lambda}=\partial_{\mu} w_{\lambda}-\Pi_{\mu \lambda}^{\kappa} w_{\varkappa}+\varepsilon Q_{\mu} w_{\lambda},
\end{aligned}
\]

\footnotetext{
1 Veblen: 1929 (28).
\({ }^{2}\) The \(\Pi\) and \(Q\) used in this chapter have a meaning different from the \(\Pi\) and \(Q\) used in Ch. III and II.
}
which follows from assumptions parallel to those of Ch. II, art. 2. The \(\Pi_{\lambda \mu}^{\varkappa}\) form a system of \((n+1)^{3}\) functions of the \(x^{\kappa}\) of degree -1 , and the \(Q_{\mu}\) form a system of \(n+1\) functions of the same degree. Hence
\[
\begin{aligned}
x^{\nu} \partial_{\nu} \Pi_{\mu \lambda}^{e} & =-\Pi_{\mu \lambda}^{e} \\
x^{\nu} \partial_{\nu} Q_{\mu} & =-Q_{\mu} .
\end{aligned}
\]

The \(\Pi\) transform in the ordinary way under transformations of the \(x^{x}\)
\[
\Pi_{\mu^{\prime} \lambda^{\prime}}^{\tau^{\prime}}=A_{\mu^{\prime} \lambda^{\prime} \chi}^{\mu \lambda \lambda \kappa^{\prime}} \Pi_{\mu \lambda}^{\chi}+A_{\varkappa}^{\varkappa^{\prime}} \partial_{\mu^{\prime}} A_{\lambda^{\prime}}^{\chi} .
\]

There is a torsion tensor, homogeneous of degree -1 ,
\[
S_{\mu \lambda}^{*}{ }_{2}^{\alpha}=\Pi_{[\mu \lambda]}^{\kappa},
\]
but also two new tensors (obtained from \(\nabla_{\mu} x^{2}\) )
\[
\begin{aligned}
P_{\cdot \lambda}^{\kappa} & =\Pi_{\mu \lambda}^{\varkappa} x^{\mu} \\
Q_{\cdot \mu}^{\kappa} & =\Pi_{\mu \lambda}^{\alpha} x^{\lambda}=P_{\cdot \mu}^{\mu}+2 S_{\mu \lambda}^{*{ }_{\mu}^{*}} x^{\lambda} .
\end{aligned}
\]

As \(x^{\mu} \nabla_{\mu} v^{\alpha}=P_{.}^{\alpha}{ }_{\mu} v^{\mu}, x^{\mu} \nabla_{\mu} w_{\lambda}=-P_{.}^{\mu}{ }_{2} w_{\mu}\), we see that the operator \(x^{\mu} \nabla_{\mu}\) defines a projective transformation in \(D_{n}\) for vectors, which depends on points of \(H_{n}\), because \(x^{\mu} \nabla_{\mu} \lambda v^{\alpha}=\lambda x^{\mu} \nabla_{\mu} v^{\alpha}\), when \(\lambda\) is of degree 0 .

Covariant differentiation of tensors of higher order follows in the usual way (Ch. II, art. 2).

There is a curvature tensor, homogeneous of degree -2
\[
N_{\nu \mu \lambda}^{\cdots{ }^{\cdots}}=-2 \partial_{[\nu} \Pi_{\mu] \lambda .}^{\tau}-2 \Pi_{[v|\pi|}^{\tau} \Pi_{\mu] \lambda}^{\pi} .
\]

It satisfies the identities (I) \(N_{\nu \mu}^{*} \dot{\lambda}^{k}=-N_{\mu \nu}^{*} \dot{\lambda}^{k}\) and
\[
\begin{equation*}
N_{[v \mu \lambda]}^{\cdots{ }^{\kappa}}=4 S_{[\nu \lambda}^{\cdots \pi} S_{\mu] \pi}^{\cdots}+2 \nabla_{[\nu} S_{\mu \lambda]}^{\cdots{ }^{\kappa}}+2 Q_{[\nu} S_{\mu \lambda]}{ }^{\kappa} \tag{II}
\end{equation*}
\]
and Bianchis identity

For the symbol \(\nabla_{[\kappa} \nabla_{\mu]}\) we get terms that do not occur in \(L_{n}\) :
\[
\begin{aligned}
& \nabla_{[\nu} \nabla_{\mu]} v^{\kappa}=-\frac{1}{2} N_{v \mu \lambda}^{\cdots{ }^{\kappa} v^{\lambda}}+S_{\nu \mu}^{\cdots \varrho} \nabla_{\varrho} v^{\kappa}+A_{[\nu}^{\pi} Q_{\mu]} \nabla_{\pi} v^{\kappa}+\mathfrak{r} U_{\nu \mu} v^{\kappa}, \\
& \nabla_{[\nu} \nabla_{\mu]} w_{\lambda}=+\frac{1}{2} N_{v \mu \lambda}^{\cdots{ }^{\kappa}} w_{\varkappa}+S_{\nu \mu}^{\cdots \varrho} \nabla_{\varrho} w+A_{[\nu}^{\pi} Q_{\mu]} \nabla_{\pi} w_{\lambda}+\mathfrak{r} U_{\nu \mu} w_{\lambda},
\end{aligned}
\]
where
\[
U_{\nu \mu}=\nabla_{[\nu} Q_{\mu \mathrm{l}}-S_{\boldsymbol{\nu} \mu}^{\cdot{ }^{\lambda}} Q_{\lambda}-A_{[\nu}^{\lambda} Q_{\mu]} Q_{\lambda}
\]
4. Projective differential. If we define
\[
\delta v^{x}=d x^{\mu} \nabla_{\mu} v^{x},
\]
then the \(\delta v^{x}\) transform under \(\left(\mathfrak{S}_{n+1}\right)\) like the components of a vector, but not under \((F)\), because
\[
\begin{aligned}
\prime \delta v^{\alpha} & =\varrho^{\mathfrak{r}}\left\{\delta v^{\kappa}+\left(P_{i}{ }^{\kappa} v^{\lambda}+\mathfrak{r} Q v^{\alpha}\right) d \ln \varrho\right\}, \\
Q & =1+\lambda^{\mu} Q_{\mu} .
\end{aligned}
\]

Now we impose upon the parameters \(\Pi\) the conditions
\[
P_{\dot{\lambda}}^{*}=P A_{\lambda}^{\varkappa} ; \quad Q=0 .
\]

In this case we have a covariant differential, and therefore the possibility of mapping consecutive \(D_{n}\) upon each other by taking the covariant differential zero. A projective connection is thus defined, and consecutive \(D_{n}\) are mapped projectively on each other. In this representation the \(\Pi_{\mu \lambda}^{\mu}\) are determined but for multiples of \(A_{\lambda}^{\alpha}\) and the \(Q_{\mu}\) remain arbitrary, subject only to the given restrictions. The point of contact of a \(D_{n}\) does not, in general, remain a point of contact during a parallel displacement.
5. Relation to a metrical geometry \({ }^{\mathbf{1}}\). The transition to a metrical geometry can be performed independently of any previous transition to an \(A_{n}\) by introducing immediately into the \(D_{n}\) of the projective connection \(H_{n}\) a symmetrical tensor \(G_{\lambda, \mu}\). This can be interpreted as a quadric on which lie the points \(v^{\mu}\) for which \(G_{\lambda \mu} v^{\lambda} v^{\mu}=0\). If we now postulate that the point of contact \(x^{\kappa}\) does not lie on the quadric, we may write
\[
G_{\lambda \mu} x^{\lambda} x^{\mu}=\omega^{2},
\]
and normalize the \(G_{\lambda \mu}\) by giving the \(\omega^{2}\) as a fixed number. Now a euclidean metric can be constructed in the \(D_{n}\). To a point \(v^{\mu}\) can be assigned a modulus \(\sqrt{G_{\lambda \mu} v^{\lambda} v^{\mu}}\). As the modulus of \(x^{\alpha}\) is \(\omega\) we can introduce a unit point of contact \(q^{\alpha}=\omega^{-1} x^{\alpha}\), which can be defined as center of the quadric. The \(D_{n-1} q_{\mu}=G_{\lambda, \mu} x^{\lambda}\) can then be taken as the \(D_{n-1}\) at infinity.

Functions \(\xi^{k}, k=1,2, \ldots, n\), of degree zero in the \(x^{2}\), independent and satisfying \(\quad q^{\mu} \partial_{\mu} \xi^{k}=0\)
can now be taken as non-homogeneous coordinates; the \(\xi^{k}\) transform according to the group \(\mathfrak{F}_{n}\). There is a unit tensor \(A_{v}^{k}=\partial_{\nu} \xi^{k}, q^{\nu} A_{\nu}^{k}=0\), and a unit tensor \(A_{i}^{i}\). With respect to \(\mathscr{S}_{n}\) ordinary affine tensors can be defined
\[
v_{l^{\prime}}^{\cdot k^{\prime}}=A_{l^{\prime} k}^{l k^{\prime}} v_{l}^{* k} .
\]

To a point in \(D_{n}\) a vector in this metrical space is now uniquely determined. We write, identifying the vectors \(v^{k}\) with the contravariant points \(v^{\nu}\) in the \(E_{n-1} q_{v}=0: v^{k}=A_{\nu}^{k} v^{\nu}\), if \(v^{\nu} q_{\nu}=0\), and also \(w_{i}=A_{i}^{\lambda} w_{\lambda}\), if \(w_{\lambda} q^{\lambda}=0\), and \(A_{k}^{\kappa}\) is defined by \(A_{\lambda}^{k} A_{i}^{\lambda}=A_{i}^{k}, q_{\nu} A_{k}^{\nu}=0\).

Every point can be written as a sum of a vector and a multiple of \(q^{\mu}\) :
\[
v^{\alpha}={ }^{\prime} v^{\kappa}+v q^{\alpha}, \quad \text { where } \quad{ }^{\prime} v^{\kappa}=A_{\lambda}^{\kappa} v^{\lambda}+q_{\lambda} q^{\varkappa} v^{\lambda} . \quad v=-v^{v} q_{v}
\]

In the same way we can associate to every projective tensor an affine tensor which is identified with those projective tensors that admit, with respect to every index, inner multiplications with
\[
\bar{A}_{\lambda}^{\nu}=A_{\lambda}^{\nu}+q_{\lambda} q^{v} .
\]

\footnotetext{
\({ }^{1}\) Schouten-van Dantzig: 1932 (4) - 1933 (6).
}

As \(q^{\lambda} \partial_{[\lambda} q_{\mu]}=0\) we find that \(\partial_{[\lambda} q_{\mu]}\) itself is an affine tensor, denoting a null system in the \(D_{n-1}\) at infinity \(q_{\lambda}=0\), a fact of importance for projective relativity.

In this way an affine connection can be constructed in the original projective connection, taking at every point a fixed covariant vector \(q_{2} .{ }^{1}\)

The symmetrical tensor
\[
g_{\lambda \mu}=G_{\lambda \mu}+q_{\lambda} q_{\mu}
\]
cán then be taken as a Riemannian fundamental tensor.
If we take the covariant derivative of an affine tensor, then this covariant derivative has a part which is an affine tensor. In this way the projective connection determines an affine connection. This affine connection can be specialized to a Riemannian connection. We write
\[
\begin{array}{ll}
\stackrel{R}{\nabla_{j}} v^{k}=\partial_{j} v^{k}+\Gamma_{j i}^{k} v^{i}, & \stackrel{R}{\nabla_{\mu}} v^{\alpha}=\bar{A}_{\mu}^{o \chi} \nabla_{\varrho} v^{\sigma} \\
\stackrel{R}{\nabla}_{j} w_{i}=\partial_{j} w_{i}-\Gamma_{j i}^{k} w_{k}, & \stackrel{R}{\nabla}_{\mu} w_{\lambda}=\bar{A}_{\mu \lambda}^{\rho_{\tau}} \nabla_{\varrho} w_{\tau}
\end{array}
\]
for \(v^{\kappa} q_{\varkappa}=0, w_{\lambda} q^{\lambda}=0\). In projective coordinates we can complete this connection to a projective connection by the conditions
\[
\stackrel{R}{\nabla}_{\mu} q^{\kappa}=0, \quad \stackrel{R}{\nabla}_{\mu} q_{\lambda}=0, \quad \stackrel{R}{P}_{\cdot \lambda}=0
\]

Therefore, we have for the parameters \(\stackrel{R}{\Pi_{\mu 2}^{\varkappa}}\) of this projective Riemannian displacement
\[
\stackrel{R}{\Pi}_{\mu \lambda}^{\varkappa}=\bar{A}_{\mu \lambda k}^{j i \alpha} \Gamma_{j i}^{k}+\bar{A}_{\pi}^{\kappa} \partial_{\mu} \bar{A}_{\lambda}^{\pi}-q^{\kappa} \partial_{\mu} q_{\lambda}
\]
so that the projective connection is not symmetrical,
\[
{\stackrel{R}{\mu} i_{i}^{*}}_{R}=\partial_{[\mu} q_{\lambda]} q^{\mu} .
\]

By a special assumption, as
\[
P_{\dot{\lambda}^{*}}=4 \omega \dot{\lambda}^{*}, \quad Q_{\cdot \mu}^{\varkappa}=2 \omega q_{\mu}^{*}
\]
we can determine the complete projective connection. This assumption has been suggested by the requirements of relativity. We find under these assumptions
\[
\begin{aligned}
\Pi_{j i}^{k} & =\left\{\begin{array}{c}
k \\
k i
\end{array}\right\} ; \quad \Pi_{0 i}^{k}=\omega^{-1} P_{\cdot i}^{k}=4 q_{i}^{k}, \\
\Pi_{j 0}^{k} & =\omega^{-1} Q_{\cdot j}^{k}=2 q_{\cdot j}^{k}, \quad \Pi_{j i}^{0}=\omega^{-1} Q_{j i}=-2 q_{j i} \\
\Pi_{00}^{k} & =\Pi_{j i}^{0}=\Pi_{0 i}^{0}=\Pi_{00}^{0}=0
\end{aligned}
\]

In this way a Riemannian connection in \(X_{n}\) can be uniquely connected with a metrical projective connection.
6. Specialization to affine connections. Through specialization we can find several ways by which we may compare the projective dis-

\footnotetext{
1 van Dantzig: 1932 (2). - Schouten-van Dantzig: 1933 (6).
}
placements defined, in Chapter III, by means of an \(A_{n}\) of given geodesic lines. For this it is first necessary to pass from the homogeneous coordinates \(x^{\kappa}\) to non-homogeneous ones by singling out one coordinate. This is done, as a rule, by transformations
\[
\xi^{\circ}=\ln x^{\circ}, \quad \xi^{k}=x^{k} / x^{\circ}, \quad k=1,2, \ldots, n
\]

The transformations of \(\left(\mathfrak{S}_{n+1}\right)\) then pass into \({ }^{1}\)
\[
\xi^{\circ \prime}=\xi^{\circ}+\varphi\left(\xi^{k}\right), \quad \xi^{k^{\prime}}=\xi^{k^{\prime}}\left(\xi^{k}\right)
\]
so that the \(\xi^{k}\) are transformed like the original variables of an \(L_{n} . \varphi\left(\xi^{k}\right)\) is an arbitrary function for which the value
\[
\begin{equation*}
\varphi\left(\xi^{k}\right)=-\frac{1}{(1-c)(n+1)} \ln \Delta, \quad \Delta=\operatorname{Det}\left|\partial_{k^{\prime}} \xi^{k}\right| \tag{6.1}
\end{equation*}
\]
has been taken \({ }^{2}\). This case can be considered as that of an \(A_{n}\) in which a scalar density \(\varphi\) of weight \(1 /(1-c)(n+1)=\mathfrak{c}\) is fixed:
\[
\varphi^{\prime}=\varphi \Delta^{\mathfrak{c}} .
\]

In this \(A_{n}\) a local projective space \(D_{n}\) belongs to every point. It is now possible to define a number of conditions by which the \(\Pi_{\mu \lambda}^{\alpha}\) can be uniquely determined from the \(\Gamma_{l m}^{k}\) of the \(A_{n}\), if the \(\Gamma_{l m}^{k}\) are given but for projective transformations. The components of the projective curvature tensor can then be identified with those of the curvature tensor \(N_{\nu \lambda \mu}^{\because \cdot{ }_{c}}\). The special character of the scalar density \(\varphi\) permits us to work only, in this specification, with point densities of degree zero.
7. Historical remarks. The first to construct a projective displacement by associating to every point of an \(X_{n}\) a \(D_{n}\) was Cartan \({ }^{3}\). It could be shown that such a displacement can be associated in a unique way with every \(A_{n}\) given but for projective transformations of its paths.

Another approach is due to Thomas \({ }^{4}\), who introduced the parameters \(\Pi_{\mu \lambda}^{\varkappa}\) discussed in Ch. III, Art. 3. To these parameters belong an \(H_{n+1}\) with a limited transformation group and a covariant derivative, but not a covariant differential. This geometry corresponds to \(c=-1 /(n+1)\) in formula (6.1).

A third approach is due to VEblen \({ }^{5}\). He wrote the equations of the transformation in \(X_{n}\) as a quotient of two power series and used the members of order zero and one of these series in the definition of projective tensors. These tensors have a covariant derivative and no covariant differential. They correspond to the limiting case \(c \rightarrow 1\) in (6.1).

\footnotetext{
1 Veblen: 1933 (1).
2 Schouten-Go£ab: 1930 (5). - On \(D_{n}\) see Whitehead: 1931 (39). - Bortolotti: 1932 (14). - See also Hlavatý-Go£ab: 1932 (6).
\({ }^{3}\) Cartan: 1924 (2). - Schouten: 1926 (1).
4 Thomas: 1926 (3). 5 Veblen: 1928 (3).
}

A fourth method was indicated by WEYL \({ }^{1}\); he introduced a displacement by the assumption of non-homogeneous coordinates in the local \(D_{n}\).

All these methods were brought into the frame of one theory by Schouten-Goeab \({ }^{2}\). This theory involved, however, a sub-group of the group \(\left(\mathfrak{S}_{n+1}\right)\), and therefore still had the variable \(x^{\circ}\) in a singular position. Veblen \({ }^{3}\) then passed to a group holomorphic with \(\left(\mathfrak{S}_{n+1}\right)\) and applied it to relativity \({ }^{4}\). The theory was then remodelled into an independent branch of the connection theory by van Dantzig \({ }^{5}\). Schouten and van Dantzig showed how a unified field theory could be constructed on the basis of this projective connection, containing not only the gravitational and electromagnetic equations, but also the equations of Schrödinger and Dirac \({ }^{6}\).

\section*{Chapter VI.}

\section*{Induction.}
1. Ordinary surface theory. If we define, in ordinary euclidean three-space \(R_{3}\), a manifold \(X_{2}\) by the equations \(x^{\varkappa}=x^{\varkappa}(u, v), x=1,2,3\), then a measurement is determined in this \(X_{2}\) :
\[
d s^{2}=E d u^{2}+2 F d u d v+G d v^{2}, \quad E=\sum_{v}\left(\frac{\partial x^{v}}{\partial u}\right)^{2}, \quad \text { etc. }
\]
and this linear element defines a Riemannian connection \(V_{2}\) in the \(X_{2}\). We say that the Riemannian connection is induced into the \(X_{2}\) by the euclidean connection of the \(R_{3}\). When Levi-Civita, in 1917, demonstrated the possibility of a parallel displacement in a \(V_{2}\), he did it by just such a process of induction \({ }^{7}\). Since that time the method has often been used to obtain a differential geometry of \(X_{m}\) imbedded in an \(X_{n}\) with a certain connection. Riemannian geometry in a \(V_{n}\) leads to a Riemannian geometry in an imbedded \(X_{m}\), a plane affine geometry in an \(E_{n}\) to an \(A_{m}\) in an imbedded \(X_{m}{ }^{8}\) The "generalized absolute calculus" of Vitali is founded upon this principle \({ }^{9}\). We shall first show how it can be applied to an \(L_{n}\).

\footnotetext{
\({ }^{1}\) Weyl: 1929 (9). 2 Schouten-Goeab: 1930 (5).
3 Veblen: 1929 (28) - 1933 (1). See the latter for the literature.
4 Discussion of the theory in this state in Bortolotti: 1931 (3).
5 van Dantzig: 1932 (1).
\({ }^{6}\) Schouten and van Dantzig: 1932 (3) - 1933 (6).
7 Levi-Civita: 1917 (1).
8 Schouten: 1924 (5). - Comp. v. d. Woude-Haantues: 1933 (4). - Hlavatý : 1928 (9).

9 Bortolotti: 1931 (6).
}
2. \(\boldsymbol{X}_{\boldsymbol{m}}\) imbedded in \(\boldsymbol{X}_{\boldsymbol{n}}\). In an \(X_{n}\) with original variables \(\xi^{\varkappa}\) an \(X_{m}\) is imbedded ( \(m<n\) ). This can be done by giving \(n\) equations
\(\xi^{\star}=\xi^{\star}\left(\eta^{c}\right) ; \quad \varkappa, \lambda, \mu, \nu, \cdots,=1, \cdots, n ; \quad a, b, c, \cdots=1, \cdots, m\),
in which the \(\eta^{c}\) are independent coordinates and the \(\xi^{x}\) satisfy necessary conditions as to differentiability. At a point of the \(X_{m}\) we have a local tangent \(E_{n}\) of \(X_{n}\) and a local tangent \(E_{m}\) of \(X_{m}\). In the \(E_{n}\) we have
 The differentials \(d \eta^{c}\) and \(d \xi^{\star}\), determining the same linear element of \(X_{m}\) are related by the equation
\[
d \xi^{\kappa}=P_{c}^{\kappa} d \eta^{c}, \quad P_{c}^{x}=\partial \xi^{\star} / \partial \eta^{c} .
\]

The \(P_{c}^{*}\) behave as a vector in the \(X_{n}\) with respect to the upper index, and as a vector in the \(X_{m}\) with respect to the lower index:
\[
P_{c^{\prime}}^{\prime^{\prime}}=A_{\nu}^{\varkappa^{\prime}} B_{c^{\prime}}^{c} P_{c}^{\nu}, \quad A_{\varkappa}^{x^{\prime}}=\partial \xi^{x^{\prime}} \partial \xi^{\varkappa} ; \quad B_{c^{\prime}}^{c}=\partial \eta^{c} / \partial \eta^{c^{\prime}} .
\]

To every contravariant vector \(v^{c}\) of \(X_{m}\) is associated, in a unique way, a contravariant vector \(v^{*}\) of \(X_{n}\) :
\[
v^{x}=P_{c}^{x} v^{c} .
\]

We may take \(v^{c}, v^{x}\) as different components of the same vector \(\bar{v}\) in the \(X_{m}\) lying in \(X_{n}\).

To every covariant vector \(w_{\lambda}\) of \(X_{n}\left(\operatorname{not} X_{m}\right.\), but \(\left.X_{n}\right)\) is associated, in a unique way a covariant vector ' \(w_{a}\) of \(X_{m}\) :
\[
' w_{a}=P_{a}^{\mu} w_{\mu} .
\]

This vector ' \(w_{a}\) may be represented by the \(E_{m-1}\) obtained by intersecting the \(E_{n-1}\) of \(w_{k}\) with the local \(E_{m}\) of the \(X_{m}\). As
\[
P_{b}^{\kappa} B_{a}^{b}=P_{a}^{\varkappa},
\]
we may write \(B_{b}^{\kappa}\) for \(P_{b}^{\kappa}\).
We get more correspondences when the \(X_{m}\) is \(f\) ixed \(^{1}\) in the \(X_{n}\), that is, if with every point of \(X_{m}\) we associate a definite local \(E_{n-m}\) of \(X_{n}\) at \(P\) which has no direction in common with the local \(E_{m}\) (in ordinary differential geometry the surface normal, in plane affine geometry the affine normal, etc.). This "pseudonormal \(E_{n-m}\) " can be defined by taking \(m\) independent covariant vectors \({ }_{e}^{e}, c=1, \ldots, m\) of which the \(E_{n-1}\) do not contain the local \(E_{m}\) of \(X_{m}\). Now a quantity \(Q_{d}^{c}=\stackrel{b}{e_{\lambda}} e_{b}^{c}\) arises. We can then associate to a covariant vector \(w_{a}\) of \(X_{m}\) a covariant vector \(w_{\lambda}\) of \(X_{n}\)
\[
w_{\lambda}=Q_{\lambda}^{b} w_{b} .
\]

\footnotetext{
\({ }^{1}\) German: "eingespannt".
}

The \(E_{n-1}\) of \(w_{\lambda}\) can be considered as the composition of the \(E_{m-1}\) of \(w_{a}\) with the pseudonormal \(E_{n-m}\). To a contravariant vector \(v^{v}\) of \(E_{n}\) belongs a covariant vector ' \(v^{c}\) of \(E_{m}\)
\[
{ }^{\prime} v^{c}=Q_{\mu}^{c} v^{\mu},
\]
which can be taken as the "projection" of \(v^{x}\) on \(E_{m}\) in the direction of the pseudonormal \(E_{n-m}\). When \(v^{x}\) lies in the \(E_{n-m}{ }^{\prime} v^{c}=0\), i. e. the projection is zero. As
\[
Q_{\mu}^{b} B_{b}^{c}=Q_{\mu}^{c},
\]
we may write \(B_{\mu}^{b}\) for \(Q_{\mu}^{b}\). The tensor \(B\) has therefore components \(B_{b}^{a}\), \(B_{\lambda}^{a}, B_{c}^{z}, B_{\lambda}^{\alpha}\). A quantity of \(X_{n}\) can have components partly or wholly indicated by indices \(a, b, \ldots\), when the geometrical entity it represents lies partly or wholly in the \(X_{m}\).

To the \(E_{n-m}\) belongs the tensor \(C_{\lambda}^{\mu}=A_{\lambda}^{\mu}-B_{\lambda}^{\kappa} .{ }^{1}\)
It is not necessary to use holonomic systems in \(X_{n}\). We can even introduce a system of local \(E_{m}\) in \(X_{n}\) that need not integrate to an \(X_{m}\). We can always give a definite meaning to the formulas.
3. \(\boldsymbol{X}_{\boldsymbol{m}}\) in \(\boldsymbol{L}_{\boldsymbol{n}}\). Into the \(X_{n}\) we introduce a connection \(L_{n}\) by the displacement
\[
\delta v^{\kappa}=d v^{\alpha}+\Gamma_{\mu \lambda}^{\alpha} v^{\lambda} d \xi^{\mu}, \quad \nabla_{\mu} v^{\kappa}=\partial_{\mu} v^{\alpha}+\Gamma_{\mu \lambda}^{\alpha} v^{\lambda}
\]

If we consider \(v^{\alpha}\) a vector in \(X_{m}\) we can take the \(X_{m}\)-component of the contravariant vector \(\delta v^{\kappa}\). This component defines an induced displacement \(L_{m}\) in the \(X_{m}\) :
\[
\begin{aligned}
\stackrel{m}{\delta}^{c}=B_{v}^{c} \delta v^{v} & =B_{v}^{c} d v^{v}+B_{v}^{c} \Gamma_{\mu \lambda}^{v} v^{\lambda} d \xi^{\mu} \\
& =d v^{c}+\Gamma_{a b}^{c} v^{a} d \eta^{b} .
\end{aligned}
\]

In a similar manner we come to a displacement for other tensors. It is not even necessary to use holonomic systems. If we introduce into the \(X_{n}\) a non-holonomic system ( \(k\) ) (Ch. II), we can pass from
\[
\delta v^{k}=d v^{k}+\Gamma_{j i}^{k} v^{i}(d \xi)^{j}
\]
in \(X_{n}\) to \(\stackrel{m}{\delta} v^{c}\) in \(X_{m}\) :
\[
\stackrel{m}{\delta} v^{c}=d v^{c}+\Gamma_{b a}^{c} v^{a}(d \xi)^{b} .
\]

In this case we can also consider a vector \(w^{r}\) in the pseudonormal \(E_{n-m}\), and define 3 other displacements \({ }^{2}\) :
\(m\)
\(\delta w^{r}=d w^{r}+\Gamma_{b p}^{r} w^{p}(d \xi)^{b} \quad m^{\prime}=n-m\),
\(\dot{m}^{\prime} v^{c}=d v^{c}+\Gamma_{q}^{c} v^{a}(d \xi)^{q} . \quad p, q, r, \ldots=m+1, m+2, \ldots, n-m\),
\(m^{\prime}\)
\(\delta w^{r}=d w^{r}+\Gamma_{q p}^{r} w^{p}(d \xi)^{q} \quad a, b, c, \ldots=1,2, \ldots, m\).

\footnotetext{
\({ }^{1}\) Schouten and van Kampen: 1930 (21).
2 Weyl: 1921 (2) - Cartan: 1925 (8) p. 47.
}

To each belongs a covariant derivative
\[
\begin{aligned}
& \nabla_{b} v^{c}=\partial_{b} v^{c}+\Gamma_{b a}^{c} v^{a}=B_{b \nu}^{\mu c} \nabla_{\mu} v^{v}, \\
& V_{b}^{m} w^{r}=\partial_{b} w^{r}+\Gamma_{b p}^{r} w^{p}=B_{b}^{\mu} C_{\nu}^{r} \nabla_{\mu} w^{v}, \\
& \bar{m}_{q}^{\prime} v^{c}=\partial_{q} v^{c}+\Gamma_{q a}^{c} v^{a}=C_{q}^{u} B_{\nu}^{c} \nabla_{\mu} v^{v}, \\
& m_{m^{\prime}} w^{r}=\partial_{q} w^{r}+\Gamma_{q p}^{r} w^{p}=C_{q \nu}^{\mu r} \nabla_{\mu} w^{v} .
\end{aligned}
\]

Hence we can write these quantities in original variables of \(X_{n}\) :
\[
\begin{aligned}
& \stackrel{m}{\nabla}_{\mu} v^{\varkappa}=B_{\mu c}^{b \varkappa} \stackrel{m}{D}_{b} v^{c}, \quad \stackrel{m}{\nabla}_{\mu} w^{\varkappa}=B_{\mu}^{b} C_{r}^{\varkappa} \stackrel{m}{\nabla_{b}} w^{r},
\end{aligned}
\]

Such formulas also hold, as we saw, for non-holonomic systems.
From the first formula we get
\[
B_{\mu}^{\beta} \nabla_{\beta} v^{\kappa}=\stackrel{m}{\nabla}_{\mu} v^{\kappa}+v^{\lambda} \stackrel{m}{H}_{\mu \lambda}^{\cdot}{ }^{\kappa}
\]
where
\[
\stackrel{m}{H}_{\mu \lambda}^{\cdots{ }_{\lambda}}=-B_{\mu \lambda}^{\beta \alpha} \nabla_{\beta} C_{\alpha}^{\kappa}=B_{\mu \lambda}^{\beta \alpha} \nabla_{\beta} B_{\alpha}^{\kappa}=-B_{\mu \lambda}^{\beta \alpha}\left(\nabla_{\beta}{ }_{\alpha}^{q}{ }_{\alpha}\right) e_{q}^{\varkappa}
\]

In similar manner
\[
B_{\mu}^{\beta} \nabla_{\beta} w_{\lambda}=\stackrel{m}{\nabla}_{\mu} w_{\lambda}+w_{\nu} \stackrel{m}{L}_{\mu \cdot \nu \cdot \lambda}^{\cdot v}
\]
where
\[
\stackrel{m}{L}_{\mu \cdot \lambda}^{\cdot{ }_{2}}=-B_{\mu \gamma}^{\beta \varkappa} \nabla_{\beta} C_{\lambda}^{\gamma}=B_{\mu \gamma}^{\beta \varkappa} \nabla_{\beta} B_{\lambda}^{\gamma}=-B_{\mu \gamma}^{\beta \varkappa}\left(\nabla_{\beta} e_{q}^{\gamma}\right)^{q} e_{\lambda} .
\]

The tensors \(\stackrel{m}{H_{\mu}} \dot{\lambda}^{\kappa}\) and \(\stackrel{m}{L_{\mu}^{\cdot} \cdot{ }_{\mu}, \lambda}\) are the first and second (relative) curvature tensors of the \(L_{m}\) in \(L_{n} . \stackrel{m}{H} \cdot \dot{\lambda}^{*}\) lies with its last index in \(E_{n-m}\), with the first two indices in the \(L_{m}, \stackrel{m}{\mu}_{\mu \cdot \varkappa \cdot \lambda}^{\cdot \mu}\) lies with the middle index outside
 longing to the field of \(E_{n-m}\), as \(\stackrel{m}{H}_{\mu}^{\mu} \dot{\lambda}^{\kappa}\) and \(\stackrel{m}{L_{\mu \cdot \lambda}^{*}}\) belong to the \(E_{m}\).
4. \(\boldsymbol{D}\)-notation. The differential symbols so far introduced do not exhaust all the possibilities of forming induced differentiation. It is, for instance, possible to construct a covariant differential of a tensor \(v_{\lambda}^{*}\) lying with the first index in \(L_{m}\) and with the second in \(E_{n-m}\) (and therefore equivalent to \(v_{a}^{\cdot}\) ), which has these same properties. We have namely to form \(d \xi^{g} B_{\pi \rho}^{\lambda \mu} C_{\nu}^{\chi} \nabla_{\mu} v_{\lambda}^{\cdot}{ }^{\nu}\). We can introduce a notation which takes all these possibilities into account. We define, for a \(u^{\kappa}\) in \(L_{n}\), \(v^{\sim}\) in \(L_{m}, w^{\alpha}\) in \(E_{n-m}\),
a) a differentiation with respect to \(L_{n}\) :
\[
\begin{aligned}
D_{\mu} p & =\nabla_{\mu} p, & D_{\mu} v^{c} & =B_{\nu}^{c} \nabla_{\mu} v^{v} \\
D_{\mu} u^{*} & =\nabla_{\mu} u^{*}, & D_{\mu} w^{r} & =C_{\nu}^{r} \nabla_{\mu} w^{v}
\end{aligned}
\]
b) a differentiation with respect to \(L_{m}\) :
\[
\begin{aligned}
D_{b} p & =B_{b}^{\mu} \nabla_{\mu} p, & & D_{b} v^{c}=B_{b \nu}^{\mu c} \nabla_{\mu} v^{v}, \\
D_{b} u^{\varkappa} & =B_{b}^{\mu} \nabla_{\mu} u^{\alpha}, & & D_{b} w^{r}=B_{b}^{\mu} C_{\nu}^{r} \nabla_{\mu} w^{v},
\end{aligned}
\]
c) a differentiation with respect to \(L_{m^{\prime}}\), the displacement defined with respect to the \(E_{n-m}\), which as a rule is non-holonomic:
\[
\begin{aligned}
D_{q} p & =C_{q}^{\mu} \nabla_{\mu} p, & D_{q} v^{c} & =C_{q}^{\mu} B_{v}^{c} \nabla_{\mu} v^{\nu} \\
D_{q} u^{\varkappa} & =C_{q}^{\mu} \nabla_{\mu} u^{\varkappa}, & D_{q} w^{r} & =C_{q \nu}^{\mu![ } \nabla_{\mu} w^{\nu}
\end{aligned}
\]

Similar formulas can be defined with respect to covariant vectors and other quantities. The operators \(D\) satisfy the ordinary rules for differential operators with respect to addition and multiplication. Even for inner products the ordinary rules hold:
\[
D_{b} v_{a}^{*} w^{*}=\left(D_{b} v_{a}^{\cdot \alpha}\right) w^{a}+v_{a}^{\cdot{ }^{*}}\left(D_{b} w^{a}\right) .
\]

There should be made, however, a strict discrimination between the rules for \(D\) and the rules for \(\nabla\) so far as indices are concerned.

The relative curvature tensors can now be written
\[
\begin{aligned}
& \stackrel{m}{H} \cdot \cdot \dot{a}_{\cdot \varkappa}=D_{b} B_{a}^{\varkappa}=D_{b} D_{a} \xi^{\varkappa}, 1 \\
& L_{\dot{b} \cdot \lambda}^{c}=D_{b} B_{\lambda}^{c} .
\end{aligned}
\]
5. \(\boldsymbol{V}_{\boldsymbol{m}}\) in \(\boldsymbol{V}_{\boldsymbol{n}}\). Let a Riemannian manifold \(V_{n}\) with fundamental tensor \(g_{\lambda \mu}\) be given. In an \(X_{m}\) in \(V_{n}\) a Riemannian connection is induced with fundamental tensor \(b_{a b}=b_{b a}\)
\[
b_{a b}=B_{a b}^{\lambda \mu} g_{\lambda \mu}
\]

There is a tensor \(c_{p q}\) defined by \(C_{p q}^{\lambda \mu} g_{\lambda \mu}\), lying in the pseudonormal \(E_{n-m}\), here the normal \(R_{n-m}\). We have, from Ricci's identity \(\nabla_{\mu} g_{\lambda \nu}=0\),
\[
D_{b} b_{a c}=0, \quad D_{q} b_{a c}=0, \quad D_{b} c_{p r}=0, \quad D_{q} c_{p r}=0
\]

The two curvature tensors \(\stackrel{m}{L_{i}{ }^{\kappa}{ }_{\nu \nu}}\) and \(\stackrel{m}{H_{i}}{ }_{\mu}{ }^{\kappa}\) can be identified:
\[
\stackrel{m}{L}_{\dot{b} \dot{a}}^{\kappa}=D_{b} b_{a c} B_{\lambda}^{c} g^{\lambda \varkappa}=D_{b} B_{a}^{\kappa}=\stackrel{m}{H} \ddot{b}_{\dot{a}}{ }^{\kappa}
\]

We shall write \(\stackrel{1}{L}_{\dot{b} \dot{a}}{ }^{\text {r }}\) instead of \(\stackrel{m}{L} \dot{b}{ }_{\dot{a}}{ }^{\kappa}\), and similarly for \(H_{\dot{\lambda} \dot{\mu}}{ }^{\circ}\). If we introduce the unit vectors \(i_{q}^{i^{x}}\) into the normal \(R_{n-m}\), we have
 \(h_{b a} i_{n}^{\kappa}\), where \(h_{b a}=h_{a b}\) is the second fundamental tensor of the \(V_{n-1}\) and \(i^{\kappa}\) the unit normal. It deserves to be mentioned that \(\stackrel{1}{H_{b a}} \cdot{ }^{\kappa}\) is symmetrical

\footnotetext{
\({ }^{1}\) v. d. Waerden: 1927 (11). - Bortolotti: 1928 (6). - Duschek-Mayer: 1930 (20) p. 156. - See also Lagrange: 1926 (5) p. 10. - Historical account in Schouten and van Kampen: 1930 (21) p. 774.
}
in \(a\) and \(b\), but only when the \(V_{n-1}\) is holonomic. In the same way, if the \(V_{m}\) is replaced by a field of \(\infty^{n-m}\) non-holonomic fields of \(R_{m}\) in \(V_{n}\), the \(\stackrel{1}{H_{b} \cdot \cdot} \cdot \dot{a}\) is not symmetrical in \(b\) and \(a\), but it is symmetrical when the \(R_{m}\) can be integrated to \(V_{m}\). The necessary and sufficient condition for the complete integrability of these \(R_{m}\) into a system of \(\boldsymbol{\infty}^{n-m} V_{m}\) is the symmetry of \(\stackrel{1}{H} \cdot \cdot \cdot_{a}{ }^{\kappa}\) in \(b\) and \(a\).

The equations of Gauss and Codazzi assume the form
\[
\begin{aligned}
& B_{d b a \nu}^{\approx \mu \lambda c} R_{\varkappa \mu \lambda}^{\cdot \cdots \nu}=\stackrel{1}{R_{d b a}}{ }^{c}+2 \stackrel{1}{H_{[d} \cdot{ }^{c}}{ }_{\mid q}{ }_{q} \stackrel{1}{H} \cdot_{b] a}^{q} \quad \text { (GAUSS), } \\
& B_{d b a}^{2 \mu \lambda} C_{v}^{r} R_{\varkappa \mu \lambda}^{\cdots \mu}=-2 D_{[d} \stackrel{1}{H} \cdot{ }_{b] a}^{r} \quad \text { (CODAZZI), }
\end{aligned}
\]
where \(R_{\varkappa \mu} \dot{\mu}^{\nu}\) is the curvature tensor of \(V_{n}, \stackrel{1}{R_{d}} \ddot{\sigma}_{\dot{a}}{ }^{c}\) of \(V_{m} .{ }^{1}\)
6. Formulas of Frenet. At a point \(P\) of \(V_{m}\) in \(V_{n}\) we consider the local \(R_{m}\), in which a fundamental tensor \(b_{a b}\) and a unit tensor \(B_{a}^{b}\) are defined. The connection between the local \(R_{n}\) and the \(R_{m}\) is given by the formula
\[
D_{b} \xi^{\varkappa}=B_{b}^{\varkappa} .
\]

The application of the operator \(D_{b}\) to \(B_{a}^{\kappa}\) gives the relative curvature tensor
\[
D_{b} B_{a}^{\kappa}={\stackrel{1}{H} \ddot{H}_{b} \cdot{ }^{\kappa} .}^{\text {. }}
\]

This tensor \(\stackrel{1}{H} \dot{b}_{a}{ }^{\kappa}\) lies with its first two indices in the \(R_{m}\), and with its last index in an \(R_{m_{2}} \perp R_{m}\). This \(R_{m_{2}}\) forms, together with the \(R_{m}\), an \(R_{m_{1}+m_{2}}\left(m_{1}=m\right)\) in which all vectors \(\partial_{a} \partial_{b} \xi^{\chi}\) lie. For the case of a \(V_{2}\) in \(\mathrm{R}_{n}\) this \(R_{m_{2}}\) is in general an \(R_{3}\), in which the "curvature cone" lies, formed by the curvature vectors of all geodesics of \(V_{2}\) issuing from \(P\). If special conditions are introduced, the \(R_{m_{2}}\) may have fewer dimensions than three. For the case of a \(V_{3}\) in \(R_{n}\) this \(R_{m_{2}}\) is at most an \(R_{6}\); for a \(V_{m_{1}}\) we have \(m_{2} \leqq \frac{1}{2} m_{1}\left(m_{1}+1\right)\). The \(R_{m_{2}}\) may be called the "first normal space". In the case of a curve the \(R_{m_{2}}\) is the principal (first) normal.

If we pass to vectors \(\partial_{a} \partial_{b} \partial_{c} \xi^{\varkappa}\), we get a space \(R_{m_{1}+m_{2}+m_{3}}\) in which all vectors lie. There is therefore in general an \(R_{m_{3}} \perp R_{m_{1}+m_{2}}\), the second normal space. We denote the fundamental tensor and unit tensor of this \(R_{m_{2}}\) by \(\stackrel{2}{C}_{p_{2} q_{2}}, \stackrel{2}{B_{p_{2}}^{r_{2}}}\), and denote, accordingly, those of \(R_{m_{1}}\) by \(\stackrel{1}{C}_{p_{1} q_{1}},{\stackrel{1}{B_{p_{1}}^{r_{1}}} \text {. We have for } D_{b} \stackrel{2}{B}_{p_{2}}^{\varkappa}}_{2}\)
\[
\begin{aligned}
& \stackrel{1}{B_{v}^{c}} D_{b} \stackrel{2}{B_{p_{2}}^{v}}=-\stackrel{2}{B_{p_{2}}^{v}} \stackrel{1}{{ }_{j}^{b} \cdot} \cdot{ }_{\cdot v}=-\stackrel{1}{H_{b} \cdot{ }^{c} \cdot p_{2}} ; \\
& \stackrel{2}{B_{v}^{r_{2}}} D_{b} \stackrel{2}{B_{p_{2}}^{v}}=\stackrel{{ }_{B}^{r}}{r^{2} \lambda}{ }_{p_{2}}^{2} D_{b} \stackrel{2}{B}_{\lambda}^{v}=-\stackrel{2}{B_{v}^{r_{2}}{ }_{p}^{2}} D_{b}\left(A_{\lambda}^{\nu}-\stackrel{2}{B_{\lambda}^{v}}\right)=0,
\end{aligned}
\]

\footnotetext{
\({ }^{1}\) For \(A_{m}\) in \(A_{n}\) see Schouten: 1924 (5). - For \(L_{m}\) in \(L_{n}\) see Hlavatý: 1930 (24). - Comp. also Bortolotti: 1931 (8). - Hlavatý: 1926 (9). - Related is a paper by Ruse: 1931 (29).
}
so that the tensor \(D_{b} \stackrel{2}{B}_{p_{2}}^{\varkappa}+\stackrel{1}{H}_{H^{*} \cdot p_{2}}\). lies with its \(\nu\)-index in a region \(\perp R_{m_{1}}\) and \(\perp R_{m_{2}}\), hence (as the order of differentiation guarantees) in the \(R_{m_{3}}\). We write
\[
D_{b}{\stackrel{2}{B_{p}}}_{p_{2}}^{\kappa}+{\stackrel{1}{H_{b}} \cdot{ }_{b}^{\cdot} \cdot p_{2}}^{\prime}=\stackrel{2}{H}_{\dot{b} \dot{p}_{2}}{ }^{\mu} .
\]

In this way we can continue to define with the aid of the third, fourth . . . etc. normal spaces.
\[
D_{b} B_{p_{l}}^{l}+\stackrel{l-1}{H_{\dot{b}}^{*} \cdot p_{l}}=\stackrel{l}{H_{b}^{\prime} \dot{p}_{l}{ }^{\kappa},}
\]
as long as the left hand side does not vanish identically. The successive relative curvature tensors of higher order lie with their \(\nu\)-index in the successive first, second, third, ..., normal spaces \(R_{m_{1}}, R_{m_{2}}, R_{m_{3}}, \ldots\) The osculating \(l\)-space of every curve of the \(V_{m}\), considered as a curve of \(V_{n}\), lies in the \(R_{m_{1}+m_{2}+\cdots+m_{l}}\). When for a certain \(m_{k}, m_{1}+m_{2}+\cdots\) \(+m_{k} \leqq n\), the left hand side vanishes, the last equation becomes
\[
D_{b} \stackrel{k}{B_{p_{k}}^{\varkappa}}=-\stackrel{k-1}{H_{b}^{\cdot \varkappa} \cdot p_{k}} .
\]

Hence, we have, for \(V_{m}\) in \(V_{n}\), the formulas of Frenet \({ }^{1}\)
\[
\begin{aligned}
D_{b} B_{p_{l}}^{\iota} & =-\stackrel{l-1}{H_{b}^{\bullet} \cdot p_{l}}+\stackrel{l}{H_{b}^{b} p_{l}}{ }^{\kappa}, \quad l=1, \ldots, k \\
\stackrel{0}{H} & =0, \quad \stackrel{k}{H}=0 .
\end{aligned}
\]

For \(V_{1}\) in \(R_{3}\) these formulas are equivalent to the ordinary formulas of Frenet for space curves.

The integrability conditions of the first of these equations are the equations of Gauss-Codazzi. The integrability conditions of the other equations give generalizations of these equations. \({ }^{2}\)
7. Curves in \(\boldsymbol{L}_{\boldsymbol{n}}\). In a general \(L_{n}\) no orthogonality relations exist and the theory must take another form. So far, only the case of curves in \(L_{n}\) has been discussed. Formulas similar to those of Frenet can here be found due to the fact that, though no orthogonality relations exist, there exists on the curve an invariant parameter. Indeed, the equation
\[
D w=\frac{d w}{d t}+\Gamma_{\mu \varkappa}^{\varkappa} \frac{d \xi^{\mu}}{d t} w=0
\]
determines, but for a multiplicative constant, a scalar density of weight -1 along the curve \(C\).

\footnotetext{
\({ }^{1}\) Schouten and van Kampen: 1931 (40), also 1930 (21). - Comp. DuschekMayer: 1930 (20). - Mayer: 1931 (34). - Burstin: 1932 (35).
\({ }^{2}\) For the equations of Gauss-Codazzi for \(A_{m}\) in \(A_{n}\) see Schouten: 1924 (5). - Eisenhart: 1927 (1). - For invariants of \(A_{m}\) in \(A_{n}\) see van der Waerden: 1927 (11). - Michal-Botsford: 1932 (33).
}

We introduce, for a vector field \(u^{\chi}\) defined along \(C\), the vector
\[
D u^{\kappa}=\delta u^{\kappa} / d t=d u^{\kappa} / d t+\Gamma_{\mu \lambda}^{\kappa} u^{\lambda} d \xi^{\mu} / d t .
\]

Then we can construct the following vectors
\[
\begin{aligned}
& v^{x}=d \xi^{x} / d t \\
& v_{2}^{x}=D v_{1}^{x}, \quad{\underset{3}{v}}_{v^{x}}=D v_{2}^{x}, \ldots, v_{k}^{x}=D_{k-1}^{v^{x}} .
\end{aligned}
\]

In general \(k=n\), but under circumstances the series of \(v_{i}^{\alpha}\) may be interrupted for a \(k<n\). Let us assume the general case that \(k=n\), and that the vectors \(v_{1}^{v^{x}}, \underset{2}{v^{x}}, \ldots,{ }_{n}^{v^{x}}\) form a linearly independent set at each point of the curve.

The parameter \(t\) will now be changed into a function \(p=p(t)\) of \(t\). Then we can define anew
\[
\underset{1}{w^{\kappa}}=d \xi^{\varkappa} / d p, \quad \underset{2}{w^{\mu}}=\underset{1}{w^{\mu}}, \ldots, \underset{n}{w^{\kappa}}=\underset{n-1}{w^{\kappa}} .
\]

The \(\underset{i}{w^{x}}\) again form an independent set. We now determine \(p\) in such a way that
\[
\begin{aligned}
&{\underset{1}{2}}_{w_{2}^{\left[\varkappa_{1}\right.} w_{2}^{\varkappa_{2}}}^{\ldots}{\underset{n}{w^{\left.\varkappa_{n}\right]}}}^{\equiv}=\left(\frac{d t}{d p}\right)^{\frac{n(n+1)}{2}} v_{1}^{\left[\varkappa_{1}\right.} v_{2}^{\varkappa_{2}} \ldots v_{n}^{\left.\varkappa_{n}\right]}= \\
& \equiv\left(\frac{d t}{d p}\right)^{\frac{n(n+1)}{2}} v^{12 \ldots n} A_{1}^{\left[\varkappa_{1}\right.} A_{2}^{\varkappa_{2}} \ldots A_{n}^{\left.\varkappa_{n}\right]}= \\
&=w A_{1}^{\left[\varkappa_{1}\right.} A_{2}^{\varkappa_{2}} \ldots A_{n}^{\left.\varkappa_{n}\right]} .
\end{aligned}
\]

This is an invariant condition as \(v^{12 \cdots n}\) is also a scalar density of weight -1 . Hence
\[
p=\int_{t_{0}}^{t}\left(\frac{v^{12} \cdots n}{w}\right)^{2 / n(n+1)} d t
\]
is an invariant parameter along the curve, and the vectors
\[
\underset{1}{w^{x}}=d \xi^{x} / d p, \quad \underset{2}{w^{x}}=\underset{1}{w^{\mu}}, \ldots, \quad \underset{n}{w^{\mu}}=D \underset{n-1}{w^{x}},
\]
form an invariant set of \(n\) independent vectors in the \(E_{n}\) of \(L_{n}\) defined at a point of the curve.

As

\[
\underset{n}{w_{n}^{x}}=x_{1}^{w_{1}^{x}}+\underset{2}{x_{2}} \underset{2}{w^{x}} \ldots x_{x-1} \underset{n-1}{w^{x}} .
\]

This equation and
\[
\underset{i}{\underset{w^{*}}{w}}=\underset{i+1}{w}, \quad i=1, \ldots, n-1
\]
form analogues, for a curve in \(L_{n}\), of the equations of Frenet. The functions \(\varkappa_{1}, \ldots, x_{n-1}\) of \(p\), the affine curvatures, can be found from the Frenet equations by determinant expressions.

These equations can be cast into a simpler form. If we introduce the \(n\) covariant vectors \(\stackrel{i}{w^{\prime} 2}, i=1, \ldots, n\), by the relations
application of the operator \(D\) gives the equations
\[
\begin{array}{cc}
\stackrel{i}{w}_{\lambda}^{i}=-\stackrel{i}{w}_{\lambda}^{i-1}-x_{n-i} w_{\lambda}, & i=1,2, \ldots, n \\
& x_{0}=0, \quad w_{\lambda}=0
\end{array}
\]
as a result of the Frenet formulas.
By further substitution
\[
\stackrel{n}{u_{\lambda}}=(-1)^{n} \stackrel{n}{w_{\lambda}}, \quad D \stackrel{n}{u_{\lambda}}=-\stackrel{n-1}{u_{\lambda}}, \quad D \stackrel{n-1}{u_{\lambda}}=-\stackrel{n-2}{u}_{\lambda}, \ldots, D \stackrel{2}{u_{\lambda}}=-\stackrel{1}{u_{\lambda}},
\]
and transformation to the corresponding contravariant vectors \({u_{i}}_{i}\) :
\[
\stackrel{i}{u_{\lambda}} \underset{j}{u^{\lambda}} \stackrel{*}{=} \delta_{j}^{i}, \quad \stackrel{i}{u_{\lambda}} u_{i}^{\varkappa}=A_{\lambda}^{\kappa},
\]
we finally arrive at the formulas
which show more outer similarity to the classical Frenet formulas. The \(\varrho_{1} \ldots \varrho_{n-1}\) are functions of the parameter \(p\). The \(n\) vectors \(u_{1}, \ldots, u_{n}^{x}\) form the associate affine ennuple at a point of the curve \({ }^{1}\).

It should be noticed that this parameter \(p\) does not pass into the arc-length \(s\) when the \(L_{n}\) becomes a \(V_{n}\). For this reason the \(\varrho_{1} \ldots \varrho_{n-1}\) do not pass directly into the ordinary curvatures of a curve in \(V_{n}\).
8. \(\boldsymbol{P}_{\boldsymbol{m}}\) in \(\boldsymbol{P}_{\boldsymbol{n}}\). In an \(X_{n}\) with a projective connection \(P_{n}(\mathrm{Ch} . \mathrm{V})\) an \(X_{m}\) is given. Then a \(P_{m}\) can be introduced into this \(X_{m}\) by means of a system \(\Pi_{a b}^{\prime c}, Q_{a}^{\prime}\) satisfying the homogeneity relations
\[
x^{d} \partial_{d} \Pi_{b a}^{c}=-\Pi_{b a}^{\prime c}, \quad x^{d} \partial_{d} Q_{a}^{\prime}=-Q_{a}^{\prime} .
\]

\footnotetext{
\({ }^{1}\) Hlavatý: 1929 (11) - see also 1931 (10). - Extension to curves on non holonomic \(L_{n-1}\) Hlavatý: 1930 (24). - For curves in a Weyl connection see Schouten: 1924 (5). - Hlavatý: 1928 (9). - Related is a paper by Wundheiler: 1932 (23).
}

We cannot yet say that the \(P_{m}\) is induced into the \(X_{m}\) by the \(P_{n}\) as long as no relations are given connecting the coefficients of displacement in \(P_{n}\) and \(P_{m}\). We can, however, already define a relative curvature tensor \(H_{b a}^{\cdot \mu}\), a quantity of degree -1 in \(x^{\kappa}\),
\[
H_{b a}^{\cdot \varkappa}=D_{b} B_{a}^{\kappa}=\partial_{b} B_{a}^{\kappa}+B_{b a}^{\mu \lambda} \Pi_{\mu \lambda}^{\varkappa}-B_{c}^{\kappa} I I_{a b}^{\prime c},
\]
satisfying the identities
\[
\begin{aligned}
& H_{a b}^{\cdot{ }^{\kappa}} x^{a}=P_{a}^{\cdot{ }^{\kappa}} B_{b}^{u}-B_{c}^{\kappa} P_{b}^{\prime \cdot}{ }^{c}, \\
& H_{a b}^{\cdot{ }^{\kappa}} x^{b}=Q^{\kappa}{ }_{\lambda} B_{a}^{\lambda}-B_{c}^{\kappa} Q^{\prime}{ }^{c}{ }_{a} .
\end{aligned}
\]

Induction begins when we relate the \(Q_{a}^{\prime}\) and \(Q_{\lambda}\) by \(Q_{a}^{\prime}=B_{a}^{\lambda} Q_{\lambda}\). The \(\Pi_{b a}^{c}\) and \(\Pi_{\mu \lambda}^{\star}\) can be related by equations similar to those for \(L_{m}\) in \(L_{n}\), if the \(P_{m}\) is fixed in \(P_{n}\) :
\[
\Pi_{b a}^{\prime c}=B_{b a \varkappa}^{\mu \lambda i} I_{\mu \lambda}^{\varkappa}+B_{\varkappa}^{c} \hat{c}_{b} B_{a}^{\varkappa}
\]

Then
\[
P_{a}^{\prime \cdot c}=B_{a \nu}^{\lambda c} P_{\lambda}^{\cdot v}, \quad Q_{\cdot b}^{\prime c}=B_{v b}^{c, u} Q_{\cdot \mu}^{v}
\]

In this case we have a second relative curvature tensor
\[
L_{a \cdot \lambda}^{\cdot{ }^{c} \cdot}=B_{a \varkappa}^{\mu c} \nabla_{\mu} B_{\lambda}^{\varkappa} .
\]

In such a connection there are geodesics only when certain conditions are satisfied. Indeed, a curve is here a manifold of two dimensions. Hence a geodesic must be defined by the equation \(H_{a}^{\cdot}{ }^{\boldsymbol{x}}=0\), or
\[
\hat{\partial}_{b} B_{a}^{\chi}+B_{b a}^{u \lambda} \Pi_{\mu \lambda}^{\varkappa}-B_{c}^{\varkappa} \Pi_{a b}^{\prime c}=0, \quad a, b=0,1
\]
or
\[
\frac{\partial^{2} x^{\kappa}}{\partial u^{a} \partial u^{b}}+\Pi_{\mu \lambda}^{\varkappa} \frac{\partial x^{\lambda}}{\partial u^{a}} \frac{\partial x^{\mu}}{\partial u^{b}}-\Pi_{b a}^{c} \frac{\partial x^{\varkappa}}{\partial u^{c}}=0
\]
if for a moment we write \(u^{a}, u^{b}\) for \(x^{a}, x^{b}\).
As totally geodesic \(P_{2}\) are not in general possible, certain integrability conditions must be satisfied. We find that they are of the form
\[
\begin{array}{lr}
P_{\dot{\lambda}^{x}}=p_{\lambda} x^{\kappa}+\left(P-p_{\varrho} x^{\varrho}\right) A_{\lambda}^{\kappa}, & P_{\lambda}^{*} x^{\lambda}=P x^{\kappa} \\
Q_{\cdot{ }_{\mu}}^{\kappa}=q_{\mu} x^{\kappa}+\left(P-p_{\varrho} x^{\varrho}\right) A_{\mu}^{\kappa} . & p_{\lambda}, q_{\lambda} \text { arbitrary. }
\end{array}
\]

These conditions are the necessary and sufficient conditions that through every point of \(P_{n}\) a geodesic line may pass in every direction.

In this case it can be proved that the \(P_{n}\) can be uniquely determined from the \(X_{n}\) considered as an \(A_{n}\) but for a projective transformation of paths \({ }^{1}\).

\footnotetext{
\({ }^{1}\) van Dantzig: 1932 (1). - For manifolds in \(D_{n}\) see Bortolotti: 1932 (15).
- See on the paths of a projective connection also Cartan: 1924 (2). - Thomsen: 1930 (4). - On curves in special \(P_{n}\) Hlavatý: 1931 (9).
}

\section*{Notation used.}
\begin{tabular}{lllllllll} 
second derivative & \(\boldsymbol{v}\) & \(\delta\) & \(d\) & \(k\) & \(s\) & \(D\) & \(\mathfrak{D}\) & \(\mathfrak{D}\) \\
first derivative & \(\mu\) & \(\gamma\) & \(c\) & \(j\) & \(r\) & \(C\) & \(\mathfrak{C}\) & \(\mathfrak{c}\) \\
first covariant & \(\lambda\) & \(\beta\) & \(b\) & \(i\) & \(q\) & \(B\) & \(\mathfrak{B}\) & \(\mathfrak{b}\) \\
first contravariant & \(\varkappa\) & \(\alpha\) & \(a\) & \(h\) & \(p\) & \(A\) & \(\mathfrak{A}\) & \(\mathfrak{a}\)
\end{tabular}
\(\mathfrak{A}_{n}=\) group of all affine transformations in \(E_{n}\) with fixed origin \(x^{\kappa} \rightarrow x^{\kappa^{\prime}}\) (in \(n\) variables).
\(\mathscr{F s}_{n}=\) group of all transformations \(\xi^{\varkappa} \rightarrow \xi^{\varkappa^{\prime}}\) in \(n\) variables.
\(\mathfrak{H}_{n+1}=\) group of all homogeneous transformations of degree one \(x^{\kappa} \rightarrow x^{\kappa \prime}\) in \(n+1\) variables.
\(F=\) group of all point transformations \(\bar{x}^{\kappa}=\varrho x^{\kappa}, \varrho\) homogeneous, zero degree, in \(x^{\lambda}\).
\(X_{n}=n\)-dimensional regular manifold with original variables \(\xi^{\kappa}\) and group \(\mathfrak{G}_{n}\) of coordinate transformations.
\(L_{n}=X_{n}\) with affine connection.
\(A_{n}=\) symmetrical \(L_{n}\).
\(E_{n}=\) affine-euclidean space (a space with ordinary affine geometry).
\(R_{n}=\) euclidean space.
\(H_{n}=n\)-dimensional manifold with \(n+1\) homogeneous coordinates \(x^{\kappa}, \mathfrak{F}_{n+1}\) as group of coordinate transformations, and in addition the group \(F\) of point transformations.
\(P_{n}=H_{n}\) with projective connection.
\(D_{n}=\) projective-euclidean \(P_{n}\) (a space with ordinary projective geometry).
\(U_{n}=\) Hermitian metrical connection.
A geometrical object is denoted by a central letter which is always the same, and different kinds of component-indices, e. g., \(v^{\star \lambda}, v_{x}^{\cdot} \lambda\), \(v_{i j}, v_{\mathfrak{\mathfrak { A }}}{ }^{\mathbb{E}}\).

The word space is used only for manifolds with a group in the sense of Klein: euclidean space \(R_{n}\), affine space \(E_{n}\), projective space \(D_{n}\).
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