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PREFACE 
The problem of moments is of fairly old origin, but it received its first syste­

matic treatment in the works of Tchebycheff, Markoff, Stieltjes, and, later, 
Hamburger, Nevanlinna, M. Riesz, Hausdorff, Carleman, and Stone. The 
subject has an extensive literature, but has not been treated in book or mono­
graph form. In view of the considerable mathematical (and also practical) 
interest of the moment problem it appeared to the authors desirable to submit 
such a treatment to a wide mathematical public. In the present monograph 
the main attention is given to the classical moment problem, and, with the 
exception of a few remarks concerning the trigonometrical moment problem, no 
mention is made of various generalizations and modifications, important as 
they may be. Furthermore, lack of space did not permit the treatment of 
important developments of Carleman and Stone based on the theory of singular 
integral equations and operators in Hilbert space. On the other hand, a special 
chapter is devoted to the theory of approximate (mechanical) quadratures, 
which is intimately related to the theory of moments and in many instances 
throws additional light on the situation. 

The bibliography at the end of the book makes no claim to completeness. 
The authors wish to acknowledge with gratitude the help received from Brown 

University and the University of Pennsylvania (through its Faculty Research 
Committee) in preparing this manuscript for publication. 

In the second printing the theorem of §4, page xiii, has been corrected by 
R. P. Boas, and a supplementary bibliography has been added. 
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INTRODUCTION 
1. Brief historical review. In 1894-95 Stieltjes published a classical paper : 

"Recherehes sur les fractions cont inues" containing a wealth of new ideas; 
among others, a new concept of integral—our modern "Stieltjes Integral" . In 
this paper he proposes and solves completely the following problem which he 
calls "Problem of M o m e n t s " : 

Find a bounded non-decreasing function \p(x) in the interval [0, «>) such tha t 

its "momen t s " / xn d^(x), n = 0, 1, 2, • • • , have a prescribed set of values 
Jo 

(1) j [ zn(fy(x) = Mn, n = 0 , 1 , 2 , . . . . 

The terminology "Problem of M o m e n t s " is taken by Stieltjes from Mechanics. 
[Stieltjes uses on many occasions mechanical concepts of mass, stability, etc., in 
solving analytical problems.] If we consider d\f/(x) as a mass distributed over 

[x, x + dx] so t h a t / d\f/(t) represents the mass distributed over the segment 
Jo 

[0, x]—whence the modern designation of yp(x) as "distribution function"—then 

/ x d\f/(x), I x2 d\l/(x) represent, respectively, the first (statical) moment and 
Jo Jo 
the second moment (moment of inertia) with respect to 0 of the total mass 

/ df(x) distributed over the real semi-axis [0, <»). Generalizing, Stieltjes 

calls / xn d\p{x) the n- th moment, with respect to 0, of the given mass distribu-
Jo 

tion characterized by the function ^ (x) . 
Stieltjes makes the solution of the Moment-Problem (1) dependent upon the 

nature of the continued fraction "corresponding" to the integral 

/(«, a) = j[" d$(y) _ Mo _ /ii , /X2 _ M3 , 
_w z + y z z2 z3 zA 

~rL j + rJ + rLl + rJ + 
\aiz I at |a3z | a4 

and upon the closely related "associated" continued fraction 
(3) 

Xi X, X, 

I z + Ci | z + cj 12 + cs 

derived from (2) by "contraction": 

z — r-- — . ' ss z — a — 
| 1 I * - 7 *-(fi + y) 
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Making use of the theory of continued fractions Stieltjes shows that in (2) all 
a, are positive (which results in the positiveness of all X, and c% in (3)).* 

He further shows that this necessary condition is also sufficient for the existence 
of a solution of the Problem of Momenta (1). In terms of the given sequence 
[fin\ this condition is equivalent to the positiveness of the following deter­
minants 

(4) An = 

MO 

Ml 

Ml 

M2 

M* 

Mn-H 

(5) Ai" = 

Ml 

M2 

M A M » + l 

M2 

M3 

s |MHili!i-o; n - 0 , 1 , 2 , 

' • • Min 

M» M*+i 

M»+i M»+2 

Mn+l M»+2 • • " ton M2«+l 

I M<+i+i IZi-o; n - 0,1,2, 

The solution may be unique, in which case we speak of a "determined Moment-
Problem"; or there may be more than one solution in which case there are, of 
necessity, infinitely many solutions; our Moment-Problem is then "indeter­
minate". Stieltjes illustrates the latter case by a remarkable example. He 
further gives an effective construction of certain solutions of the Moment-
Problem (all, of course, essentially the same in case of a determined problem) 
which in the indeterminate case turn out to possess important minimal proper­
ties. Here the denominators of the successive approximants to the continued 
fractions (2) and (3) play an important role. In passing Stieltjes introduces an 
important new proposition dealing with the convergence of series of functions 
of a complex variable (now known as the Stieltjes-Vitali Theorem) which leads 
to a complete solution of the problem of convergence of the continued fraction 
(2) in the complex z-plane. Here Stieltjes shows that the Moment-Problem 
(1) is determined or indeterminate according as the continued fraction (2) is 
convergent or divergent, that is, according as the series ^ f a» diverges or con­
verges. The interesting fact that the continued fraction (2) may converge for 
certain z (to the value /(«, $))> while the series ]£? (— l)Vns~~t_1 diverges for all 
z is demonstrated. 

* In the subsequent discussion we write 

r d$(y) Mo , Ml , Mi , 

+ - + - + 
z — y z z* z* so that the corresponding and associated continued fractions (2) and (3) are replaced re­

spectively by 

±j+4J+ r i i+ and x. I 
I lit \U | b « | * - cx | z - c, | z - c% 

where all lu+i are positive, all lu are negative, and X» and d are positive. 
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Stieltjes was not the first to discuss either the Moment-Problem, or the con­
tinued fraction (3). The first considerations along these lines are due to the 
great Russian mathematician Tchebycheff who in a series of papers started in 

1855 discusses integrals of the type / , where p(x) is non-negative in 
J-* x — y 

•° a1. 
(—oo, oo), and sums of the type ]£ —-— , 0< ^ 0 (both cases are now covered 

—«o X mmm X% 
by a Stieltjes Integral). TchebychefTs main tool is the theory of continued 
fractions which he uses with extreme ingenuity. However, Tchebycheff was 
not interested in the existence or construction of a solution of the Moment-
Problem, 

(6) f p(x)xn dx = M. , n = 0, 1, 2, . • • , 

but mainly in the following two problems: a) How far does a given sequence of 
moments determine the function p(x)? More particularly, given 

/ p(x)xn dx = £ <TXV dx, n » 0, 1, 2, • • • ; 

can we conclude that p(x) = e~* , or, as we say now, that the distribution 

characterized by the function / p(t) dt is a normal one? This is a fundamental 

problem in the theory of probability and in mathematical statistics, b) What 
are the properties of the polynomials a>„(z), denominators of successive ap-
proximants to the continued fraction (3)? This opened a vast new field, the 
general theory of orthogonal polynomials, of which only the classical poly­
nomials of Legendre, Jacobi, Abel—Laguerre and Laplace—Hermite were 
known before Tchebycheff. In the work of Tchebycheff we find numerous 
applications of orthogonal polynomials to interpolation, approximate quadra­
tures, expansion of functions in series. Later they have been applied to the 
general theory of polynomials, theory of best approximations, theory of proba­
bility and mathematical statistics. 

Another work which preceded that of Stieltjes is the classical work of Heine 
(1861, 1878, 1881). Here we find a brief discussion of the continued fraction 

/
x?(v) dv , where the given function p(x) is non-negative in - x y 

(a, 6), and also an application of the orthogonal polynomials wn(x) to approx­
imate quadratures. 

One may venture the opinion that the use of this integral and of continued 
fractions was suggested to Stieltjes by the work of Tchebycheff and Heine. 
We must emphasize the importance of the new analytical tool, the Stieltjes 
Integral, which made it possible to treat the Problem of Moments in its most 
general form, namely, 

(7) £ * " # ( * ) = Mn, n = 0 , 1 , 2 , . . . . 
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One of the most talented pupils of Tchebycheff, A. Markoff, continued the 
work of his teacher applying it, in particular, to the theory of probability 
("method of moments" applied to the proof of the fundamental limit-theorem), 

and to the closely related problem of finding precise bounds for / d\ff(x)t 

a < c < d < b, where the function ^(x) is non-decreasing in (a, 6), its first 
n + 1 moments being given. This important problem was proposed and its 
solution, based on the now celebrated "Tchebycheff inequalities", was given 
without proof by Tchebycheff in 1873. The proof was supplied by Markoff in 
his Thesis in 1884. It is interesting to note that Tchebycheff inequalities have 
been proved simultaneously and in the same manner by Stieltjes. Markoff 
further generalizes the Moment-Problem (1896) by requiring the solution 
p(x) to be bounded: 

xnp(x) dx « Mn , n = 0, 1, 2, • • - , with 0 £ p(x) £ L. 

In his investigations, as in those of his teacher, continued fractions play a 
predominant role. 

As often happens in the history of science, the Problem of Moments lay 
dormant for more than 20 years. It revived again in the work of H. Ham­
burger, R. Nevanlinna, M. Riesz, T. Carleman, Hausdorff, and others. 

An important approach to, and extension of, the work of Stieltjes to the 
whole real axis (— *>, «>) was achieved by H. Hamburger (1920, 1921). This 
extension is by no means trivial. The consideration of negative values of x 
introduces new factors in the situation. Hamburger makes extensive use of 
Helly's theorem of choice. He fully discusses the convergence in the complex 
plane of both the associated and the corresponding (if it exists) continued 
fractions. He shows that a necessary and sufficient condition for the existence 
of a solution of the Moment-Problem (7) is the positiveness of all determinants 
A„ in (4), and also gives criteria for the Moment-Problem (7) to be determined 
or indeterminate. A curious fact is revealed, namely, that the Moment-
Problem (7) may be indeterminate while the corresponding Stieltjes Moment-
Problem (1), with the same /*» , is determined. 

R. Nevanlinna (1922) makes use of the modern theory of functions and 
exhibits the solutions of the Moment-Problem (7) and their properties in terms 
of the functions 

/(*; *) = f ^ ^ t * complex. 

To him is due the important notion of "extremal solutions". 
About the same time (1921,1922,1923) M. Riesz solved the Moment-Problem 

(7) on the basis of "quasi-orthogonal polynomials", i.e. linear combinations 
Anwn(z) + An-iWn-\(z)- He also showed the close connection between the 
Problem of Moments and the so-called "closure property" (Parseval Formula) 
for the orthogonal polynomials wn(z). 

i 
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Carleman (1923,1926) shows the connection between the Problem of Moments 
(7) and the theories of quasi-analytic functions and of quadratic forms in infi­
nitely many variables (through the medium of the asymptotic series 53* /xt2~,"*!). 
To him is due the most general criterion, so far known, for the Moment-Problem 
to be determined. 

Hausdorff (1923) gives criteria for the Moment-Problem (7) to possess a 
(necessarily unique) solution in a finite interval, that is, when \[s(x) in (7) is 
required to remain constant outside a given finite interval. An effective con­
struction of the solution is given and criteria are derived for the solution to 
have specified properties—continuity, differentiability, etc. 

The interest in the Problem of Moments remains strong up to the present day. 
Among the most important contributions we may mention the work of Achyeser 
and Krein (1934). They have generalized the work of Markoff, making use of 
the tools of the theory of quadratic forms; they also extended the theory to the 
"trigonometric Moment-Problem" 

(8) I * einxdHx) = Mn, * = 0 , 1 , 2 , • • . . 
Jo 

Compare, in this connection, the work of S. Verblunsky (1932). 
Carleman, and later, Stone developed a rather complete treatment of the 

Moment-Problem on the basis of the theory of Jacobi quadratic forms and sin­
gular integral equations and operators in Hilbert space. Finally, Haviland 
and Cramer extended M. Riesz* theory to the case of several dimensions. 

Various generalizations have been made to the cases where the set of functions 
{xn\ is replaced by a more general set {(pn(x)}y or the integrals by more general 
linear operators in abstract spaces. These generalizations, however, will not 
be considered in the present monograph. 

The discussion in the first two chapters follows the work of M. Riesz and 
R. Nevanlinna, in chapter III that of Markoff, Achyeser and Krein, and Haus­
dorff. 

We shall now state explicitly, but mostly without proof, some fundamental 
facts which will be used in various places in the follow ;ng chapters. 

2. Distribution functions. Let 9?* be a fc-dimensional Euclidean space. A 
function $(e) of sets e in 5R* is called a distribution set-function if it is non-negative, 
defined (and finite) over the family of all Borel sets in 9?*, and is completely 
additive: 

22 $fe) = * f £ eA , e,e, = 0, if i ^ j . 

The spectrum ©($) of a distribution set-function 4>(e) is defined as the set of all 
points x e 9?* , such that $(G) > 0 for every open set G containing x. 

The point spectrum of $ is the set of all points x such that <*>((£)) > 0. 
By an interval / C S i we mean the set of points x = (xi, xi, • • • , xk) whose 

coordinates satisfy conditions a» < x< g b>, i = 1, 2, • • • , fc, with obvious 
modifications in the case of an open or closed interval. 
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An interval J is an interval of continuity of the distribution set-function $ 
(or more generally, for an additive function *(7) defined over all intervals) if, 
on introducing 

If: ax; =F 8 < Xi £ bii± 5, i = 1, 2, • • • , k, 

we have 

<*>(/?)-><!>(/), as 5->0. 

Two distribution set-functions are said to be substantially equal if they have 
the same intervals of continuity and their values coincide over all such intervals. 

Let ¥(/) be a non-negative set-function defined (and finite) over all intervals 
7 in 9?* and satisfying the condition 

n n 

*C0 ^ 23 *(*<), whenever 7 = ]£ 7,, 7,7, = 0 for i ^ j . 

It is always possible to extend ¥(/) to a distribution set-function <f»(c) defined at 
least for all Borel sets having the same intervals of continuity as ^(7), and coin­
ciding with V(I) for such intervals. 

A necessary and sufficient condition that two distribution set-functions 

<t>i and $2 be substantially equal is that / f(t) d<f>i = / f(t) d<$2 for any continuous 
J*k J*t 

function f(t) which vanishes for all sufficiently large values of \ t\. 
In the one-dimensional case a distribution set-function $(e) generates a point-

function ^(/), which may be defined, for instance, by setting \//(t) = *(7<) + C, 
where It is the infinite interval — » < x ^ t} and C is an arbitrary constant. 
This point function is increasing and bounded in (— « , <*>) and is determined 
uniquely at all its points of continuity, up to an additional constant. Con­
versely, every point function which is increasing and bounded generates a dis­
tribution set-function which is determined substantially uniquely. 

For this reason any bounded increasing point-function may be called simply 
a distribution function. 

Two distribution functions are said to be substantially equal if they have the 
same points of continuity and if their values at common points of continuity 
differ only by a constant. A function ^(0 which is increasing and bounded in a 
finite closed interval [a, b] can be extended over the interval (— *>, oo) by 
setting \p(t) = ^(a), t < a, \p(t) = ^(6), t > 6. It then becomes a distribution 
function. Two functions ^i(0> ifa(0 which are increasing and bounded over a 
finite closed interval [a, b] are said to be substantially equal if they have the 
same interior points of continuity and if their values at these points, and also 
at the end-points t = a, t = 6, differ by a constant. Analogous considerations 
hold, of course, in the general ^-dimensional case. 

For proofs we refer to [Bochner, 1; Haviland, 2]. 

3. Theorems of Helly. A sequence of additive functions of intervals \^n(I)\ 
is said to converge substantially to a function of intervals ^(7) if lim ^n(7) = ^(7) 

for all (finite) intervals of continuity of ¥. 
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"FIRST THEOREM OF HELLY". Given a sequence {¥„(/)} of non-negative 
additive and uniformly bounded functions of intervals, then there exists a subse­
quence \Vn,XI)\ and <* distribution function 4> to which this subsequence converges 
substantially. Furthermore, if the sequence {<&„] itself does not converge sub­
stantially to <f>, then there exists another subsequence {^n;(/)) converging sub­
stantially to another distribution function <£' which is not substantially equal to $. 

"SECOND THEOREM OF HELLY". Given a sequence \^n(I)} of non-negative 
additive and uniformly bounded functions of intervals, which converges substan­
tially to a distribution function $. Then 

lim f f{t) d*n = f f(t) d* 
n J*k J*k 

for any function f(t) continuous in 5R* and such that, as 7* T SU , / f(t) dVn —• 

I f(t) dVn uniformly in n. 

In the one-dimensional case this theorem may be easily restated in terms of 
sequences of uniformly bounded increasing point-functions, instead of functions 
of intervals. For the proof see [Bochner, 1], 

4. Extension theorem for non-negative functionals. Let 3ft be a linear 
manifold* of real-valued functions x(t) defined on any abstract space fl, t € U. 
Let 5D?o be a linear sub-manifold of 3tt and let fo(x) be a (Q0) non-negative additive 
and homogeneous functional defined on 9D?o, that is 

fo(xi + xt) = /o(xi) + fo(x2)} xlfxi€(3Jioy 

MCX) = C/(X), X € Wlo , 

fo(x) ^ 0, whenever x(t) ^ 0 for all t «Qo C 0.** 

Let 3Wo have the following property: (t) For every y € 9D? there exist x* and x" of 5D?0 

such thatxf{t) £ y{t) ^ x"{t) on Q0. Then the functional /0(x) can be extendea to an 
additive, homogeneous and (fi0) non-negative functional f(x) defined on the whole 
manifold 3D? so thatf(x) coincides with /0(x) on SD?0. 

Assume 3D?0 C 2R and y\ c 2R — 2R0. Consider the linear manifold 2tti deter­
mined by SD?o and y\. The elements x\ of SD?i admit of a unique representation 
x\ = Xo + uyi , where x0 is any element of 2R0 and u is any real number. Intro­
duce the functional f(x\) defined on 2Ri by 

/(*i) = /(*o + uyi) = /0(xo) + ur\ , n = f(yi). 

It is clear that this functional is additive and homogeneous, and that it coincides 
with fo(x) when x € Wl0. It remains to determine n so that / will be {%) non-
negative. Take any x0 and x0 such that x0 g t/i g xl on fi0. Then the condition 

* That is, a set of functions x(0 which contains cx(t)y x(t) + y(t)t whenever x(0, y(t) 
belong to the set, and c is a real constant. 

•• fi0 is any given set in fi; in particular, ft0 may coincide with ft. 
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that /0(x) is (Go) non-negative implies that /0(xo) ^ /o(xo). Take n to satisfy 
sup /o(x') ^ n g inf /oCx"), where sup and inf are taken over all x' ^ yi and 
*" ^ yi, respectively. Then / will be (fi0) non-negative. For, if x0 + uy\ *> 0 
on &o and u > 0, then t/i ^ — u"!Xo and so n ^ /( —u~lx0), i.e. /(x0) + uri 2£ 0; 
similarly, if u < 0, — w~lx0 ^ t/i, and so/( —u_lx0) S n , i.e. /(x0) + wn ^ 0. 
Thus /o(x) is extended to the linear manifold 3D?i. The extension to the whole 
linear manifold 3D? can now be performed by the method of transfinite induction. 

The proof above proceeds along the same lines as a proof by Kantorovich [1]. 
Compare also Haviland [4, 5]. The condition (f) was suggested by a result of 
Krein and Smulian [1]; it was omitted in the first printing. The proof in the first 
printing tacitly assumed that inf/o(x0) for x0 — yi ^ 0 on Q0 is not — » . Nothing 
in the original statement guarantees this, and if it is not true the extended 
"functional" would not be finite-valued. In the application on the next page to 
the proof of Theorem 1.1, condition (1.3) ensures the validity of (f). 

6. Stieltjes inversion formula. Let \f/(t) be any function of bounded varia-

is an analytic 
ao Z — t 

function of z in the upper and in the lower half-planes, its values being conjugate 
at two conjugate points. The function yp{t) can be expressed in terms of I(z) 
by the following formula: 
M*(fc + 0) + Wi - 0)] - ihKfo + 0) + +(to - 0)] 

= lim - -L f l [I(t + U) - I(t - u)] dt. 

(Cf. Stone, [1]). Thus, \l/(t) is substantially uniquely determined by I(z\ \p). 



CHAPTER I 

A GENERAL THEORY OF THE PROBLEM OF MOMENTS. 

1. Let 5R be a fc-dimensional Euclidean space. Let there be given an infinite 
multiple sequence of real constants 

Nih•••»*; Ji > h, • • • ,jk = 0, 1, 2, • • • . 

We are interested in finding necessary and sufficient conditions that there shall 
exist a fc-dimensional distribution function <S> whose spectrum ©(<£) is to be con­
tained in a closed set ©0 , given in advance, and which is a solution of the "prob­
lem of moments" [Haviland, 4, 5] 

(1.1) M,V/* = / iil • • • # < » , j i , j i , • • • , ; * = 0 , 1 , 2 , . - . 

To abbreviate we call this problem simply the (<So) moment problem. We say 
that the moment problem is determined if its solution is substantially unique; 
otherwise we call it indeterminate. 

To simplify we shall discuss only the two-dimensional case, k = 2. There 
is no difficulty in extending the results to the case of any number of dimensions. 

Let P(u, v) be any polynomial in u, t; in 9?, 

where x, , y; are real- or complex-valued constants. Introduce the functional 
li(P) defined by 

In particular, 

M(U V) = MO- • 

THEOREM 1.1. A necessary and sufficient condition that the (So) moment 
problem defined by the sequence of moments {/!«,) shall have a solution is that the 
functional n(P) be (2>o) non-negative, that is 

(1.2) n(P) ^ 0, whenever P(u, v) ^ 0 on ©o. 

This theorem is an immediate application of the theorem on the extension of 
non-negative functional (Introduction, 4). Let 90? be the linear manifold of 
all single-valued functions y = y(ut v) which admit of an estimate 

(1.3) \v(n,v)\ £ A(u2r + v2r) + B, 
1 

http://dx.doi.org/10.1090/surv/001/01
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where A, B are non-negative constants and r is a non-negative integer. Let 
2)?o be the linear sub-manifold of 2)?, consisting of all polynomials P. It is clear 
that all functions ri = A (u2r + v2r) + B are in Mo. 

Now if our (®0) moment-problem has a solution <f>, then whenever P ^ 0 
on <5o, we obviously have 

n(P) = [ P(u, v)d* = [ P(ut v) d$ ^ 0. 

Thus the condition (1.2) of Theorem 1.1 is necessary. To prove its sufficiency, 
suppose (1.2) is satisfied. Then /u(P) appears as a homogeneous additive (©0) 
non-negative functional defined on 2J?0 • By Introduction, 4, this functional 
can be extended over the whole manifold 3D?, with preservation of all these proper­
ties. In particular, we may define M(2//), where yt is the characteristic function 
of any two-dimensional interval J, since clearly yt e 2W. Thus we obtain a 
function \p{l) = M(2//) of intervals, which possesses the properties 

(0 *(/)'fc0, 
since y} ^ 0 and /x is non-negative; 

n 
(ii) whenever / = ^ /<, 7, /,• = 0 for i 5̂  j , then 

i - l 

n 

since \x is additive and yt = £ 2//» J 
»- i 

(iii) ^(7) is bounded, 

since 

HD £ * ( » ) = MG/*) = M(D - MOO. 

The conditions of Introduction, 2, are thus satisfied, and we can construct the 
associated distribution function <f> which is substantially equal to ^(/) . This 
function $ is a solution of our (@0) moment problem. To prove this we have 
only to establish that 

(1.4) ©(*) g ©0, 

(1.5) [ uVd* = hi3, i,j = 0, 1,2, . . . . 

To prove (1.4) it suffices to show that (u0, v0) € 9? — So implies (u0, i>o) * 5R — 
©(<£). Let (UQ , y0) € 9? — ©0 and let Jo < 9i — So be a common interval of 
continuity of 4> and yp containing (u0, v0) in its interior. Since ytQ = 0 on ©0 

we may write yIo ^ 0, yh ^ 0 on © 0 , whence p{yh) ^ 0, /x(y,0) ^ 0, and M(2//0) 
= 0. Thus \p(h) = M(2//0) = 0, which implies 3>(J0) = 0; hence (M0 , v0) e 
5R - S(*) . 
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It remains to prove (1.5). Let e, «i be two given positive numbers. Let 
h be again a common interval of continuity of $ and ^, so large that for a suit­
able choice of r 

| uV | < e(u2r + v2r) on » - J«. 

The integers i, j , and r will be now fixed. Let i\ , h , • • • , 7n be a finite sequence 
of common intervals of continuity of <f> and yj/y disjoint and such that 

7o - h + h + • • • + In , 
while the oscillation of uV on each 7„ v = 1, 2, 3, • • • , n is less than «i. In 
each I, select a point (u9y v9) and introduce a simple function 

[u,v\ on J,, v = 1, 2, • • • , n, 
2/o(u, i/) = 

0 elsewhere. 
It is clear that 

r - 0 

Since 

yofa, v) - €i < uV < i/o(w, t>) + «i on 7,, v = 1, 2, • • • , n, 

while 

-e(u2r + t;2r) < i*V < «(u2r + v2r) on JR - 70, 

we have everywhere in 9? 

ya(u, v) - c(u2r + v2r) - « < uV < y^uy v) + «(u2r + t,2r) + <, . 

In view of the (©o) non-negativeness of the functional n, we have 

Mu, v) - c(u2r + «2r) - *] £ M(UV) £ M[̂ o(ti, t>) + €(u2r + v2r) + ex], 

M W — «(A*«r,0 + |IO,«r) — <1/I00 ^ M»7 ^ M ^ o ) + «(|iJr,0 + M0,2r) + €1^00 . 

But 

M(J/O) = £ uUirtvi,) = £ u;vj^7r) = E *y,*(7,). 
r - l r-1 r - i 

If we allow here €i —> 0 and max 11, | -+ 0, we see that 

/ u V d * - €(M*r,0 + /10,2r) ^ M»7 ^ / w V * + € ^ . 0 + JK),2r). 

On allowing here c —> 0 (and 70 —> 5R) it readily follows that uV is absolutely 
integrable over SR with respect to $ and that 

* < / - / u V * , i , ; = 0,1,2, 
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2. Theorem 1.1 can be readily applied to derive necessary and sufficient con­
ditions for the existence of solutions of various specialized moment problems 
characterized by a special choice of ©o. 

(a) HAMBURGER MOMENT PROBLEM. Here ©0 coincides with the axis of 
reals. Hence MJ = 0 for J j£ 1, so that we have a simple sequence of moments 

M» « Mno, n = 0, 1, 2, • • • , 

and the problem reduces to that of determining a one-dimensional distribution 
function ^(u) such that 

(1.6) M* = £un <Wti) , n = 0,1,2, . . . . 

Thus it suffices to consider polynomials and functions of u alone, and to define 
the functional M by 

(1.7) j»(PB) - £ * * , P.(u) - £ x,u'. 
1-0 j - 0 

Theorem 1.1 states now that a necessary and sufficient condition for the 
existence of a solution of (1.6) is that p(P) ^ 0, whenever P(u) 2: 0 for all 
real values of u. If we take for P(u) the particular polynomial P(u) = 
(xo + x\u + • • • + Xwii")1, Xi real, we have 

(1.8) M(P)= E IHH^iXi m QU{X) 

(Hankel quadratic form). Thus a necessary condition for the existence of a 
solution of (1.6) is that the quadratic forms Q»(x), n = 0,1, 2, • • • , be non-negative. 
This condition is also sufficient. 

In fact [P61ya und Szegd, 1, Vol. II, p. 82] any polynomial P(u) i> 0 for all 
real u can be represented by 

P(u) * Vl(u)% + JHM\ 
where pi(u), p*(u) are polynomials with real coefficients, whence 

u{P) - M(PI) + M(pJ) £ 0, 
i f & ( * ) f c 0 , n - 0 f l t 2 t : . . . . 

Let f(u) be a solution of (1.6). Since 

it is clear that if @W0 is not reducible to a finite set of points, we always have 

(1.9) Qn(x) - £ I***** > 0, n - 0,1, 2, • • • , 
t . / -0 

provided not all x0, x\, • • • , xn are zero, which will be assumed in what follows. 
From the theory of quadratic forms it is well known that conditions (1.9) are 
equivalent to 

A» - | M*ri I T.i-0 > 0, n - 0, 1, 2, • • • . 
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On the other hand, if there exists a solution \f/{u) whose spectrum consists 
precisely of (fc + 1) distinct points (we shall see later [3, Corollary 1.1] that the 
moment problem is then determined), tx, t%, • • • , tk+i, then it is readily seen 
that for each n ^ k + 1, Q„(x) = 0 for a suitable choice of xo, Xi, • • • , xn , 
which implies An = 0, n = fc + 1, fc + 2, • • • , while A0 > 0, • • • , A* > 0. It 
can be proved, conversely, that if these conditions are satisfied, then there 
exists a uniquely determined solution of the moment problem with the property 
mentioned above [Fischer, 1; Achyeser and Krein, 1, 6]. 

All these results can be stated in 

THEOREM 1.2. In order that a Hamburger moment problem 

(1.6) M. = £ / d * ' n - 0 , 1 , 2 , . . . , 
shall have a solution it is necessary that 

(1.10) A. - | n+, | r,-o £ 0, n = 0, 1, 2, • • • . 

In order that there exist a solution whose spectrum is not reducible to a finite set of 
points it is necessary and sufficient that 

(1.11) A*> 0, n = 0,1,2, . . . . 

In order that there exist a solution whose spectrum consists of precisely (fc + 1) 
distinct points it is necessary and sufficient that 

(1.12) Ao > 0, • • • , A* > 0, A*+1 - A*+2 « • • • - 0. 

The moment problem is determined in this case. 
(b) STIELTJES MOMENT PROBLEM. In this case ©o coincides with the posi­

tive part of the axis of reals, u ^ 0. As in the preceding case, we have to 
consider only moments M* = Mno, and only polynomials and functions of a single 
variable. The moment problem reduces to 

M* - j[ fd+, n = 0, 1, 2, • • • , 

and a necessary and sufficient condition for the existence of a solution is that 

M(P) - £ nx, * 0, 
1-0 

whenever 

P(u) - xo + xiu + • • • + xnun £ 0 for u £ 0. 

An application of this condition to the two special polynomials (x0 + xxu + 
+ x%unf, u(xo + X\U + • •« + xnun)* yields at once 

* 
Q»(x) s 12 n+i*i*i ^ 0, 

M - 0 

n = 0, 1, 2, • • • , 
Qn\x) S £ IHH+iXiXi ^ 0, 

t.1-0 
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which is equivalent to 

A . - |w+j|<%4 2 0, A™ = IMM-MI?.** ^ 0 , n « 0 , 1 , 2 , ••• . 

As in the preceding case, we derive 
THEOREM 1.3. A necessary condition for the existence of a solution of the 

Stielijes moment problem 

(1.13) i*«- j[ * " # , n = 0 , 1 , 2 , . . . , 

is /Aal 

(1.14) An = | M,+i | ^ £ 0, AB
l) - | M<+/+IJ ^ = 0, n = 0, 1, 2, • • • . 

In order that there exist a solution whose spectrum is not reducible to a finite set of 
points it is necessary and sufficient that 

(1.15) A. > 0, ALl) > 0, n - 0, 1, 2, - - - . 

In order that there exist a solution whose spectrum consists of precisely (k + 1) 
points distinct from t — Oitis necessary and sufficient that 

fA0 > 0, • • • , A* > 0, A*+1 - **+• - - - - - 0, 
( L 1 6 ) U l> > 0, . . . , Al» > 0, A& - A& - - - 0f 

wAife in order that there exist a solution whose spectrum consists of (k + 1) points, 
one of them being att = 0, it is necessary and sufficient that 

(1.17) 
J A, > 0, • • • , A* > 0, A»+, - AM, - . . . - 0, 

U » > 0 , . . . I A j l \ > 0 , A { » = A& - - . . - 0 . 

/n the last two cases the problem is determined.* 

(c) TRIGONOMETRIC MOMENT PROBLEM. Here the set ©o is the circumference 
of a circle which, without loss of generality, can be taken as the unit circle. 
Since in this case u = cos 6, v = sin d, and every polynomial of degree n in cos 0, 

n 
sin 6 can be written as P»(0) = 2Z 3j£tt#, and conversely, where x* are complex 

£••— A 

numbers, we again may replace the double sequence of moments M«V by a simple 
sequence {/ml, n = 0, db 1, =fc 2, • • • , >!_* = £ n , and introduce the "trigono­
metric moment problem", 

f** 
M* - e ,n#d*, n - 0, ± 1 , ± 2 , • • •; M-» - M« . 

Jo 
Theorem 1.1 shows that a necessary and sufficient condition for the existence 
of a solution of the trigonometric moment problem is that 

Pn(B) - f ) **«'" ^ 0 f°r all * 

* Here we have used the fact that a polynomial P(u) £ 0 for u £ 0 can be written in 
the form pi(u)1 + upi(u)1. 
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implies 
n 

M(P») - ^ M*** SO, n - 0,1, 2, • - • . 

Since, on the other hand, a general representation for a non-negative trigono­
metric polynomial P»(0) is [P61ya und Szego, 1, Vol. II, p. 82] 

P.(») - I *.(*) I*. * . « - £ x,V, z = e* 

the expression fi(Pn) = M(I Kit) |*) = M( ]£ x&**xie~il$\ reduces to the Her-

mitian form 
H 

(Toeplitz form), and we obtain 
THEOREM 1.4. A necessary condition that the trigonometric moment problem 

*•"'(», n = 0, =bl, ±2, • • •; M-* « /zn , o 
Aa&6 a solution is thai all Toeplitz forms 

2 /*/-/*/** SO, n = 0, 1,2, . . . , 
i.i-o 

or eke that all determinants 

6H = | M * . / i r « i 0, n = 0,1,2, . . . . 
For </i€ existence of a solution whose spectrum is not reducible to a finite set of points 
it is necessary and sufficient that 

8n > 0, n - 0, 1, 2, . . . 

We shall see later that the trigonometric moment problem is always determined. 
Using an analogous argument it can be shown [Achyeser and Krein, 6] that 

a necessary and sufficient condition for the existence of a solution of the moment 
problem 

Mn = j[ e<n$d*, n = 0, dbl, ±2, • • •; /x-n - fin , 0 < r < T, 

is that /JO is 0, and all the forms 
n w-»l 

2 M/-jX;Xj , / J (M/-J+1 — 2 COST /*;_* + l*,'-l-l)Xj Xt 
; , i - 0 j , 2-0 

be non-negatoe. It is easy to show that this criterion reduces to that of Theorem 
1,4 when r = T. 
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(d) THE HAUSDORFF ONE-DIMENSIONAL MOMENT PROBLEM. The set ©o re­
duces here to the closed interval [0, 1] of the axis of reals. Using the notation 

(1.18) /in = f <"d*f n = 0, 1,2, ••• , 
Jo 

(1.19) »(Pn) - E M / * , , PnW - £ XiUj> 
j - o , - o 

we conclude that a necessary and sufficient condition for the existence of a solu­
tion of (1.18) is that 

(1.20) Pn(u) ^ 0 on [0, 1] implies n(Pn) £ 0. 

To transform this condition we have to discuss the representation of poly­
nomials non-negative on [0, 1]. Let/(0 be any function single-valued and finite 
on [0, 1]. The polynomial of degree n, 

is called the Bernstein polynomial of degree n associated with f(t). [S. Bern­
stein, 1]. 

An important property of Bernstein polynomials is expressed by the following 
statement. 

If Pm(t) is a fixed polynomial of degree m, then 

where the polynomials pm*(0 do not depend on n (and are » 0 in case Pm(t) = 
const.). 

It is easy to show now that the condition (1.20) is equivalent to 

(1.21) „(f (1 - t)n-) £ 0, v = 0, 1, • • • , n; n = 0, 1, • • • . 

Indeed, t\\ - t)n~9 clearly is £ 0 on (0, 1) so that (1.20) implies (1.21). Con­
versely, assume (1.21) to be satisfied and let Pm(t) be any polynomial of degree 
m, non-negative on (0, 1). Construct 

Bn(t; Pm) = Pm(t) + Z * = ^ . 

Then we have 

n(Bn) = n(Pm) + £ n(v„)n- = M(P-) + 0(l/n). 

On the other hand, since Bn is a linear combination, with positive coefficients, 
of expressions of the form t9(1 — t)*~\ we see that (1.21) implies n(Bn) S 0. 
On allowing here n —> QO it follows that n(Pm) ^ 0 . * 

* A shorter proof could be based on a known representation of polynomials non-negative 
on (0, 1) (P61ya und Szego, 1, Vol. II, p. 82). However, the proof in the text (due to 
Hildebrandt and Schoenberg [1]) can be extended to any number of dimensions without 
any essential modifications. 
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Introducing the differences 

AV> = Mr — MM-l , 

AV, = M, ~ ( I )M^I + (J)MH-I + • • • + ( - l )W* - M(*'(l ~ 0*), 

we may state (1.21) in an equivalent form: 

THEOREM 1.5. A necessary and sufficient condition that the one-dimensional 
Hausdorff moment problem 

(1.18) - j[ *"c», n - 0 , 1 , 2 , . . . , 

shall have a solution is that ail differences 

A*M, £ 0, i , v * 0, 1, 2, • • • . 

(e) THE HAUSDORFF TWO-DIMENSIONAL MOMENT PROBLEM. [Haviland, 4, 5]. 
Here the set ©o is a rectangle in the (w, v)-plane, which, without loss of gener-' 
ality, may be taken as the unit square 0 £ u £ 1,0 £ v £ 1. By introducing 
the Bernstein polynomials in two variables associated with a given function 
/(", v), 

*•-<»•»;» - §§>(;• !)Q(7)"' (1" "rV(I" ">"" 
and the double differences of moments, 

we can immediately extend the preceding considerations to prove 
THEOREM 1.6. A necessary and sufficient condition that the two-dimensional 

Hausdorff moment-problem 

m y - / / ttVd*, t , j - 0 ,1,2, . . . , 
Jo Jo * 

«AaM have a solution is that all differences 

ArA?Mo^0; n,m = 0 , l , 2 , ••• ; *,j = 0 , l , 2 , .• . 

As we shall see later one- and two-dimensional Hausdorff moment-problems are 
always determined. 

3. We now turn to a discussion of the uniqueness of the solution of the (So) 
moment-problem. We have agreed to say that the problem is determined if the 
difference of any two solutions is substantially equal to a constant. Again let 
2W be the manifold of single-valued functions y(u} v) which admit of the estimate 
(1.3). Let 9D?o be the sub-manifold of 2W consisting of all polynomials, and let 
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2ft c be the sub-manifold of continuous function of 3D?. We also admit complex-
valued functions as members of 2W. In this case we denote by Wfle

c the sub-
manifold of all complex-valued continuous functions of SW. We reserve letters 
p, P, with various subscripts, to designate members of 3Ro. 

Let y be an arbitrary element of 9W. Introduce two functional 

u(y) = sup M(P), t(y) = inf M(P). 

It is clear that these functional are quasi-homogeneous: 

u(cy) « cu(y), H(cy) = cfi{y), c £ 0, 

while 

uCi/i + y*) ^ M(2/0 + u(s/*), fiiyi + y%) £ M(VI) + /*(»*). 

It is also obvious that 

u(y) ^ M(2/)-

THEOREM 1.7. Assume that the (©o) moment-problem has a solution *. Let 
y0 be a fixed function of $Jlc . The range of values assumed by the integral 

(1.22) / ft(uy v) to, 

when $ ranges over all possible solutions of the (@o) moment-problem, is the closed 
interval [u(yo)y £(yo)]. Thus a necessary and sufficient condition that the (©0) 
moment problem be determined is that 

l*(yo) = fl(yo) for all y0 e 9ttc . 

The integral (1.22) is an extension of the non-negative functional n(P) to the 
linear manifold Tic . Thus 

u(y*) ^ J Vod*£.ji(yt 
• ) . 

On the other hand, let I be an arbitrary number such that 

u(yo) ^ I £ M(VO). 

In applying the extension theorem (Introduction, 4), if j/o is not a polynomial, 
we may start our extension with yQ, defining 

A*(»o) - I 

We have only to repeat the arguments given on p. 3, replacing uV by y0(u, v), 
to prove the existence of a solution of the (@0) moment problem such that 

/ . 
yQ(u, v) d$ = M(2/O) = I 

The necessity of the condition of Theorem 1.7 for the moment problem to be 
determined is obvious. If it is satisfied, then if $ i , #* are any two solutions, 
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we must have / yod$i = / 2/0 d$2 for any function yoeWlc, in particular, 

for any continuous function vanishing outside a sufficiently large sphere. By 
Introduction 2, it follows that $x and <f>2 are substantially equal. 

COROLLARY 1.1. If a k-dimensional moment problem has a solution whose 
spectrum is a bounded set, then the moment problem is determined. 

Indeed, any function yo of Tic can be approximated by two polynomials, 
Pu , Pi* so that in a fixed closed sphere, 

Pu £ 2/0 ^ Pu , Pu - Pi. < €, 

where c is an arbitrarily given positive number. If we take this sphere so large 
that it contains the spectrum of the solution $0 of the moment problem in 
question, and if we allow t —• 0, then it is readily seen that 

i*(ffc) » M(yo). 

Since |/o is an arbitrary element of Wlc, it follows that our moment problem is 
determined. 

REMARK. In the case of the Hamburger or Stieltjes moment problem let 

u{n)(yo) - sup M(P), A(n)(yo) = inf M(p), 
P^VoonCo p£VQonQ0 

where sup and inf are taken only over the set of polynomials p of degree not 
greater than 2n, and where tt(B)(#o), £(w)(yo) are to be replaced by — 00, +00 
in case there is no polynomial of degree not greater than 2n which is respectively 
£yo or ^yo on © 0 . For sufficiently large values of n both numbers uin)(yo), 
i*(n)(yo) are finite and 

M(n)(yo) T jiOfe), H(n)(yo) i fiiyo), as n | * . 

An analogous remark, of course, could be made for more general two- or many-
dimensional moment-problems. 

Theorem 1.7 can be readily extended to the case of a complex-valued function 
yo € Tic • 

THEOREM l.S. Let 

yo(u, v) = yj(w, v) + iy"(u> v) 

be any given element of the manifold Wl% . Let D(yo) be the range of values of the 

integral J y0 d*> when $> ranges over all solutions of the (©0) moment-problem. 

Then J)(yo) is a bounded convex and closed set. More precisely, if for any angle 
0, 0 g 6 < 2T, we define 

u(0) = i*(Vo COS 6 + y'0' sin 0), fi(6) =-- fi(y0 cos $ + y" sin 6) 

and for a given 0O construct the closed strip in the (X, Y) plane, 

(S9li) u(60) £ X cos $o + Y sin 60 g fi(60)y 

then D(yo) w the common part of all strips S#0 , 0 g d0 < 2w. 
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That D(yo) is bounded is obvious. That it is convex follows from the fact 
that if <f>i, <J>2 are any two solutions of a (©o) moment problem, then 
0$i + (1 — <*)$*, 0 £ a £ 1, is also a solution. Finally, that D(yo) is closed is 
readily proved on the basis of theorems of Helly and of the estimate (1.3). 

We now pass to the second part of Theorem 1.8. Let Z = X + iY be a point 
of the set T)(yo) and let * be a corresponding solution of the (®0) moment-
problem. Thus 

Z - X + iY = j yje» + i j y'o <**, 

and 

X cos 0 + Y sin 0 = j (yi cos 0 + y* sin 0) d$ 

must lie between a(0) and £(0). Since this holds for all 0, we conclude that 
3Xyo) £ I), where 3) is the common part of all strips S$ in question. It remains 
to prove the converse statement, 35 £ D(yo). 

Let Z = Z + iF be any point of D. Thus, for all 0 

l*(0) ^ * cos 0 + F sin 0 £ £(0). 
In particular, for 0 = 0, 

M(0) - sup M(P) ^ X g inf M(P), 

and the functional M can be extended from the manifold of polynomials 9D?o 
to the linear manifold 2Wi, determined by 3W0 and y<> in such a way that 

M(l/i) = X. 

We proceed to prove that M can be now extended to the linear manifold 3R2 
determined by 5D?i and y" in such a way that 

n<» > - Y. 
In the proof we assume that 

2Ro C SKi C 2Rj. 

(The treatment of exceptional cases where some of these manifolds coincide may 
be left to the reader.) Since every element of 9D?i is uniquely represented as 
p + ccyo, we have only to prove, in view of Introduction, 4, that 

m = sup /*(p) ^ Y ^ inf n(p) = Af. 

Given any two real numbers f, 17, put 

Ji(f, 1?) = sup /i(p), 
J>£¥6t-Hf6>one0 

£(*, 1?) = mf M(P). 
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We can characterize the domain J) as the common part of all closed strips 

tt(t, *) S XS + YV g n(l 17). 

Thus, given « > 0, there exists a polynomial p« and a real number at such that 

p* + <x*y'o ^ y'o on ©o, M(P« + <**y[) > m - €. 

But for all (£, *) 

i»(f, i ) ^ Xf + y* g M(f, n). 

For (f, 17) = (—a,, 1) we have 

sup M(P) = M ( - « « , 1) ^ —a9X + Y, 

and since p# g — a«ffo + y'o on © 0 , we have p(pt) ^ — a,X + Y9 whence 

m - e < M(P«) + <*€M(2/O) = M(P«) + ««^ ^ F-

Allowing here e —> 0 we obtain m £ Y. By a similar argument we deduce that 
Y ^ M. We have thus proved that the functional y. can be extended so that 
n(y'o) = X, n(y'o) = Y. A repetition of the arguments used on page 3 shows the 
existence of a solution $ of our (®0) moment problem such that 

X = M(2/O) = / 2/o d$, 7 = M(yo') = / 2/0' d$, 

which proves that the point X cos 0 + F sin 0 actually belongs to D(2/o). 
4, We now concentrate our attention on the Hamburger moment problem 

(1.6) and on the corresponding functional (1.7) and its extension. We assume 

that a solution exists. Take the complex-valued function ——7 and put 
z i> 

(i.23) z ( , ; , ) . / • * » 

The previous discussion shows that a necessary condition in order that the 

problem (1.6) be determined is that the domain £>( — — J reduces to a single 

point for each non-real z. We have, however, a stronger 

THEOREM 1.9. In order that the problem (1.6) be determined it is necessary and 

sufficient that the domain Df J consist of a single point for a sequence [zn] 

of values of z which has a non-real limit point Zo . 
The condition of the theorem is clearly necessary. To prove that it is also 

sufficient assume that 2) ( ——-J reduces to a single point, for a sequence \zn\ 

of values of z such that zn —• z0 , and zc is not real. Let fait), \f/2(t) be two solutions 
of (1.6). Assume for definiteness z<> = xo + iyo, 2/0 > 0, and consider two 
functions of z, I(z; ^1), I(z; ^2), analytic in the upper half-plane $z > 0. Since 
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ZQ is in the interior of their domain of analyticity, and since by assumption 
I&n , ft) = I(zn , ft), it follows from the Vitali theorem that I(z, ft) = I(zf ft) 
for $z > 0. Since, by Introduction, 6, ^ is determined by I(z\ ^) substantially 
uniquely, it follows that the difference ft — ft is substantially a constant, so 
that the problem (1.6) is determined. As we shall see later (II, 13), the condition 

of the theorem could be replaced by the condition that D( J consist of a 
single point for just one non-real value Zo of z. 

Let again z = x + iy, y S a > 0. We have 

where 

J - M Z — I 

On introducing the "absolute moments" of \p(t), 

we see that 

Let ft , ft be two solutions of the problem (1.6). Then for each n 

(1.24) I /(«; h) ~ Hz; *) I - I R.(z; fc - *) | S " ' ^ t " ^ . 

On putting 

/(*) = /(*; ft)-/(*; ft), | * | - r , 
/*!(ft) + /*t(ft) * ™«, 

we see that f(z) is analytic in the half-plane $z > 0 and 

l / W I * ? ^ . f o r 3 * £ a > 0 , n - 0 , 1 , 2 , - - - . 

5. We proceed to discuss sufficient conditions on the sequence of constants 
{mn} under which we may conclude that f(z) satisfying these conditions is 
identically zero (Cf. Ostrowski [1]). It is clear that such conditions on {mn} 
will lead to conditions on (/*,»} sufficient that the problem (1.6) be determined. 

Without loss of generality we may assume a = J, mo = £; then/(a) is analytic 
in 3fe > 0 and \f(z) | g 2mo = 1 for $z ^ £. The line y = 1/2 is represented 
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by the equation | i — z | = | z |, and the half plane y ^ 1/2 by | i — z | £ | z | . 
Introduce a new complex variable x' + «/' — *' = *Ai * = I/*'. Then the line 
above is mapped onto the circle | z* — 1 | = 1 and the half-plane y ^ 1/2 onto 
the interior of this circle, while the half-plane y > 0 becomes the half-plane 
x1 > 0. Call (7) the interior and 7 the circumference of this circle. Dropping 
the primes, we are led to consider the class of functions f(z) satisfying the follow­
ing conditions: 

(i) /(z) is analytic in (7) and on 7, except perhaps at z = 0; 

(1.25) (ii) | / (z) | £ l i n ( 7 ) ; 

(iii) \f(z) I ^ Cmnrn in (7) and on 7, except perhaps at 2 = 0; 
n = 1,2,3, . . . ; \z\ = r. 

Introduce the function 
n 

(1.26) T(p) = sup £- . 

For some values of p, T(p) may be infinite, and for p sufficiently large, T{p) ^ 1. 
LEMMA 1.1. Iff(z) satisfies the conditions (1.25) and if 

/ ; 
iogr(p)p"2dP - 00, 

n 
then f(z) is identically 0. 

It will be sufficient to prove that if f(z) ?* 0 satisfies (1.25), then 

J log T(r)r~*dr < » . 

From the definition of T(p) it follows that for each p > 0 and c > 0 there 
exists a value of n such that 

•©- « < * 

In view of (1.25), we see that in (7) and on 7, except perhaps at z = 0, 

|/(*) I £ CW" < C/(r(l/r) - .), 
and since t was arbitrary, 

\f(z)\£C/T(l/r), r ( l / r ) / C g | 7 ^ , 
and finally, 

logTWr) g l o g - L ^ + C" 

where C" is another constant. Thus the condition 

f log l/|/(2) I I dz I < oe implies f log r(l/r)| dz | < » . 
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By a well known theorem [P61ya und Szego, 1, vol. I, p. 119] the assumption 
that f(z) fi 0 in (y) implies that 

/ l o g ( l / | / ( z ) | ) | < f c | < o c , 

so that also 

f log T(l/r) | dz | - 2 [ log T(l/r) \ dz | < « , 
Jy Jy' 

where y' is the upper half of the circle 7. Now, on y1 

2cos0, \dz\ = 2\d$\, 
sin 6 

so that 

/ log T(l/r) I & I - / t § log T(l/r) dr 1 1 | 

£ log T(l/r) dr J ^ / log T(l/r) dr 
J#-wa I or I «% 

« / " log r(p)p~2 dp. 

Hence 

J log T(p)p~* dp < 00. 

The next step is to express the condition of Lemma 1.1 in terms of the con-
. i / » fin , and denote by 

Pi = inf 0,, n = 1, 2, 
stants m». Let m„ 

(1.27) 

the "Faber minorant" of the sequence {£«}. 

LEMMA 1.2. The integral I log T(p)p~2 dp and the series £ 1/flt converge 

or diverge simultaneously. 
to 

If lim 0„ < 00, it is clear that J2 l/£t = °° • But then there exists a con-
— » - i 

stant R and a sequence {nk\ such that 0nk « ("Uk)l/n* < R, rnnk < Rnh, and 

~ > ( s ) n 4 ' f0ra" p > ° ' 
This implies T(j>) = « for all p > # so that the integral also diverges. Now 
assume ft» —* « , so that (1.27) may be written as 

Pn BS rain fi,. 
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It is clear that 

0* g /3„ for all n, 0* T » , 

w-1 n - 1 

For any p > 0 let n(p) be the number of the 0n g p. Then /S*(p) g p, and n(p) 
is a step function assuming only integral values and such that n(p) = 0 for 
0 g p < /Si , For any given p > 0 there exists an integer nx(p) ^ n(p) such that 
0n(P) = PTHM . Thus 

/S«(P/«) = £»i<p/f)> ^i(p/e) s m £ n(p/e). 

We now have 

sup - ___r _ 
»fcl Win »<>1 0 n 0»t x p W l 

n n «x / \ n i 

— c? * 

whence 
(1.28) log T(p) £ n(p/e). 

We now introduce the function 

F(p) - j[P ^ A - n(p) log p - j[' log * *i(t) 

• <*) ^ n(p) 

= n(p) log p - 2 log 0, = log - ¥ - ¥
p 

^r^« • • • £*(#) 
and consider the sequence 

Since 0? ^ P for v g n(p), /9? > p for v > n(p), and /J? T « , the maximum 
element of this sequence is 

nip) 
P 

01 0* • • " Pw(p) 
On the other hand, for each n, 

P > P 

Hence 
n n(p) n 

sup » »P s = » »P s— ^ sup — = TOO, 
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so that 

(1.29) V(p) = log - ^ - * - £ log T(p). 
Pi P* • • ' P»(,) 

We also have 

» - l P» • * *0 

Indeed, for any R > 1, 

£ p-ldn(j>) = fl-ln(/J) + jf n(p)p"ldpf 

so that, if 

/ p"1 dn(p) = lim / p"1 dn(p) < • , 

then also 

(1.30) C n(p)p-*dp< oo. 

Conversely, if (1.30) is satisfied, then 

J* p~l dn{p) - j[R n(p)p'i dp - 2 ^ - n(B) /J" p~* dp £ £" n(pV • dp, 

so that ^ - > 0 as « - > « . 
Similarly 

(1.31) j[" p"1 dVip) = jf" nGO/f dp = j[" y(p)p"* dp. 

Now, if 

J log r(p)p"*dp < oo, 

then, by (1.28), 

/ n{p/e)p~*dp < oo, 

which clearly implies 

f nWdp - f dn(j,)p-1 - f l / ^ < oo. 
80 

Conversely, if £ 1//?! < » then, by (1.30) and (1.31), 
I 

jf p-'dnGO - J\{p)p-tdp = j[" V(p)p-2dp < oo, 
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and, by (1.29), 

f log T(p)p~2 dp < co. 

6. We are now ready to state an important result due to Carleman [1, 2, 3]. 
THEOREM 1.10. A sufficient condition that the Hamburger moment problem be 

determined is that 

(1.32) E ^ / 2 n = « . 

More generallyy it is sufficient that 

(1.33) E 7*1 = «i 
n - l 

wAere 

72. = inf (M2,),/2'. 

Since M2*i2n ^ 72n »it suffices to prove only the second condition. Now, in view 
of (1.24) and of Lemmas 1.1, 1.2, if fait) and fait) are any two solutions of (1.6), 
the function f(z) = I(z; fa) — I(z; fa) will be identically zero, that is, the problem 

(1.6) will be determined, whenever the series E ^/fit diverges, where 
M - l 

fit - inf [„.*(*,) + M?(fc)]l/r. 

Since n*n(fa) = »*n(fa) = M2* , it is obvious that fit £ 272n , so that the di-
«o oo 

vergence of 2 l/72n implies that of E 1/fit, and hence Theorem 1.10 is proved. 
» - l n-1 

The Stieltjes moment problem 

M* = i i%d*®> n - Of1-2' ••• t 

may be considered as a Hamburger moment problem 

M'n - [ tnd+{t), n = 0 , 1 , 2 , . . , 

where 

so that 

j W ) for £ > 0, 

*' " l - W f t for <<0, 

M2« = M2n , M2*+l = 0 , n = 0, 1, 2, • • • . 
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This leads to 
THEOREM 1.11. A sufficient condition that the Stieltjes moment problem be 

determined is that 

n - l 

Theorems 1.10 and 1.11 contain as special cases many other results previously 
obtained by various authors. As examples we mention the following criteria: 

lim 1 ^'j"1 < oo, [M.Riesz,3] 
— n 

nm~^nn < * , [Perron, 2J 

lim - Min2* < °°, [Hamburger, l,Stridsberg, 3], n 

for the Hamburger moment problem, and analogous criteria for the Stieltjes 
moment problem. 

We indicate some other consequences of Theorems 1.10 and 1.11. 

COROLLARY 1.2. If the Hamburger moment problem has a solution +{t) = 

/ <p(t) dt, where ip(t) ^ 0 and 

(1.34) [\(t)]qe'ul dt < oo, 

for some q <£ 1 and 6 > 0, then the problem is determined. An analogous conclusion 
holds in the Stieltjes case, when (1.34) is replaced by 

I WOlV11'1 dt < oo. 

[Hardy, la). 
We shall discuss only the Hamburger case; an analogous discussion in the 

Stieltjes case is left to the reader. Observe that (1.34) with q > 1 implies, 
by an easy use of Holder's inequality, (1.34) with q = 1. Assuming the latter 
inequality, we write 

M2n = jT <p(t)t2ndt = £ <p{t)ehU]e-'uh2ndt. 

The function e~lMJ2n is positive and even, and its maximum value is 

e-'"(^)J"=(aer'"(2n)'", 
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attained at t = =t-r-. Hence, o 

A?* £ An, 
and the series (1.32) diverges. 

7. Our next application is to the theory of many-dimensional moment prob­
lems. 

THEOREM 1.12. Let the k-dimensional moment problem corresponding to the 
moments {MSI A—jj» ji» h » '"" > J* a 0, 1, 2, • • • , have a solution. Let 

Xfi, = M*»00 -0 + MOSnO"*0 + • • * + M O O - 0 2 * . 

A sufficient condition for the moment problem to be determined is that 

(i.35) I)xri / ,"-«o. 

As we know [Cram6r, 1; Haviland, 2, 3], the fc-dimensional distribution func­
tion <f>(2?) determines, and is substantially determined by, the one-dimensional 
distribution function F(u; t) as #(#,,«) where #*,„ is the half-space (t, x) = 
t\X\ + • • • + t&h S w. Thus, if F(u; t) is a solution of a Hamburger moment 
problem which is determined, $(E) will be the solution of a determined moment 
problem. Consider the moments of the distribution function F(u; t), where t 
is any vector different from 0. We have 

»*n{F)= f \tn duF(u;t) = [ (t,x)2nd*. 

But, by Hdlder's inequality, 

I a * ) i - ikxi + • •. + t&ki ^ i t i ( i x i i + . - . i x* i ) 
£ I < I (x?n + . . . + x2n)1/2nfcI- (1 /2B) 

Hence, 

Kn(F) £ | * | * V""1 f [X?n + - • • + *£"] €» - M| 2Vn~1X2n , 

and it is immediately seen that (1.35) implies 

Z iKniF)]-112" = • 
n -1 

for any vector t ^ 0. This shows that if the condition (1.35) is satisfied, the 
function F(u; t) is substantially uniquely determined for each t ?* 0; hence, so is 
$(E)t and the moment problem is determined. (Cf. a recent paper by Hedge 
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8. We close this chapter by quoting some examples of moment problems which 
are indeterminate. An easy application of the Corollary 1.2 (or of the Carle-
man criterion directly) to the moments 

(1.36) M » - [ «V lf ,'cftf a = 1, 

a > 0, n = 0,1,2; • • • , 

(1.37) M n - I fe^-dt, a = 1/2, 

shows that the corresponding moment problems are determined. It is readily 
shown that these assertions are no longer true if a < 1 in the case (1.36) and 
a < 1/2 in the case (1.37). Using the formula 

( y-V^dy-fc-TGO, 0 0, b - k + il, k> 0, 
Jo 

and putting 

c = ^ — 1 , n = 0,1,2, • • • ; - = tan cur, 0 < a < 1/2, y » xa, 

we get 

[ xV**- sin (fcxa tan ax) dx =* 0, n = 0, 1, 2, • • • . 

Similarly, for 

2n + 1 A t o I . ar 
c = — — , n = 0,1,2, ••• ; - = tan — , 

2s 0 < a = ^ x , * integer > 0, y « xa, 

we get 

j[ xV**- cosf fcx" tan ^ J dx == 0, n = 0, 1, 2, 

This clearly shows that each of the moment problems (1.36), (1.37) has infinitely 
many solutions. 

Another example is given by the function [Stieltjes, 5] 

r l0i '[1 + A sin (2T log 01, | A | = 1, 
since 

f r lo,,sin(2TlogO'nd< 

= £6-(w+^)%in2x^ + ^)e ( - + ^)% t t + ^ l d W 

- ±e< * > I e~ut sin 2TU du - 0, n = 0, 1, 2, • • • . 



CHAPTER II 

THEORY OF T H E HAMBURGER M O M E N T PROBLEM. 

1. Let ^(0 be any solution of the Hamburger moment problem 

(2.1) Mn= f tnM), n - 0 , 1 , 2 , - . . . 

In the preceding chapter we have shown the fundamental role which the integral 

plays in the discussion of the problem (2.1). In the present chapter I(z; \fr) 
will be investigated in detail and it will be shown how the general solution of the 
moment problem, and also various criteria for this problem to l>e determined, 
can be obtained by constructing sequences of certain rational functions which, 
on the one hand, are represented by integrals of the form I(z\ \f/H), where \pn —* \p 
substantially, and, on the other hand, can be developed in power series in nega­
tive powers of z, approximating in a certain sense the series 

(") fi + g + . . . + £ + . . . , 
which is the formal expansion of I(z; ^) in powers of z. 

2. First we investigate the relationship between I(z; \p) and this power series 
and begin by establishing some important lemmas. 

The function — I(z; ^) is a special case of a function/(e) which is analytic in 
the half-plane $z = y > 0 and is such that 3/(*) ^ 0 in this half-plane. The 
following lemma gives an integral representation of such functions. 

LEMMA 2.1. If f(z) is analytic in the half-plane y > 0 and if ^f(z) ^ 0 for 
y > 0 then there exists a bounded increasing* function a(t) such that 

(2.3) f(z) = Az+f I ± ? da(t) + c, 
J-oe I — Z 

where A and c are real constants, and A j=£ 0. Furthermore, 

(2.4) f(z)/z -> A, as z - • » 

in pay sector 

(2.5) 0 < € g a r g s g i r - € , 0 < € < »/2. 
• By "increasing" wc mean non-decreasing. 

23 
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Consider a function g(f) analytic in | f | < 1 and such that 3flf(f) S 0 in 
| f | < 1. It is well known [Herglotz, 1 and F. Riesz, 1] that such a function can 
be represented by the integral 

where /3(0) is an increasing bounded function. The transformation 

<"> 'Si-
maps | f | < 1 onto 3« > 0, while 

t = - c o t g , 

2 *l-r 

* — »• _ • # 

maps the circumference | f | = 1 onto the axis of reals in the s-plane. If 5 is an 
arbitrarily small positive number and if we take g(f) = f(z), we may write 

/w = ?(r) = < f £ ± | m*) +1 fT £ ± l dm 
JO ew — £ «/2r~* 6 ^ — f 

6 (•cot; 

+ r;k±|4>(0 + c, 
J^-eot ~ t — Z 

where a(f) s 0(0). Letting 6 —• 0 we get 

/(*) = * r ^ M+O) - 0(0) + /9(2T) - 0(2T - 0)} + f l ± 5 da(0 + c, 

which, by (2.6), is the desired formula (2.3). 
To prove the second part of Lemma 2.1, let z<> be any fixed point in the sector 

(2.5). Then 

Since 

e + i gil±£U 
sin'c 

when z remains in the sector (2.5), it is readily proved by splitting the integral 

into two parts / + / , where T is arbitrarily large but fixed, that the 
J\t\£T J\t\>T 

integral term in (2.7) tends to 0 as z —• oo; thus it follows that/(z)/z —• A. 
LEMMA 2.2. If f(z) is analytic in the half-plane y > 0 and 3/(z) ^ 0, and if, 

in addition, there exists a finite limit 

(2.8) Co = lim zf(z), e £ arg z g T — €, 
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then for y > 0, 

m-rp®. 
where y(t) is bounded and increasing, while Co must be real and 

l^dy(t) = - c o . 

Lemma 2.1 shows that in the present case A = 0. Hence 

We now have 

»(-*«*)) - £ *£££ MD = £ ^ *.«. 
Since the left-hand member tends to a finite limit as y —* » , we see that there 
exists a constant M such that for all values of y ^ y0 > 0, 

(1 + ?) da(t) [tt + t 
1 . 1 + <M. p/y* 

Let T be any pbsitive number. Then 

fTd+hda(t) 
IT i + e/y* <M' 

and, allowing y -* *>, 

/ (1 + *') da(0 g M. 

This shows the existence of / t* da(t), so that the function 

T ( 0 - £ ( l + r2)da(r) 

is bounded and increasing. Moreoyer, the existence of / t*da(t) implies that 

of I t da(t), so that we may write 

But 

'£^--/>+£,4-,*«>. 



26 THE PROBLEM OF MOMENTS 

and since in the sector (2.5) | t/(t — z)\ < (sin €)""\ it is readily seen that 

In view of the condition (2.8), this shows that c\ = 0 and Co = — / dy{t). 

LEMMA 2.3. ///(*) is analytic in y > 0, and 3/(«) ^ 0, and i/ in any sector 

(2.5) « £ argz £ r - «, 0 < e < J , 

/(z) admits of the representation 

/So f(z) - «o + ^ + «(,), 
z 

where cm is real and 
R{z) = o(l/z), as «—> oo, 

//ten etjAer ft = 0 and /(z) 2 a0 , or ft > 0 and, wJien z ranges over the half-plane 
y > 2/o > 0, w = /(z) remains in the interior of the circle C in the lower half-plane 
$w £ 0, of diameter ft/t/o, which is tangent to the axis of reals at ao. This also 
holds when z = zo = £0 + iy0 is on the line y — y0, except in the case 

on 
where a\ is another real constant. In this case w = f{z) lies on C. The linear 

function w = ao + — maps the half-plane y ^ 0 onto the half-plane $w ^ 0 
Z — Ofi 

and the straight line y = y0 onto the circle C. 
It is clear that the condition 3/(z) £ 0 implies ft ^ 0. If now ft = 0, then, 

by Lemma 2.2,/(z) E O O . If ft > 0, we must have 3/(z) < 0 for y > 0. Then 
the function 

* W /(z) - oo ft + «B(«) 
is analytic in the half-plane y > 0, and satisfies the conditions 

3fe(«) > 0 for y > 0, ?(*)/* — 1/ft , 
as z —> 00 in the sector (2.5). Thus, by Lemma 2.1, 

0to - jjr + 0i(*)» 

where 3flfi(z) §£ 0 for y > 0. It follows that 

and since/(z) = ao + l/g(z)f the first part of Lemma 2.3 is proved. If at a point 
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ZQ = x0 + iyo, 3sri(zo) = 0, then gi(z) reduces to a real constant, say —— 
Po 

This proves the last statement of the Lemma 2.3. 
The following lemma has been proved by the preceding argument. 
LEMMA 2.4. Iff(z) is analytic in y > 0 and $f(z) < Ofor y > 0, and if 

f(z) « a0 + ^ + R(z)9 z 
where ft > 0 and R(z) = o(l/z) asz—*oointhe sector (2.5), then the function 

a© - /(*) 

is afao analytic in y > 0, and 3/i(z) ^ 0. 

3. In general, if we have a formal power series 

and a function F(z) analytic in an infinite domain D and such that 

A M - A * ) - ( 7 + ••• + ^ 1 ) - 0 ( O , n - 1,2, . . . , 

as « —• » remaining in Z), we say that F(z) is asymptotically represented in Z) 

by t, anz-"1 

n-0 

The following theorems show the relationship between I{z\ \p) and the power 
series (2.2). 

THEOREM 2.1. If ^(t) is any solution of the moment problem (2.1), then J(z#) 
is analytic in y > 0, Sliztf) ^ 0, and I(z; ^) is asymptotically represented by the. 
series 2 * M^""1 in any sector (2.5). 

Conversely, iff(z) is analytic in y > 0,3/(z) ^ 0 in y > 0, and iff{z) is asymp­
totically represented by the series 2^" y>nZ~n~l in any sector (2.5), then there exists a 
unique solution $(t) of the moment problem (2.1), such thatf(z) = I(z; f). 

The last relation expresses a one-to-one correspondence between the elements 
of the above class of functions f(z) and those of the class of solutions ${t) of the 
moment problem (2.1). In this correspondence all functions \p(t) which are 
substantially equal are not considered as distinct. 

Theorem 2.1 shows that the problem of finding all solutions of the moment 
problem (2.1) is equivalent to that of determining all functions f(z) with the 
following properties: (i) f(z) is analytic in the half-plane y > 0; (ii) 3f(z) ^ 0 
for y > 0; (iii) f(z) is asymptotically represented by the series £)" ̂ ~'~ l in 
any sector (2.5). 

An analogous situation exists in the case where the moment problem (2.1) 
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is replaced by the "reduced moment problem*' 

(2.9) M, = r < ' # ( 0 , v = 0, 1, . . . , 2 n , 

and the above class of functions by the class of functions f(z) analytic in y > 0, 
3/(«) ^ 0, and, in addition, 

*> -?+ + j£i + R*»+*(z)> (2.10) 

where /?2*+i(*) = o(z~**~l), as z —• » in any sector (2.5). This is shown by 
THEOREM 2.2. 7/ ^n{t) is any solution of the reduced moment problem (2.9), 

then I(z, $n) is analytic in y > 0, 3/(2, ^*) ^ 0 in y > 0, andf(z) = /(z, ^„) 
satisfies condition (2.10). 

Conversely, if f(z) is analytic in y > 0, 3/(s) ^ 0, a?id t/, in addition, (2.10) 
t8 satisfied for a fixed value of n, then there exists a unique solution \pn(t) of the 
the reduced moment problem (2.9) such that 

f(z) = I(z; *„). 

Thus we again have one-to-one correspondence between the class of func­
tions /(*) satisfying the above conditions and the class of solutions fn(t) of 
the reduced moment problem (2.9). 

We shall give a proof of Theorem 2.2 only, since Theorem 2.1 can be proved 
in a similar and even simpler way. 

Let $n(t) be any solution of the reduced moment problem (2.9). The facts 
that I(z; ^n) is analytic in y > 0 and that 3/(2; tfs») ̂  0 in y > 0 are clear. 
Furthermore, 

«*«-££? 
/

«Tl t ,«n-l Am ,2»+l "1 

= £ + £ + 

so that it remains to prove that 

+ -SET + ,*n 2n+l 
+ J_ ft + dMt) 
"*" «'"+1 JL. * - t ' 

£ ,l*+l d*.(0 
— « - * 

as z —» » in a sector (2.5). But in this sector 

0, 

t 
t - t sin c z - t 

1 
sin e' 

so that for any positive T we may write 

£ « - t I 2 I Sin < JLr Sin « |_*— Jr J 
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First, choose T so large that the second term on the right is less than 5/2, then 
| z | so large that the first term is also less than 5/2. 

To prove the converse statement of Theorem 2.2, assume that f(z) is analytic 
in y > 0, that 3/(2) g 0 in y > 0 and that 

AM-I« - m - £ M—l - oOf1-1), 
r-0 

as 2 —> * remaining in the sector (2.5). Since zf(z) —• MO , Lemma 2.2 shows 
the existence of an increasing bounded function \f/n(t) such that 

It remains to prove that 

(2.11) [ (#n(0 = /i,, 1/ = 1, 2, • - - , 2n. 
J-00 

Assume that formulas (2.11) have been proved for v = 1, 2, • • • , 2fc, fc < n, 
and prove their validity also for v = 2k + 1, 2fc + 2. Write 

If we put here 2 = iy and take into consideration (2.10), we have 

(2.12) f C ^ } = ̂  + » + o(y-2). 
L*> ly - t xy y1 

On taking the real parts we see that 

1.1 + w Mtt+2 + 0(1)* 
and an application of the same argument as used in the proof of Lemma 2.2 

shows the existence of / J2fc+2d^n(0 and also that this integral equals m+2. 

The integral £ | tu+l \ dfn(t), and hence / t2k+1 dfn(t) also exist. On multi­

plying (2.12) by iy and allowing y —* » , w e prove lastly that 

£ *2*+l #»(*) = /iu+i. 

Finally, the uniqueness of the solution ^n(J) follows from the Stieltjes inversion 
formula (Introduction, 6). 
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4. We thus naturally come to the following problem. 
PROBLEM (iV»). Determine all functions f(z) which are analytic in the half-

plane y > 0,3/(2) ^ 0, and such that, for a fixed value o / n ^ 0 , 

M -<*. + £ + £+••• +-£, + &.+.(*), 
where a0 is a real constant, and 

ft.+i« = oiz-2-1), 
as z —* oo in any sector (2.5). 

We clearly must have MO s£ 0. If MO = 0, then, by Lemma 2.3, f(z) s oo, 
so that MI = • • • = MJn = 0. If, however, MO > 0, then necessarily 3/(2) < 0 

for y > 0, so that the function ^ - r is analytic in y > 0 and also has a non-
<*o — f{z) 

positive imaginary part. Now write 0O instead of MO and consider the function 

By Lemma 2.4, fi(z) is analytic in y > 0 and 3/1(2) ^ 0. Furthermore, it is 
readily seen that/i (2) admits of an expansion 

o> ,.o> . u> (2.13) Hz) - « I + fiL+fiL+.•.+«£ + jtfiUU, 

where 01, MO1} , • • • , M2I-2 are real and uniquely determined by a0, MO , • • • , M2* , 
and 

(*) *Jl?-iW - ofr"1-"), 
as 2 —* * in the sector (2.5). The coefficients a i , MO1} , • • • , MIL-S are deter­
mined in the simplest way if we introduce the expression 

2n 

find the expansion of 

--^ = -* + «l + 4 V - - + ^ + /e(*), 
«2n+l Z 2 z n l 

where #(2) = o(z~2n+l), and observe that 

r r~\ • _ #° — 0° _L_ 0OAIM-I(*) 
J i W — 2 — T^-r — -7- 7-77-T ; • 

«0 — / ( * ) *2n+l 3 2 n + l ( / ( 2 ) — do) 

Conversely, if/i(2) is any function analytic in y > 0, 3/1(2) g 0, and admits 
of the expansion (2.13), where ax, MOU , • • • , M2L-2 are determined as above, and 
7?2Xn-iCO satisfies (*), it is seen immediately that 

m -«. + * 
is a solution of our problem (#n) . 
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The same argument can be now applied to fi(z). We must have /4n ^ 0. 
If MO" = 0, then, by Lemma 2.3,/i(z) = ax. If MO° > 0, then we write jio0 = ft , 
and introduce the new function 

/tW ^ w + 1 

analytic in y > 0,3/2(2) ^ 0, which admits of an expansion 

where a», MOJ> , • • • , M**'-* are real and uniquely determined, while 

as 2 —> 00 in the sector (2.5). We can continue this argument until either we 
reach a constant ft+i = 0, O ^ t ^ n - 1, while ft > 0, • • , ft > 0, or until 
we reach the value k = n with all ft, ft , • • • , ft > 0. As lojig as we have ft > 0 
and the functions/i(z), • • • /*(z), k < n, have been constructed, we can construct 
the next function 

Auto - * + - A 7 S ' /*» - « + r-7LTK 
analytic in y > 0,3/*+i(3) ^ 0, which admits of an expansion 

t 0H-1) , (*+D 

WD - « * . + v + • • • + 3 ^ + R W ^ Z ) , 
and where, in the sector (2.5), 

C ^ W - o(*~2n+2*+1), for A < n , 
while, for & = n, 

/ • • n M - 0(2). 

This finally leads to 
THEOREM 2.3. 7n order that problem (Nn) have a solution it is necessary and 

sufficient that, in the above algorithm, either 
(i) ft > 0, ft > 0, • • • , ft > 0, but ft+l = 0, for ascertain k ^ n - 1, or 

(ii) all constants ft , ft , • • - , ft > 0. 
In the case (i) the solution is uniquely determined and is given by the con­

tinued fraction 

m = ao + *l_ A] ftj 
\z — a\ \Z — ct2 \z — a*+i 

This is a rational function, and the corresponding series (2.2) is not only asymp­
totic but actually convergent for | z | sufficiently large. 

In the case (ii) all solutions of problem (Nn) are given by continued fractions 

/(*) = «.+ * I - ft I *• I 
\z - ai \z - at \z +/ ,+ i (z) ' 
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where /*+i (z) is an arbitrary function analytic in y > 0 and satisfying the 
conditions 

3/.+i(s) £ 0, for y > 0, 

f»+i(z) = o(z), as s -* » in any sector (2.5). 

5. We now apply the results obtained to prove 
THEOREM 2.4. For the existence of a function f(z) which is analytic in y > 0, 

satisfies the condition 
3/W £ 0, for y > 0, 

and is asymptotically represented by the series ^J* fiwz"^1 in any sector (2.5) it is 
necessary and sufficient that either (i) for a certain value of n, 

0o > 0, ft > 0, • • • , 0. > 0, 0»+i = 0 

(this case has been already discussed in Theorem 2.3.), or (ii) all constants 
fln f n = 0, 1,2, • • •, are> 0.* Jn this case all functions f(z) are asymptotically 
represented by the series 22? tipZ~r"~I no* only in any sector (2.5), but in every half 
plane 3 z = y 2> yQ > 0. 

We observe that if such an/(z) exists then it is a solution of problem (Nn) for all 
values of n. Hence, either for some n we shall have the case (i) which needs no 
further discussion, or for all values of n we shall have £n > 0. Thus, if we do 
not have (i), condition (ii) appears as a necessary condition. To prove its 
sufficiency we start with an arbitrary function f(z) = f0(z) and construct the 
infinite sequence of functions fi(z)t ft(z)f • • • /*(*), • • • , by the above algorithm 

(2.14) /*»(•) - z + ** * = 0, 1,2, ••-. 
ak - fk{z) 

From the argument which has been used in the proof of Theorem 2.3 it is clear 
that in order to establish that f(z) is represented asymptotically by the series 
22?/i**""r~1 in any given infinite domain D it suffices to prove that, for each value 
of n, or even for values of n belonging to some infinite sequence (n* j , 

/»(«) = o(z), as z —• oo in D. 

Now let f(z) be a function with the properties stated in Theorem 2.4. Then, 
for each n, the corresponding function fn(z) will be analytic in the half-plane 
y > 0, will satisfy the condition 3/,»(z) ^ 0 for y > 0 and will admit of an ex­
pansion 

/ . « = «„+!" + B(0, 

* For a better understanding of this result it should be observed that conditions (i) and 
(ii) are respectively equivalent to the conditions A0 > 0, • • • , A„ > 0, A»+i » A»+I — • • • 0, 
or An > 0 for all n » 0, 1, • • • [see below, footnote on p. 47], so that we have obtained the 
same result as that of Theorem 1.2. 
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where R(z) = o(l/z) in any sector (2.5). But then, when z ranges over the 
half-plane y ^ yQ > 0, by Lemma 2.3, w = fn(z) will remain in the closed circle 
of diameter pn/yo which is in the half-plane 3iy ^ 0 and is tangent to the axis 
of reals at the point an . Thus we see that the condition fn(z) = o(z) is satisfied 
when z —» « not only in any sector (2.5), but in any half-plane y ^ y0 > 0, so 
that the series X)? M^"'"1 asymptotically represents f(z) in every half-plane of 
this type. 

To complete the proof of Theorem 2.4 it remains to prove that if 0n > 0, 
n = 0,1,2, • • • , then there exists at least one function with the properties stated 
in Theorem 2.4. For this purpose construct the sequence of functions 

/0»Vw — _i_ 0o ft ft*-i ^ _ 1 o 
/ (2) = oto + r- - rr — . . . — , n = 1 , 2 , • • • . 

|2 — a\ \Z — a* |z — a* 
Instead of an we might have substituted here any function /in ) (2) analytic in 
V > 0, 3fl%)(z) £ 0, and which satisfies the condition /Ln)(s) = o(z) in any 
sector (2.5). We have Sfln)(z) ^ 0, y > 0, so that, by the Vitali theorem, we 
can extract a subsequence [f(nh)(z)) which converges to a limit function f(z) 
uniformly in every bounded domain of the half-plane y > 0. This function 
f(z) clearly is analytic in y > 0 and also satisfies the condition 3/(2) g 0, for 
y > 0. Hence, it remains to prove that f(z) is asymptotically represented by 
the series £ ? /*P3~r"~1 in any sector (2.5). As has been observed above, this will 
be proved if we show that for each k,fnk(z) = o(z), as z —* «> in (2.5), where fnk (z) 
is obtained from f(z) by means of the algorithm (2.14). To do this, construct, 
by the same algorithm, for each function f{Hk+P)(z)t » = 1, 2, • • , the corre­
sponding function/n"*+p)(s). It is clear that each of these functions is analytic 
for y > 0, that3/i**+r)(s) ^ 0, for y > 0, and that each admits of an expansion 

/i?+r> (•) - «* + *» + &<•), * - 1, 2, • • • , 

where #,(*) - o(l/s), as z -> * in (2.5). Since, a s ^ *>, fink+9) (z) -+f(z) in 
the half-plane y > 0, it is obvious that/i**+r)(z) -•/»»(*) in the same half-
plane. On the other hand, as z ranges over any half-plane y ^ y0 > 0, by Lemma 
2.3, w = /»J*+r>(«) ranges over the fixed circle of diameter Pnk/yo in the lower 
half-plane 3fw £ 0, which is tangent to the axis of reals at z = ank. The same 
is true for the limit function fnk(z), so that/*fc(z) = 0(2), as z —• co in any half-
plane y ^ y<> > 0, and certainly in any sector (2.5). Theorem 2.4 is now com­
pletely proved. 

6. In the subsequent discussion, unless explicitly stated to the contrary, it 
will be assumed that the Hamburger moment problem (2.1) has a solution with 
an infinite spectrum, so that all determinants An > 0. Then also all 0n > 0 
[cf. foot-note on p. 47] and the algorithm (2.14) can be continued indefinitely. 
Consider the "generalized approximavit" of the associated continued fraction, 

ft L ft I fin \f 
\z — a\ \z — era \z — an+i — r' 
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where r is any real constant, including r = =fc <». This is a rational fraction 
which, for | z | sufficiently large, by Theorem 2.3, admits of an expansion 

(2-15) * + . . . + £ . + £ * + . . . . 
Thus we naturally come to the problem of determining all rational fractions 
T)(z) 
~rr whose denominators are of degree not higher than (n •+- 1), and which 
admit of an expansion of the type (2.15), with the same po, * - * » Mt» • 

We treat this problem using a symbolic notation which is a modification of 
that used in the previous chapter. If P{z) is any polynomial, we shall denote 
by P(ji) the functional n(P). The meaning of symbols such as n*P(n)9 P(jk)Q(ji) 
is clear. We have to distinguish between the symbol P"(JJL) which means 
P[ • • • P(M)] and P(p)n which is simply the n-th power of the quantity P(jt). 

Now take a polynomial q(z) of degree ^ (n + 1), and consider the formal 
power series product 

,«(« + «+. ••+£, + .. •)-,«+?£> + '*>+..., 
where p(z) represents the integral part of this product. The polynomial p(z) is 
uniquely determined and will be called the numerator corresponding to the 
denominator q(z). If q(z) = OQ + axz + • • • aw+1«B+1, we have 

p(z) = znan+iMo + zn~l(&n+i»\ + anf*>) + 

+ 2n~2(an+iAn + a*Mi + fln-iMo) + • • • +(a*+iMn + • • • +au*>), 
which also can be represented by 

pis) = / z — i 

where ^(0 is any solution of our moment problem or even only of the reduced 
moment problem 

£ C<fy = Mi, v - 0, 1, • • • ,n . 

Symbolically this may be written as 

pW,rt'>-gQ0. 

We also have 

v ' g « gWJu. z - t ' 
If we impose the conditions 

(2.16) q(ji) - 0, «G0 - 0, • • • , * B _ W) - 0, 
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the polynomial q{z) will be called a quasi-orthogonal polynomial, of order (n + 1) 
(associated with the sequence {nn}) [M. Riesz, 3]. It will be proved that q(z) 
must be at least of degree n. If q(z) is of degree (n + 1), then we have, for 
| z | sufficiently large, 

(2.17) 

P(g) = MO , m , M*. , M2n+1 , 
g(z) 2 s2n+l 22n+2 

/ jin g(/ i) 
M««+x — M2*+l 

but if q{z) is of degree n, then 

(2-18) ^ ) " 7 + + 1 2 T + , 2 ^ 1 + •• / . h - ^ - — . 

If q(z), in addition to (2.16), satisfies also the condition 

(2.19) Sq(ji) = 0, 

then it will be called the orthogonal polynomial, of degree (n + 1), associated 
with the sequence {̂ n). Equations (2.16) and (2.19) determine the orthogonal 
polynomial of degree (n + 1) uniquely, up to a constant factor. These equa­
tions are equivalent to the statement that 

r. q(t)h(t)M) = 0, 

for each polynomial h(t), of degree < n, and for each solution of the reduced 
moment problem (2.9). 

The orthogonal polynomial of degree n also satisfies conditions (2.16). There­
fore, it can be considered also as a quasi-orthogonal polynomial of order (n + 1), 
as well as one of order n. Since it is determined by (2.16) uniquely, up to a con­
stant factor, it follows that the case (2.18) occurs if and only if q{z) is the ortho­
gonal polynomial of degree n. The sequence of orthogonal polynomials can be 
normalized by the condition 

together with the requirement that the coefficient of zn be positive. The corre­
sponding sequence of ortho-normal polynomials associated with the given sequence 
of moments {/xn| is uniquely determined by the moments. In the subsequent 
discussions it will be denoted by {un(z)}, so that 

(2.20) «<G*)«yG0 = j[ «<(0«*(0 *KQ = ta , h J = 0, 1, • • • n, 

for any solution of the moment problem (2.1) or (2.9). The numerator p{z) is a 
polynomial of degree one less than that of q(z). 
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7. We proceed to state a few properties of quasi-orthogonal polynomials 
which may be immediately derived from (2.16). 

LEMMA 2.5. The degree of a polynomial satisfying conditions (2.16) is not 
less than n 

If q(z) is of degree < n, we obtain a system of n homogeneous equations satis­
fied by the coefficients of q(z), whose determinant | /*,+> | *7-o > 0, so that all 
coefficients vanish, and q(z) = 0. 

LEMMA 2.6. Any three quasi-orthogonal polynomials of order (n + 1) are 
linearly dependent, in other words, if qi, q2 are two linearly independent quasi-
orthogonal polynomials of order (n + 1), then any quasi-orthogonal polynomial 
q(z) of order (n + 1) can be expressed as 

q(z) = A^z) + Aiq2{z). 

Conversely, every expression of this type is a quasi-orthogonal polynomial of 
order (n + 1). In particular, every quasi-orthogonal polynomial of order (n +• 1) 
can be expressed as a linear combination of two orthogonal polynomials, of degrees 
n and (n + 1). Thus, the general quasi-orthogonal polynomial depends only on 
two parameters, 

It is clearly possible to find three constants A\, A2, A3, not all zero, such 
that the polynomial Axqi(z) + A2q2(z) + A*q(z) is of degree g (n — 1). Since 
it is also quasi-orthogonal (that is, satisfies conditions (2.16)), it reduces identi­
cally to zero. The assumption that qx, q2 are linearly independent implies 
A3 ?* 0. 

LEMMA 2.7. (i) Given any value z0 (real or complex), there always exists a quasi-
orthogonal polynomial q(z) of order (n + 1) such that qfo) = 0. This polynomial 
is completely determined up to a constant factor, (ii) Two linearly independent 
quasi-orthogonal polynomials of order (n + 1) have no roots in common. 

Statement (i) follows from the fact that equations (2.16), together with q(zo) = 
0, determine q(z) up to a constant factor, since the determinant | MI+; I Tĵ o > 0. 
Statement (ii) is an immediate consequence of (i). 

LEMMA 2.8. A quasi-orthogonal polynomial q(z) with real coefficients has all 
roots real and distinct. A quasi-orthogonal polynomial q(z) whose coefficients can 
not be made real by dividing by a common constant factor has all roots either in the 
half-plane y > 0 or in the half-plane y < 0. 

To prove the first part of Lemma 2.8 it is sufficient to show that q(z) has at 
least n distinct real roots of odd multiplicities. If this were not the case, it 
would have been possible to construct a polynomial h(z), of degree g (n — 1), 
such that q(z)h(z) is always § 0. In view of the positiveness of the functional 
n, then also q(ii)h(fi) > 0, in contradiction with (2.16). Passing to the second 
part of the Lemma, we observe that a quasi-orthogonal polynomial q(z) with 
non-real coefficients can be written as q(z) = gi(z) + iq2(z), where tfi and q2 are 
quasi-orthogonal polynomials with real coefficients. From the first part of the 

lemma it follows that the ratio ^-r cannot be real at a non-real point; hence, the 

imaginary part of this ratio maintains a constant sign in the half-plane y > 0 
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and the opposite constant sign in the half-plane y < 0; this shows that qi(z) + 
iq*(z) can vanish in one of these two half-planes only. 

LEMMA 2.9. The zeros of any two real linearly independent quasi-orthogonal 
polynomials of the same order are mutually separated. 

Let Xo, Xi, • • • , z m ,m = n o r n - 1, be the roots of the real quasi-orthogonal 
polynomial 92(2). Then if q\{z) is another real quasi-orthogonal polynomial, we 
have the expansion 

*M-A* + B + t - ^ - , A, B, 7<real. 
qi\z) t-o z — Xi 

Since, by the preceding proof, 5r^r\ *& °f opposite constant signs in the half-
planes y > 0, y < 0, this implies that all the coefficients ?» must be of the same 
sign, which in turn implies that the roots are mutually separated, that is, between 
any two consecutive roots of one of these polynomials there is one and only one 
root of the other. Indeed, the preceding formula shows that sgn qi(xi + 0) = 
- sgn qi(xw - 0). 

8. The definition (2.16) of quasi-orthogonal polynomials reveals other proper­
ties important for the construction of formulas of approximate quadratures.* 
Let q(z) be a quasi-orthogonal polynomial of order (n + 1) and of degree (n + 1). 
Let xo, Xi, • • • , xn be its roots. Put 

®W = (t Qrla>(<r\ > J = 0, 1, • • • , n. 
[t - Xj)q (Xj) 

For any function/(0 defined in (— 00, » ) construct the corresponding La­
grange interpolation polynomial LH(t;f) which coincides with f(t) at t = 
£0> X\, • • • , xn , 

£.<«;/)-E»(Qfto)-
, - 0 

If $n(t) is any solution of the reduced moment problem (2.9), we may construct 
the corresponding approximate quadrature formula for the function f(t)} 

Qn(f) - f Ln(t)f)(hpn(t) = £/(*,) f qAt)d+n{t) 
n n 

= £ qMfte) = 12 pn(xj)f(xi), 
, - 0 , - 0 

where 

Pn{x>) = qfo), j = 0, 1, ••• , n. 

* " Approximate" quadratures seems to us more appropriate than "mechanical" quadra­
tures, as used by European writers. 
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In Chapter IV we give a detailed discussion of the convergence properties of such 
approximate quadratures. Here we observe only that the precise formula 

(2.21) f 0 (0 d+n(t) - GOO = Qn(G) - £ Pn(x,)G(xy) 

holds for any polynomial G(t), of degree g 2n. Indeed, for such a polynomial 
we have 

0(0 - q(t)h(t) + E ?,«)£(*/), 
y-o 

where h(t) is a polynomial of degree ^ (n — 1), so that, in view of (2.16), q(n)h(jjL) 
= 0, and 

G(M) - £ ftOi)C(x/). 

Conversely, if q(z) is a polynomial of degree (n + 1) such that the approximate-
quadrature formula (2.21) is exact for any polynomial G(t) of degree not exceed­
ing 2n, then q(z) is a quasi-orthogonal polynomial of degree (n + 1). Indeed, 
if in (2.21) we put G(t) = Cq{t), v = 0,1, • • • , n — 1, we see at once that G{x}) = 0, 
; = 0, 1, • • • ,'n, so that / ^ ( M ) = 0, v = 0, 1, • • • , n — 1. If we substitute 
G(t) = (qi(t))2 in (2.21), we have g<(xy) = 5„-, so that 

pn(xi) = g!(/i) > 0, i = 0, 1, • • • , n. 

If we substitute (?(*) = 1, * , • • • , *2n in (2.21), we get 
n 

(2.22) 53 P»(*i)*y = M,, " = 0, 1, • • •, 2n. 

It should be observed that when q{z) is the orthogonal polynomial of degree 
(n + 1) the approximate-quadrature formula (2.21) holds for all polynomials 
G{i) of degree ti (2n + 1). Hence, we may add to (2.21) the relation 

n 

Z Pnfo)Xyn+1 = M2»+l • 

However, (2.21) can not hold for all polynomials of degree ^ 2n + 2, as is easily 
shown by considering the polynomial [q(t)f. 

T)(z) 
Expanding y - in partial fractions we have 

/ \ f t 00 ' 

7(2) £ s z - zy ;rj *'+l ' 
where 

n 

Mr = Z ) 7/Z/« 

y-o 

On the other hand, by definition (2.18), 
P ( g ) _ MO 1 1 M?» 1 M2n + 1 , 
q(z) z ^ " z2»+l "*" z2»+2 " ' ' 
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so that /ir = M> , v = 0, 1, • • • , 2n. On comparing this with (2.22), we see that 
7y = Pnfrj). Hence, 

(2.23) P^ ±f^A_ 
q(z) ,_o z - s;-

Observe that from (2.23) we have 

(2.24) Pn(x?) - ^ j \ i = 0, 1, . . . , n . 

We have already proved that all p* >,) > 0. This, in connection with (2.24), 
immediately yields 

LEMMA 2.10. 7/ q(z) is a real quasi-orthogonal polynomial of degree (n + 1) 
and p(z) the corresponding numerator, then p(z) has all roots real and distinct, and 
the roots of p(z) and q{z) are mutually separated, 

9. The quadrature coefficients pn(x3) have an extremal property which is very 
important for the subsequent discussion. 

LEMMA 2.11. Let x0 be any real number which is not a root of the orthogonal 
polynomial of degree n; let Pn{z) be any polynomial with real coefficients, of degree 
not exceeding n, such that 

(2.25) Pn(aro) = 1-

Then 

(2.26) pn(xo) = min P*nU) = min [ [Pn{tfd>pn{t), 
Pn Pn .Lao 

where \pn(t) is any solution of the reduced moment problem (2.9)*. If x0 is a root of 
the orthogonal polynomial of degree n, then 

(2.27) p*-i(x0) = min P2
n_i00 = min [ [Pn-i(l)]2 d*.-i(0-

Pn-l Pn-l J - « 

In fact, let q0(z) be the quasi-orthogonal polynomial, of degree (n + 1), whose 
roots are x0, xx, • • • , xn . Then, in view of (2.21) and (2.25), 

P»(M) = £ Pn(x;)Pn(Xy)2 £ Pn(Xo). 

On the other hand, on putting here Pn(z) = , — , we get 
(z - xo)go(xo) 

n 

P2nW = H Pn(Xj)60j = Pn(Xo). 

This proof assumes that x0 is not a root of the orthogonal polynomial of degree n. 
It suffices to replace n by (n — 1) to complete the proof in the case when x0 is a 
root of such a polynomial. 

* The value of the integral does not depend on the choice of the solution. 
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Lemma 2.11 leads to another important expression for pn(xo) and to an exten­
sion of the definition of p«0ro) for complex values of x 0 . Introduce the sequence 
of ortho-normal polynomials iw»(z)}. Assuming again that z0 is any number 
(real or complex) distinct from the roots of cjn(z) and using the notation Pn(z) 
for any polynomial, real or complex, of degree n, satisfying the condition 

Pn(zo) = 1, 

let us find 

min Pn(n)PM = min f | Pn(t) | 2 d+n(t). 

We have the expansions 

Pn(z) = £ C,U,(Z), C, = U),(M)Pn(M) = [ O ) , ( 0 P n ( 0 < t y n ( 0 , 
r—0 •*-• 

FB(M)P.(M) = £ I ft, |J. 
r-0 

n 
Thus, our problem is to find min E I c* 12> f° r all c„ which satisfy the relation r - 0 

(2.28) E C,Wr(2o) = 1. 
r-0 

Using Cauchy's inequality we get from (2.28) 

• " 0 r—0 

where the equality sign occurs if and only if 

c, = \CJ,(ZO), X = 1 / 2 3 I «>(zo) |2. 
/ r-0 

This shows that 

FMPnW = E I c |2 s x, 
r-0 

so that min P^AO-PUGO* under condition (2.28), equals X, and is attained if and 

only if 
n / n P«(*) = E i^V,(*)/Z | "r(*o) I'. r-0 / r-0 

We now introduce the notation 
n 

(2.29) tf „(«, zo) = L < (̂io"M«), 

(2.30) Kn(*>) m £ | «,(*) |! = £„(*,, *,), 
r—0 
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and consider a modified extremum problem namely: instead of keeping fixed the 
value of P„(z0) and looking for min Pn(n)Pn(n) let us fix the value of P^0T)Pn(/i) 
and look for the maximum of | Pn(zo) |. It is clear that this maximum is the 
reciprocal of the minimum of the preceding problem, and therefore is equal to 
1/X = Kn(zo). The changes in the argument which are necessary in the case 
when Zo is a root of wn(z) are obvious. We thus arrive at the following important 
theorem. 

THEOREM 2.5. Let {w„(z)| be the sequence of ortho-normal polynomials asso­
ciated with the given sequence of moments (A*n). Let z0 be any number, real or com­
plex, which is not a root of o>„(z) and let Pn(z) be any polynomial, of degree ^ n. 
Then 

,P.(ft,,«*55gW£>, 
Pn{Zo) 

where 

(2.31) -J-r - K„(*) - £ I «*(*) I1, 

and where the equality occurs if and only if Pn(z) coincides, up to a constant factor, 
with the polynomial Kn(z, Zo). 

When Zts is real, pn(z<>) coincides with the quadrature coefficient of the approxi­
mate-quadrature formula determined by the quasi-orthogonal polynomial of 
degree (n + 1) which has Zo fojc its root. Finally, if z0 is real and a root of a>„(z), 
the statement of the theorem holds true if Pn is replaced by Pn~i. Then 

— = Kn(Zo) = Kn-l(Zo), 

and pn-i(zo) appears as the quadrature coefficient of the approximate-quadra­
ture formula determined by o>n(z). 

COROLLARY 2.1. If G*n (z) is a non-negative polynomial, of degree ^ 2n, and 
Zo is any point which is not a root of wn(z), then 

(2.32) |(?2n(zo)| g % ^ . 
P»W 

In case Zo is a root of a>«(z), the inequality (2.31) holds if n is replaced by n — 1. 
This follows immediately from Theorem 2.5 if we observe that the general 

non-negative polynomial (?2»(z) of degree g 2n can be represented as 
Gu(«) - (Pm(z))2 + (P*n(z))2 = | Pn(z) |2 , Pn(z) = Pln(z) + iP2n(z)y where 

PinCz), Fin(z) are real polynomials of degree g n. 
Observing with Stieltjes, [5], that \pn(x0 + 0) - \pn(x0 - 0) is one of the ele­

ments of the integrand in (2.26), it is readily seen that pn(r0) ^ \pn(xo + 0) — 
^n(xo — 0), the equality being attained if and only if ^n(*) is a solution with the 
mass pn(xo) concentrated at .To, w„(x0) ?* 0. Now let M0 be any solution of the 
moment problem (2.1) and let d\p'(t) = h(t) df(t), where h(t) is non-negative and 
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integrable with respect to \p(t). Applying the same reasoning as above and 
allowing n —> « , we readily get p'(xo) ^ h(x0)p(xo), where p'(x) corresponds to 

Further important properties of pn(zo) follow immediately from (2.31). 
THEOREM 2.6. For a fixed z, pn(z) does not increase when n increases (and cer­

tainly decreases if z is not a root of wn(z)). Hence, p(z) = lim pn(z) ^ 0 exists for 
n-»oo 

all z. For a fixed n, pn(z) decreases when y = $z increases in absolute value, while 
x = 3iz is kept fixed, 

The first part of Theorem 2.6 is obvious. The second part also can be readily 
established if we remember (Lemma 2.8) that 

w,(z) = a¥ I I (z — Xj)> a, > 0, xy real, 

so that 

\u,(x + iy)\2 = a,Ui(x-xi)2 + y2) 
7 - 1 

n 

is an increasing function of | y |. The same holds for Kn(z) = X) | w„(z) | 2 = 
i—0 

1 / P . W . 

10. Formula (2.22) shows that the monotonic function \pn(t) whose spectrum 
reduces to the finite set of points x0, Xi, • • • , xn, with jumps pn(xj) at t = Xj, 
is a solution of the reduced moment problem (2.9). This leads to the following 

DEFINITION. A solution 4/n(t) of the reduced moment problem (2.9), whose spec­
trum consists of precisely (n + 1) points Xo » 2?i j ' ' ' » X n , IS called a distribution 
function of order n, associated with the given sequence of moments [tin]- A distribu­
tion function of order n + k, k > 0, or a solution of the moment problem (2.1) will 
be called simply a distribution function of order higher than n.* 

LEMMA 2.12. A distribution function of order n is uniquely determined by a 
single point of its spectrum. To each real value x0 there corresponds one and only 
one distribution function of order n or of order (n — 1), which contains x0 in its 
spectrum; it is of order n, if x0 is not a root of the orthogonal polynomial of degree 
n, and of order (n — 1) otherwise. There is one to one correspondence between the 
distribution functions of order n and quasi-orthogonal polynomials of degree (?i + 1). 
The jumps (or the concentrated masses) of any distribution function of order n 
coincide with the quadrature coefficients pn(x;) of the approximate quadrature 
formula determined by the corresponding quasi-orthogonal polynomial of degree 
(n + 1). 

The proof is obvious. 

* According to Hamburger's definition, ^«(0 should be called a distribution function of 
order (n 4- 1). 
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11. We now turn to important inequalities stated by Tchcbycheff [I] and 
proved almost simultaneously and by the same method by A. Markoff [1] and 
Stieltjes [3]. 

LEMMA 2.13. (TCHEBVCHEFF INEQUALITIES). Let x;- be a point of the spectrum 
XQ < xL < - • • < x„ of any distribution function \l/n(t) of order n; let \)/(t) be a dis­
tribution function of order ^ ?i, distinct from 4'n(t). Let these two functions be 
normalized by the condition ^n(— oo) = ^(— oo) = 0. Then 

(2.33) Mxj - 0) < *(xy - 0) ^ +(XJ + Q) < +nbi + 0). 

Here we have to write 

(2.34) Mxs - 0) S +&$ - 0) or +{Xj + 0) g *„(*, + 0), 

according as x;- = x0 or Xj = xn . 
The inequalities (2.34) are obvious because we always have 

0 g $(t) ^ MO , - oo g < g oo, 

[0 for i < x0, 

Uo for / > xn . 
* . « 

Hence, in the following discussion we may assume x , ^ i o , i „ . Construct a 
polynomial P2n{t)y of degree g 2/1, which satisfies the following conditions 

P*n(xo) = P2n{xx) = . . . = P2n(x,) = 1, P2n(xi+1) = . . . = P2n(x„) = 0, 

PL(xo) = • • • = Pi»(xM) = PUxj+i) = • • • = PL(Xn) = 0. 

It is readily seen that 

in ( -oo , xy], P2n(0 ^ 1, and P2„(0 > 1, if I ?* x0 , Xi, • • • , x y; 

in [xj, *>), P2n(0 ^ 0, and Pu(t) > 0, if* j * x ; > 1 , • • • , xn. 

By the quadrature formula (2.21), 

[ P*n(t) d+n(t) = Pn(Xo) + • • ' + Pn(Xj) = MXj + 0). 

On the other hand, since the order of $(1) is not less than that of ^n(0» 

I P2«(0#n(0 = f P**(t)df(t). 
J—«o J—tc 

Let A i 0 be the jump of f(t) at / = x , . Using the fact that the spectra of 
yf/n{t) and yp{t) are distinct, it is readily seen that 

Mxj + 0) = f P2H(0 d+{t) = [ ' Pu(t) d+(t) + A+ [ P2n(0 </*(/) 

> f ' dHt) + A= ftX; + 0), 
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which gives the desired inequality ^(x, + 0) < ^n(x> + 0). The other in­
equality, ypn{xj — 0) < yp(xj — 0), may be established in a similar way, by con­
structing a new polynomial P2„(0 satisfying the conditions 

P2n(xo) = • • • = Pi»(*/-i) = 0, P2n(xy) = • • • = P2n(xn) = 1, 

PL(Xo) = • . . = P'in(*i-l) = ^2n(x ; + 1 ) = • • • = P L ( x n ) = 0. 

The following important corollaries are deduced immediately from Lemma 2.13. 
COROLLARY 2.2. / / (a, b) is an interval of constancy of the function \//(t), then 

\l/n(l) can have no more than one point of its spectrum in the closed interval [a, b], 
COROLLARY 2.3. Let x0 be a fixed real number, and denote by 

• • • < X„,_r < Xn._r+1 < ' • ' < Xn,0 = X0 < Xn,i < • • • < Xn<, < • • * 

the spectrum of the distribution function of order n which has a jump at x0 . / /, 
for a certain value of n, the points x„,_r, xn,, exist, they will exist for all values 
n + 1, n + 2, • • • , and 

Xn,-r < Xn+l.-r < ' ' " <Xo , 

Zn.i > Xn+i,, > • • • > Xo , 

so that 

lim x„,_r ^ xo, lim xnf, ^ x0 . 

COROLLARY 2.4. The quantity pn(xo) is the largest mass which can be concen­
trated at a given point Xo by any solution of a reduced moment problem of order ^ 
n (or ^ n — 1, if x0 is a root of wn(2)). 

If tfsi(0» $'n{t) are anV two solutions of the reduced moment problem (2.9), then 

I +'u(t) - *"(<) I ^ P*(t)-

If t lies in (c, d), where c and d are any two successive roots of u„(z), then 

I *'„(«) - *"(<) I g PnW + p,(d). 

If fit), ^"(t) are any two solutions of the moment problem (2.1), then 

(2.35) | *'(xo) - *"(zo) | g p(x») = lim p„(x„). 

77*e largest mass which can be concentrated at a given point x0 by any solution of the 
moment problem (2.1) is p(x0), and there always exists a solution which has the mass 
p(x0) concentrated at x0. This solution is uniquely determined so that the mass 
concentrated at x0 by any other solution will be actually less than p(x0). 

The statements of the Corollary 2.4, except for the two last ones, follow imme­
diately from 

*(x0 + 0) - *(xo - 0) < *„(xo + 0) - *„(xo - 0) = pn(xo) 
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and from the fact (Theorem 2.6) that lim pn(x0) = P(X0) exists. To prove the 
n-*oo 

existence of a solution with the mass p(x0) concentrated at x0 it suffices to apply 
the First Helly Theorem (Introduction, 3) to the sequence of functions {^n(0)« 
We may extract a subsequence \^nk(t)} which converges substantially to a mono-
tonic function \p(t), a solution of the moment problem (2.1), so that 

+(xo + 0) - iKx0 - 0) S P(X 0 ) . 

On the other hand, let 5 > 0 be such that x0 d=. 8 are points of continuity of 
iKO. Then 

+(xo + S) - M*o - «) « lim h M x o + *) - +nk(x0 - «)] 
k 

^ lim pn*(x0) = p(x0), 

and, letting 5 —• 0, 
f(x0 + 0) - *(x0 - 0) £ p(x0). 

It remains to prove that the solution ${f) for which ^(x0 + 0) — ^(x0 — 0) = 
p(x<>) is uniquely determined. Assume that there exist two distinct solutions, 
lK0 and f'(t)9 satisfying this condition. Let ^i(0 and \l/[(t) be the functions 
obtained from \f/(t) and 4t'(t), respectively, by removing the mass p(x0) at the point 
xo. The resulting moments will be obviously 

Mn = Mn — Xo p(Xo), U = 0, 1, 2, • • • . 

Let p(1)(x0) be the maximum mass which can be concentrated at x0 by any solu­
tion of this new moment problem. We shall prove that p(1)(xo) = 0. In view 
of the criterion to be proved later (Theorem 2.9), this will imply that the new 
moment problem is determined, that is, the solutions M 0 and ^[(t) are sub­
stantially equal, which occurs if and only if the original solutions ^(0 and ^'(/) 
are substantially the same, while we have assumed that they were distinct. 
Now, if we assume that p(1)(xo) > 0, by the part of Corollary 2.4 which has al­
ready been proved, there exists a solution-^i (t) of the new moment problem 
with the mass p(1)(x0) > 0 concentrated at x 0 . If we place back the mass 
p(x0) at this point we obtain a solution ^"(0 of the original moment problem 
which has a mass pu)(x0) + p(x0) > p(x0) concentrated at x 0 , which, as we know 
is not possible. Corollary 2.4 now follows directly. 

COROLLARY 2.5. The sequence {^»(0I °f distribution functions of order n, 
which all have a mass at a fixed point x 0 , converges^ asn —• « , to the solution \//(t) 
of problem (2.1) which has the maximum possible mass p(xo) at x0. In particular, 
this holds for the sequence of distribution functions corresponding to the sequence of 

quasi-orthogonal polynomials < wn(x) — — ^ r k o>n_i(x)>, where X is fixed and 
[ 0>n_x(X) J 

wn(X) ^ Ofor n ^ n 0 . 
COROLLARY 2.6. If ^(x) is the solution of the determined moment problem (2.1), 

then p(x) = 0 at all points of continuity of ^(x) and equals the jump of \f/(x) at a 
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point of discontinuity. In particular, if yf/(x) is the solution of the moment problem 
for a finite interval (a, b)> then p(x) = 0 outside (a, b). 

12. We now return to the function 

dHt) 
* > - J L *?,-'<*«. 

where \p(t) is any solution of the moment problem (2.1). We still maintain the 
assumption An > 0, n = 0, 1, 2, • • • . We have seen that/(z) is asymptotically 
represented by the series X)? v*z~'~l in any half-plane $z = y S 2/o > 0, and 
that, for each value of n, f(z) is a solution of the problem (Nn) and hence is repre-
sentable in the form 

/ ( Z ) = * l _ A I A- I 
\Z - tti I 2 - Of2 |Z - / n + l ( z ) 

where fn+i(z) is analytic in the half-plane ?/ > 0, 3/n+i(z) ^ 0, and fn+i(z) = 
0(2), as z —> 00 in any half-plane y ^ 2/0 > 0. Now consider the associated con­
tinued fraction 

00 1 _ ft 1 Pn I 
\z — ct\ | 2 — a2 12 — a„+i 

(2.36) 

and let 

where Qn(2) is a polynomial of degree n with the highest coefficient 1, be its 
n-th approximant. From the general theory of continued fractions, [Perron, 1] 
we know that 

Pn+l(z) Pn(z) ft • • • ft 
QB+l(z) Qn(z) Qn(z)Qn+l(z)' 

The right-hand member can be expanded, for sufficiently large | 2 |, in a series 
R R, 

of negative powers of 2, starting with the term 2w-H
 n . This shows that the 

expansion of ~~ coincides in terms z~\ • • • , z~2n with the formal series 

zJS VvZ ' \ which, in turn, implies that Qn(z) is the orthogonal polynomial of 
degree n and differs only by a constant factor from un(z). Since the polynomial 

Q(z) = — I MiM.+i • • • m+nZx \o+1 

satisfies the conditions »Q{y) = 0, v = 0, 1, • • • , n, and has the highest coeffi­
cient 1, we have 

Qn+l(z) = — I M.Mt+1 ' " ' Vi+nZ1 |J+1. 
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If an is the highest coefficient of the ortho-normal polynomial wn(z), it now fol­
lows that a„ = (An-i/An)*. It is also readily found [Perron, 1] that* 

an
2 A„-i2 ai2 Ao2 Oo2 

A» = poPi • • • jff» . 

The constants an in (2.36) are also easy to determine [Perron, 1] 
The polynomials Pn(z), Qn(z) satisfy the recurrence relations 

Qn+1(z) = (Z - an+1)Qn(2) - 0nQn-l(*), 

n = 0 , 1 , 2 , . . . 

P„+1(*) = (* ~ an + 1)Pn(*) - 0nPn-l(z), 

where 

Qo(2) = 1, Q-1(Z) = 0, P0(*) = 0, P-!(2) = - 1. 

It is also known from the theory of continued fractions that 

(2.37) Pn+x(z)Qn(z) - Qn^(z)Pn(z) = ft • • • A , . 

With this notation, the general solution of problem (JV«) can be written in the 
form 

,,-x . I« ~ A+i(«)U\»(g) -PuP^it) 
JK) lz " Ui(z)]Qn(z) - A f t ^ M ' 

or, replacing/»+i(z) by a»+i + (/n + l - an + i ) , in the form 

<A»; j W g ^ w _ [ / w + i ( z ) _ a n + i ] Q w ( 2 ) -

In particular, the'generalized approximants, that is, the continued fractions 

,———' — 1———I — . . . — £2 1 y T a r e a i parameter, 
|2 — ai |Z — a* |2 — a*4i — r 

are represented by 

(2-39) QL^W - T«.W = e n + l ( z ' r )-
On the other hand, the general quasi-orthogonal polynomial of degree (n + l ) , 

with real coefficients, can be written as Qn+i(z) — rQn(z), and the corresponding 
numerator as P»+i(2) — rPn(z)', thus, it is clear that to each real value of T in 

• These formulas show that the condition 0n > 0, n = 1, 2, • • • implies A„ > 0, n = 0, 
1, 2, ••• , and conversely. Finally, the conditions 0o > 0, • • • , 0* > 0, 0n+i = 0n+2 = 
• • • « 0 imply the existence of the solution of the moment problem which is unique and has 
precisely (n -f 1) points in its spectrum. Then we know that Ao > 0, - • • , An > 0, Aa+t * 
An+- -» ••• = 0 . The converse is also readily verified. This gives a direct proof of the 
equivalence of the conditions of Theorems 1.2 and 2.3. 
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(2.39), admitting also the value r = <x>, there corresponds just one fraction 

—-f, where q(z) ranges over the class of all quasi-orthogonal polynomials of 

order (n + 1), and conversely. 

13. Let z be a fixed point in the half-plane y > 0. Consider two complex vari­
ables f and fn+i related by the linear transformation formula 

_ PMl(z) - f.H.iP.(g) 
' Qn+i(«) - f»+iQn(z)' 

For n > 0, this transformation maps the axis of reals of the fn+i plane onto the 
circumference of a certain circle d+iGO situated in the lower half-plane 3f < 0 
in such a way that the points of the half-plane 3T„+i < 0 are mapped onto the 
interior of this circle. The same is true if n = 0, with the exception that the 
circle d{z) is tangent from below to the axis of reals at the origin. Comparing 
this transformation with formulas (2.38) and (2.39), we arrive at 

THEOREM 2.7. For a fixed z, $z > 0, the range of values which are assumed by 
solutions of problem (Nn) is the closed circle Cn+i(z). To each point on the circum-

T)i.Z) 
ference of Cn+i(z) there corresponds a unique solution of (Nn) of the type ̂ -— , where 

qw 
q(z) is a quasi-orthogonal polynomial of order (n + 1). To each point interior to 
Cn+i(z) there correspond infinitely many solutions. 

Indeed, a point on the circumference of Cn+i(z) is of the type (2.38), where r 
has a real value (including r = ») , so that in this case/„+i(z) = an+i + r, and 
the corresponding solution f(z) is uniquely determined. To a point f in the 
interior of Cn+i(z) there correspond infinitely many solutions f(z) — all those 
for which fn+i(z) — an+i = fn+i — and it is obvious that there exist infinitely 
many functions /n+i(z) satisfying the above requirements and assuming at z 
the given value an+i + fn+i. 

THEOREM 2.8. The circles [Cn{z)\ of Theorem 2.7 decrease, as n increases, in 
such a way that Cn+i(z) is inside Cn(z) and touches Cn(z) from inside. The radius 
rn+i(*) of C+iW is given by 
(2.40) TViW = ^ , z = x + iyy y > 0. 

The statement that Cn+i(z) is inside Cn(z) follows from the observation that 
the class of solutions of problem (Nn) for any given n is more inclusive than that 
for the next value (n + 1). The two circles must have a point in common since 
the orthogonal polynomial of degree n is a quasi-orthogonal polynomial of order 
n, as well as of order (n + 1), and the corresponding point must lie simultaneously 
on the circumferences of C„+i(z) and of C„(z). To determine the radius of Cn+i(z) 
it suffices to determine the radius of the circle described by f, when f „+i describes 
the axis of reals. The theory of complex linear transformations gives 

/ x \Pn+i(.z)Qn(z)-Q*x(z)P«(z)\ 
rVn(2) = — 23W*H(«)0.(«)] 
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The numerator of this fraction is equal to fitfii • • • /9n , by (2.37). As to the de­
nominator, the recurrence relations yield 

m+itoG-to] = v I Q.C0 12 + Pn3lQ«(z)Qn-i(z)] 
(2.4D r - 1 i 

= y[\ Q,{t) I2 + g A. /J„_i • • • ft*, I <?*(«) | 2 J , 
so that finally 

2rn+i(£) *-o Po • • • Pk *-o 

which is the desired result. 
By Theorem 2.2, every solution f(z) of problem (Nn) can be represented as 

/(z) = Iiztfn), where ypn(t) is a solution of the reduced moment problem (2.9), 
and conversely. Hence, the closed circle Cn+i(z) represents the range of values 
of I(z; \pn) for a fixed z, $z > 0, when \frn ranges over all solutions of the reduced 
moment problem (2.9). As n increases, Cn+i(z) decreases and tends either to a 
point or to a limiting circle C(z). The radius r(z) of C(z) is given by 

(2.42) ^)-#- -k=£u(')\*; 

It reduces to 0 if and only if the series X) I <*>»(*) f diverges. 

On the other hand, it is readily seen that C(z) is the range of values of I(z\ f), 
when z is fixed, $z > 0, and yfr{t) ranges over all solutions of the moment problem 
(2.1). Indeed,, if $(t) is such a solution, it is also a solution of all reduced mo­
ment problems for any n, so that I(z; ^) must be in C(z). Now, any point f0 in 
C(z) lies in all C„+i(z), so that for each n we can find a solution \pin){t) of the re­
duced moment problem of order n such that I{z; \p{n)) = f0. On applying the 
Helly Theorems to the sequence (\p{ n) (t)}, we can extract a subseq uence (tf "*] (t)) 
which tends substantially to a monotonic function yp{t). By Introduction, 3, 
fo = I(z;\fr{n)) —»I(z;>p). It remains to prove that \p(t) is a solution of the mo­
ment problem (2.1). Since, for a fixed j and sufficiently large fc, 

J-oo 

it is sufficient to prove that 

f tjd+{nk)(t)~+£ tjd+(t), a s * - + o o . 

This, however, follows from Introduction, 3, and from the fact that, for a fixed 

j , the integrals / t'd+^it) converge absolutely and uniformly in k. In-
J-06 
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deed, if 2jo is the smallest even number which is larger than j , we have 

an analogous estimate being true also for / t*d4rink)(t). 
• * - • © 

Thus, C(z) is the range of I(z; ^), when f(t) ranges over all solutions of the 
moment problem (2.1). Since I(z$) is a continuous function of z for all com­
plex z, it is now clear that C(z) depends continuously on z, which implies, in 
particular, that p(z) is a continuous function of z when z is complex. It also 
follows that the condition that C(z) reduces to a single point for all complex z, 
with 3z > 0, is a necessary and sufficient condition that the moment problem 
(2.1) be determined. This condition will be satisfied if it holds for a sequence of 
values of z which has a limiting point in the half-plane y > 0. But, by.Theorem 
2.6, p(z) increases when z approaches the axis of reals moving on a vertical line. 
Hence, the moment problem is determined if p(z) « 0 or, which is the same, 

OP 

53 I w,(z) 12 = w, at a single point, real or complex. We may now state 

THEOREM 2.9. For each complex z the circle C(z) = lim Cn(z) is the range of 
» 

values of I(z;\p), when $(t) ranges over all solutions of the moment problem (2.1). 
C(z) depends continuously on z. In order that the moment problem (2.1) be deter­
mined it is necessary and sufficient thai 

(2.43) p{z) = 0, or £ | w,(z) |f = » 

at every complex point z. For this it is sufficient that (2.43) be satisfied oX one point, 
real or complex.. 

COROLLARY 2.7. If the moment problem (2.1) is indeterminate, then, for all z, 
00 

p(«) > 0, or £ I «'(*) |* < • . 

14. Taking into consideration the generalized approximants (?»+i(z; r), we 
proceed to show that Theorem 2.9 can be restated in a different form, as first 
stated by Hamburger, [3]. 

DEFINITION 2.2. The associated continued fraction 

(2.44) * _ L A _ J _ . . . 
I Z — OL\ \Z — « 2 f 

is said to converge completely at a given point z if, at this point, the sequence of its 
generalized approximants {(?n+i(z; r)} converges to the same limit for all real r 
{including r = « ) and uniformly in r. 
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THEOREM 2.10. A necessary and sufficient condition that the moment problem 
(2.1) be determined is that the associated continued fraction (2.44) shall converge 
completely for all complex z. 

Indeed, since (?»+iC&; T) describes the circumference of Cn+\(z) when r ranges 
from — oo to + oo, it is clear that the complete convergence of the continued 
fraction (2.44) is equivalent to the condition that C(z) = lim Cn(z) reduces to 

n 

a single point. 
COROLLARY 2.8. If the moment problem (2.1) is determined, then p(z) = 0 at 

all complex z and also at all real z, except perhaps for at most a denumerable set of 
points. 

Only the second part of this corollary requires discussion. If the moment 
problem (2.1) is determined, then its solution \p(z) is substantially unique, and 
the point spectrum of $(1) is at most a denumerable set. On the other hand, by 
Corollary 2.4, we can always construct a solution of our moment problem which 
has a concentrated mass p(z) at any real z, and so, if the set of points where 
p(z) > 0 is not finite or denumerable, we arrive at a contradiction. 

15. In the subsequent discussion we shall treat in more detail the case of an 
indeterminate moment problem, and hence assume that, in addition to the 
conditions of existence of a solution, An > 0, n = 0, 1, • • • , we also have 
p(z) > 0 for all z. Two sequences of generalized approximants Cn+i(z; T) of the 
continued fraction (2.44) are particularly valuable for our discussion. They 

are obtained by giving r in (2.39) the values -^jw^- and -yr^J respectively. 

Thus we obtain two sequences of functions 

(z)P„(0) - P„(z)P„+1(0) 
" + , W Qn+,(r)Qn(0) - Q.(*)e.+,(0) ' 

torn t,\ — •^n+i 

(Z)Q„(0) - PB(2)Qn+.(0) 
W U ' QB+,(z)Q„(0) ~ Qn(z)Qn+l(0) ' 

Introducing four sequences of polynomials 
(A»+1(Z) = (fcft • • • finrllP.+lWP.(0) - Pn(2)Pn+l(0)], 
U . + l ( « ) - W . • • • 0 » r ' [ Q n + l ( z ) P n ( O ) - Q „ ( z ) P „ + , ( 0 ) ] , 

Cn+,(2).= W i • • • 0.rl[P.+i(t)Qu(O) - P.(«)Q.+,(0)1, 
[D.+I(«) = Gftft • • • 0n)-llQn+l(z)Q«(O) - e.(*)0.+i(0)], 

we may write 

Let Xn(z) be the numerator corresponding to the denominator wn(z), the n-th 
orthonormal polynomial. Using the recurrence relations, it is readily found 

(2.45) i 
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(2.46) { 

Ji-+i(«) - 2 I ) P,(O)P,(z)(0. • • • 0,)"1 = « £ *(0)x.(«), 

Sn+.Cz) = - l + : Z P,(0)Q,(z)680 • • • 0,)"' = - 1 + z t, x.(0)«,(*), 

C-+i(*) = 1 + z E <?,(O)P,(z)03o • • • 0,)"' = 1 + z £ «r(0)x.(«), 
r—0 p«-0 

An-lGO - 2 Z Qr(O)Qr(*)0Ji • • • P.)"' = Z £ <*(0H(Z). 

From (2.37) it is also immediately found that 

(2.47) An+1(z)Dn+l(z) - Cn+^Bn+iiz) = 1. 

A fundamental result is expressed now by 

THEOREM 2.11. If the moment problem (2.1) is indeterminate, that is, if p{z) > 0 
for all z, then in the whole z-plane 

(2.48) 
1 - JMr 

P{Z)~ ' z = r, 

where S(z) is a generic notation for a function which is bounded and is o(l), as 
r —• oo. The polynomials An+\(z), Bn+i(z), Cn+i(z), D»+i(z) converge, as n —> oo 
(uniformly in every bounded domain), to entire functions A(z), B(z), C(z), D(z), 
respectively. These entire functions are at most of order 1 and of minimal type, 
that is 

\A(z)\,\B(z)\,\C(z)\,\D(z)\ = e,M\ 

They also satisfy the relation 

(2.49) A(z)D(z) - B(z)C(z) = 1. 

The series 

(2.50) 
P(Z) r-0 

also converges uniformly in every finite domain and is a continuous function of z. 

Introduce the polynomial 

Fn+i{z) = Bn+l(z)Dn+l(z). 

The proof of Theorem 2.11 is based on two facts. We first establish the exist­
ence of positive constants Lx, L2 such that, for any value of z, $z = y > 0, 

(2.51) I < * * | fW,W | < hU^lf < hl^li . 
MO Pn{Z) p„(2) p[Z) 
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Using this we establish, in the second place, that 

53 

log Mo 
P(0 dt< oo, 

The proof of Theorem 2.11 will be then readily concluded. 
l ( « ) To prove (2.51) observe that the fractions - * , . and -.* , : are generalized 

approximants of (2.44) and therefore their values lie on the circumference of the 

circle C»+i(t) of radius r»+i(z) =* ^~ . The absolute value of the difference of 
2y 

these two fractions cannot exceed the diameter of CH+i(z), which yields 

BB+1(«) D.+i(«) 
1 P»(t) 

\F*i{z)\ 

This, together with the obvious inequality p»(z)< po(«) = «>, establishes the 
first two inequalities (2.51). On the other hand, if we apply the Cauchy in­
equality to (2.46), we get respectively 

| D^(z) |* £ 
A-(0)P.(*) p(0)p»(f) ' 

iB^i ( f ) | 'S2 
(t I X,(0) A 

l + V-° „ } 
P»(«) 

Since all the roots of x»(*) are real, we have for any fixed y0 > 0, | x*(0) | ^ 
| x»(*yo) |, while, by (2.23), 

2/o 

Thus we see that 

(2.53) 
2 

MO z\x,(o)\2*m:\o>,(iyo)\2< -t- v »-0 

On substituting this and estimating the product | Bn+l(z)Dn+i(z) \ 
the two remaining inequalities (2.51). 

We now pass to the proof of (2.52). Take any value 2/0 > MO . 
(2.51), 

we obtain 

Then, by 

log I F»+i(x + iyo) I > log , yl • , > l o g g ° > 0 , 
Pn(z + ty0) MO 

Since all roots of Fn+i(z) are real, it is readily seen b y the Poisson formula 
[Titchmarsh, 2, p . 124], that 

log Fn+i(i + iy0) log Fn+i(x + iyo) 
1 + x2 dx, 
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whence, comparing real parts, 

i i IP / • , • M 1 f"0 log | F»+i(x + iyo) | , log F^i(i + iyo) I = - / 1 , . L <*x. 

But, by (2.51), the left-hand member here is bounded as n —• » . The same will 
be true for the right-hand member and, again by (2.51), for 

2/o dx f log 
W-00 J Pn(X + tt/o) 1 + X2' 

Since the integrand is an increasing function of n we conclude that the integral 

Mo dx 
/ log ' p(x + iy0) 1 + x2 

converges, and finally, since p(x + iy) increases when y I 0, we see that this 
integral converges for all y0 ^ 0, and in particular, that 

/ > 
Mo dx 

P(3 r+T2 < *>, 

which is the desired result. 
Now, for any real z = x, we see from (2.51) that 

log | Fn+l(x) | < log - £ , + log (1 + x2) + L, 

where L is a suitable positive constant. Hence, by the Poisson formula, for any 
z = x + iy, y > 0, we have 

log|F.+l(* + ty)| -V-[mjj*: log|FB+1(<) 
d< 

(J - x)s + j / s 

M f . l o g ^ + log( l + * 2 ) + Z , 

* lm- (t - *)* + y* 
In the sector (2.5) we have, for 11 | 2: 1, 

(t ~ x? + y>* J j - £ l±f. - 1 (1 + i2). 
sin2 € 2 sin2 € M 

Thus, for any 71 ^ 1, 

log | J W x + iy) I g - fT [log -£r + log (1 + t2) + L ~ L 
7T7/ J-T L P (0 J 

+ f ( / ; + / ; ) ^ 
l O g - ^ r + l O g d +t2)+L 

1 + *2 dt. 

Given an arbitrarily small positive 6, we first select T (independent of y) so large 

that the second term is smaller than ^ , and then y so large that the first term is 
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v8 also less than —-. It follows that in the sector (2.5), for | z | = r sufficiently 

large, 

log | Fn+x(z) | < 5r, 

and, in view of (2.51), also 

log —r-N < 6r. 
Pn{z) 

Using the fact that pn(z) decreases when | y | increases and x is fixed, we see that 
in either of the two sectors 

0 ^ arg z £ c, T — « ^ arg z g T, 

we have, for r sufficiently large, 

log -T-N < 1 Pn{z) COS € ' 

By reflecting in the axis of reals we obtain the same inequalities in the lower 
half-plane y g 0, and finally, on allowing n —• » , we see that, with no restriction 
on the location of z, 

log -r-N < 8(r)r, 6(r) » o(l), as r - • oo, 

o-̂  = f:i^)ij<e'(r 
P(Z; »-o 
00 

If, now, we observe that £ I X»(0) |2 < » and use Cauchy's inequality, we see 
r—0 

at once that the limits 
oo 

B(z) = lim B^.i(z) = - 1 + z Z Xr(0)o>,(«), 
n *—0 

00 

£>(«) = lim D„+t(z) = 2 D «,(0K(2) 
n r—0 

exist everywhere and are entire functions which admit of estimates analogous 
to (2.48). To establish the same properties for 

oo 

A(z) = lim A„+i(z) = z £ x*(0)x,(z), 
n r - 0 

oo 

Cfc) - lim Cn+i(z) = 1 + z Z «»(0)x.(«), 
n *—0 

it is sufficient to show that 

E|x,(2)|'<e'w'. 
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This, however, follows from the fact that, for $z = y ?* 0, 

|x,(*)| < ^ I «.(*)|, 

so that 

and also from the fact that the left-hand member of the preceding inequality 
is an increasing function of | y | , for a fixed 9te = x. The uniform convergence 
of all these series is now obvious, while (2.49) is implied by (2.47). Finally, the 
continuity of l/p(z) is implied by the continuity of the circle C(z), and the uni-

00 

form convergence of 2Z | co„(z) |2 then follows from a well-known theorem of 

Dini. 
The following result is easily derived from Theorem 2.11. 
COROLLARY 2.9. A necessary and sufficient condition that the moment problem 

(2.1) be determined is that the equation 

(2.54) (i(F) = H(F) 

hold for any fixed function F(t) of the manifold 90?c , distinct from a polynomial.* 
Thusy (2.54) holds either for all elements of 5ft c or for none distinct from a poly­
nomial. 

The necessity of (2.54) is trivial. To prove its sufficiency we show that if 
(2.1) is indeterminate, then (2.54) implies that F(t) is a polynomial. Now, if 
(2.54) is satisfied, there exist two sequences of polynomials (P'n(01> {Pn(0\y 
n = 1, 2, • • • , such that 

P'nit) ^ F{t) ^ K{t\ n, m = 1, 2, . . . , 

while 

v(K)-+iAF)> rtK)-+fi(F), 
so that 

0 ^ fJL(Pm~ P'n) = €nm-+0 , aS 71, 771-* » . 

Using Corollary 2.1, we conclude that, for any z, real or complex, 

Thus, both sequences \P'n(z)}, {Pn(z)} converge to the same entire function 
F(z) which coincides with F(t) for real values of z and which admits of estimates 

|F (* ) | <e' ( r ) r , | * | - r, 

\F(t)\ = 0(\t\k), as |*1 — «,. 

* For the notation used, see p. 10. 
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An easy application of the Phragmen-Lindelof theorem [Titchmarsh, 2, p. 176] 
shows now that F(z) is a polynomial. 

16. We are now able to derive the general form \p(t) of any solution of the 
moment problem (2.1) in the indeterminate case, and the general form of the 
corresponding function f{z) = I(z; \p). 

THEOREM 2.12. If the moment problem (2.1) is indeterminate, then the general 
form of the function I(z; y//) is 

- <T(Z)C(Z) 
(*)D(z)' 

where A(z), B(z)> C{z)> D(z) are the entire functions of Theorem 2.11 and <r(z) is an 
arbitrary function {including the case <r(z) = » ) , analytic in the half-plane y > 0 
and satisfying the condition $<r(z) g 0, 3z > 0. To each solution \p(t) of the mo-
ment problem there corresponds just one function <r(z) determined by (2.55). Con­
versely, to each function <r(z) satisfying the above conditions there corresponds 
substantially one solution ${t) of the moment problem given by the Stieltjes inver­
sion formula. For each fixed non-real value of z the function 

A{z) - <rC(z) 

»*> £*®,-'<*«-S^Hg 

(2.56) 
B(z) - <TD{Z) 

describes the circumference of the circle C(z) when the real parameter a describes 
[— oo, oo]. The value of I(z; \p) is always either on the boundary or in the interior 
of C(z). To each point fo of the circumference of a circle C(z0) there corresponds a 
substantially unique solution of the moment problem \p(t) such that I(z0 ; \p) = ft . 
It is given by the formula (2.55), with <r(z) replaced by the constant <r0 determined from 

_ A(zp) — croC(zo) 
f i B(z0) - <ToD(z0)' 

The set of solutions which so correspond to all points of the circumference of C(z0) 
does not depend on z0 . To each point ft interior to the circle C(ZQ) there correspond 
continuously many solutions \p(t) such that I{z\ \p) = ft. 

Assume that ^(0 is a solution of the moment problem (2.1). Then f{z) = 
I(z; $) is a solution of problem (Nn) for all values of n, and hence is represented by 

to QQ̂  tt9\ - JViOO - [/M-I(S) - a«+i]Pn(g) 
0M) JW - Q^(z) _ [ A + i W _ an+i]-Qn(2) > 

where/»+i(z) is analytic in y > 0, 3/n+i(z) ^ 0 and, in addition, /„+l(z) = o(z), 
as z —» » in any sector (2.5). On introducing the function an+i(z) determined 
from 

/ M - ~ - Pn^l(O) - Q*+l(0)*u+l(z) 
/ H l W n+1 " Pn(0) - Q«(0)^(Z) ' 

we can write (2.38) in the form 

f(r\ = ^n-hl(g) ~ <Tn+l(z)Cn+i(z) 
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On allowing here n —• <x>, <xn+i(z) —+ a(z)} where <J{Z) has the properties stated 
in the theorem, and 

A(z) - >(*)C(r) 
A ' £(z) - cr(z)Z>(z) " 

Conversely, take any function f(z) of this form, where a(z) is analytic in y > 0, 
3<r(z) g 0. For each n put 

, M _ P.+i(0) - Qn+.(0)g(z) 
/ B + l ( ; " ^ ~ Pn(0) - Q„(0)a(z) 

and consider the function 

/<">M == fi-+i(z) ~ [/M-I(Z) ~ «n+i]P.(z) 
J W Qa+l(z) - [/B+1(z) - an+1]Qn(z)' 

which can be written also as 

, < » ) , v = Pn(z) - [/.(z) - a»]Pn-l(g) 
1 W Qn(2)-[/.W - a n l Q ^ W 

where 
0. /„(*) = aw + 2 - fn+i(z) ' 

In view of the relation (2.6), it is seen that the transformation 

t _ Pn+l(0) ~ Q^l(0)w 
> Pn(0) - Qn(0)u; 

maps the axis of reals of the ty-plane onto the axis of reals in the {"-plane, and the 
half-planes $w ^ 0 onto the half-planes 3f ^ 0 respectively. Hence, the func­
tion fn+\(z) is analytic in y > 0 and 3/n+i(z) g 0. The same holds for fn(z) 
and, in addition, fn(z) = 0(2), as z —» QO in the sector (2.5). It follows that 
/ (n )(z) is a solution of problem (Nn) for n = 2, 3, • • • . But fin)(z) -* / (*) , 
as n —• GO, and a repetition of the argument used on pp. 49-50 shows that 
f(z) = I{z\ \(/), where ^(/) is a solution of our moment problem. The statements 
of the theorem concerning the relationship of a(z) and $(t) are clear from the 
previous discussion. The circle described by (2.56) is the limiting position of 
the circle 

An+i(z) - (rCr+ijz) 
Bn+xiz) - *Dn£(z)' 

which coincides with the circle 

Pn+ijz) ~ TPn(z) 
Qn+l(*) - rQn(z)' 

that is, with the circle Cn+i(z) which, as we know, tends to C(z), a s n - 4 » , 
The statements concerning the case where f 0 is on the boundary of the circle 

a real, 

r real, 
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C(zo) need no further discussion, while the final statement of Theorem 2.12 is 
implied by the fact that there exist continuously many distinct functions <r(z) 
which satisfy the above requirements and assume a given value at a given point. 

17. Some properties of the solutions yp(t) of the moment problem (2.1) are 
readily derived either directly or by analyzing formula (2.55). We mention here 
two properties referring for the proofs and also for some other properties to 
Stone [1]. 

1. Let A be the closed set on the axis of reals consisting of points in every 
neighborhood of which lie roots of infinitely many ortho-normal polynomials 
a>«(z). Then for any solution yp(t) of the moment problem (2.1) 

inf ©WO ̂  inf A < sup A g sup ©(^), 

while, in case the moment problem is determined, 

©GW ^ A. 
2. Let the moment problem (2.1) be indeterminate. The function <r(z) of 

(2.55) can be written, by Lemma 2.1, as 

e{z)=Az + c+ ri-±±?da(t), 
J—90 Z —' t 

where a(t) is a bounded increasing function, A and c are real constants, and 
A ^ 0. With this representation the derived set of ©(^) coincides with the 
derived set of ©(a). Hence, in the indeterminate case we can find solutions of 
the moment problem with spectrum, the derived set of which coincides with an 
arbitrarily given closed set. 

The following criteria are due to Carleman [2]. 
1. The moment problem (2.1) is determined if the series 

£ f& diverges. 
n-0 

This follows from the inequality 

fcli £ to""1 {I «•(*) I* + I «*+t« D, 2 - x + iy, y > 0, 

which itself follows from (2.41). 
2. If the continued fraction 

Po | _ ft | _ ft 1 _ . #. 
| Z — ct\ | Z — c*2 I Z — a s 

converges completely (that is, the corresponding moment problem is deter­
mined), then the following two continued fractions also converge completely: 

6 I _ A I A I _ 
| f - («i + «D | « - ( « , + ai) | f - («, + «{) 
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provided/3v > 0 and the sequences {a'¥\, {/3j/2 — /3̂ I/2J are bounded, and 

ftp 1 ftl 1 _ ft2 1 _ 
| Z — 7i ati | z — 72 <*2 | 2 — 73 «3 

provided there exist two positive constants I, L such that 

I £ 7, £ L, v = 1, 2, • • • . 

18. Assume that the moment problem (2.1) is indeterminate. Then Theorem 
2.12 introduces a remarkable family of meromorphic functions (2.56) depending 
oh the real parameter a. In view of the relation (2.49), the functions correspond­
ing to different values of a are distinct. Thus, to each value of a (including 
<r = dr x) there corresponds a substantially uniquely determined solution of the 
moment problem (2.1) which we denote by ^9(t). These functions \f/0(t) are 
called extremal solutions [Nevanlinna, 1] of the moment problem (2.1), in view 
of a certain extremal property which is stated in 

THEOREM 2.13. Let the moment problem (2.1) be indeterminate. Consider the 
family of meromorphic functions (2.56) and the corresponding solutions \\p<,(t)\, 
so that for each real value of a, including a = db » , 

A(z) - aC(z) _ 1( . _ , . 
B ( s ) - , D ( 2 ) - / ( 2 ' * ' ) = 7 ' ( 2 )-

TTien ^,(0 is a step function; its spectrum coincides with the set of zeros of the 
denominator B(z) — <rD(z), and the mass concentrated at each point xy(o-) of the 
spectrum precisely equals p(x,(o-)), and hence is larger than the mass concentrated 
at this point by any other solution of the moment problem (2.1). 

The numerator and the denominator of the meromorphic function Ig{z) have each 
infinitely many zeros which are all real and simple, and mutually separated] further­
more, the smallest (largest) root of the denominator, in case such exists, is smaller 
(larger) than the smallest (largest) root of the numerator. The roots of two denomi­
nators corresponding to two distinct values of a are also mutually separated. For 
any given real value x0 there always exists a (unique) real value cr0 (which may be 
infinite) such that the corresponding function \f/0(t) has xQ in its spectrum with 
concentrated mass p(x<j). The poles of I9(z), or, which is the same, the points of the 
spectrum of \l/0(t), are monotonic (analytic) functions of a. If 

••• x _ 2 ( - « ) , X-i(-°o) , x o ( - o o ) = 0 , Xi(-*>), 

are the roots of the function D(z), then, as a ranges over (— » , x ) the root Xj(a) 
of B(z) — <rD(z) continuously increases from x;(— x ) to Xy+i(— « ) . 

For a proof we refer to Stone, [1]. Using Corollaries 2.3 and 2.4, the proof 
of Stone can be readily completed to yield the statements concerning the mass 
concentration at XJ(<T) and x0 . 

Theorem 2.13 shows that in the indeterminate case the moment problem (2.1) 
has always discontinuous extremal solutions, which form a family of solutions 
depending on a real parameter <r. By multiplying the extremal solution by a 
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suitable factor depending on a and integrating with respect to a it is always 
possible to find infinitely many continuous, and even absolutely continuous, 
solutions of the moment problem [Hamburger, 3], 

19. A remarkable property of extremal solutions of the moment problem (2.1) 
was discovered by M. Riesz, [4], The present section will discuss this property. 
Let («n(z)} be the sequence of ortho-normal polynomials determined by the 
sequence of moments {̂ n}. Let \p(t) be any solution of the moment problem 
(2.1). We consider the class of complex-valued functions/(J) of the real variable 
t which are measurable with respect to $(t) and for which 

(2.57) £ | / ( 0 | 2 # ( 0 < • . 

Denote this class of functions by L\ and the value of the integral (2.57) by 
|| / 1 | I. Every function / € L\ generates the sequence of its Fourier coefficients 
relative to {«„(*)}, 

/ . - [j(tW(f)dMt)> n - 0 , 1 , 2 , - - , 

and the corresponding formal Fourier series 

the (n + l)-th partial sum of which will be denoted by 

r-0 

It is well known (Bessel's inequality) that 

and that for any polynomial Pn , of degree ^n, 

i i / - «.n; = I I / - p.u\ + UP. - «.n*. 
so that 

11/- «.H* - f l / l ' # - t I/-f - min | | / - Pn\\\ . 
J-oo r-0 Pm 

The problem now is to find conditions on \j/ under which this minimum tends to 0, 
as n —» » , for every function/ e L\ , or, in other words, to find conditions under 
which the Parseval formula 

£l/,|'= f l/(»lJ#(0 
holds for all functions/ € L\ . The solution of this problem is given by 
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THEOREM 2.14. A necessary and sufficient condition that the Parseval formula 
hold for every function f t L\ is that either the moment problem (2.1) be determined, 
or, if it is indeterminate, that \fr(t) be an extremal solution. 

We first show that the class L\ can be replaced by the much more restricted 

subclass of functions of the type , where *o is any non-real number. This 
t —- ZQ 

will follow from 

LEMMA 2.14. The linear manifold SD? ( —— ] determined by the functions — — 

is dense in L\ . 

Assume that Lemma 2.14 is proved. It is trivial that the validity of the 

Parseval formula for all functions of L\ implies its validity for all functions t — zo 
Now assume that the Parseval formula holds for all functions , with z0 

t — ZQ 

non-real, and prove that it holds then for the whole class L\ . First, it is clear 

that if the Parseval formula holds for any function , it will also hold for 
t — ZQ 

every element of the manifold 3W ( ). If now 9D? ( J is dense in L\ . 
V ~ *o/ V - *o/ 

given € > 0, we can find a g<(t) < Wl—— J such that 

l l / -0 . IU<g . 

Furthermore, 

11/ - «„(/) II* ^ 11/ - g. |U + II g. - «.(ff.) II* + II «.(*> - *»(/) II* • 

Here the first term on the right is less than - , and the same is true of the third 
«J 

term, in view of 

\\sn(g.) - sn(f)\\\ = \\sn(g. - f)\\\ * | | j . - /|f;. 

The second term on the right can be made less than - , if n is taken sufficiently 
o 

large, since we have assumed that the Parseval formula holds for g< 12)? ( ). 
\t — Zo/ 

Thus 
| | / - * n ( / ) | | , < « , 

for n sufficiently large, which establishes the Parseval formula for the general 
element/ tL\ . 

We now pass on to the proof of Lemma 2.14. A general element of L\ can 
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be approximated arbitrarily closely in L\ by a function vanishing outside a finite 
interval and being continuous together with its first derivative. Hence, it 
suffices to consider only such elements of L\ . Let g{t) be such an element. 
Consider the two functions 

<7i(0 = i/(0 + g(-t), 92(0 = ?-7^-l9(t) - ff(-0J. 

They are both continuous, vanish outside a finite interval, and depend only on 
t2. It is easy to show that functions of this type can be approximated uniformly 

in (— oo, oo) by linear combinations of fractions , 6 ^ 0 and real. This 

leads to a uniform approximation of g(t) by a linear combination of fractions 

P + 62 26? \t - ib t + ib) 
and 

r- + b2 2\t - ib t + ib)' 
which are of the desired type. 

Now let g(t2) be a function which is continuous and vanishes outside a finite 
interval ( — a*, a*). On setting f = x we obtain a function g{x) which is defined 
for x ^ 0, is continuous, and vanishes for x > a. Since (0, oo) is transformed 

into (0, a) bv the transformation u = —;— , functions of the above type can be 

approximated uniformly in (0, <») by polynomials in——— . Since, however, 
x -| a 

.———~k can be approximated uniformly by 

1 /\f[(x + «)] = E - £ - , en * a, , m > 0, 

every polynomial in can be uniformly approximated by a linear combina-
x ~t~ a 

tion of fractions of the type - ~ — , which, for a function of the type g(t2) above, 
X "T" 0>{ 

gives a uniform approximation by fractions of the type 2 , , 2, 6 5̂  0 and real. 
This proves our assertion and also completes the proof of Lemma 2.14. 

20. We have proved that a necessary and sufficient condition that the Parseval 
formula hold for any function / e L\ is that it holds for any function of the type 
1/U ~ Zo), zo non-real. 

Now let z0 be any fixed non-real number, and let 

*»(0 •(s4-J-
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We wish to find necessary and sufficient conditions in order that 

J-« 11 — ZQ J 

tends to 0, as n —• oe. Observe that 

P: (*) - min/" I - J — - p.(011 d* (I), 

where the minimum is taken over all polynomials pn(t), of degree £n. Inas­
much as 

P«(t) - 1 - (* - «o)p.(0 
can be considered as an arbitrary polynomial of degree ^ n + 1 which assumes 
the value 1 at t = Zo, the minimum problem which determines ptfeo) coincides 
with that treated on pp. 39-41, where n is replaced by (n + 1) and the distribution 

dp(t) * 
d${t) is replaced by n ji • Thus we may say that p»C?o) —> P*(«O), as n —> *>, 

and that the condition p*(zo) = 0 is necessary and sufficient that the moment 

problem with the distribution r: r2 be determined. Thus, a necessary and 
\t — 2o| 

sufficient condition that the Parseval formula hold for every function / 1 L\ is 
that the moment problem with a distribution of masses given by rr rt 
be determined for every fixed non-real z*. 

This condition, in turn, is equivalent to the following one: an increasing 
bounded function ^'(0 satisfying the conditions 
ram r <"#«) _ r cdnt) n - 0, 1, 2, 

must be substantially equal to \p{t). Conditions (2.58), however, are equiva­
lent to 

(2.59) £ f # ( 0 - £ <" <**'(<), n - 0, 1, 2, ••• , 
with the additional condition 

(2.60) rmi^rdj^ 
JLoo Zo — t i - o 2o — * 

Indeed, if we write (2.60) in the form 

and observe that 

,» _ (ft - 0(«b - W 
| * , - t | * ' 
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it is immediately seen that (2.58) implies (2.59) and (2.60). Conversely, let 
(2.59) and (2.60) be satisfied. Let zo = x0 + iyo, yo 9* 0. By separating real 
and imaginary parts in (2.60), we easily prove (2.58) for n = 0, 1. To prove 
the conditions (2.58) for n = 2, 3, • • • , it is sufficient to observe that 

| zo - t\2 = (x0 - tf + yl 

is a polynomial of the second degree in t> so that 

tn = | zo ~ t\2Pn-2(t) + Ant + Bn, 

where Pn^(t) is a polynomial of degree (n — 2) and A„ and Bn are constants. 
Thus, our necessary and sufficient conditions are equivalent to the statement 

that, given an arbitrary non-real to, whenever we have a solution \p'(t) of the 
moment problem (2.1) which satisfies, in addition, condition (2.60), then \p'(t) 
is substantially equal to f(t). This means, however, that either problem (2.1) 
is determined, or, in case it is not, Ifa ; \p) lies on the boundary of the circle 
C(zo) (there is clearly no loss of generality in assuming that 3to> > 0), which 
implies that $(t) is an extremal solution. The proof of Theorem 2.14 is now 
complete. 

Suppose that the moment-problem (2.1) is indeterminate, that ifr(t) is a solu­
tion of (2.1) and that fit) is any fixed element of the class L\ . If {/n} are the 
Fourier coefficients of f{t) relative to the ortho-normal set [o)n(z)\f the series 

oo 

21 l/n |2 converges, and in view of Corollary 2.7 and Theorem 2.11, it is clear 
n-0 

oo 

that the series ^ f*<**(?) converges in L\ on the axis of reals, and also uniformly 
n-0 

in every bounded domain of the complex z-plane to an entire function /*(*), 
which admits of an estimate 

/•(*) = ca(r)r, | * | - r , a(r)=o(l), as r-^co. 
The function f*(z) will have the same Fourier coefficients a&f(z), and it is easily 
seen that 

f i/(o i!#«) = ± i/n|j + /" i/ - r i'<wo. 
*-oo n—0 *~«o 

It follows that a necessary and sufficient condition that the Parseval formula hold 
for a given function f(t) is that f(t) be equal to the sum of its Fourier series,f*(t), 
except perhaps at a set of points of ̂ -measure 0. 

It should also be observed that functions of the type f*(t), or, which is the 
OO 00 

same, the sums of series 2 anun(t)f where 2 I a» |2 < °°> a r e such that the 
0 n-0 

value of / f*(t) d$(t) does not depend on the choice of the solution M)of (2.1). 
J - 00 

In Chapter IV we shall sec other examples of functions possessing this property. 
A complete determination of the class of functions which have this property is 
still an unsolved problem. 
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In discussing the validity of the Parseval formula in the Stieltjes case we may 
use arguments analogous to and even simpler than those used in the Hamburger 
case, with the conclusion that a necessary and sufficient condition that the Parseval 

formula holds in the Stieltjes case is that the distribution ———r-2 correspond to a 

determinate Hamburger moment problem for any x < 0. 
Thus, in the Stieltjes case, the Parseval formula holds or does not hold ac­

cording as 

lim min f (P^i(t))2 j^K-2 = 0 or > 0, 
n PH JQ (t — X)2 

where the minimum is taken over all polynomials Pn+i(0, of degree ^ n + 1, 
which assume the value 1 at t = x, for all negative x. 

On observing that, for such x and 0 g t < » } (t — x)2 is greater than each of 
the quantities ( —x)2, t(—x)t t2, (—x)(t — x) it is obvious that, in the Stieltjes 
case, the Parseval formula holds whenever one of the following distributions 

,,„N #c) dKO # « 
4K0, — . — , —x 

corresponds to a determined Hamburger moment problem. 
21. We have already established necessary and sufficient conditions that the 

moment problem (2.1) be determined or indeterminate. Various other criteria 
were established by Hamburger, [3] and proved in a simpler way by Nevanlinna 
[1] and M. Riesz [1, 2, 3]. Here our exposition follows in general the line of 
argument of M. Riesz. We shall need a few more properties of quasi-orthogonal 
polynomials. 

As was stated in Lemma 2.7, all quasi-orthogonal polynomials of order (n + 1) 
which have a common root x0 differ only by a constant factor. A quasi-ortho­
gonal polynomial of order (n + 1) which has a given root xQ can be immediately 
given by 

q(z) = — \zlxlm • • • /i4+„_i |0n+ . 

This is readily proved by verifying the condition q(x0) = 0 and the conditions of 
quasi-orthogonality 

n'qb) = 0 , i = 0, 1, ••• ,n - 1. 

In particular, a quasi-orthogonal polynomial of order (n + \) which vanishes 
at the origin is, up to a constant factor, given by 

(2.61) q(z) = i - | z W * + i ' ' * /*.•+-! Iin+1. 

Hence, the polynomial Dn+\(z) in (2.46) can differ only by a constant factor 
from the above expression. We prove that 

Dn+l(z) - — | Zl M,Mi+l ' • ' Mi-rn-l |l 
n-f-1 
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It suffices to verify that the values of the corresponding numerators at a single 
point coincide. Now, formulas (2.45) show that the numerator corresponding 
to A»+i(*) is Cn+i(z) and that (see (2.46)) 

C.+i(0) = 1. 

The numerator corresponding to the polynomial (2.61) is obtained if we replace 
in (2.61) z% by the polynomial 

Z - M 
= z MO + z MI + + ZyLi-i + jit_i • 

This shows that if p(z) is the numerator corresponding to q(z), then p(0) — 1 = 
C,+i(0). Thus, Dn+l(z) m q(z). 

The polynomial Bn+i(z) of (2.45) assumes the value ( —1) at z = 0. Hence, 
the general quasi-orthogonal polynomial q(z) of order (n + 1) which assumes the 
value (—1) at z = 0 can be represented by Bn+i(z) + M-IA»+I(Z) , where M-I 
is an arbitrary parameter. To determine the value of M-I it is sufficient to pre­
scribe the value of the numerator p(z) corresponding to q(z) at a given point, 
for instance, at the origin. By (2.45), 

p(z) = An + l (z) + /x_xCn+l(z), p(0) = M-i. 

On the other hand, the polynomial 

An 
I « M»-l M< I" M*M*-l|o 

is clearly quasi-orthogonal of order (n + 1), assumes the value (— 1) at * = 0 
and depends on the parameter M-I . Moreover, by the above method, it is 
readily found that the numerator corresponding to this polynomial assumes 
precisely the value M-I at z — 0. This proves that 

Qn+lfc; M-l) s B*+i(z) + H-iDn+iiz) = - T- I *'M.'-1M» • • • Mi+n-1 | o + 1 J 

in particular, 

*»«« = - ± 

1 0 MO 

Z Mo Mi 
Ml 

M* 

M n - l 

M* 

Z M« Mfi+l M»+2 M2n 

Now, on setting 

Wn(z; M-X) - z'l(Bn^(z) + 1) + M-I ^ ^ - - [Qn+i(z; M-I) + 1], 
z z 

we see from (2.46), (2.45) that the Fourier coefficients of Wn(z; M-I) relative to 
the orthonormal set {«,(*)} are x»(0) + M-I^OO- Hence, 

6n - a.(M-i) - If KM; M-I) = E MO) + M-i«,(0)f. 
r-0 

The sequence {6n\ is clearly increasing. 
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Let x0 , Xi, • • • , xB be the roots of Qn+i(z'f /*-i) and let if/n(t; ^-1) be the cor­
responding distribution function of order n, so that the set {x0, Xi, • • • , xn] is 
the spectrum of \f/n(t; M-I)- Then 

Q„+i(z; ji-i) «L«> z — * y-o z — Xi' 

and since Qn+i(0; /i-i) = — li while P*+i(0; M-I) = M-i, we have 

(2.62) M-I - t "^ = f #"( ';M- l) 

On the other hand, on applying the quadrature formula (2.21) to the polynomial 

W*n(z; /i_i) which assumes the value -5 at the point xy, we get 

(2.63) bn - £ p ^ 
/-O Xy 

22. We are now prepared to prove the following three theorems. 

THEOREM 2.15. A necessary and sufficient condition that the moment problem 
(2.1) be determined is that at least one of the two sequences (l/p„(0) J and {$n(M-i) I, 

for some value of the parameter /*_i, should diverge to <*> 

THEOREM 2.16. A necessary and sufficient condition that the moment problem 
(2.1) be indeterminate is that, for two distinct values M-I , M-i of the parameter ^ , 
the sequences ($n(/*li)), [6n(n-i)) should converge. 

THEOREM 2.17. A necessary and sufficient condition that the moment problem 
(2.1) be determined is that at least one of the two series 

(2.64) E u.(0)\ £ x,(0)J 

r-0 r-0 

should diverge. 
To prove Theorem 2.15 we observe first that if l/pn(0) —• 00 or p„(0) —* 0, 

then the moment problem (2.1) is determined. Therefore we assume that 
l/p«(0) converges to a finite limit and prove that, if for some value of M-I 
5n(/u_i) also converges to a finite limit, or, which is the same, remains bounded, 
then the problem (2.1) is indeterminate. We know that if p(0) = lim pn(0) 5̂  0, 

n 
there exists a solution \b(t) of the moment problem (2.1) with the mass p(0) 
concentrated at t = 0. On the other hand, for a given c > 0, we have 

(2.65) *„(«) - i M - f ) g C* £ Pn(Xy)x72 g €*«, 

where 5 = lim 5„(M-I) < « . By the Helly Theorem, there exists a subsequence 

f^nt(0) which tends substantially to a solution $'{{) of the moment problem 
(2.1). If now (—€, c) is an interval of continuity of ^'(0 then we must have 

*'(c) - * ' ( - € ) g «25, 
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which shows that yp'(t) is continuous at t = 0, and hence distinct from ^(0. 
Thus, the moment-problem (2.1) is indeterminate. 

If, however, 5„(M-I) —• °°, then the moment problem (2.1) is determined since 
we know [15] that in the indeterminate case both series 

E «,(o)*, E x,(o)2 

converge, and therefore 
00 

8 = lim 5n(M-i) = Z Ixr(O) + fi-iw,(0)]2 < oo. 
n r-0 

To prove Theorem 2.16 we observe that if, for any value of /*_i, 5n(M-i) —* °°. 
then the problem (2.1) is determined, as we have just seen. Assume now that 
5»(M-I) —• 5(M-I) < °°i for two distinct values M-I = M-I I M-I • This clearly is 
equivalent to the assumption that both series (2.64) converge. Then the 
argument used in connection with (2.65) shows the existence of two solutions 
\f/'(t), ^"(0 of the moment problem (2.1), continuous at t = 0, which are limit 
functions of two subsequences extracted from \ypn{t, AC~I)}, {^n(tt M"I)} respec­
tively. It remains to show that \f/f(t) and ^"(/) are distinct. This will be done 
if we prove the possibility of passing to the limit in the relation (2.62), where 
n.x is equal to either of the two values M-I , M-I • Indeed, this will show that 

-LT^'-l. 
Let (—€, i) be a common interval of continuity of the functions ^'(0, ^"(0, 

arbitrarily small but fixed. It is obviously possible to pass to the limit under 

the sign of both integrals / , / , and it remains to investigate / . 

By Schwarz* inequality, we have 

£ d+^ <; [,„<., ,_,) - ,„(-«, ,„,)]» [ £ d J ^ L > J < < 5 (^), 
so that the contribution of the interval (—«,«) is uniformly 0(<), which justifies 
the passing to the limit in (2.62). This completes the proof of Theorem 2.16. 
The proof of Theorem 2.17 is also contained in the previous argument. 

Another criterion was initially proved by Hamburger [3],% and a simpler proof 
of it was given by M. Riesz, [1]. We consider, together with p„(0) and p(0) = 
lim pn(0), the quantities pi2)(0), p(,)(0) = lim p(

n
2)(0), which are determined by 

n n 
the sequence of moments (M* , Ms, • • •) in the same way as pn(0), p(0) are de­
termined by the sequence (MO , MI , M2, * • • )• Hamburger's criterion is expressed 
by the following theorem. 

THEOREM 2.18. A necessary and sufficient condition that the moment problem 
(2.1) be determined is that at least one of the quantities 

P(0) = lim Pn(0), p(2)(0) = lim p
(
n

2)(0) 
n n 

be equal to zero,, 
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Indeed, if p(0) = 0, we know that (2.1) is determined. If p(2)(0) = 0, then 
the moment-problem corresponding to the moments (/z2, ^ 3 , •••) must be 
determined, and therefore (2.1) must also be determined. This proves the 
necessity of our condition. The sufficiency follows from the important inequality 

(2.66) 1/P(0 S e 4 4 " , + "" , ( l / P (0 ) + <7/> (>)), 

where t is any real number and 

A _ /no - p(0)V > 0 

Indeed, this inequality shows that if p(0) > 0, p(2)(0) > 0, then p(0 > 0 and 
hence p(z) > 0 for all z, so that the problem (2.1) is indeterminate. We refer 
to M. Riesz [1] for an elegant proof of (2.06). M. Riesz [2] gave also a direct 
proof of the equivalence of conditions of Theorems 2.15 and 2.18. 

23. In Theorem 2.5 pft(zo) was defined as 

min Fn(n)Pn(n) 

for all polynomials P„(z), of degree g n, which assume the value 1 at 2 = zQ. 
On setting z0 = 0 and 

Pniz) = Jo + XXZ + - • • + Xnz\ 

we see that p«(0) is the minimum of the quadratic form 
n 

8n(Zo » Xl 1 * * ' 1 *n) = 22 Hi+iXiXj 
t . ; - 0 

on the plane x0 = 1. Hamburger [3] introduces the formal quadratic form in 
infinitely many variables 

oc 

5(x0 , x i , • • •) = X) m+iXiXj 
t . j - 0 

all of whose sections g„ = tfn(Jo, Xi, • • • , xn) are positive definite, in view of 
our basic condition 4„ > 0, n = 0, 1, • • • , and calls 3 (x0, • • •) improperly or 
properly definite, according as the minimum of its n-th section #n on .the plane 
jo = 1, as n —• sc, tends to zero or to a positive quantity. With this notation 
Theorem 2.18 can be restated in the following form: 

A necessary and sufficient condition that the moment problem (2.1) be determined 
is that at least one of the two quadratic forms 

•*> » 

2 ^ Mi+; -Ti J; , 2-r MI+J+2 ** * ; 
» . ; - 0 i , j - 0 

be improperly definite. 
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The conditions of Theorems 2.15, 2.16, 2.18 can also be expressed in terms of 
certain determinants. We start with the quantity 5„(M-I) and observe that 

T7.(*;A*-,) • Wn(z) = - I 
An 

0 
1 
z 

zn 

M-i 
Mo 
Mi 

Mn 

Mo 
Ml 
M2 

Mn+l 

Mi 
M2 
M3 

Mn+2 • 

• • Mn-1 

Mn 
" * Mn+1 

M2n 

so that 

We also have 

where 

TT.GO = M-i • 

TT,(«) = zV„_,(2) + W„(0), 

V_,(«) - - -

0 
0 
1 
z 

M-l 
Mo 
Mi 
M2 

Mo 
Ml 
M2 
M3 

' ' M«-l 

t*n 
' M»+i 

Mn+2 

Mn+i M2n 

- Vn-ifa) + fi-xWniffi = - i 

Thus 

Wl(z) = TT.W^F^W + 17,(0)] = [Q.+I(«) + 117,-1 (*) + Wn(z)Wn(0), 

and, since Q»+i(z) is a quasi-orthogonal polynomial, 

6n = W*M = 7._,0*) + WMWn(0) 

| 0 M/-i|n 

An iMy-i MifylM-o* 

To obtain a determinant expression for p»(zo), where Zo is any given real or 
complex number, we observe that, by definition, 

pn(zo) = min KiriPnfa), 

where the minimum is taken over all polynomials, of degree g n, which assume 
the value 1 at z = zo. Let Sn(z) be the minimizing polynomial. Then we 
can write 

Pn(z) = Sn(z) + \pn(z)t 

where pn(z) is an arbitrary polynomial, of degree ^ n, vanishing at z = z0, 
and X = re*a is a parameter. The minimum condition can now be written in 
the form 

Sn(M)5n(M) < [<Sn(M) + *Pn(n)][Snb) + Xpn(M)] 
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In order that this inequality be satisfied for an arbitrary X 5̂  0 it is clearly 
necessary and sufficient that 

SnMjnb) = 0, 
whenever pn(zo) = 0, or whenever pn(z0) = 0. 

Since pn(z) can be written as a linear combination of 
2 2 n n 

Z — ZQ , Z — ZQ , • • • Z — ZQ , 

the last condition is equivalent to the set of conditions 

M'SnGi) = z'QSn(»), j = 1,2, - . . ,71, 
which, together with the condition Sn(zo) = 1, determine Sn(z) uniquely. We 
easily find that 

Sn(z) = 0 z' 
Zl Mi+j " / 

t . i -0 / 

0 zi 
z\ Mt+y k.y-o 

Since 

we finally have 
SnMSnM = Sn(Zo)SM = Sn(M), 

Pn(*o) = Sn(M)S„(/i) = - A „ / 

In particular, 

Pn(0) = 

In the same way we find 

Mo Ml Mn 

Mn Mn+l 

M2 

M2n 

0 
Iti 

M2 

t*n+l 

20 

M»+y 

n 

i.y-o 

' * ' Mn+l 

M2n 

Pn 

Pn M2n 

M4 Mn+2 

Mn+2 M2n 

Substituting this in Theorem 2.18 and taking the product p„(0)pn
22i(0), we ob­

tain finally 
THEOREM 2.19. A necessary and sufficient condition that the moment problem 

(2.1) be determined is that the monotonically decreasing ratio of two determinants 

Mo Pn 

M2n 

M4 

Mn+2 

Mn+2 

M2n 

t*nd to zerOy asn —* <*>. 

24, Without going into an exposition of the classical memoir of Stieltjes, [5], 
we shall mention here very briefly some distinctions between the theories of the 
Stieltjes and of the Hamburger moment problems. 
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We assume here that the Stieltjes moment problem corresponding to the 
sequence of moments {/**}, n = 0, 1, • • • , has a solution whose spectrum is not 
a finite set, so that not only 

An= | M . - + / I ? . / - O > 0 , n = 0 ,1 ,2 , . . . , 

but also 

A™ « | M.-+/+I ir./-o > 0, n = 0, 1, 2, • •. . 

Then using some well known facts from the theory of continued fractions [Per­
ron, 1] it is readily shown that the associated continued fraction 

Do | A I A I 
IZ — cri IZ — c*2 I z — as 

can be transformed into the corresponding continued fraction 

J j + J_! + _AJ + J j + . . . 

where 

(2.67) 

A8 2 

lt*+i = . " A > 0, n = 1, 2, • • • ; Zi = —. 

This continued fraction is such that the fractions - V r are its approximants of 

even order, while the fractions **1 , are approximants of odd order. A simple 
Vn+l{Z) 

way of proving this is to use the quasi-orthogonality properties of the polynomials 
wn(z) and Dn+l(z). 

Xn{z) _ X2n(2) 
—TIT = -r-T-r i n = 0, 1, 2, • • • , 
WnW W2n(«) 

Cn+l(z) __ X2n+l(z) 

Write 

D 

<o«(z) 

n+l(*) 

SB 

= 

W2n(2), 

W2n+l(z), 
#n+ l ( z ) Wjn+iCe)' 

n = 0 ,1 ,2 , 

Again, by using simple properties of continued fractions, Stieltjes proves* that 

for a negative z the sequence < *" x> is decreasing, the sequence s *n , . > is 
l«2n(z)J |w2n+lOOJ 

* We do not reproduce Stieltjes* proof here since we shall give another proof, based on a 
different principle, in Chapter IV. It should be observed that Stieltjes considers expres-

sions of the type / , so that his functions are related to those discussed here by the 
Jo z "J" * 

general transformation formula — /(—z). 
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increasing, and each term of the second sequence is less than each term of the 
first. From this and from the fact that each of these sequences is uniformly 
bounded in every domain of the complex plane which is at a positive distance 
from the segment [0, « ) , by an application of the Stieltjes-Vitali theorem, it is 
easy to show that each of the above two sequences converges separately on the 
whole plane cut along the segment [0, °o) On the other hand, let \p{t) be any 
solution of the Stieltjes moment problem. We have two identities [Perron, 1]: 

uUzf rjm _ Jtn{z) r»Uz)-»Ut)m) 
Jo z — t Jo z — t 

- f\ut)wLlz) ~ TM) dm = rzMdm. 
Jo z —- t Jo z — t 

W2IH-1W / 7 ~ W2n+l(Z) / ; df(t) 
Jo z — t Jo z — t 

0?2n + l ( z ) _ <*>2ii-n(0 

- z [ «Ui(«) —1 —±— #(0 
Jo z — t 

= z r "wit? dw) m 
Jo t z — t' 

Let z = z0 be any negative number. Then, using the quasi-orthogonal proper­
ties of the polynomials a>2n(z), w2n+i(z) and the integral representation of the 
corresponding numerators we immediately conclude that [Perron, 1] 

JO Zo — t W2n(Zo) W2n(Zo) *° Z0 "" l 

X2n+l(Zo) _ C df(t) Zo fm U>2n+l(02 (fy(t) < Q f d*{t) ^ ^ zo r 
Jo ZQ - t uL+ifzo)2 Jo C02fH-l(Zo) h Zo — t 0>2n+l(Z(>) *** t ZQ — t 

Thus we see that the Stieltjes moment problem corresponding to the sequence 
of moments (/in), n = 0, 1, 2, • • - , is or is not determined according as the 

sequences < ' , ! >, < 2.n+lr\ r converge to the same limit or not, for all z which 

are not in the interval [0, « ) , or, which is the same, according as the correspond­
ing continued fraction converges or does not converge for these values of z. 
This continued fraction can be written [Perron, 1] as 

_ _J_J + _U + _J_i + _JJ + ... 
\-hz + | - f c *\-hz ^\-U ' 

and if z is negative, a well known [Perron, 1] necessary and sufficient condition 
CO 

for the convergence of such a fraction is simply that the series X^ | ?n f = °°. We 
n - l 

thus arrive at the following fundamental theorem of Stieltjes. 
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THEOREM 2.20. The Stieltjes moment problem corresponding to a given se­
quence of moments {/x„}, n = 0, 1,2, • • • , (for which it is assumed to have a solu-

00 

Hon) is determined or not according as the series Zl \U\ is divergent or convergent, 
n - l 

where the ln are given by (2.67). It is assumed here that An > 0, A(
n° > 0, n = 

0 , 1 , 2 , . . - . 
By an argument quite similar to that used in 9 Stieltjes proves that 

xL(x) 

(2.68) 
/ ( * ; * ) - W2n(x) 

X2n+l(x) 

, m i n / p . m . « « , 
pn Jo t — z 

0>2n+l\X) J Pn JQ t ~ X 

where x < 0 and the minimum is taken over all polynomials Pn(0, of degree ^ n, 
assuming the value 1 at t = x. 

As was pointed out above, in the Stieltjes case, if x < 0, both sequences 
x, '}, \ , n , {}, of the odd and even approximants of the corresponding 

continued fraction, converge. On the other hand, by (2.68), a necessary and 

sufficient condition that •'", x —* I(x;\(^) is that the distribution -2— correspond 
W2„(X) t - X 

to a determined Hamburger moment problem. This, combined with a sufficient 
condition for the validity of the Parseval formula in the Stieltjes case (p. 66) 
and with Theorem 2.14, shows that the distribution function corresponding to 
Wn(z) s o>2n(z) tendsy as n —> ^ y to an extremal solution of the moment problem 
(2.1). The same holds for the sequence of distribution functions corresponding 
to the quasi-orthogonal polynomial a>2»+i(z), as follows from Corollary 2.5, if we 
take there X = 0. As a consequence of this, if we denote by \f/(t) any one of these 
two solutions, the Parseval formula holds for every function f e L\ . 

26. The following resuU [Hamburger, 3] should be compared with the result 
on p. 70. 

A necessary and sufficient condition that the Stieltjes moment problem correspond­
ing to the sequence of moments {/*„}, n = 0, 1, 2, • • • , be determined is that at least 
one of the definite forms 

oo eo 

X Pi+jXiXj > X Pi+i+lXiXj 
i.j—0 t,j—0 

be improperly definite. 
Thus, in the case of the Stieltjes moment problem the simple convergence of 

the corresponding continued fraction plays the same role as the complete con­
vergence of the associated continued fraction in the case of the Hamburger 
moment problem. It may well happen that a given sequence of moments {nn}, 
n = 0, 1, 2, • • • , corresponds to a determined Stieltjes moment problem, and 
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to an indeterminate Hamburger moment problem.* We refer to Stieltjes, [5] 
for numerous examples of developments in continued fractions, and to Stieltjes, 
[5] and Hamburger [3] for the discussion of various cases of convergence of con­
tinued fractions which are not completely convergent, or which present various 
other interesting convergence phenomena. 

Another interesting distinction between the theories of the Stieltjes and the 
Hamburger moment problems is in the evaluation of the largest possible con­
centration of mass at a given point x0. We know that in the case of the Ham­
burger moment problem the largest mass which can be concentrated at a point 
XQ is p(x0). Stieltjes proves that if his moment problem is indeterminate, this 

estimate should be compared with the estimate - p{l)(x0)f where p(1)(xo) is deter-

mined by the sequence of moments {/*«), n = 1, 2, • • • , in the same way as 
p(xo) is determined by the sequence {/i,}, n » 0, 1, 2, - - • . In fact, Stieltjes 
proves that the estimate p(x0) holds when x0 is in one of the intervals [0, XiJ, 

1 , j v » 

(0i > X2), (ft » Xa), • • - , while the estimate - p o (x0) holds when x0 is in one of the 
XQ 

intervals (Xi, ft), (X2, ft), (X3, ft), • • • ; these estimates coincide when x0 = Xi, 
ft , X2, ft , • • • . Here 0 < ft < ft < • • • are the roots of the entire function 

qi(z) = lim Z>B+i(«), 
n 

while Xi < X2 < Xs < * • • are the roots of the entire function 

« ( . ) - l i m ^ . 
n Wn(0) 

* Such is the case of the continued fraction 

| - « + | 1 + | - « « * + | l / 2 + ! -«•« + | l / 3 + 

which was communicated orally to the authors by J. V. Uspensky. 



CHAPTER III 

VARIOUS MODIFICATIONS OF THE MOMENT PROBLEM. 

1. Part of this chapter is devoted to the exposition of some problems stated 
by Tchebycheff and solved later by A. Markoff. The first of these problems 
may be stated as follows: 

PROBLEM (M). Given (n + 1) constants ^o, Mi, • • • , AU , for which the reduced 
moment problem 

(3.1) l/d+it) -M„ , = 0, 1,V-.,n, 

admits of a solution $(t). Let x be a given point of the interval (— 1, 1), and f(t) 
a given function. Determine 

(3.2) inf / " / « ) d*(0, s u p f / ( 0 < m 
+ JLi + J-i 

when if/(t) ranges over all solutions of the reduced moment problem (3.1). 
We give here a brief exposition of a solution of this problem which is due to 

Poss6 [1] who somewhat simplified the original proof of Markoff [1]. In a later 
paper Markoff extends his results to the case of an infinite interval [15] (Cf. 
also Achyeser and Krein, [6]). It is clear that the case of a general finite inter­
val (a, b) can be reduced to that treated here by a simple linear transformation. 

We first derive necessary and sufficient conditions for the existence of solu­
tions of the moment problem (3.1), in a form different from that used 
in Chapter I. 

THEOREM 3.1. A necessary and sufficient condition that the moment problem 
(3.1) have a solution is that, in case n = 2m, both quadratic forms 

m m 

(3.3) ] £ m+jXiXj, 2 (M»+; - M.+7+2) Xi Xj 
»',/—0 t'ij—0 

be non-negative, while in case n = 2m — 1, both quadratic forms 
m m—\ 

(3.4) £ (m+j + Hi+j+i)XiXh £ ( W + J - ' W + J + I ) ^ ^ 
t,;—0 »,;«-0 

be non-negative. 
The proof is based on the fact [Polya-Szego 1, vol. II, p. 82] that a polynomial 

which is non-negative on the interval [—1, 1] admits of a representation 

( m \ 2 / m - l \ 2 

g*,r) +(i-< s)(gy.« ,j, 
77 

http://dx.doi.org/10.1090/surv/001/03
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if it is of degree 2m, and of a representation 
/ m - l \ 2 / m - 1 \ 2 

(l+0(^g^*vj + (1 - t)\jL,yt?) , 

if it is of degree 2ra — 1. Since this proof goes along the same (and even simpler) 
lines as in Chapter I, it may be omitted. 

2. The sequence (MO, • • • , Mn) is called positive (non-negative) if the fact that 
Pn{t) is a polynomial, of degree :§ n, which is not identically zero and is <£ 0 on 
[ -1 , 1], implies that fi(Pn) > 0(n(Pn) ^ 0). [Hausdorff, 1]. It is clear that in 
order that the sequence (MO , • • • , »n) be positive (non-negative) it is necessary 
and sufficient that the corresponding quadratic forms be also positive (non-nega­
tive). The condition of positiveness will be assumed in the following discussion 
unless explicitly stated to the contrary. Otherwiae the solution \f/(t) of (3.1) 
is uniquely determined and the case does not present any interest. 

Let ^(0 be any solution of the moment problem (3.1). We shall have to 
discuss the ortho-normal polynomials 

/~ \ <-*>A.\ < + I ) A.\ <-1'1>/'«\ 
W n W , 0>n ( z ) , Wn ( z ) , 0>n_i ( z ) , 

determined respectively by the continued-fraction expansions of the integrals 

rl dm r1 (i + o mt) [la -t)m) J*1 a-<*)#«) 
Liz-tJ JL z - t • l i z - 1 ' JLi z - t 

We denote the corresponding numerators, respectively, by 

x«(«), xi-"(z), xi+,,(*), xtV'fr). 
As we know, the polynomial o>n(z) is completely determined b}r the moments 
no, /ii, • • • , Mn-i . Observe, further, that the p-th moment of the distributions 
(1 + t) <ty(t), (1 - t) <ty(0, (1 - t2) drP(t) is, respectively, p, + »v+l, & - M,+i, 
n, — Mv+2. It readily follows that w?1^:) is completely determined by the 
moments MO, MI, • • • , M2n > and «n1i (z) by MO , MI , * * * » M2n-i. 

In the preceding chapter we have proved the reality and simplicity of roots of 
quasi-orthogonal polynomials. Here, using the same method as in the proof of 
Lemma 2.8, it can be proved, in addition, that the roots of orthogonal poly­
nomials are always in the interval (— 1, 1), the same being also true for quasi-
orthogonal polynomials with the possible exception of at most one root. Thus, 
the roots of «„(z), «n~x)(z)> o>L+1)(z), conlV^z) are all in (—1, 1). By analogous 
methods it can be shown that the roots of a>L"~1}(z) are separated by those of 
(z — l)wL+1)(z), the roots of a>L+1)(z) are separated by those of (z + l)<a(^l)(z), 
the roots of w„(z) are separated by those of \z — l)<a^il)(z) and that the roots 
of «i"+li,1)(z) are separated by those of «»(z). 

3. An important step in solving problem (AT) is the proof of the existence of 
certain special solutions of the moment problem (3.1) which are step-functions 
such that the spectrum of each contains the given point x. 
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LEMMA 3.1. Let x be a given point in ( — 1, 1) distinct from the roots of o)n(z), 
oi^iz), w!,+1>(z), 03{Zli\z). Consider the moment problem (3.1), and let q(z) de­
note one of the following four polynomials 

(i) 
(z + lvr'to, 
(x+i)wr"(x), 

(ii) (22 - 1) 
c -n <*) , 

(2 - l)col+i)(z) 

(x - l)o>J,+,'(x) 

ifn = 2m and sgn MJT1,(X) = sgn wj,+1>(x), 

03 (+1) 
(*) 

(Hi) (2 + 1) 

(iv) (z - 1) 

ifn = 2m and sgn « i "(x) = —sgn «J,+l)(x) 

W m (2) , (2 - l ) « ^ ' , l l > ( 2 ) 

«, (z ) , (x - l)coi-'i"(x) 

if n = 2m — 1 and sgn «m(x) = sgn u^il)(x)' 

»„iz), (2 + i)«£!;"(*) 

Um(x), (x + lJwilV'Ce) 

i/ra = 2m — 1 and sgn «m(x) = —sgn uilV^x) -

Lc< p(«) 6e <Ae numerator corresponding to q{z), (x,) <Ae sequence of roots ofq{z), and 

TVie sequence (x;) always includes x, and may include also one or both 
end-points =h 1. 

We always have H, > 0. The step-function whose spectrum coincides with 
\XJ] and which has the mass if, at x, is a solution of the moment problem (3.1). 
Finallyy if \p(t) is any solution of (3.1), the approximate qwadrature formula 

(3.5) 
J-l i 

holds for an arbitrary polynomial Fn{t), of degree g n. 

We sketch a proof of Lemma 3.1 only in the case (i); other cases can be treated 
by similar methods, and we refer for proofs to Poss6 [1]. By Lemma 2.7, we 
can always find a quasi-orthogonal polynomial q(z)y of degree (m + 1), which 

7)(x} T)(x '} 
has a mass ~-^ = pm(x) = H concentrated at x, and masses ^)-~ = pm(xj) = H* 

q(x) viz*) 
concentrated at other roots xi, • • • , xm of q(z)} and such that formula (3.5) 
holds for any polynomial P2m(z) of degree g 2m. It remains to investigate 
under what conditions all the roots xi, • • • , xm will be in [ — 1, 1]. From the 
preceding we know only that all these roots, except possibly one, satisfy this 



80 THE PROBLEM OF MOMENTS 

condition. Now, since the polynomials (z + 1)«1-1)(2), (z — l)«JL+1)(z) are quasi-
orthogonal polynomials of degree (m + 1), we may write, by Lemma 2.6, 

(* + l)u>(-l)(z), (z - l)wl+1)(z) 

(x + l)«£-u(x), (x - l)«J.+1)(x) 
(3.6) q(z) = 

and a necessary and sufficient condition that all roots of q{z) should be in (— 1, 1) 
is, clearly, 

(3.7) sgn(- l ) m + 1 g(- l ) - sgn j(l). 

In view of the obvious inequalities 

(x - 1)^(1) < 0, (-l)m+1(* + l)«L+l)(-l) < 0, 

formula (3.6) shows that condition (3.7) is equivalent to the condition 

sgn ^ ( x ) - sgn ci+1)(x), 
which is precisely our condition in the case (i). 

We also need the following lemma due to A. Markoff [1] (See also PossS [1]). 
LEMMA 3.2. Let f(t) be continuous in [a, 6], together with its (m + 1) first 

derivatives and let 
fit) > 0,f(k)(t) £ 0, k = 1, 2, • • • , (m + 1), in [a, b]. Let Pm(0 be a poly­

nomial, of degree g m, and c a given point in (a, b). Let mx be the number of 
roots in (a, c) of the equation f(t) = Pm(0 and m* the number of roots in (c, b) of the 
equation Pm(t) = 0. Then m\ + mi g m + 1. Here multiple roots are counted 
according to their multiplicity. 

This Lemma is readily proved by a repeated application of Rolle's theorem. 

4. We are now in a position to give a solution of problem (M), at least when 
the given function /(£) is subjected to certain restrictions. 

THEOREM 3.2. Letf(t) be a given function continuous on [—1, 1] together with 
its first ( n + 1) derivatives, and let 

(3.8) f(t) > 0, f(k)(t) £ 0, k = 1, 2, • • • , (n + 1), in [-1, 1]. 

Let ̂ (0 be any solution of the moment problem (3.1). Then 

(3.9) E #,/(*/) * / " / « # ^ L HJfo). 

Again we shall give a proof only in the case (i) of Lemma 3.1 and refer to Poss6 
[1] for analogous proofs in the remaining cases (ii, iii, iv). Assume that condi­
tions of the case (i) are satisfied and that/(0 is a given function continuous to­
gether with the derivatives fik){t), k = 1, 2, • • • , 2m -f 1, in [—1, 1], and such 
that 

/ ( 0 > 0 , / ( W ( 0 £ 0 , k = 1,2, . . . , (2m + 1), in [-1,1]. 
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Denote by 

Xi < X2 < ••' < Xk < X < Xfc+i < • • • < Xm , — 1 < Xi < Xm < 1 

all roots of the equation q(z) = 0. The cases where x < xx or x > xm are treated 
in a similar manner. 

Construct two polynomials $1(2), ^(z)t each of degree ^ 2m, such that 

*i(0 5 / ( 0 5 * 2 ( 0 i n ( - l , x ] , 

*i(0 5 0 in [x, 1], ft(l) ^ 0 in [x, 1], 

and 

*i(0 = /(0t for * = x i , x2 , • • • , xk , 

*2(0 = /(0> for < = x i , X2, • • • , x* , x, 

*i(0 = $2(0 = 0, for t = x*+i, • • • , xm . 

Assuming, for the moment, the possibility of this construction, we have 

j[ *i(0# ^ / / (0# 5 j[ **(0#» 
from which, by (3.5), (3.9) follows, so that Theorem 3.2 is proved. 

Now let 

*,<x {* - Xy)^ (Xyj «,^x {Z — Xy)tf (Xy) 

* * « = *{ol\z) + jWPiiiiWp * * « = *J2)(*) + j«P2i i (« ) , 

where P£li(z), P%li(z) are polynomials, of degree ^ (m — 1), determined, 
respectively, by the conditions 

(<t\(Xy) = / ( X y ) , Xy < X, 
i = 1,2. 

l*i(Xy) = 0, Xy > X, 
Consider, to be definite, the polynomial $2(2). The equation f(z) = $2(2) has 
roots Xi, x2 , • • • , Xk, of multiplicity ^ 2, and the root x of multiplicity ^ 1, 
while the equation $2(2) — 0 has roots xk+i, • • • , xm , of multiplicity ^ 2. Since 
2k + 1 + 2 (m — A:) = 2m + 1, we see, by Lemma 3.2, that x{, • • • , xk are 
double roots of the equation/(z) = $2(z) in (0, x), x*4i, • • • , xm are double roots 
of the equation <t>2(z) = 0 in (x, 1), x is a simple root of the equation/(z) = $2(2), 
and that the equations in question have no more roots in the corresponding in­
tervals. Now <f>2(x*+i) - f(xk+i) = —/(x*+i) < 0, so that <J>2(0 - f(t) < 0 in 
(x, x*+1). Since 2 = x is a simple root and xx, • • • , x* are double roots of the 
equation ^(2) — f(z) = 0, we see that ^ ( 0 — f(t) ^ 0 in the whole interval 
[— 1, x]. On the other hand, <£2(2) > 0 in (x, x*+i), and since xk+\, • • • , xm are 
double roots of the equation $2(2) = 0, it follows that <b2(z) ^ 0 in the whole 
interval [x, 1]. Thus, the polynomial <J>2(2) has all desired properties, and the 
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same can be proved in a similar manner for the polynomial $1(2). This completes 
the proof of Theorem 3.2. 

Analogous results hold in the case where x is a root of one of the polynomials 
«-(«), o,(-1}(2), o/+1)(*), cu^i0(«) or x - db 1 [PossS, 1]. 

By specifying the function/(0 and the point x in the above discussion, we may 
obtain various inequalities useful in applications to probability and statistics. 
An interesting case i s / ( 0 = /n+1, x = 1, which yields bounds for the moment 
fin+1 of a distribution function in terms of the preassigned moments MO , Mi, • • • , 
Mn . These bounds are best derived by means of Theorem 3.2. Thus, for in­
stance, in case (a, b) = ( — 1, 1), 

M2(MO — M2) — MI (MI ~ M2) ^ ^, M*(M2 — MO) + Mi 0*i + M2). 
& Ms ^ - r , 

Mo — Mi f^o + Ml 
Recently, A. Wald [1] has generalized the problem concerning bounds for the 
moments and also Tchebycheff inequalities. (Cf. also M. Fr6chet, [1]). 

5. Another class of problems in which Markoff was much interested deals 
with conditions for the existence of an absolutely continuous distribution 
dyp{t) = ip{t)dt of a moment problem (for a finite or infinite interval, and also for 
the trigonometric moment problem), where <p(t), in addition to integrability, is 
subject to various additional restrictions [Markoff, 10, 11, 13, 14]. The results 
of Markoff have been modernized and extended in several papers by Achyeser 
and Krein [2, 4] and also in their recent book [6] to which we have already re­
ferred (see also papers by Verblunsky [2, 3, 4, 5], which apparently were written 
without the knowledge of the previous work of Markoff and of Achyeser and 
Krein). We give here a brief exposition of one typical problem following the 
treatment by Achyeser and Krein, and referring for a systematic treatment of 
the whole subject to their book [6]. 

THEOREM 3.3. A necessary and sufficient condition that the reduced moment 
problem 

(3.10) Mr = f *V(0 dt, v = 0, 1, • • • , 2n, MO > 0, 

admit of an inteqrable solution (p(t) satisfying almost everywhere the condition 

(3.11) 0 g v(t) < L 

is that the sequence of moments 

Mo(£), ' • • , M2n(L) 

defined by the expansion 

<3..2> „ [» (a+ . . . + ^, ) ] - i + !ffi+-+^+-
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be positive over (— 1, 1), or, which is the same, that the quadratic form 
n 

(3.13) £ M,+y(L)x,x,-
t.y-o 

be positive. 
First, we prove the sufficiency of the above condition. If the quadratic form 

(3.13) is positive, then for every N < L and sufficiently near to L, the quadratic 
form 

n 

is also positive. Fix the value of N and write 

».(N) = / , , v = 0, 1,2, . . . , 2 n . 

We have seen in II.8 that we can always find a quasi-orthogonal polynomial 
q(z), of degree (n + 1), and the corresponding distribution function \fsn(t) of 
order n, determined by the sequence [»,} such that ^»(0 is a step-function which 
has points of increase at the roots x0 , xx, x2 • • • , xn of g(z) with the concentrated 
masses pn(xo) , • • • , pn(xw) respectively. We have, then, 

ii 

X) Pn(xy)x,- = Mr, ? = 0, 1, • • • , 2n, 
1-0 

i + f; *«a> . • « ; - ! + « + ... + A + .... 
£ 5 2 — Xy <?(z) Z Z2n+1 

If we write 

g(z) = (z - 2b) • • • (z - xn), s(z) = (z - y0) • • • (z - 2/«), 

it is readily seen that 

yo < x0 < yi < xi < • • • < yn < xn. 
Now introduce the step function assuming, except for removable discontinuities, 
only values 0 and N, 

For a sufficiently large positive z we have 

i-oo z — / g(z) 

On the other hand, on replacing L by N in (3.12) and taking logarithms, 

MO 

z 
+ 3? + ...+J?-«ri1»[i+s + 5! + ... + £=1+...], 
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which, compared with the preceding results, shows that 

N loe ^ = f yw(f) dt = t° + tl+ ...+J^L + ... g q(z) jL. z - t z ^ 2 s T ^ z*»+» T 

Thus 

n, = [ t'v»(t) dt, v = 0, 1, • • •, 2n, 

and ^ ( 0 is therefore a solution of our reduced moment problem (3.10) satisfying 
the condition (3.11). We pass to the proof of the necessity of the condition of 
Theorem 3.3. Assume that the reduced moment problem (3.10) admits a solu­
tion (p(t) satisfying (3.11). We wish to prove that under this condition the 
quadratic form (3.13) is positive. We first prove that it is non-negative. In­
troduce a positive number T and set 

niT) = [Tt9<p(t)dt, v = 0, 1,2, ••-. 

Let (/iJT)(L)j, v = 0, 1, • • • , 2n, be the quantities determined by UJ r )) in the 
same way as \n,(L)\ are determined by {/*,). We obviously have 

/iir) -+ M,, n?\L) - * ( L ) , v = 0, 1, • • • , 2n, as T ^ « . 

It is clear that for \z\> T 

L L T Z - t Z Z* 22»+I 

so that 

,f^ / l fTv(t)dt 

is analytic when z is not in the interval [ — T, T] and can be expanded in a power 
series 

m_,+rf£>+rf3«+...+Sff*»+... 
convergent for | z \ > T. It is easy to prove that 

(3.14) 3/(2) g 0, when & > 0. 

Indeed, if we write z = x + iy, y > 0, we have 

Here, in view of (3.11), 

ydt 0 ^ i r y*«)di r 
" " LLT(X- ty + y* JL, •. (x + 0* + J/s = T» 



VARIOUS MODIFICATIONS OF MOMENT PROBLEM 85 

which implies (3.14). An easy application of Lemma 2.2 shows now that there 
exists an increasing function \f/(t, T) which is constant outside of [—Tf T] and 
which yields the representation 

J-r Z — I 
whence 

n\T\L) = ^ f # ( l , T), v = 0, 1, 2, - • •, 2n. 

This clearly implies that the quadratic form 

t . ; - 0 

is non-negative, and, on allowing T —• oo, that the quadratic form (3.13) is also 
non-negative. 

To prove that the form (3.13) is positive we use a Lemma due to E. Fischer 
[1], for the proof of which we refer to Achyeser and Krein [6], also to Fischer, [1]. 

LEMMA 3.3. / / the quadratic form 
n 

i.y-o 

is non-negative and if 

Ao > 0, • • • , Ajk-i > 0, Afc = • • = An = 0, k: £ n, 

then there exists a representation (uniquely determined) 
k 

M> = 23 P.£', " = 0, 1, • • • , 2n - 1, 
(3.15) W

 fc 

M2n = Z Pitf" + M, M ^ 0, 

where £i, • • • , £k are real numbers, pi, • • • , p* are positive and M = 0 in case 
A; = n. 

Assume now that the form (3.13) is only non-negative. Then, using the 
representation (3.15), with yt¥(L) instead of M> , and introducing the polynomials 

qk(z) = (z - f0 • • • (z - &), 

Sft(z) = ?*(*) + Pftfe) = (2 - 171) • • • [Z - 17*), 

analogous to those used in the proof of sufficiency, we construct the function 

~«-i{>--s§} 
and prove, as before, that 

v,(L) = f fvut(t) dt, v = 0, 1, • • • , 2n - 1, 
J— 00 
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with the added relation 

*u(L) = [ ?n<pLtk(t)dtf if k = n. 

We then have, whether k < n or k = n, 

£ IvuM - *(0M0»(0 * - o. 

On the other hand, in view of (3.18), 

sgn yL.h{t) - <p(t)) sgn [«*(0g*(0] ^ o. 
Therefore we must have almost everywhere <p(t) = ^L,*(0> which is certainly 
not possible since <p(t) < L while <pL.k(0 = I o n intervals. 

Another theorem of the same kind as Theorem 3.3 can be proved by using 
practically the same methods as above, with the additional use of Helly's 
theorem. 

THEOREM 3.4. A necessary and sufficient condition that the moment problem 

"' = [m «V(0 * , » = 0, 1, 2, • • • , 

have a solution y?(0 which satisfies the condition 

0 g *(*) ^ L 

almost everywhere, is that the sequence |/x,(L)}, v = 0, 1, 2, • • • , determined by 

«p[r(" + ? + - ) ] - 1 + a£' + s £ ) + -
6e non-negative in (— » , « ) . 

For a proof we refer again to Achyeser and Krein [6]. 

6. We now return to the one-dimensional Hausdorff moment problem and 
proceed to discuss the remarkable relationship which HausdorfTs solution estab­
lishes between the theory of moment sequences and moment functions on one 
hand and the theory of completely monotonic functions on the other. We 
shall operate with the following fundamental notions. 

A sequence of constants {/in}, n = 0, 1, 2, • • • , is called completely monotonic 
if all differences 

AkHn = Mn ~ ( 1 j / i „ + l + (2/^n +2 + ' " +(~"l)Vn+Jb ^ 0, 

where fc, n are any non-negative integers, and A°Un = Mn. 
Similarly, a function /(/) is said to be completely monotonic in the interval 

(c, oo) if it is defined there and if all differences 

A*/(0 - fit) ~ ( j ) / « + h)+ (*)/(* + 2h) + ••• +(-!)% + kh) 5; 0, 
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for all non-negative integers k and allt > c and h > 0, where 

A»/(0 - fit). 
The function/(0 is said to be completely monotonic in the interval [c, « ) if it 

is completely monotonic in (c, » ) and if, in addition, /(c) is defined and f(t) is 
continuous (on the right) at / = c, that is, if 

f(c) = f(c + 0)*. 

A sequence [nn]9n = 0, 1,2, • • • , or a function /i(x), x §: 0, is called respec­
tively a moment sequence or a moment function if there exists a distribution 
function yp{t) in [0, 1] such that respectively 

hn = f tnd+(t), n = 0, 1,2, - . . , 
Jo 

M(x) = f fd+(t), x £ 0 . 
Jo 

A fundamental result of Hausdorff [1] is expressed by 

THEOREM 3.4. The class of functions completely monotonic in [0, <*) is identical 
with the class of moment functions whose distribution functions are continuous 
at t = 0. 

The proof of this theorem is based on the following facts. 
(i) A necessary and sufficient condition that a sequence (/x„}, ?i = 0, 1, 2, • • • , 

be a moment sequence is that it be completely monotonic. 
This statement is but a rephrasing of the necessary and sufficient condition 

for the existence of a solution of the moment problem 

= firm), 
Jo 

n = 0, 1, 2, 

which was proved in Chapter I. 
(ii) If {/xn}, n = 0, 1, 2, • • • , is a completely monotonic sequence and p is any 

positive integer, it is always possible to construct a new sequence {/inP)|, n = 
0, 1, 2, • • • , by interpolating (p — 1) terms between any two consecutive terms 
of {vin} in such a way that the sequence 

MLP), rf$ =Mn, n = 0, 1, 2, . . - , 

be also completely monotonic. The sequence U(
n

p)j is uniquely determined. 
Let \nn)y n = 0, 1, 2, • • • , be completely monotonic. Then, by (i), there 

exists an increasing distribution function such that 

-r Cty, n = 0, 1,2, 

* The sequences and functions defined above are completely monotonic; the class of 
absolutely monotonic sequenceR and functions is obtained by reversing the order of terms 
in the differences. In the following we deal only with completely monotonic sequences 
and functions. 
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Consider the moment function 

n(x) = f t*d+. 
Jo 

We obviously have y.{n) = /in . For any x0 ^ 0 and h > 0, the se­
quence |At(.r0 + nh)\, n = 0, 1, 2, ••• , is also completely monotonic. This 
follows immediately from the formula 

AJ/*(*O + nh) = f tZ6+nh(l - tfdp ^ 0. 
Jo 

For To = 0, It = I/p, we obtain the sequence<ji(-)f which obviously possesses 

the properties required in (ii). It remains to prove that the sequence [nnP)\ in 
question is uniquely determined. Assume that Mn(P> is another completely 
monotonic sequence such that nnpP) = Hn. By (i), there exists a distribution 
function \l/p(t) such that 

M: (p ) = f un<typ(u)t n = 0 , 1 , 2 , • • • , 
Jo 

or, by setting u = *1/p, 

Jo 

On substituting here np instead of n and observing that nnp
p) = /in , we get 

[ tnd+p(tllP) = I tnd+{t\ n = 0, 1,2, . . . . 
Jn Jo 

Since the moment problem corresponding to the sequence JM*! is determined, 
we conclude that ypP(tl!P) is substantially equal to ^(0, so that 

,:<>> = J V # W = M(?), 

which establishes the uniqueness of the interpolated sequence |//n
p)J. 

(iii) If f{t) is completely monotonic in (c, « ) , it is also continuous there*. 
This is a well known property which/(0 shares with all monotonic and convex 

functions. 
Finally, we leave to the reader the proof of 
(iv) In order that the moment function 

Jo 

be continuous at x = 0 it is necessary and sufficient that ^(0 be continuous 
at t = 0. 

* In faet,/(0 is analytic in (c, » ) , but here vvc do not need this stronger statement. 
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We are now ready for the proof of Theorem 3.4. If v(x) is any moment func­
tion then we know that all sequences {n(x0 + hn)}, n = 0, 1, 2, • • • , x0 fe 0, 
h > 0, are completely monotonic; moreover, if the distribution function \j/{t) of 
ii{x) is continuous at t = 0 then, by (iv) above, p(x) is continuous at x = 0; 
hence »(x) is completely monotonic in [0, «?). It remains to prove the converse 
statement. Let »(x) be a function completely monotonic in [0, «>). This im­
plies that all sequences f/i(zo + nh)\, n = 0, 1, 2, • • • , x0 S 0, h > 0, are com­
pletely monotonic, and, in particular, so is the sequence {n(n)}. Thus, there 
exists a distribution function \f/(t) such that 

(3.16) M(n) = f tnd+, n = 0 , 1 , 2 , . . . . 
Jo 

The sequences J - j , I tnlpd&)y n = 0, 1, 2, • • •, are both interpolating se­

quences considered in (ii). Therefore they must coincide, so that 

"(p) = j [ V P # ' n = 0,l,2, •••. 

Thus, the functions n(x) and / f d^{t) which are both continuous for x > 0 
Jo 

[for M(Z) this follows from (iii)], coincide for all rational values of x > 0; there­
fore they coincide for all x > 0, and 

fx(x) = f fty{t), x>0. 
Jo 

By (3.16), this equality holds also for x = 0, and since, by assumption, »(x) is 
continuous at x = 0, \l/(t) must be continuous at t = 0, by (iv). 

7. Theorem 3.4. can be stated in a different form. 
THEOREM 3.5. The class of functions completely monotonic in [0, » ) is identical 

with the class of functions which are represented by Laplace-Stieltjes integrals 

(3.17) [ e~xuda(u)y 
Jo 

where a(u) is any distribution function in [0, «>). The integral (3.17) converges 
absolutely for all x with dix ^ 0. 

To each function yp(t), bounded and increasing in [0, 1] and continuous at 
t = 0, there corresponds a function a(u) bounded and increasing in [0, <»), by 
the formula 

a(u) = *(1) - * (« - ) . 

Using this fact, it is seen immediately that for all x ^ 0 

[ fd+(t) = lim f fdf(t) = lim / e"zu d*{u) = f e~zuda(u). 
Jo a—oc Ji r—oo Jo Jo 



90 THE PROBLEM OF MOMENTS 

The first prool of Theorems 3.4 and 3.5 is due essentially to Hausdorff [1]. 
Other proofs were given subsequently by various writers [S. Bernstein, 2; I. J. 
Schoenberg, 2; J. D. Tamarkin, 1; D. V. Widder, 2]. 

THEOREM 3.6. The class of functions completely monotonic in the open interval 
(0, <») is identical with the class of functions represented by integrals (3.17), where 
a(u) is increasing but not necessarily bounded and such that (3.17) converges abso­
lutely for 9fct > 0. 

That a function represented by (3.17) is completely monotonic in (0, <») is 
immediately clear from the formula 

Aj/(x) = j["° A*V~) da(u) = j f e~su(l - e-hu)kda(u) £ 0. 

To prove the converse, let/(x) be completely monotonic in (0, » ) . Then/(x) 
is completely monotonic in [c, 0) where c > 0 is arbitrary, and, by Theorem3.7, 

(3.18) f{x) - J e~{*-e)u dac(u) - j e'su eeu dac{u), x = c, 

where ae(u) is bounded and increasing in [0, « ) , and the integral converges 
absolutely for x ^ c. We may assume ae(0) = 0. On introducing the function 

0e(O - feeudac(u) 
Jo 

which is increasing but not necessarily bounded in (0, » ) , relation (3.18) can 
be written in the form 

f(x) = f e"su dpe(u), x £ c. 
Jo 

For any value of Ci, 0 < cx < c, we also have 

f(x) = f e~*udpCliu), x ^ C l , Jo 

so that, by the uniqueness theorem of the Laplalce integral representation, we 
must have 0dt) = 0ei(O substantially. Thus, there exists an increasing function 
ait) to which all £e(0 are substantially equal and which gives the representation 
(3.17) with all desired properties. 

8. In the case of a finite interval there exist several methods for obtaining an 
explicit representation of the solution of the moment problem in terms of the 
moments. The problem appears to be considerably more difficult in the case 
of an infinite interval. 

For a finite interval, reduced to (0, 1), we start with an elegant solution due to 
Hausdorff [2], In dealing with the solution of the moment problem 

(3.19) fin - [ tnd+it)} n = 0 , 1 , 2 , • • . , 
Jo 
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there is no loss of generality if $(t) is assumed to be normalized so as to satisfy 
the conditions 

(3.20) *(0) = 0, *(fl = \[4,(t + 0) + *(t - 0)], 0 < t < 1. 
Now consider the sequence of Legendre polynomials 

£.(0 = ~ U B ( i - o B ) , » - o , i , 2 , •••. 

These polynomials satisfy the relations 

(o, t * i , 

i 1 
I 2j + 1' 

and are related to the classical Legendre polynomials Xn(t) for the interval 
( - 1 , 1) by Ln(t) m Xn(2t - 1). Put 

X* = M(LO = jf L.(0 # , n = 0, 1, 2, • • • . 

It is clear that Xn is a linear combination of the moments m>, • • • , nn , and that, 
conversely, the moment M*» is a linear combination of Xo , • • • , Xn . With* this 
notation we have 

THEOREM 3.7. / / the moment problem (3.19) has a normalized solution \f/(t)> 
then it is represented everywhere in [0, 1] by the series 

(3.21) *(0 = Z (2P + 1)X, [ L,(u) du. 
r-0 Jo 

It is clear that formula (3.21) holds for t = 0 and t = 1. We may therefore 
assume that t is a fixed inner point of the interval (0, 1). From the theory of 
Legendre series it is known that $(t), which is of bounded variation and normal­
ized, can be expanded in the everywhere convergent series 

*(0 = Z(2v + l)xrL,(0, 

where 

X,* = [ L,(u)+(u) du. 
Jo 

Using the relations 

{2v + 1)L,(0 = HLUi(t) - LLi(0), v £ 1, 

M(P) - f P{t)W) = MoP(D - f P'(tm)dt, 
Jo Jo 

where P(t) is an arbitrary polynomial, it is readily found that 

Z) (2* + 1)X, ( L,{u)du = £ (2, + 1)X,*Z,,(/) + \\^L%{t) + \KL^(t). 
r—0 Jo F—0 
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On the other hand, since | Ln(t) \ g 1 in [0, 1], 

IM- l f 
I Jo 

Ln(t) d+(t) ^ MO; 

while Ln(t) —* 0, as n —* » , for every fixed / in (0, 1). Hence 

E (2* + 1)X, [ L,{u) du - f ) (2* + 1)X? Lr(0 = *(«), 

which completes the proof of Theorem 3.7. 
It is evident that no changes would be necessary in the above argument if it 

were assumed only that $(t) is of bounded variation, and that an analogous 
method could be applied in the case where the polynomials Ln(t) are replaced 
by more general orthogonal polynomials, such as Jacobi polynomials. 

An analogous method was used by Widder [4] to obtain an inversion formula 
for a moment function /i(x) instead of a moment sequence {/xn} as discussed 
above. 

THEOREM 3.8. If a moment function p(x) admits of the representation 

(3.22) n(x) = [ e~stda(t)y 
Jo 

where a(t) is bounded, increasing and normalized, and a(0) = 0, then, everywhere 
in [0, oo), 

(3.23) a(t) = E X, ( L,(u) du, 

where Ln(u), n = 0, 1, • • • , is the sequence of Laguerre polynomials defined by 

^ = £ © 4 ^ »" 0,1,2."., 
and 

(1) 

Since (3.23) holds for t = 0, we may assume t > 0. From (3.22) it readily 
follows that 

Xn = [ e"'L„(0da(0, n = 0, 1,2, 
Jo 

-heory of Laguerre se 
Jo 

On the other hand, from the theory of Laguerre series it is known that 

r-0 

where 

\* = / e ttL,(u)a(u) du. 
Jo 
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Now, using the formula 

[ L,(u) du = L„(0 - L,+1(*), v = 0, 1, 2, • - - , 
Jo 

we have 

Xo = / c " 'Lo«)« (0* = **> Jo 

while, for v ^ 1, 

X, - X„_i = f e~lL,(t)a(t) dt = \*. 
Jo 

Hence 

£ X* ( L,(u) du = E X?L,(0 - XnLn+1(0. 

y-0 Jo »«0 

The conclusion of Theorem 3.8 now follows if we observe that 

X. = 0(1), Ln+1(t) = 0(n" I /4), a s n - ^ o o , 
The above proof may be applied if a(t) is to be of bounded variation over [0, oo) 
and the polynomials Ln(t) are replaced by generalized Laguerre polynomials. 

As observed by Hille [1], Theorems 3.7 and 3.8 may be considered as special 
cases of a more general inversion formula for the Laplace integral 

f{z) = f°e-'uF(u)du, Jo 

which is obtained whenever we have a generalized expansion 

e - " = £ <f>B(u)*n(z). 
n - 1 

9. There are several methods for obtaining the solution of the moment prob­
lem (3.19) as a limit of a convergent sequence of step-functions having a finite 
or an infinite number of steps. Such is, in the first place, the method used in 
Chapter II, where the solution \f/{t) was obtained as the limit of a sequence of 
distribution functions \pn(t) of finite orders. These distribution functions were 
characterized by the condition that they have their first (2n + 1) moments the 
same as \f/(t) itself. Here we mention different methods due to Hausdorff [2] and 
to Widder [3], where the approximating function is not required to have the 
same initial moments as the solution \f/(t). 

In the theory of Hausdorff the quantities 

\ — n - A » - » ( n \ A * - > 
X n , = -f7 TT A Mr = I ) A / i , 

v\(n — v)\ \v / 
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play an important role. We observe that, if ^(0 is a solution of the moment 
problem (3.19), then 

appears as a certain weighted average of the distribution characterized by \j/{t). 
Hausdorff introduces the normalized step function Xn(t) defined as follows: 

n 

X.(0) = 0, X-(l) = E X», = MO , 

and, forO < t < 1, 

Xn(t - 0) = £ K, , Xn(t + 0) = £ X„, , 

Xn(t) = $[Xn(t + 0) + Xn(t - 0)]. 

He proves that Xn(0 converges to the solution \f/(t) of the moment problem (3.19) 
for all t in [0, 1]. 

To explain the method used by Widder, assume first that the moment problem 
(3.19) has an absolutely continuous solution so that d\//(t) = <p(t)dt, and hence 

(n + 1)x- = ,-fer^y! {r(1 ~ tr'*(i)dL 

The maximum of the factor t'{\ — t)n~r is attained at t = - . Thus, if we fix 
n 

the value to in (0, 1) and select v as function of n and U so that - = fo approxi-
n 

mately, we may expect that (n + 1) Xn„ —> <p(*o), as n —* « . Changing notation, 
replace n — v by A;. We then get the expression 

(y + k+ l)\ Ak 
H f c T — A " " 

where , must approximately equal fe . This requirement is satisfied if we 

r kt i 
take v = . We thus naturally obtain Widder's operator* 

WM) ^ j — A*, r - [ j—J . 

* Widder introduced this operator by analogy with the operator 

^-'^>(r)(r 
which he used in the inversion theory of the Laplace-Stieltjes integral f(x) * / e~*1 da(t). 

Jo 
The first idea of using such an operator for this purpose is apparently due to Stieltjcs 
[6, 2 (383)1. 
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We now state some of the results of Widder, referring for the proofs to Wid­
der [3]. 

Let 

I*,(M) = ^ A M . , v 

i -r+l 11KI 

[ ^ 

Then: 
CO » 

"• = i *" ̂  « = 0, 1, 2, • • • , 
where \t(0 is of bounded variation in [0, 1] and is normalized by the conditions 

*(1) = 0, *(t) = hm + 0) + *(f - 0)], 0 < t < 1, 

we have 

lim&.,G0 = *(0, 0 < t< 1; 

(ii) if 

/*• - j[ 0 ( 0 * , n - 0 , 1 , 2 , • • - , 

where ?(0 is integrable in (0, 1), we have 

lim LkA{y) = <p{t) 

almost everywhere in (0, 1). 
On introducing the operator 

LkM = r(« + l)r(* + 1) A Mtt' °~—f 
where 

Jo 

Widder proves further that if 

Hn = J unip(u) du, n = 0, 1, 2, • • • , 

where <p(u) is analytic in the circle | u — £ | < £, then for any J in this circle 

lim L*,(M) = *>(0-
fc-*oo 
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We also mention various results of Widder concerning the number of changes 
of sign in the sequences {A*/m), n = 0, 1, 2, • • • , in their relation to the number 
of changes of trend of f(t). 

10. In the case of the Stieltjes moment problem a formal solution was given 
by LeRoy [2]. It was put on a ligorous basis by Hardy [U]. (For a slightly 
different treatment see Titchmarsh, [1]}. 

Suppose that the moment problem 

n» - J9 t\(t)dt, n = 0,1,2, . . . 

has a solution (p(t) such that 
(3.24) j£ \<p{t)\*y/Tdl < oo 

for a certain k > 0 (in the case where <p(t) ^ Owe know, by Corollary 1.1, that 
the problem is determined). It is readily seen that the function 

(3.25) g(z) = j[ <p{t)J*[2y/Tz\ dt 

is analytic for z > 0 and is represented by the power series expansion 

n-o (n\y 

for | z | sufficiently small. This follows from (3.24) and from the expansion for 
the Bessel function 

M2V-z) = ±(-^£. 
n-o [niy 

Thus, to find ip(t), it remains to solve the integral equation (3.25). It turns out 
that almost everywhere 

*(0 = I Jo{2Vty\g(y)dyf 

where the integral on the right in general does not converge, but must be evalu­
ated by some of the known summability methods, as, for instance, 

or 

lim [ e-ivJ*{2y/ty)g{y)dy, 
5-0 Jo 

lim I f" (Y - y)M2Viy\g{y) dy. 
y-no I Jo 
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Another method proposed by Hardy [la] is to construct the series 

so that 

H(u) . j f . - * g ) dz = f , ( 0 A j f «"' cos { • @ W } * 

_ f tupjt) di 

and to find <p(t) by applying the inversion formula, [Introduction, 5] to the 
equation 

H(u) _ r*(t)dt 
u i% t + u ' 

In case <p(f) satisfies the condition 

j[" | * 0 ) | ekt di < oo, * > 0 , 

instead of (3.24), the problem of finding <p(t) reduces to that of inverting a Laplace 
integral, for we may put 

*-o nl Jo 

(See also Titchmarsh [1]). 

11. In the present section we discuss various moment-problems which differ 
from those which we have discussed on preceding pages by the removal of the 
requirement that the solution shall be an increasing function. (We have met 
such modified problems in some isolated instances before). Thus we shall deal 
with moment problems of the type 

(3.26) * - j[V#, n-0,1,2,-.., 
where 4>(t), instead of being assumed increasing, is now assumed to belong to 
more or less restricted sub-classes of the general class of functions of bounded 
variation. An important fact is revealed by 

THEOREM 3.9. A solution of bounded variation of the moment problem (3.26), 
if it exist* at aUf is substantially unique. 

Indeed, assuming that (3.26) has two solutions h(0, h(0, of bounded varia­
tion, we may write 
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where ^i(0, ^"(0> ^i(0i ^i'(0 a r e bounded increasing functions. Our assump­
tion yields, for n = 0, 1, 2, • • • , 

jf tn d&'iif) + tf (0) - jf tn d(+kt) + tf(0). 

Thus, two bounded increasing functions ^[(0 + tf4'(0> ^s(0 + tfi'(0 have the 
same moments of all orders over the finite interval (0, 1) and therefore must be 
substantially equal, which, in turn, implies the substantial equality of the 
functions fait) and &(*)• 

Introduce again the quantities 

(3.27) K, m fy An~V - (*) j[l m - t)~dt - #i(M0), 

where 

(3.28) Xn,(0 m (*\ {(1 - * ) - ' . 

We start with a lemma [Hausdorff, 2]. 
LEMMA 3.4. / / p is any number ^ 1, then the expression 

(n + i r ' t u - T 
is an increasing function of n. 

Since 

(n + 1)X„(0 = (n + 1 - v)Xn+l,.(0 + (, + l)Xm+li,+l«), 

we have 

(n + 1)X„„ = (n + 1 - v)X*+i,r + (* + l)X„+i.,+i, 

which can be written in the form 

n + 1 _ n + 1 — P . _• * + * \ 
n~+~2 X n ' " n + 2 X n + 1 " + TT+~2 X W + 1"+ 1 

and gives, by an easy application of Holder's inequality, 

(n±l\ 
I Xnr | ^ —n + 2— ' ^*+1'* I" "l" n i 2 ' *»+I.H-I iPj 

from which Lemma 3.4 is easily derived if we sum over v from 0 to n + 1. 

( n \ l / p 

S I Xn„ |p J is increasing when n increases, and 
this holds true also in the limiting case p = » if we replace the expression in 
question by (n + 1) max | XB, | . Thus, 

( n \ 1 / P 

Z | X n | P ) or lim {(n + l )max |X n , | } 
exists (as a finite or infinite number) for 1 g p ^ » ; it will be denoted by Mp . 
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We may now state our main theorem. 
THEOREM 3.10. A necessary and sufficient condition that the moment-problem 

(3.26) have 
(i) a solution \p(t) of bounded variation, is that M\ < » . 

(ii) a solution \f/(t) = / <p(u) du, where v(t) c Lp(0, 1), p > I, is that Mp < oo. 

(iii) a solution ^(t) =• / <p(u) du, where tp(t) is bounded, is that M^ < » . 

Furthermore, if the conditions of cases (i, ii, iii) are satisfied, then we have re­
spectively: 

(i) / | d\J/{t) | = Mi, provided \l/(t) is normalized, 
Jo 

(io (j[ lkwip^y / p = MV, 
(iii) ess sup | <p(t) | = Mm . 

In all cases the solution is unique. 

We start with the case (i). If problem (3.26) admits of a solution \p(t) of 
bounded variation, then 

S I M = £(n)\ft'(i-tr'dMi)\ 

so that 

M, = lim Z I X.. I ^ f I # ( 0 I < *, 

which proves the necessity of the condition of the theorem. Assume now that 
this condition is satisfied. Then, if P(t) is an arbitrary polynomial, of degree A\ 
and if Bn{t, P) is the corresponding Bernstein polynomial, of degree n, we 
have [1.2] 

Pk.(t) 

so that 

P(t) = B.(f,P) + u, «. - £ ^ , 

where 

i*(P)l ^ Z | i 3 ( l ) | > w + lM(«»)| g ||P||rJ»fi + 0(l/n), 

|| P | | c - max | P ( t ) | . 
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On allowing n —> » , we get 

| * . ( P ) | S | | P | | c M , , 
which shows that n{P) is a linear functional defined on the linear subspace 9D?o 
(the manifold of all polynomials) of the space C of functions continuous in 
[0, 1] and that the norm of n(P) does not exceed Mx. By Introduction, 4, 
n(P) can be extended over the whole space C so as tb remain linear and with 
preservation of the norm. But it is well known [Banach, 1] that the general 
form of such a functional is 

(3.29) M(X) = j[ l X{t) # « ) , 

where X s X(t) is any element of the space C and $(t) is a function of bounded 
variation. Furthermore, it is known that if ^{t) is normalized by the condition 

W) = *[*(« + 0) + Ht - 0)], 0 < / < 1, 
(which does not change the value of the integral in (3.23)), then the norm of 

n(X) will be precisely ( \ d+(t) | . Thus 
Jo 

f i m) i £ Mt, 
Jo 

and since clearly 
j[ *' dtff) = M* , n = 0, 1, 2, • • • , 

it follows that f (<) is the solution of bounded variation of the moment problem 

(3.26), and that f \ d+{t) | = M,. 

In the case (ii) let 1 < p < <*> and let 

# ( 0 - v(t) dt, „«L,(0, 1), 

be a solution of the moment problem (3.26). Then, using the notation (3.27), 

(3.28), we have, on writing p' =* —£—, 
p - 1 

I \n,I - | j[ x„«)*(0 * | S (j[ M01*(01' dtj*(f* x.,(0 dtY" 

= (J[,Moi,(or^),/P(n-i1),'P', 
since 

jM»«-C){ra-y-«-C)* + ̂ V + l)-.-ir 
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Thus, on writing 

IMIp-(j f MOT*)1", 
we have 

(n + irl 11 x« \'£ ft (*) m - tr-1 v(t) r * - iMij, 
and finally, 

( n \ l / , 

§ I M P ) £ If, £||*||,, 
which shows the necessity of the condition of the theorem in the case (ii). 

Assume now that this condition is satisfied. Then, with the notation used 
in the case (i), we have 

MB.) I - £o \ n / I * [n + 1 £o I W I J 
Since £»(*; P) —» P(f) uniformly in [0, 1], as n —• » , and since the expression in 
brackets in the right-hand member of the preceding inequality tends to 

{[ \P(t)\p' dt\ , we see that 

I M(P) I £ if, | |P ||^ 
so that fi(P) appears as a linear functional defined on the linear subspace 5W0 
of the space LP'(0, 1). Using the fact that the general linear functional on 
L,'(0, 1) is given by 

j£ X(fM0 dty <P € L,(0, 1), 

an argument analogous to that used in the case (i) readily shows that 

M(P) - f P(tM0 dt, 

whence 

M* - [ «V(fl dt, n = 0, 1, 2, • • • . Jo 
The argument to be used in the case (iii), which is the limiting case of (ii), as 
p —> oo, is quite analogous to that used in the case (ii), and may be left to the 
reader. 

The case (i) of Theorem 3.10 can also be restated in the following form: 
A necessary and sufficient condition that the sequence {/in), n = 0, 1, 2, • • • , 

be a sequence of moments [over the interval (0, 1)] of a function of bounded varia­
tion, is that it be a difference of two completely monotonic sequences. 
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The argument used in proving Theorem 3.10 in the case (i) can be readily 
extended to any number of dimensions. Thus we may state the following 
result (using the notation of Chapter I) : 

A necessary and sufficient condition that the moment problem 

M.-.y = J J uV d<f> 

have a solution of bounded variation is the existence of a fixed number M such that 

for all values ^ 0 of the integers m, n. 

12. There are other methods of obtaining criteria for the existence of a solu­
tion of the moment problem (3.26). They consist in applying various summa-
bility methods to the explicit representation (3.21) of the solution and then 
proceeding along the lines familiar from the theory of orthogonal expansions 
[Kaczmarz und Stpinhaus, 1]. We refer to these sources and also to [Hausdorff, 
1] for proofs of statements which follow. 

Let the matrix 

\bn bi2l 

621 kn 
T = 

b\mi 

km, 

bni bn 

correspond to a regular definition of summability, and let 

^ 9i- 4- 1 
*»(>, u) = £ bnk f=_fJ: Lk(t)Lk{u) = *.(«, 0 

fc-0 & 

be the n-th transform of the n-th Legendre kernel 

£ * + iLr(0L,(tt). 

It is assumed that there exists a fixed constant A* such that 

f I *,(*, u) I du g A, 0 ^ t £ 1, n = 0, 1, 2, • • • 
Jo 

Let 

<Pn(u) = nt{*n(t,u)\, 

* This assumption is automatically satisfied when *„(*, k) 2t 0, which includes cases 
treated by Hausdorff, when the transformation T is (C, 2) or a de la Vall6e-Poussin trans­
formation. 
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where M< means that the functional M is taken relative to the variable t. Then 
a necessary and sufficient condition for the moment problem (3.26) to have a 
solution yp(f) of one of the following types: 

(i) bounded and increasing, 
(ii) of bounded variation 

(iii) of the form yfr(t) = / tp(u) du, <p € L„(0, 1), p > 1, 
Jo 

(iv) of the same form as in (iii), with <p(u) essentially bounded, 
(v) of the same form as in (iii), with ? e Zq(0, 1), 

is respectively: 

(i) ^ . M ^ O , O S t t j S l , n = 0 , 1 , 2 , - . . ; 

(ii) f | <pn(u) \dugM, n = 0,1,2, • • • ; 

(iii) II*. II, S M , n = 0 , l , 2 , . . . ; 
(iv) ess sup | <pn(u) | S i l f , n = 0,1,2, • • • ; 

0 2 « £ l 

(v) \\(pn(u) — <pm(u) ||i—>0, as n, m->oo. 

Here M denotes a fixed constant. 
13. The situation in the case of an infinite interval is essentially different from 

that of a finite interval, as is shown by the following theorem [Boas, 3] 
T&EOREM 3.11. Given an arbitrary sequence of real constants, (^n), 

n = 0, 1, • • • , there exist infinitely many functions \p(t) of bounded variation over 
(— oo, oo), for which 

^ ^ L m
r d * 9 n = s ° ' i ' 2 > • • • • 

The same is true for the Stieltjes moment problem. 
Following the idea of Boas, we give a proof for the first (Hamburger) part of 

the theorem only. The modifications necessary for the second (Stieltjes) part 
are obvious. Theorem 3.11 will be proved if we can show that an arbitrary given 
sequence (/in}, n = 0, 1, 2, • • • , can be represented in infinitely many ways in 
the form Mn = Mn — Mn, where the constants Mn and M» are such that all de­
terminants 

An = I M<+/ |*;-0 , An = | M» +; l*;-0 , 71 = 0, 1, 2, • • • , 

are positive. This statement is clear for n = 0. Assume it proved for 
0,1, 2, • • •, n — 1, and prove its validity for n. Thus assume that the constants 
Mo » • • * , M2n-2 and MO , • • • , M2»-2 have been selected in such a way that 

Mr - M/ = M*, v = 0,1, • • • , 2n - 2, 

A', > 0, A" > 0, v = 0, 1, •-. , n - 1. 

Now select M2n-i, M2n-i arbitrarily, subject only to the requirement that 
M2n-i — M2w-i = M2n-i. We have to select M2n and MI* SO that 

A'n > 0, A'L > 0. 
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This is always possible if we take mn, M2n. sufficiently large since they enter in 
the first degree in the expansions of A*n , A* , with coefficients Al_i, An_i, 
respectively, which, by assumption, are positive. It remains to select /U2n , 
M2n in such a way that /i2„ — M2n = M2n , which is always possible. 

Polya [3] gave an entirely different proof of Boas' theorem, which enabled him 
also to show that the solution can be made to be either (i) a step-function with 
the points of increase at an arbitrarily prescribed sequence of distinct real numbers 
{.r,|, v = 1, 2, • • • , with no finite limit point, or (ii) an entire transcendental 
function. Polya also points out that the case (i) is essentially contained in an 
older result of Borel [1]. 

14. Another modification of the classical moment problem consists in replacing 
the function tn by tkn. In the paper [1] Hausdorff extends his methods to this 
more general situation. Let 

(3.30) kQ = 0 < *i < k2 < • • • < kn < 

be a given sequence of real numbers. Let 

Unit) = (t - k0)(t - * ! ) • • • ( * - kn), fr_l(0 3 1. 

Hausdorff considers the moment problem 

(3.31) nn= f tk"d+(t), n = 0 , 1 , 2 , • • , 
Jo 

where ^(t) is a bounded increasing function. He introduces the quantities 

n' nUh) ^^ /n(fci) , 

which reduce to those discussed above in the case A)0 = 0, ki = 1, • • • , 
kn = H, • • • . The sequence JMnl is called completely monotonic relative to the 
sequence {kn\ if 

X„, ^ 0, n = 0, 1,2, . . . ; v = 0, 1, • • • , n. 

[A sequence completely monotonic relative to the sequence (0, 1, 2, • • • | is what 
we have previously called simply a completely monotonic sequence]- It is 
established that the existence of a fixed constant A such that 

E I Xn, | ^ A 

is a necessary and sufficient condition in order that the sequence (Vn! be the 
difference of two sequences completely monotonic relative to \kn\. If, in addi­
tion, it is assumed that 

(3.32) J2 1/fcn = * 
n - l 

then it is proved that a necessary and sufficient condition for the existence of a 
solution of the problem (3.31) is that the sequence {pn} be completely monotonic 
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relative to ffcn}, in other words, that X„„ ̂  0. It is also proved that, under the 
condition (3.32), the problem (3.31) is always determined. 

HausdorfFs investigations have been continued by Hallenbach [1] in the case 

when the series zl •=- < » . In this case the condition of being completely 
n—1 fCn 

mono tonic is necessary but not sufficient for the existence of a solution of (3.31). 
There exists, however, another condition which is equivalent to that of being 
completely monotonic in the case (3.32), and which turns out to be both neces­
sary and sufficient if we assume only (3.30). Consider all "polynomials" 

and the functional 

li(Pn) = Xofio + * * ' + Xnfln . 

This functional is said to be positive (non-negative) if the condition P*(t) ^ 0 
in [0, 1] and Pn(t) ft 0 (Pn(t) £ 0 in [0, 1]) implies n(Pn) > 0 (M(P») ^ 0). On 
introducing this notion, it is proved by a simple modification of methods used in 
Chapter I, that a necessary and sufficient condition for the existence of a solution 
of the moment problem (3.31) is that the functional n(Pn) be non-negative. 

Some of the methods used in Chapter II in treating the question of deter-
minedness can be also extended to the present case. Let, for a fixed to in [0, 1], 

pn(to) s min niPn), 

where the minimum is taken over all polynomials Pn(t) ^ 0 in [0, 1] and such 
that Pn(<o) = 1. It is proved that a necessary and sufficient condition for the 
modified moment problem (3.31) to be indeterminate is that there exist a sub-
interval of the interval [0, 1] and a positive number 8 such that, in this 
subinterval, 

P(t) = lim pn(t) S 6 > 0. 
n-»« 

Hallenbach also extends several results of Hausdorff to the case of two dimen­
sions. HausdorfFs problems for one and two dimensions are also treated in 
Hildebrandt and Schoenberg [1]. There they appear as special cases of a more 
general theory of certain linear equations. 

The case of a modified Stieltjes moment problem 

fin = / **• d*(0, n = 0, 1, 2, • • • , Jo 
has been treated recently by Boas [2]. 



CHAPTER IV 

APPROXIMATE QUADRATURES. 

1. This chapter is devoted to a detailed study of the approximate quadrature 
formula (11,8) 

(4-1) /"/(«)# ~ £ P.(s,)/(*,), 

where $(t) is any solution of the moment problem (2.1), the abscissas 

are the roots of the quasi-orthogonal polynomial 

(4.2) g«+i(*) = ««+iW + Anw«(z), 

An is constant, and the coefficients 

Pn(Xj) 9 p, BE P ; n , J = 0 , 1, 2 , • • - , 71, 

are given (cf. II, 8, 9, 10) by 

(4'3) * ~ 1 . (f - ^ « U < W ~ p" ("° ~ E S S • 
The function /(0 is assumed to be finite for all / and integrable with respect to 
the function \f/(t) in question. 

We rewrite (4.1) as 

/*(/) - /"/w# - £ «/(*/) + R^V) 
(4.4) 

- 0n(/) + #».,(/), &(/) - E */(*/)• 
y-o 

Observe that 

(4.5) ft..*(Pi.) = 0, 

where P9(t) is an arbitrary polynomial, of degree g 5, and that Qn(f) is indepen­
dent of the choice of $(t)9 even if the moment problem (2.1) is indeterminate. 

We wish to study the conditions on f(t) and \//(t) under which (4.4) converges, 
that is, 

(4.6) lim R%M) - 0, 
n 

106 
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or, more generally, 

(4.7) lim &...*(/) = 0, 

for a certain infinite sequence of positive integers 

ni < n2 < • • • < n, < • • • ; n, —• oo. 

Whenever we wish to cover simultaneously both the Stieltjes and Hamburger 
cases we write (4.4) as 

(4.8) /,</) = Jmf(t) d+ = Q%U) + RnM), 

where a = 0 or — » . In the Stieltjes case it is assumed that all roots of q*+i(z) 
lie in [0, » ) . 

We shall write Q[
n

e'dl
t Q'f'd\ in case the summation is extended over all 

xin in [c, d] or outside [c, d] respectively. 
Taking 

(4.9) *m(i) = «**(«) - * ^ > «.(•), 

where xo is real and is not a root of wn(z), we have an approximate quadrature 
formula with a preassigned abscissa z0. 

The following two particular cases of (4.4) deserve special consideration. 

Case A. ff»+iOO = <**+i(*)' 

Case C. q^i(z) = c^z) - ? ! " ^ «.(*). 
w„(0) 

These polynomials are, up to constant factors, the denominators, N2n+2(z), 
#2„+i(z), of the even or odd approximants, respectively, of the corresponding 
continued fraction (?(z), whose numerators will be denoted by Zn(z). The 
polynomials o)n+i(z) = «n+i(z; a, °°; df) are also proportional to the de­
nominators of the successive approximants of the associated continued fraction 
Gt(z). In the Stieltjes case the polynomials of case C always exist since ci>„(0) ?* 0, 
n = 1, 2, • • • . In the Hamburger case C(z) may not exist. Then we choose 
x =• X such that w„(X) ?•* 0, n = 1, 2, • • • . By the substitution x' = x — X 
we get a transformed moment problem, with moments {//nj, such that 
]C* M'/"""1 admits both the associated and the corresponding continued frac­
tions. Thus we may say that in both the Stieltjes and Hamburger cases we 
have two approximate quadrature formulas based respectively upon the roots 

(Z2n(z)} /%n-l(s)1 
of the denominators of the even < „ ( . > or odd < ^ TT > approximants of the 
corresponding continued fraction C(z). We use the following notation. 

(4.10) /,(/) = t, Affib.) + RUU) - QiU) + RiM), 
y-o 
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where f, = £,„ , j = 0, 1, • • • , n, are the roots of o>„+1(2), and 

(4.11) Ain - ^ ^ - K ^ m - ^ ( & ) - * « , ) . 

(4.12) /,(/) = £ Cy./(H )̂ + RUU) ^ Q»U) + RUU), 

where TJ, = ??,•« , j = 0, 1, • • • , n, are the roots of AT2n+i(*), and 

/M i * \ /^ - Zt»+iOfr) 
(4.13) Cyw = v / , v 

iVi»+i(ry,) 
Observe that 

(4.14) RU(P*+i) - «S.*(ft.) = 0. 

We shall have occasion to refer to the moment problem 

(4.15) [ Cd+ = M.M-1, n = 0, 1, • • • . 
Jo 

Here wc use the superscript 1: <fyl{t), A)n , ««(*)> • • • . Since 

Ja 

we have 

(4.16) iV2n+i(2) = constant zwnfc). 

Consider, first, the Stieltjes case. Here # l ( 0 = t d\^(t) yields a distribution 
function, so that 

0 = 7fon < rj\n < • • • < T7nn , 

whence, making use of (4.3), 

(4.17) Cjn = ^=^=-1 > 0, Vin =tUn-i, j = 1, 2, • • • , n. 

In the Hamburger case ^ !(0, as introduced above, is not constantly increasing 
in (—oo, * ) . Formulas (4.17) still hold, but A)-i,n-i has the sign of riin , 
j' = 1, 2, • • • , n, and is not necessarily positive. 

In view of (4.3) and of (11,8), we have 

w < ^ ) = l5fr «(rh)-fe («) 

2. The following results are readily established for the coefficients and abscissas 
of the approximate quadrature formulas. 

(i) A linear transformation of the orthogonality interval (a, b) does not change 
the coefficients Ajn . 

(ii) In the "symmetric case", MI = Ma = M* = • • • 0, [Shohat, 5] 
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(4'.19) £yn
 = %"—*.» t A j , n = An—j,n ) J =s 0 , 1, • • • , 71. 

(w2n(Z'f - • , CO ; ty) = Unit*', 0 , 00 J # 2 ) , # l ( 0 = 2 # ( V * ) , * £ 0, 

(4.20) jft*,+iC*; - « , oo ; <ty) = zo>n(*2; 0, « ; dft), dft(fl = 2t # (V7) , 
[ n - 0 , 1 , 2 , - • - . 

It follows, with obvious notations, that 

f 4,\2n-i(- » , «>; <ty) = Jil/.»-i(0, » ; # 0 

(4.21) ^;.2n(- » , » ; <ty) = - , . 

= 0, 1, • • •, n - 1. 

4n.2n(-°°, °°;<ty) = 1 
*n(0; - oo, cc : ty) Kn(0; 0, oo; dfr)' 

(iii) The interval [x;n , Xj+i,n] formed by any two consecutive roots of qn+i(z) 
contains at least one root of qn+*(z), A; > 1. In particular, between any two 
consecutive roots of wn+i(z) lies at least one root of a>n+k(z)y k > 1 [cf. 11,7, 
111,2]. 

Indeed, if [xin , x,+i,„] contains no roots of (?n+*(z), then it is an interval of 
constancy for „̂+*(0> and, by Corollary 2.2, xjn and x,+i,n could not have been 
roots of qn+i(z). 

In (11,7) it was shown that 

(4 .22) a < fc.n < &.*-! < fl.n < £l,n-l < < fc.-l.-l < fc,,n < 6. 

By a similar reasoning, it is shown that in the Stieltjes case 

(4.23) 0 < fo.n < fj.n < fc.n < £l\n < < fci.n < £».n . 

Finally observe that for the polynomial (4.2) 

(4.24) 
£0n < &n < Zln < • • • < Xnn < £nn , if i 4 n > 0, 

&n < X0n < (in < ' " < fc,n < Xnn , if i4« < 0 . 

(iv) The following properties of the coefficients A ,•„ are readily derived from 
(4.3) upon observing that Kn+X{x) = 2^J+1 !̂(a:)a>»(x) is positive (negative) 
for X > tntn(x < fo.n): 

(4.25) 

Hence, 

Ao,n > -Ao.nfl > -4<>,n+2 > * ' ' > 

An,n > ilm-l.n+l > -4n+2,n+2 > • • • > 

Kn(a) 
1 

*.(6) 

lim Aon ^ p(a), lim 4** ^ p(6) 

= P*(a) 
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3. We now turn to the study of the convergence properties of the approximate 
quadrature formulas. With the notation of Chapter II, we introduce the func­
tion $n(t) = $l(t)t special cases of which are ^£(0, iA»(0 in (4.10) and (4.12) 
respectively. We have 

(4.26) QM) = / " / ( 0 d+l m / ,«(/) , 

(4.27) fait) - w , k = 0, 1, • • •, 2n + 1, 

(4.28) I*c(t) = nt, k = 0, 1, • • •, 2n. 

VM _ r I 1 V Z«»+«(*) _ r . /_J_\ 
qn(z) ~ '*'\t - t)' Nu»(i) " '" V* ~ t) 

JWi(f) *" \z - t) • 

We see that in (4.8), (4.10) or (4.12) we may take for fit) any solution of the 
reduced moment problem 

(4.30) / tkd<l> = nu, k « 0, 1, • • •, 2n or 2n + 1 respectively. 

We see further that the convergence of the approximate quadrature formulas 
is equivalent to 
(4.31) lim /, . ,( /) = / , ( / ) . 

Limit-functions of convergent subsequences f̂ 2,MI> {^i,(0l> (^n,(0! will 
be denoted by \p(t) = fQ(t), $A(t), i°(t) respectively The following theorem is 
now readily established 

THEOREM 4.1. The following three statements are equivalent: 

<*) ^n,(0 converges substantially; 

») Qn, f __ ) converges for z not on [a, « ] ; 

try (f^S 

y) FnrV converges for z not on [a, » ] . 
?«,(*) 

4. To extend convergence from the special function f(t) = ^ to a wider 

class of functions we use M. Riesz' approximation theorem (cf. 11,19), combined 
with the following lemmas which are direct consequences of the positive linear 

n 

character of the operator Qn(f) and of the relation ^, p,n = MO • 

For brevity we shall write f*FQ
n,, Fi , , F?,, if, respectively, Q«,(/), QiP(/), 
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Qnw(f) converges. If no emphasis is laid on Q, A, C we write simply / 6 Fn, or 
e v e n / f F . 

The following results are obvious. 
(i) / € F and <p € F implies af + fa t F, where a and 0 are constants. 
(ii) | fi(t) - f2(t) | < € in [a, oo) implies | RnjiSi - /2) | < 2^. 
(iii) If f(t) can be approximated on [a, oo) arbitrarily closely and uniformly 

by a linear aggregate of functions of a certain type g(t) and if each g(t) € F, 
then f(t) cF. 

We shall say that/(0 is continuous in [a, » ) if it is continuous in every closed 
finite subinterval and tends to a finite limit as t becomes infinite. Applying 
M. Riesz' approximation theorem and using Theorem 4.1, we get 

LEMMA 4.1. If f{t) is continuous in [a, oo)$ then: (i) there exist convergent sub­
sequences {Qn,(f)\ °f the approximate quadrature formula (4.8); (ii) Q„,(/) con­
verges for all f if and only if yn* > converges (z not on [a, oo)) or, which is the 

l?n,(*)J 
same, if and only iffn,(0 converges] t/>2,(0 -»fQ(t), then Qn,(f) —> !+<>(/)-

LEMMA 4.2. If J f(t) dypQ exists, where c, d are two finite points of continuity 

offQ(t)> ifip(t) = f{t) in [c, d] and = 0 elsewhere, then <p{t) c FQ
%p. 

COROLLARY 4.1. (i) lim Q{:f(J) = f f(t) d+Qiff « FQ
n ; (ii) lim Q[

n
c;dl(tm) = 

f tm dfQ, lim Q'J,e td] ( O = / tmd+Q + I tm d+Q, where m is any positive integer 

or zero. In particular, 

From Lemma 4.2 we derive in the same manner as in case of a finite interval 
[Shohat, 8] 

LEMMA 4.3. Any interval [c, d] which is not an interval of constancy of \f/Q(t) 
contains at least one z]n,, for v sufficiently large. In other words, if infinitely 
many g„,(z) have no roots in [c, d], then }f/Q(t) is constant in [c, d]. Moreover, if 

d^° > Ofor every [a, 0] C [c, d] then the roots of qn,(z) are dense in [c, d]. In i. 
any such [c, d] the distance between the consecutive roots Zjn,, 2/+i.n,, and also be­
tween the end-point and the nearest root, tends to zero, as v —* oo. 

It follows that every point of the spectrum of \frQ(t) is a limit point of the roots of 

LEMMA 4.4. To any € > 0 there corresponds a Go = G0(t) > 0 with the following 
property: for any fixed G\ g: Go such that ±Gi are points of continuity of ^9(l), a 
positive integer v0 = ro(Gi, €) may be chosen so that 

\IMf)-Q[»-.0l-°l](f)\<* M »*»*. 
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/ /(*) # ° + / f(t) # Q < s> for 
J-oo I I JOi I * 

any <?i ^ G0. Now fix Gi ^ G0 so that ±(?i are points of continuity of tQ(t)t 
and take/i(0 = /(0 in [—Gi, Gi] and =0 elsewhere. By Lemma 4.2, p0 = 
vo(Gi, «) may be found such that 

|/,Q(/0 - Q..(/i)| - \pf(t)d+ - QLri,0|1(/) < 2» * ^ "•• 

COROLLARY 4.2. -4 necessary and sufficient condition for the convergence of 
Qn,(f) to ho{f) is that to any given c > 0 there correspond sufficiently large Gx and 
vo such that \pQ(t) is continuous at ±Gi, and j Q*n~°l,<?|1(/) | < tfor v ^ v0. 

COROLLARY 4.3. (i) Ifu(t) S Ofor | < | £ 6> andiff(t) = O(«(0) «w | /1 -> wf 
tfien «(0 € F implies f(t) e F. 

(ii) 7/ /(*) = /i(0/i(0, <Aen f(t)*Fn,9 provided \fi(t)\9*Fn. and 

Q:ir'°''old/2 r#) = oa), a * , ^ « I + i = I. 
p p 

(iii) /(/) € F is implied by any one of the following conditions: a) | /(0 |p € F, 
p £ 1; fi) f(t) = 0(| t |m), where m > 0 * jJxed; 7) Q/["'°'<0,(|/(0 D - 0(1), 
p > 1. 

Statements similar to those in Corollaries 4.2 and 4.3 have been given, under 
more restrictive conditions, by Jouravsky, whose considerations have certain 
points in common with those developed here [Jouravsky, 1]. 

Another direct consequence is the following theorem frequently used in the 
subsequent discussion. 

THEOREM 4.2. J/, for \t\ sufficiently large and for v ££ v0, f(t) and Rn„+Q(f) 
keep the same constant sign (zero values not excluded), thenf(t) c FQ

%9. Analogous 
results hold in the Stieltjes case [Shohat, 3]. 

Assume, without loss of generality, 

(4.32) /(O^O, fln„,a(/)£0, for | f | 2 f c , r g * . 

In Lemma 4.4 take Go > to. Then 

Q'Jr0l'°l,(/) + &.*•(/) - I W ) - Q\?lM(fl l< •, ** vo, 
and the result follows since both terms on the left are positive. 

COROLLARY 4.4. Let f(t) ^ 0 in [a, 00). / / there exists a solution 4/'(t) and 
a certain sequence \n9) such that <?»;(/) —* /*'(/), then for any \f/Q(t) = lim ^2,(0, 
fn,} C {n',J,I,g(/) g /,,(/). 

We have Rn,.Mf) - /*•(/) " Q..C/) - /#«(/) - VC/)- If /*•(/) > /*'(/). 
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then Rn„+Q(f) > 0, v *z v0y and Qn,(f) —* 1+ «(/)> which contradicts the hypoth­
esis 

lim Qn,(f) = lim Qn;(/) = Ir(f). 
¥ P 

6. We proceed to study the behavior of the abscissas, as n —> QO . The ine­
qualities (4.22) show that 

(4.33) lim f0ln = ai s> a, Km fn,n = &i ̂  *>. 
n n 

This implies that [at, bi] is the "true interval*' of orthogonality for the ortho-
normal polynomials («„(z)|. This means: there exists a solution \f/Q(t) of the 
moment problem (2.1) which is constant outside [ai, 6i], while no solution of the 

moment problem J tn dty = Mn , n = 0, 1, • • • , exists if [c, d] C [ax , bY). 

Observe that any $A(t) is a solution of the moment problem (2.1), 
with spectrum in [di, 6i]. 

Since we are dealing with approximate quadratures pertaining to an infinite 
interval we assume from now on that one, at least, of the extreme roots of 
«n(z) increases indefinitely in absolute value. Thus, in the Stieltjes case a2 ^ 0, 
6i = co. Stieltjes [5] has shown that the number of {,-„ which tend to infinity, 
as n —> oo, is either zero or infinite and the number of {,n which tends to a,\ is 
either one or infinite. It follows, by (4.23) and (4.24), that in the Stieltjes 
case 

Xnn —> ° ° , inn —* °° J 

fin —> a>i y i = 0, 1, implies fo.n —> <*i and x0,n —> <*i , if <4n < 0. 

&n —»fli and {m —>a' > fli implies {J» —>a\, 0 g at < a\ g a'. 

The reasoning of Stieltjes may be extended to (— « , *>) and shows that the 
number of roots of wn(z) which —• =fc <*>, as n —> oo,is zero or infinite. Thus, in 
the Hamburger case at least one of the quantities | fon | , | £«n | tends to infinity. 
Furthermore, 

{nn —> °° implies xnn -> • ; ^ _> - «> implies x0» -> - <». 

Next we study the dependence of the roots of qn+i(z) = Un+i(z) + <*w%(z) 
on the real parameter a, for a given n. Let { be such a root. By Darboux' 
formula [Shohat, 5] 

Kn(z) = — [tan+l(z)u%(z) - Ctf'»(z)o>fH.l(z)], 
On+1 

we have 

(4.34) * . - J- . $g < 0. 
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It follows that the roots xin are decreasing functions of a. More precisely, 

*<u = - * ; xin = fc-1,,^-1, j = 1, 2, • • -, n, if a = + « ; 

«*n(a) So.* < a, fc-i,,,-! < x,w < &*, j = 1, 2, • • •, n, if a > -

tin < X* < &>-i, j = 0, 1, • • • , n - l , x,,! > b, if a < -

«.(a) ' 

Xin = fe.n-1, J = 0 , 1, • • • , 71 - 1, Znm = + 00 , if a = - 00 . 

a = - ^±lW o r _ M»+U ; implies xo» = a or xww = 6 respectively. 
««(a) «•.(&) 

Thus, a necessary and sufficient condition for all roots of q*+i(z) to lie in the 
orthogonality interval [a, b] (finite) is: - ""^W ^ a ^ - «*»+*( ) . j n the 

w»(a) w„(6) 

Stieltjes case all roots of qn+i(z) lie in [0, oo) if and only if — """^v ^ a. It 

also follows that pn(xon) = «r-7—x decreases and pn(xnn) = -^——r increases, as 
Kn(Xon) Kn(Xnn) 

a increases. 
The effect of the variation of the moments {/*„} on the roots {£,„} has been 

studied by Markoff in the Stieltjes case. His result is [Markoff, 7]: 
7/ the even moments MO, MI , • • • , Min do not increase and the odd moments 

MI » Ms > — - , M2n+i do not decrease, then Ao, Ai, • • • , A„ do not increase and 
Ao° , Ail) , • • • , A!,11 do not decrease as long as they all remain positive. Moreover, 
each root £ ;n , j = 0, 1, • • • , n, increases. It follows that the addition of a mass at 
t = 0 increases all An and decreases all An

l); also each £,„ decreases. 
6. We now turn to the coefficients. 
THEOREM 4.3. Let c, d be points of continuity of fQ(t). Denote by {x'%p\ the 

subsequence of the roots {x,,n,| which, for v £ v0, remain in [c, d], by [p'np\ the 
subsequence of the corresponding coefficients {p,\»J. Then either the largest of the 
p'n,, say, p t , , tends to 0 as v —> <*> , or else, if lim pn, = P > 0, then there exists 

9 

at least one point a in [c, d] where \f/{a + 0) — \p(a — 0) si p. 
The proof follows that of [Fejer, 1] and may be omitted. 
COROLLARY 4.5. IfrpQ(t) is continuous in [a, oo), then lim p,>, = 0 uniformly 

w 

for j = 0, 1, ••• , n„. 
By 4.5, 

JM*k) = «*, * - 0, 1, .- . ,2n, 
whence 
(4.35) Pi.nrf.n, < MS , j = 0 , 1, • • « , Tl, . 
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Choose G > 0 so large that ^| < t. Our statement is proved by (4.35) and 

Theorem 4.3, f(f) being continuous in [—G, G], The continuity of \frit) is essen­
tial as was shown in the case of a finite interval [Shohat, 8]. 

Much light is thrown on the behavior of the {p,n} and of a solution yj/{t) by 
TchebychefFs inequalities [Lemma 2.13]. We write them in full, denoting by 
\p(t) any solution of the moment problem (2.1) or of the reduced moment problem 
(2.9) and by [a, b] the interval of orthogonality. 

po* + Pi.« + + f>i-\,n 

2. 

3. 

4. 

5. 

<ty ^ P/n + P,+l,n + • ' • + Pkn ^ / <ty, k> j. 

Pirn • 

/ , 

i = 0, l , ••• ,n, 

# ^ p/n + P,+l,n ^ / <ty. 

X-l.n = a, X»+l.n = 6. 

r*/-l.n+° 

6. ^ f e n - 0 ) ^ Vjn
 s PJn + p2n + 

7. er,« = ^(0,0, 

+ Pin g *(*,+!.* + 0), 

j = 0,1, • • • , n - 1. 

3,n ^ 0,n g X7+i tW; Pin = *(0,n) ~ M - l . n ) , 

if ^(0 is continuous in (a, 6). 

8. P0n + Pin + " " • + P/-2.II ^ / d ^ g POn + Pin + • • • + P,n , 

if £,-l.n ^ OC g X,n . 

9. p»+l,n + P<+2.n + ' ' * + P,-2.n ^ / # g Atf-1.» + Ai« + * * ' + P;n , 

if Xi-i,n ^ a g xin and x,_i,n g 0 ^ x,„, j > i. 

These inequalities, combined with the preceding statements, yield the follow­
ing results. 

(i) Let ^(0 be continuous in the finite interval [c, d) C [a, b]. Denote by 
Xk.n,, £*+i,n, i * • • , xitn, the roots of qn,+i(z) which are in [c, d], for v ^ y0 

r*tf + l , n , 

(fc, I eventually depending on n). Then lim / d\p = 0, uniformly for 
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i = k, k + 1, • • • , I — 1. In particular, if \f/Q(t) is continuous in [a, b]f this limit­
ing relation holds uniformly for i = 0, 1, • • • , n — 1. 

(ii) Let ipQ(t) be continuous in the finite subinterval [c, d) which contains no 
interval of constanc}r for ypQ(t). If, for any infinite subsequence \nv) and for a 
fixed i, x,_i,nr , a\+i.n, remain in [c, d) for v ^ v0, then lim p,,«, = 0. 

We may obtain various other inequalities for the coefficients by specifying 
Hi) in (4.36). Thus, for +(t) = *i+ l(0, we get 

Ao,n+l < Aon < Ao,n+l + -^l.n + l < Aon + A m < ' • ' < Ao.n+1 + ' * * + A n , „ + i 

< Ao.n + ' ' ' + Ann = A(),n+1 + ' " ' + A n + I , n + 1 . 

More generally, take in (4.36) yj/{t) = ^'n(0, ^»(0» corresponding respectively 
to gl+iW = »n+i(«) + «'««(«) and q"+i(z) = «n+i(«) + a'W*)- In view of the 
dependence of (x,n) on a, as stated above, we get 

a > a i m p l i e s p 0 n < POn < POn + P in < POn + Pin < * " ' 

^ ' ]_ I ' ' ^ " 

v. POn T" ' * "T P n - l . n , Pnn V. pHn . 

In particular, taking a" = 0, or a' = 0 and a" = — Wn*)\. , we have 
O>n(0) 

a' < 0 implies A0n < PL < A0n + Aln < pon + Pin < 

< POn + • • • + Pn-l.n < A0« + " ' + A nn y Pnn ^- +*nn > 

a' > 0 implies p£„ < A0n < pin + pin < A0« + -4m < • • • 

—l.n > ^ n n *»» Pnn t 

^ ± ^ < 0 implies Co* = -rr^r < Ao* < G>n + Cm 
«n(0) /Cn(0) 

< Aon + Au < '" < i40n + * ' ' + A „ _ i , » , A „ n < C n n J 

^ ± J § ) > 0 i m p l i e s Aon < C*n = J^TTT. < A<)n + A l n < Con + C m 
Wn(0) ^n(O) 

^ * ' ' V. Con I ' * * r Cfi—l.n » C»jn ^ -Ann • 

Thus, in the Stieltjes case, by (4.17), 

< Aon < rrrrr+ i0'*"1 < Ao* + Am 
Kn(0) Kn(0) f0.n-l 

<4'37) < F 7 ^ T + 7 ^ + 4 ^ < < Xo- + '"' + i 1 - 1 -
A n (U) <0.n-J fl .n-l 

1 , A o . n - l , , A n _ l , n - 1 _ A ^ A n - . i , n - l + , -*-».n—i.n—i 4 ^» **n-i,n—i 
A'mi *• " , + T i :"°» i l - " < 7 
A.«(,U; 4o .» - l C»- l . i t - l t n - l , n - l 
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We see that 

(4.38) ± 4= = m - ——, t m - P(P). 

The right-hand member is the value of the associated continued fraction (^(z) 
at z = 0. We supplement (4.25) by 

THEOREM 4.4. Le/ lim £0,n = «i , Hm £«n = 6i. Then lim A0r = p(a0 and 
n » n 

lhn Ann = p(&l). 
n 

It suffices to give a proof for A0n . If ax = — oo, the statement follows from 
the inequality 

If ai is finite, we use the inequalities 

&*>£on>ai, if &>n; > > = Aon, 
KkKKOk) K-kKKOn) An(fon) 

p(ax) = fim 
Kn{aX) Knfa) Kn(Zon) ' 

The desired result follows if we choose k so large that 

0 < * b - p ( a i ) < i ' 
and then choose no > fc so large that 

0 < „ ,. . - ^ - 7 - T < ^, n ̂  no > fc. A*(£0n) Afc(ai) 2 

7. We now turn to a discussion of \p(t) and of the associated and correspond­
ing continued fractions. On putting X = 0 in Corollary 2.5, we get 

THEOREM 4.5. The sequence of odd approximants to the corresponding con-
tinued fraction (?(z) always converges (and yields the extremal solution of the moment 
problem (2.1) with maximal mass at t = 0). 

The reason for this fundamental result of Stieltjes and Hamburger [Stieltjes, 
5; Hamburger, 3] lies in the fact that all ^£(0 have a concentrated mass at the 
fixed point t = 0. 

Regarding convergence of the even approximants of (?(z) (i.e. of the asso­
ciated continued fraction <2(z)), nothing definite can be said in the general 
Hamburger case. In the Stieltjes case they also converge for z not on [0, *>) 
[Stieltjes, 5]. This we shall prove later on the basis of approximate quadratures. 

The convergence of Ql(z), for 2 = 0, was previously stated. We give here a 
proof of convergence for z not on [0, » ) . 
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From the known relations 

Xn(z) Zu(*) 
u>n(z) Nu(z)' 

where A is constant, and 

(tan w > ) _ r « * L ^ M 9 * 
JO Z — I 

we get readily 

A Zln-lOO = / J d\p + /IOWn-l(2) 
Jo z — t 

(4.40) 
Z?n-\(Z) _ 1_ Xn-l(2) Mo 

This relation connects the odd approximants of (?(z) with the approximants of 
Ql(z). The convergence of C?1 («) now follows from Theorem 4.5. It also follows 
that 

(4.41) 
/ J ? L M = - / / + - , z not on [0, « ) , 

Jo z — t z Jo z — i 2 

iV2n + lW 2 L #2„(z)J 

8. We now return to the study of the approximate quadrature formulas. 
We need expressions for the remainders Ri,+ , Rc

n+ . We assume that f(t) has 
all derivatives needed, and use the relations 

(4.42) RU(f) = RU(f - P2n+i); RU(f) = RU(f - fto-
Take the polynomials P2n+i(0 and P2n(t) so that 

(4.43) P2n + ,(*;n) = /({,«) , P i . + l (* |0 = /'(£,«), j = 0, 1, • • • ,nj 

(4.44) P 2 n (0)=/ (0) , P , . ^ ) » / ( * * ) , PUlin)=f'{lin), J = 1,2, - . . , n . 

The following observation is due to Markoff [3]. Applying (4.10) to P2n+i(0 
in (4.43) (Hermite interpolation polynomial) we get an expression of the form 

/ • 
J a j - 0 ; - 0 

where the constants Ej and Dj do not depend on f(t). The explicit expression 
of Dj shows at once that all Dj vanish if and only if the £, are the roots of un+i(z). 

A similar remark applies to (4.12). Making use of (4.17), we write, with 
obvious notations, 

(4.45) Qi{f) - P„(0)/(0) + <XU (f-f) , 
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and employ on the right an interpolation polynomial P2n-i(0 analogous to (4.43). 
Formula (4.43) leads to the following interpolation formula with remainder, 

fit) - P*n+1(0 + , 9 ^ , /(2n+2)({), I in [a, . ). 
(2n + 2)!an+1 

A similar formula can be written for (4.44). This gives at once desired re­
mainders in the approximate quadrature formulas (4.10), (4.12), namely, 

(4.46) RUf) - ' J , . > (2n + 2)!aB+1 

. ( 2 n + l ) /^ 

(4-47) ^ ( / ) = (2n + DW' a = °' 

(4.48) S M C / ) - ^ ^ , /*(0 j , « - 0 . 

We now state 

LEMMA 4.5. For any f(t), the two approximate quadrature sums Q»(/) and 

Qn*I— ) converge or diverge simultaneously. More precisely, 

lim [QZ(/> - Qi-i ( ^ r ) ] = SW)P<S». 

The following relations are direct consequences of (4.46), (4.47): 

Rn.+{P*»+*) — IT~> R».*CP*M-I) = TTiTii a = 0, 
G«+l [CLn) 

where c. is the highest coefficient of P*(/); 

f V d * - I* tud+A
n > 0, * £ n + 1; 

[ ?d+ - f *'d*i > 0, s £ 2n + 2; 
Jo Jo 

J t'd* - J ?d+c
n > 0, a fc 2n + 1. 

These inequalities have been used by Uspensky [2] and Jouravsky [1] in the 
study of Qi(f)m 

DEFINITION 4.1. A function f(t) is said to belong to the class (1, n„) or (2, n„) 
in [a, oo) if fit) and, respectively, an infinite sequence (/<2nr+1>(0 j of its odd deriva­
tives or |/(2n"+2)(0} of its even derivatives keep the same and constant sign in [to , <x>) 
(which we may take as positive, zero values not excluded), where to <£ 0 is sufficiently 
large, if a = 0, and to = — « , i/ a = —oo. 

Combining (4.46), (4.47), (4.48), Theorem 4.2 and Lemma 4.5, we arrive at 
the following fundamental convergence theorem. 
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THEOREM 4.6. Letf(l) = 0(G(l)) as t becomes infinite. Then (i) G(t) < (2, n„) 
implies f {I), | /(0 | « Fi, ; (ii) G(0 € (1, n.) implies /(<), | / (0 | « F», , a = 0; 
(iii) G ( /] ~ G (<o) « (2, n,) m [c, » ) implies f(t), 1/(0 | « ^ , e ^ « - 0 . 

r — to 
We give a few examples of functions which belong to (1, n) or (2, n). 
fit) = e*1, fc > 0, belongs to both (1, n) and (2, n) in [0, °o). The integral 

eo 

transcendental function/(0 = ]C c^2n belongs to (2, n) in (—«, °°), if all 
n-0 

c„ S 0. If/(0 is completely monotonic in [0, «>), then/(0 € (2, n), as is seen 
from the canonical representation 

f(t) = f e~ts da{x), t £ 0, 
Jo 

where a{x) is bounded and non-decreasing in [0, ») . 

fit) = - J - « ( 2 , n ) in [0, oo), c < 0 i —• c 

/ ( * ) - , — i * 1 ' " ) in [0 ,») , c < 0 r — c 

/(0 = aTiy^(2, n) in [0, "^ p - °' 
for, T{p)f{t) = r e-+il-u*-ld8. Jo 

More generally, if f{t) is completely monotonic in [c, oo), c ^ 0, then 
/(0 € (2, n)in (c, oo). Thus, 

(4.49) f(t) = (1 + 0 , lQgl+#l ( 1 + 0 lQgi+Pt ( 1 + 0 . . . logi+P. (1 + 0 «(2, n) 

in [c, * ] , c sufficiently large, p ^ 0 ; p i , p 2 , • • • , p m > 0 , 
for f{t)e~~( is completely monotonic in (c, oo) [Hausdorff, 1, I]. 

9. We now state the following theorem which supplements Theorem 4.2. 
THEOREM 4.7. The function f{t) being unrestricted as to sign, assume that 

RniAf) has a constant sign for all nr and all ^. If there exists a solution \f/f such 
that Qn,if) —> /*'(/), {ft*} C {n,}, then I+>(J) gives the minimum {or maximum) of 
hif)y according as Rn;Af) ^s ^ 0 or g 0. 

In fact, 
0 £ Rn.Af) - hif) - Qn,(/) - / , ( / ) - /,<(/)• 

We state a further result where it is assumed that/(0 ^ 0. 
LEMMA 4.6. If there exists a sequence [nw] such that Rnijoif) ^ 0 for $Q = 

lim ^nr, \n>p\ C {n',|, tfien J*o(/) Aaa *Ae same value for all such ^Q. Moreover, 
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Extract from {^n;| any two convergent subsequences {^), {^'}, with limit 
functions ^', \p" respectively. By theorem 4.2, Q,»{f) —*• /*'(/) , Q*"(f) —* 
/*"(/)• Moreover, 

#,<.*"(/) ->/*»(/) - lim Q,<(/) = /*-(/) - /*'(/) £ 0. 

The preceding general considerations may be applied to functions of classes 
(1, nr), (2, nr), for which the remainder in the approximate quadrature formulas 
(4.10), (4.12) keeps a constant sign. 

THEOREM 4.8. If (i)/(0 t (2, nj) in [a, oo) or (ii) eitherf(t) t (1, n9) or ^ ) " " ^ 0 ) 

6 (2, n,) in [0, °c), then I+A(f) has the same value for any \f/A = lim ^n,, [n„j C 

[nr] in (i), or I*c(f) has the same value for any \J/C = lim 4/c
n, in (ii), and accord-

9 

ingty, Qi;(/3 converges to I+A(f), while Q»;(/) converges to I+c{f). The minimum 
of l+(f), is given, correspondingly, by I+A(f) or I+c(f). 

THEOREM 4.9. In the Stieltjes case the sequence < TTyr f of even approximants 

(Z2n-i(z)\ 
and the sequence \ — TT ; of odd approximants of the corresponding continued 

\J>i2n-\\Z)} 
fraction €(z) both converge at any point z, real or complex, not on [0, <»). In 
other words, both sequences {^t), \\l/c

n) converge. 

The proof of this fundamental result of Stieltjes [5] is a direct application of 

Theorem4.8 to the function f{t) = — — . First, let z be real and negative. 

Then/(0 « (2, n) in [0, «>). Hence / , has the same value for any \p (t), 
Jo z — t 

and the convergence of {^i(0}> which is equivalent to that of G(z), now follows 

directly. The statement concerning <\ r" , * > follows, by applying similar 
|/V2n-lWj 

considerations to f(t) = in [0, °o), z < 0. Theorem 4.9 now follows, by 
Z •""" L 

the Vitali Theorem. 
In Theorem 4.8 take/(0 = and use (4.18). Since, by (4.46) and (4.47), 

z — t 

RU ( ^ ) < 0, RU ( ~ ) > °> z < °> 
we get 

THEOREM 4.10. For any solution \f/(t) and for any z < 0, 
/C rm i i rm JiA 

-1(2) Jo z — t Jo z — t Jo z — t Ntn{z) 
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This shows immediately that the Stieltjes moment problem is determined if 
and only if C(z) converges. 

In the Stieltjes case we also have the following result. 
If, foracertain (n,),/(2n'+2)(*) ^ 0 and/(2n'+,)(f) g 0 in [0, oo), thenQ».(/) > 

hc{f) ^ l+(j) > QA
n(j). In particular, this holds, \nv) s {n},'if/(0 is com­

pletely monotonic in [0, «>). 

10. We return to approximate quadratures. Theorem 4.6, combined with 
the example (4.49), shows that (i) Qn(f) based on the roots of Laguerre poly­
nomials Ll

n
a)(x) converges, if f{t) = 01 l + * i+»,J» as 

\t log I 10g2
 nt • • • 10gm

 Wmtl 
t —* oo ; m ^ 1; Pi, P2, • • • , Pm > 0. (ii) Qn(f) based on the roots of Hermite 
polynomials Hn(x) converges, if f(t) = 0 ( * , - ) . 

VM I log Pl \t | • • • log*"" | t \f 
This includes the results of Uspensky [2], as well as those of Jouravsky [1], 

obtained in a different manner. In order to obtain more general results we need 
CO 

LEMMA 4.7. Let f(t) = 23 °nln be an integral transcendental function with 
n-0 

non-negative coefficients, and let fit) be an arbitrary solution of the Stieltjes moment 

problem. A necessary and sufficient condition for the existence of I f(t) d\f/ is the 
Jo 

CO - C O CO 

convergence of 23 v*0* • Moreover, I f(t) d\p = 23 MnCn, hence, does not depend 
n-0 JO n-0 

00 

on the choice of \p. Analogous results hold in (— oc, oc) for f(t) = 23 Cnt2n, 
n-0 

oo 
cn ^ 0, and the series 23 tonCn . 

n-0 

Consider sections fn(t) = c0 + Ci/ + • • • + cn/n, n = 0, 1, • • • . Evidently, 
fn(t) —> f(t), increasingly with respect to n, for any t in [0, « ) . Hence, by 
Lebesgue's Theorem, 

Z M n C n = l l m f / n ( 0 # = [ U m / n ( 0 ty = f / ( * ) <ty . 
n-0 n JO JO n Jo 

The proof for (— °o, » ) is quite similar. 

COROLLARY 4.G. In the Stieltjes case, Qn(/) and Q„(f) both converge for any 
00 

integral transcendental function f(t) = 23 °ntn with non-negative coefficients, for 
n-0 

oo 
which 23 M»c» converges, and 

t - 0 

lim Qi(/) = lim QS(/) = £ n « = /" f(t) o>. 
n n i—0 •'0 
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Furthermore, if,ast—> « , fo(t) is dominated by a function f(t) of the above type, 
then 

Qi(f*) - / /•(<) tyA, QC
n(f0) -» f /,(«) # C . 

Jo Jo 

For the interval (— « , *>) Jouravsky[l] has obtained a convergence crite­
rion under the following conditions 

M2n = 0[(2n + p)! T], Z, p > 0 fixed, \p(t) absolutely continuous 

(here the moment problem is determined, by Carleman's criterion): 
oo 

THEOREM 4.11. Letf(t) be an integral transcendental function 23 cntn, cn ^ 0, 
n-0 

and, as \t\ ^ «>, let 

00 

s = 2k + 2cr, /c a positive integer, 0 ^ a < 1. .Assume further that 23 /4n-2 /4n* c„-|.jt 
n-0 

converges. Then f0(t) € F*. 
We pass now to the Hamburger case. Here we cannot go as far as previously. 

In fact, although we know that {^«(0} converges, we do not have an adequate 
expression for Rn.+(f)] on the other hand, an adequate expression is available for 
R«.+(f), but \\f/i(t)}. does not converge in the general case. 

The following results of a more particular character are derived from the pre­
ceding discussion, by reasoning quite similar to that developed in the Stieltjes 
case. 

CO 

(i) If f{t) = 23 c*t2n is an integral transcendental function with non-negative 
A - 0 

CO CO 

coefficients, such that 23 /*«•** converges, then Qi(f) converges to 23 M2iC, = 
i - 0 i - 0 

j f(t) d$r, where \[/{t) is an arbitrary solution of the moment problem. 

Indeed, /*(/) exists and/(0 e (2, n), hence, QA
n{f) is bounded. If now \f/A(t) -

CO 

lim $$,(t)> then, by Lemmas 4.6 and 4.7, Qn,(f) converges to the value 23 M21A = 
9 i - 0 

(ii) If /0(0, as 111 -> 00, is dominated by f(t) of (i), then Qi,(/o) -> h*(fo), 
where {^£,(0) is a convergent subsequence, with yjfA{t) as its limit function. 

11. Approximate quadrature formulas give rise to an interesting application 
to the following problem: how wide can he an interval known to he free of roots 
[xjn\, for a given n? 
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Consider, first, the case of a finite orthogonality interval [a, b]. Assume 
that (r, d) C \a, b\ contains no roots of qn(x). Define 

(4.50) f(x) = 
\{x-e)k{d-x)km[c,d], 

0 elsewhere, 

where k is a positive integer to be specified later. We readily verify the ioilowing 
relations : 

d ~~ c ^ ^ L 

The last inequality is derived by means of elementary properties of Legendre 
polynomials. Hence [Jackson, 1] there exists a polynomial Pn(x), of degree 
n > k - 1, such that in o ^ J ^ 6 

(4.52, | / (x)-,,W |£pV^>J, 
where £ is an absolute constant. Moreover, a simple computation shows that 
I/'CO I is maximum at 

t = C + d _ 7 p _ C+rf , 7 

Consider now the subinterval 

L 2 4fc' 2 ^ 4 * ; J 

or one half of it if (c — a)(d — 6) = 0. The points £i, f2 certainly fall outside 
/ for k sufficiently large. Hence, 

2k 

7 
8k (4.53) 0 < / (-^4"^) ~ '(Jo) = ** " '(a'°) = I ' ^'(l°) dx = 

/(*) ^ /(xo) > 7 " ( l - ~ ) > | 7 " , x « / . 

Apply now the approximate quadrature formula (4.4) to the function (4.50). 
We have 

RnAf) = / /(*) # = RnAf - Pn) 

= f (/(I) - P„(x)] d* - f [f{x) - Pn(X)\ dfn . 
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By (4.51), (4.52) and (4.53), 

(4.55) \y*l'd+ £ jtM*t* fr.f2**7** - o ) J , n>k-l. 
Assume now 

, r + i 

(4.56) J fy^ml, 

where [r, r + I] is any subinterval of [c, d] and m > 0 does not depend on r, Z. 
This is certainly satisfied, if 

(4.57) ty(z) = h(x) dx, h(x) £ m > 0 in (c, d). 

Taking in (4.55) k ^ log n, we get the desired result 

rlogn 
c < 

n 
Here, and in the subsequent discussion, we generally denote by r a properly 
fixed positive quantity, independent of c, d, n. 

The above analysis is applicable to any formula of approximate quadrature, 
with a positive d^(x), which is exact for polynomials, provided the sum of the 
absolute values of its coefficients remains bounded with respect to n. It follows 
that if x,-_i,n , x,,„ both lie in an interval [fc, ki] where (4.56) is satisfied, then 

(4.58) * „ - * * . < ^ 2 i » . 
n 

By means of TchebychefFs inequalities (4.36), this yields 
T loCT ft 

(4.59) pin < — , if s,-i.n, xitn, x,+i,n all lie in [k, ki]. 
n 

If Xi-t,n , x»-i.n , xitn , x.+i.n are all in [fc, ki] and x,_i.n ^ a ^ xlfn , then for any 
two solutions î '(x), î "(x) of the reduced moment problem (2.9) 

(4.60) j , 

' fd+'ix)- fd+"(x) 

rlogn 
n 

rlogn 
n 

The above considerations have many points in common with those of [Krawt-
chouk [1, 3] (cf. also [Netzorg, 1]). They apply to a general class of quasi-
orthogonal polynomials, while finer results may be obtained in special cases. 
Thus, if diKx) = h(x) dx, where 0 < ra g h(x) g M < °o in [a, b]9 then, accord­
ing to Erdos and Turin, [1], we have, for [a, b] = [— 1, 1], 

6,n - 0*-i.n < - ; fr„ = cos Bjn, j = 1, 2, • • • , n. n 
Estimates of £yn — £,-i,„ based on the asymptotic expression for the correspond­
ing orthogonal polynomials are given by Szego [2]. The case of the interval 
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(—00, oo) may be treated in a similar manner. Again introduce the function 
f(x) as in (4.50) and an interval [ — An , -4„] increasing indefinitely with n and 
such that [ — An , An] 3 [xn„ , £»„]. There exists a polynomial Pn(x), of degree 
n > k — 1, such that 

|/(x) - Pu(x) I ^ [^^-BJ, - 4 - S x £ .4„ , 

whence 

(4.61) \P.(x)\$ky" in K i i J and [-AB )c], fc - ^ ^ d . " Y . 

We now apply to the polynomial Pn(x) the following inequality of Tchebycheff: 

I P*(x) \ =i M on [a, /3] implies, for £ outside [a, 0], 

[2f - a - fi + 2 V
/ (£ -a ) (* -0 ) } 

| P - ( * ) | S y + [2{ - a - 0 - 2V(«-a )« - /J ) ]" 
(0 - a)" 

Using (4.61), we readily get 

| P n ( x ) | < ^ * 7 * ( j ^ I - 5 y | x | B , . | * | i A. , 0 ^ c < d < . 4 , . 

For Rn.+(f) we now write a relation analogous to (4.54), which yields 

0 < R„M) = [ f(*)d* ^ Uy'to* + *.), 
J e 

Assume that (4.56) is satisfied in any subinterval of [c, d], where now c, d, m 
eventually depend on n. By a reasoning quite similar to that employed for a 
finite interval, we get 

d - c< rk ( ^ V * m"HT (2MO + d*)*^, 

whence, taking fc ~ log n and assuming that m and dn are bounded with respect 
to n, 

(4.62) d - c < r ^ l o g n . 
n 

lOfiT 71 

The inequalities (4.58), (4.59) and (4.60) now follow, with -5— replaced by 
n 

4= log n. 
n 

12. We refer to [Krawtchouk 8, 9] for a discussion of an upper bound for 
, where ^' and yfr" are two distribution functions whose 

first N moments are "approximately" equal. 
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