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## PREFACE

The problem of moments is of fairly old origin, but it received its first systematic treatment in the works of Tchebycheff, Markoff, Stieltjes, and, later, Hamburger, Nevanlinna, M. Riesz, Hausdorff, Carleman, and Stone. The subject has an extensive literature, but has not been treated in book or monograph form. In view of the considerable mathematical (and also practical) interest of the moment problem it appeared to the authors desirable to submit such a treatment to a wide mathematical public. In the present monograph the main attention is given to the classical moment problem, and, with the exception of a few remarks concerning the trigonometrical moment problem, no mention is made of various generalizations and modifications, important as they may be. Furthermore, lack of space did not permit the treatment of important developments of Carleman and Stone based on the theory of singular integral equations and operators in Hilbert space. On the other hand, a special chapter is devoted to the theory of approximate (mechanical) quadratures, which is intimately related to the theory of moments and in many instances throws additional light on the situation.

The bibliography at the end of the book makes no claim to completeness.
The authors wish to acknowledge with gratitude the help received from Brown University and the University of Pennsylvania (through its Faculty Research Committee) in preparing this manuscript for publication.

In the second printing the theorem of 84 , page xiii, has been corrected by R. P. Boas, and a supplementary bibliography has been added.
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## INTRODUCTION

1. Brief historical review. In 1894-95 Stieltjes published a classical paper: "Recherches sur les fractions continues" containing a wealth of new ideas; among others, a new concept of integral-our modern "Stieltjes Integral". In this paper he proposes and solves completely the following problem which he calls "Problem of Moments":

Find a bounded non-decreasing function $\psi(x)$ in the interval $[0, \infty)$ such that its "moments" $\int_{0}^{\infty} x^{n} d \psi(x), n=0,1,2, \cdots$, have a prescribed set of values

$$
\begin{equation*}
\int_{0}^{\infty} x^{n} d \psi(x)=\mu_{n}, \quad n=0,1,2, \cdots \tag{1}
\end{equation*}
$$

The terminology "Problem of Moments" is taken by Stieltjes from Mechanics. [Stieltjes uses on many occasions mechanical concepts of mass, stability, etc., in solving analytical problems.] If we consider $d \psi(x)$ as a mass distributed over $[x, x+d x]$ so that $\int_{0}^{x} d \psi(t)$ represents the mass distributed over the segment [ $0, x$ ]-whence the modern designation of $\psi(x)$ as "distribution function"-then $\int_{0}^{\infty} x d \psi(x), \int_{0}^{\infty} x^{2} d \psi(x)$ represent, respectively, the first (statical) moment and the second moment (moment of inertia) with respect to 0 of the total mass $\int_{0}^{\infty} d \psi(x)$ distributed over the real semi-axis $[0, \infty)$. Generalizing, Sticltjes calls $\int_{0}^{\infty} x^{n} d \psi(x)$ the $n$-th moment, with respect to 0 , of the given mass distribution characterized by the function $\psi(x)$.

Stieltjes makes the solution of the Moment-Problem (1) dependent upon the nature of the continued fraction "corresponding" to the integral

$$
\begin{align*}
I(z, \psi)=\int_{0}^{\infty} \frac{d \psi(y)}{z+y} \sim \frac{\mu_{0}}{z}-\frac{\mu_{1}}{z^{2}} & +\frac{\mu_{2}}{z^{3}}-\frac{\mu_{3}}{z^{4}}+\cdots \\
& \sim \frac{1 \mid}{\mid a_{1} z}+\frac{1 \mid}{\mid a_{2}}+\frac{1 \mid}{\mid a_{3} z}+\frac{1 \mid}{\mid a_{4}}+\cdots \tag{2}
\end{align*}
$$

and upon the closely related "associated" continued fraction

$$
\begin{equation*}
\frac{\lambda_{1} \mid}{\mid z+c_{1}}-\frac{\lambda_{2} \mid}{\mid z+c_{2}}-\frac{\lambda_{3} \mid}{\mid z+c_{3}}-\cdots \tag{3}
\end{equation*}
$$

derived from (2) by "contraction":

$$
z-\frac{\alpha \mid}{\mid 1}-\frac{\beta \mid}{\mid z-\gamma}=z-\alpha-\frac{\alpha \beta}{z-(\beta+\gamma)}
$$

Making use of the theory of continued fractions Stieltjes shows that in (2) all $a_{i}$ are positive (which results in the positiveness of all $\lambda_{i}$ and $c_{i}$ in (3)).*

He further shows that this necessary condition is also sufficient for the existence of a solution of the Problem of Moments (1). In terms of the given sequence $\left\{\mu_{n}\right\}$ this condition is equivalent to the positiveness of the following determinants

$$
\begin{align*}
& \Delta_{n}=\left|\begin{array}{cccc}
\mu_{0} & \mu_{1} & \cdots & \mu_{n} \\
\mu_{1} & \mu_{2} & \cdots & \mu_{n+1} \\
\cdots & \cdots & \cdots & \cdots \\
\cdots \cdots & \cdots & \cdots & \cdots \\
\mu_{n} & \mu_{n+1} & \cdots & \mu_{i n}
\end{array}\right| \equiv\left|\mu_{i+j}\right|_{i, j n 0}^{n} ; \quad n=0,1,2, \cdots,  \tag{4}\\
& \Delta_{n}^{(1)}=\left.\left|\begin{array}{ccccc}
\mu_{1} & \mu_{2} & \cdots & \mu_{n} & \mu_{n+1} \\
\mu_{2} & \mu_{2} & \cdots & \mu_{n+1} & \mu_{n+2} \\
\cdots \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots \cdots & \cdots & \cdots & \cdots & \cdots \\
\mu_{n+1} & \mu_{n+2} & \cdots & \cdots & \mu_{2 n}
\end{array} \mu_{2 n+1}\right||\equiv| \mu_{i+j+1}\right|_{i, j n 0} ^{n} ; \quad n=0,1,2, \cdots .
\end{align*}
$$

The solution may be unique, in which case we speak of a "determined MomentProblem"; or there may be more than one solution in which case there are, of necessity, infinitely many solutions; our Moment-Problem is then "indeterminate". Stieltjes illustrates the latter case by a remarkable example. He further gives an effective construction of certain solutions of the MomentProblem (all, of course, essentially the same in case of a determined problem) which in the indeterminate case turn out to possess important minimal properties. Here the denominators of the successive approximants to the continued fractions (2) and (3) play an important role. In passing Stieltjes introduces an important new proposition dealing with the convergence of series of functions of a complex variable (now known as the Stieltjes-Vitali Theorem) which leads to a complete solution of the problem of convergence of the continued fraction (2) in the complex $z$-plane. Here Stieltjes shows that the Moment-Problem (1) is determined or indeterminate according as the continued fraction (2) is convergent or divergent, that is, according as the series $\sum_{1}^{\infty} a_{i}$ diverges or converges. The interesting fact that the continued fraction (2) may converge for certain $z$ (to the value $I(z, \psi)$ ), while the series $\sum_{0}^{\infty}(-1)^{i} \mu_{i} z^{-i-1}$ diverges for all $z$ is demonstrated.

* In the subsequent discussion we write

$$
\int_{0}^{\infty} \frac{d \psi(y)}{z-y} \sim \frac{\mu_{0}}{z}+\frac{\mu_{1}}{z^{2}}+\frac{\mu_{2}}{z^{s}}+\cdots
$$

so that the corresponding and associated continued fractions (2) and (3) are replaced respectively by

$$
\frac{1 \mid}{\mid l_{1} 2}+\frac{1 \mid}{\mid l_{2}}+\frac{1 \mid}{\mid h_{2} 2}+\cdots \quad \text { and } \quad \frac{\lambda_{1} \mid}{\mid z-c_{1}}-\frac{\lambda_{2} \mid}{\mid z-a_{1}}-\frac{\lambda_{2} \mid}{\mid z-c_{2}}-\cdots,
$$

where all $l_{2 i+1}$ are positive, all $l_{2 i}$ are negative, and $\lambda_{i}$ and $c_{i}$ are positive.

Stieltjes was not the first to discuss either the Moment-Problem, or the continued fraction (3). The first considerations along these lines are due to the great Russian mathematician Tchebycheff who in a series of papers started in 1855 discusses integrals of the type $\int_{-\infty}^{\infty} \frac{p(y) d y}{x-y}$, where $p(x)$ is non-negative in $(-\infty, \infty)$, and sums of the type $\sum_{-\infty}^{\infty} \frac{\theta_{i}^{2}}{x-x_{i}}, \theta_{i} \neq 0$ (both cases are now covered by a Stieltjes Integral). Tchebycheff's main tool is the theory of continued fractions which he uses with extreme ingenuity. However, Tchebycheff was not interested in the existence or construction of a solution of the MomentProblem,

$$
\begin{equation*}
\int_{-\infty}^{\infty} p(x) x^{n} d x=\mu_{n}, \quad n=0,1,2, \cdots \tag{6}
\end{equation*}
$$

but mainly in the following two problems: a) How far does a given sequence of moments determine the function $p(x)$ ? More particularly, given

$$
\int_{-\infty}^{\infty} p(x) x^{n} d x=\int_{-\infty}^{\infty} e^{-x^{2}} x^{n} d x, \quad n=0,1,2, \cdots ;
$$

can we conclude that $p(x)=e^{-x^{2}}$, or, as we say now, that the distribution characterized by the function $\int_{-\infty}^{x} p(t) d t$ is a normal one? This is a fundamental problem in the theory of probability and in mathematical statistics. b) What are the properties of the polynomials $\omega_{n}(z)$, denominators of successive approximants to the continued fraction (3)? This opened a vast new field, the general theory of orthogonal polynomials, of which only the classical polynomials of Legendre, Jacobi, Abel-Laguerre and Laplace-Hermite were known before Tchebycheff. In the work of Tchebycheff we find numerous applications of orthogonal polynomials to interpolation, approximate quadra.tures, expansion of functions in series. Later they have been applied to the general theory of polynomials, theory of best approximations, theory of probability and mathematical statistics.
Another work which preceded that of Stieltjes is the classical work of Heine ( $1861,1878,1881$ ). Here we find a brief discussion of the continued fraction associated with $\int_{a}^{b} \frac{p(y) d y}{x-y}$, where the given function $p(x)$ is non-negative in ( $a, b$ ), and also an application of the orthogonal polynomials $\omega_{n}(x)$ to approximate quadratures.

One may venture the opinion that the use of this integral and of continued fractions was suggested to Stieltjes by the work of Tchebycheff and Heine. We must emphasize the importance of the new analytical tool, the Stieltjes Integral, which made it possible to treat the Problem of Moments in its most general form, namely,

$$
\begin{equation*}
\int_{-\infty}^{\infty} x^{n} d \psi(x)=\mu_{n}, \quad n=0,1,2, \cdots \tag{7}
\end{equation*}
$$

One of the most talented pupils of Tchebycheff, A. Markoff, continued the work of his teacher applying it, in particular, to the theory of probability ("method of moments" applied to the proof of the fundamental limit-theorem), and to the closely related problem of finding precise bounds for $\int_{c}^{d} d \psi(x)$, $a<c<d<b$, where the function $\psi(x)$ is non-decreasing in ( $a, b$ ), its first $n+1$ moments being given. This important problem was proposed and its solution, based on the now celebrated "Tchebycheff inequalities", was given without proof by Tchebycheff in 1873. The proof was supplied by Markoff in his Thesis in 1884. It is interesting to note that Tchebycheff inequalities have been proved simultaneously and in the same manner by Stieltjes. Markoff further generalizes the Moment-Problem (1896) by requiring the solution $p(x)$ to be bounded:

$$
\int_{-\infty}^{\infty} x^{n} p(x) d x=\mu_{n}, \quad n=0,1,2, \cdots, \quad \text { with } \quad 0 \leqq p(x) \leqq L
$$

In his investigations, as in those of his teacher, continued fractions play a predominant role.

As often happens in the history of science, the Problem of Moments lay dormant for more than 20 years. It revived again in the work of H. Hamburger, R. Nevanlinna, M. Riesz, T. Carleman, Hausdorff, and others.

An important approach to, and extension of, the work of Stieltjes to the whole real axis ( $-\infty, \infty$ ) was achieved by H. Hamburger (1920, 1921). This extension is by no means trivial. The consideration of negative values of $x$ introduces new factors in the situation. Hamburger makes extensive use of Helly's theorem of choice. He fully discusses the convergence in the complex plane of both the associated and the corresponding (if it exists) continued fractions. He shows that a necessary and sufficient condition for the existence of a solution of the Moment-Problem (7) is the positiveness of all determinants $\Delta_{n}$ in (4), and also gives criteria for the Moment-Problem (7) to be determined or indeterminate. A curious fact is revealed, namely, that the MomentProblem (7) may be indeterminate while the corresponding Stieltjes MomentProblem (1), with the same $\mu_{n}$, is determined.
R. Nevanlinna (1922) makes use of the modern theory of functions and exhibits the solutions of the Moment-Problem (7) and their properties in terms of the functions

$$
I(z ; \psi)=\int_{-\infty}^{\infty} \frac{d \psi(y)}{z-y}, \quad z \text { complex. }
$$

To him is due the important notion of "extremal solutions".
About the same time (1921, 1922, 1923) M. Riesz solved the Moment-Problem (7) on the basis of "quasi-orthogonal polynomials", i.e. linear combinations $A_{n} \omega_{n}(z)+A_{n-1} \omega_{n-1}(z)$. He also showed the close connection between the Problem of Moments and the so-called "closure property" (Parseval Formula) for the orthogonal polynomials $\omega_{n}(z)$.

Carleman $(1923,1926)$ shows the connection between the Problem of Moments (7) and the theories of quasi-analytic functions and of quadratic forms in infinitely many variables (through the medium of the asymptotic series $\sum_{0}^{\infty} \mu_{i} z^{-i-1}$ ). To him is due the most general criterion, so far known, for the Moment-Problem to be determined.

Hausdorff (1923) gives criteria for the Moment-Problem (7) to possess a (necessarily unique) solution in a finite interval, that is, when $\psi(x)$ in (7) is required to remain constant outside a given finite interval. An effective construction of the solution is given and criteria are derived for the solution to have specified properties-continuity, differentiability, etc.

The interest in the Problem of Moments remains strong up to the present day. Among the most important contributions we may mention the work of Achyeser and Krein (1934). They have generalized the work of Markoff, making use of the tools of the theory of quadratic forms; they also extended the theory to the "trigonometric Moment-Problem"

$$
\begin{equation*}
\int_{0}^{2 \pi} e^{i n x} d \psi(x)=\mu_{n}, \quad n=0,1,2, \cdots \tag{8}
\end{equation*}
$$

Compare, in this connection, the work of S. Verblunsky (1932).
Carleman, and later, Stone developed a rather complete treatment of the Moment-Problem on the basis of the theory of Jacobi quadratic forms and singular integral equations and operators in Hilbert space. Finally, Haviland and Cramer extended M. Riesz' theory to the case of several dimensions.

Various generalizations have been made to the cases where the set of functions $\left\{x^{n}\right\}$ is replaced by a more general set $\left\{\varphi_{n}(x)\right\}$, or the integrals by more general linear operators in abstract spaces. These generalizations, however, will not be considered in the present monograph.

The discussion in the first two chapters follows the work of M. Riesz and R. Nevanlinna, in chapter III that of Markoff, Achyeser and Krein, and Hausdorff.

We shall now state explicitly, but mostly without proof, some fundamental facts which will be used in various places in the following chapters.
2. Distribution functions. Let $\Re_{k}$ be a $k$-dimensional Euclidean space. A function $\Phi(e)$ of sets $e$ in $\Re_{k}$ is called a distribution set-function if it is non-negative, defined (and finite) over the family of all Borel sets in $\Re_{k}$, and is completely additive:

$$
\sum_{i=1}^{\infty} \Phi\left(e_{i}\right)=\Phi\left(\sum_{i=1}^{\infty} e_{i}\right), \quad e_{i} e_{i}=0, \quad \text { if } \quad i \neq j
$$

The spectrum $\subseteq(\Phi)$ of a distribution set-function $\Phi(e)$ is defined as the set of all points $x \in \Re_{k}$, such that $\Phi(G)>0$ for every open set $G$ containing $x$.

The point spectrum of $\Phi$ is the set of all points $x$ such that $\Phi((x))>0$.
By an interval $I \subset \Re_{k}$ we mean the set of points $x=\left(x_{1}, x_{2}, \cdots, x_{k}\right)$ whose coordinates satisfy conditions $a_{i}<x_{i} \leqq b_{i}, i=1,2, \cdots, k$, with obvious modifications in the case of an open or closed interval.

An interval $I$ is an interval of continuity of the distribution set-function $\Phi$ (or more generally, for an additive function $\Phi(I)$ defined over all intervals) if, on introducing

$$
I_{d}^{ \pm}: \quad a_{i} \mp \delta<x_{i} \leqq b_{i} \pm \delta, \quad i=1,2, \cdots, k
$$

we have

$$
\Phi\left(I_{\delta}^{ \pm}\right) \rightarrow \Phi(I), \quad \text { as } \quad \delta \rightarrow 0
$$

Two distribution set-functions are said to be substantially equal if they have the same intervals of continuity and their values coincide over all such intervals.

Let $\Psi(I)$ be a non-negative set-function defined (and finite) over all intervals $I$ in $\Re_{k}$ and satisfying the condition

$$
\Psi(I) \leqq \sum_{i=1}^{n} \Psi\left(I_{i}\right), \text { whenever } I=\sum_{i=1}^{n} I_{i}, \quad I_{i} I_{j}=0 \quad \text { for } \quad i \neq j .
$$

It is always possible to extend $\Psi(I)$ to a distribution set-function $\Phi(e)$ defined at least for all Borel sets having the same intervals of continuity as $\Psi(I)$, and coinciding with $\Psi(I)$ for such intervals.

A necessary and sufficient condition that two distribution set-functions $\Phi_{1}$ and $\Phi_{2}$ be substantially equal is that $\int_{x_{k}} f(t) d \Phi_{1}=\int_{\Phi_{k}} f(t) d \Phi_{2}$ for any continuous function $f(t)$ which vanishes for all sufficiently large values of $|t|$.

In the one-dimensional case a distribution set-function $\Phi(e)$ generates a pointfunction $\psi(t)$, which may be defined, for instance, by setting $\psi(t)=\Phi\left(I_{t}\right)+C$, where $I_{t}$ is the infinite interval $-\infty<x \leqq t$, and $C$ is an arbitrary constant. This point function is increasing and bounded in $(-\infty, \infty)$ and is determined uniquely at all its points of continuity, up to an additional constant. Conversely, every point function which is increasing and bounded generates a distribution set-function which is determined substantially uniquely.

For this reason any bounded increasing point-function may be called simply a distribution function.

Two distribution functions are said to be substantially equal if they have the same points of continuity and if their values at common points of continuity differ only by a constant. A function $\psi(t)$ which is increasing and bounded in a finite closed interval $[a, b]$ can be extended over the interval $(-\infty, \infty)$ by setting $\psi(t)=\psi(a), t<a, \psi(t)=\psi(b), t>b$. It then becomes a distribution function. Two functions $\psi_{1}(t), \psi_{2}(t)$ which are increasing and bounded over a finite closed interval $[a, b]$ are said to be substantially equal if they have the same interior points of continuity and if their values at these points, and also at the end-points $t=a, t=b$, differ by a constant. Analogous considerations hold, of course, in the general $k$-dimensional case.

For proofs we refer to [Bochner, 1; Haviland, 2].
3. Theorems of Helly. A sequence of additive functions of intervals $\left\{\Psi_{n}(I)\right\}$ is said to converge substantially to a function of intervals $\Psi(I)$ if $\lim _{n \rightarrow \infty} \Psi_{n}(I)=\Psi(I)$ for all (finite) intervals of continuity of $\Psi$.


#### Abstract

"First Theorem of Helly". Given a sequence $\left\{\Psi_{n}(I)\right\}$ of non-negative additive and uniformly bounded functions of intervals, then there exists a subsequence $\left\{\Psi_{n},(I)\right\}$ and a distribution function $\Phi$ to which this subsequence converges substantially. Furthermore, if the sequence $\left\{\Psi_{n}\right\}$ itself does not converge substantially to $\Phi$, then there exists another subsequence $\left\{\Psi_{n ;}(I)\right\}$ converging substantially to another distribution function $\Phi^{\prime}$ which is not substantially equal to $\boldsymbol{\Phi}$. "Second Theorem of Helly". Given a sequence $\left\{\Psi_{n}(I)\right\}$ of non-negative additive and uniformly bounded functions of intervals, which converges substantially to a distribution function $\boldsymbol{\Phi}$. Then


$$
\lim _{n} \int_{\mathbb{X}_{k}} f(t) d \Psi_{n}=\int_{\mathbf{x}_{k}} f(t) d \Phi
$$

for any function $f(t)$ continuous in $\Re_{k}$ and such that, as $I_{N} \uparrow \Re_{k}, \int_{I_{N}} f(t) d \Psi_{n} \rightarrow$ $\int_{x_{k}} f(t) d \Psi_{n}$ uniformly in $n$.

In the one-dimensional case this theorem may be easily restated in terms of sequences of uniformly bounded increasing point-functions, instead of functions of intervals. For the proof see [Bochner, 1].
4. Extension theorem for non-negative functionals. Let $\mathfrak{M}$ be a linear manifold* of real-valued functions $x(t)$ defined on any abstract space $\Omega, t \in \Omega$. Let $\mathfrak{M}_{0}$ be a linear sub-manifold of $\mathfrak{M}$ and let $f_{0}(x)$ be a $\left(\Omega_{0}\right)$ non-negative additive and homogeneous functional defined on $\mathfrak{M}_{0}$, that is

$$
\begin{aligned}
f_{0}\left(x_{1}+x_{2}\right) & =f_{0}\left(x_{1}\right)+f_{0}\left(x_{2}\right), \quad x_{1}, x_{2} \in \mathbb{M}_{0} \\
f_{0}(c x) & =c f(x), \quad x \in \mathbb{M}_{0}, \\
f_{0}(x) & \geqq 0, \quad \text { whenever } \quad x(t) \geqq 0 \text { for all } t \in \Omega_{0} \subset \Omega^{* *}
\end{aligned}
$$

Let $\mathbb{M}_{0}$ have the following property: ( $\dagger$ ) For every $y \in \mathfrak{M}$ there exist $x^{\prime}$ and $x^{\prime \prime}$ of $\mathfrak{M}_{0}$ such that $x^{\prime}(t) \leqq y(t) \leqq x^{\prime \prime}(t)$ on $\Omega_{0}$. Then the functional $f_{0}(x)$ can be extendea to an additive, homogeneous and ( $\Omega_{0}$ ) non-negative functional $f(x)$ defined on the whole manifold $\mathfrak{M}$ so that $f(x)$ coincides with $f_{0}(x)$ on $\mathfrak{M}_{0}$.

Assume $\mathfrak{M}_{0} \subset \mathfrak{M}$ and $y_{1} \in \mathfrak{M}-\mathfrak{M}_{0}$. Consider the linear manifold $\mathfrak{M}_{1}$ determined by $\mathfrak{M}_{0}$ and $y_{1}$. The elements $x_{1}$ of $\mathfrak{M}_{1}$ admit of a unique representation $x_{1}=x_{0}+u y_{1}$, where $x_{0}$ is any element of $\mathfrak{M}_{0}$ and $u$ is any real number. Introduce the functional $f\left(x_{1}\right)$ defined on $\mathfrak{R}_{1}$ by

$$
f\left(x_{1}\right)=f\left(x_{0}+u y_{1}\right)=f_{0}\left(x_{0}\right)+u r_{1}, \quad r_{1}=f\left(y_{1}\right)
$$

It is clear that this functional is additive and homogeneous, and that it coincides with $f_{0}(x)$ when $x \in \mathfrak{M}_{0}$. It remains to determine $r_{1}$ so that $f$ will be ( $\Omega_{0}$ ) nonnegative. Take any $x_{0}^{\prime}$ and $x_{0}^{\prime \prime}$ such that $x_{0}^{\prime} \leqq y_{1} \leqq x_{0}^{\prime \prime}$ on $\Omega_{0}$. Then the condition

[^1]that $f_{0}(x)$ is $\left(\Omega_{0}\right)$ non-negative implies that $f_{0}\left(x_{0}^{\prime}\right) \leqq f_{0}\left(x_{0}^{\prime \prime}\right)$. Take $r_{1}$ to satisfy $\sup f_{0}\left(x^{\prime}\right) \leqq r_{1} \leqq \inf f_{0}\left(x^{\prime \prime}\right)$, where sup and inf are taken over all $x^{\prime} \leqq y_{1}$ and $x^{\prime \prime} \geqq y_{1}$, respectively. Then $f$ will be ( $\Omega_{0}$ ) non-negative. For, if $x_{0}+u y_{1} \geqq 0$ on $\Omega_{0}$ and $u>0$, then $y_{1} \geqq-u^{-1} x_{0}$ and so $r_{1} \geqq f\left(-u^{-1} x_{0}\right)$, i.e. $f\left(x_{0}\right)+u r_{1} \geqq 0$; similarly, if $u<0,-u^{-1} x_{0} \geqq y_{1}$, and so $f\left(-u^{-1} x_{0}\right) \geqq r_{1}$, i.e. $f\left(x_{0}\right)+u r_{1} \geqq 0$. Thus $f_{0}(x)$ is extended to the linear manifold $\mathfrak{P}_{1}$. The extension to the whole linear manifold $\mathfrak{P}$ can now be performed by the method of transfinite induction.

The proof above proceeds along the same lines as a proof by Kantorovich [1]. Compare also Haviland [4, 5]. The condition ( $\dagger$ ) was suggested by a result of Krein and Šmulian [1]; it was omitted in the first printing. The proof in the first printing tacitly assumed that inf $f_{0}\left(x_{0}\right)$ for $x_{0}-y_{1} \geqq 0$ on $\Omega_{0}$ is not $-\infty$. Nothing in the original statement guarantees this, and if it is not true the extended "functional" would not be finite-valued. In the application on the next page to the proof of Theorem 1.1, condition (1.3) ensures the validity of ( $\dagger$ ).
5. Stieltjes inversion formula. Let $\psi(t)$ be any function of bounded variation on $(-\infty, \infty)$. The integral $I(z) \equiv I(z ; \psi)=\int_{-\infty}^{\infty} \frac{d \psi(t)}{z-t}$ is an analytic function of $z$ in the upper and in the lower half-planes, its values being conjugate at two conjugate points. The function $\psi(t)$ can be expressed in terms of $I(z)$ by the following formula:

$$
\begin{aligned}
\frac{1}{2}\left[\psi\left(t_{1}+0\right)+\psi\left(t_{1}-0\right)\right]-\frac{1}{2}\left[\psi \left(t_{0}\right.\right. & \left.+0)+\psi\left(t_{0}-0\right)\right] \\
& =\lim _{\epsilon \rightarrow+0}-\frac{1}{2 \pi i} \int_{t_{0}}^{t_{1}}\left[I(t+i \epsilon)-I\left(t-i_{\epsilon}\right)\right] d t
\end{aligned}
$$

(Cf. Stone, [1]). Thus, $\psi(t)$ is substantially uniquely determined by $I(z ; \psi)$.

## CHAPTER I

## A GENERAL THEORY OF THE PRORLEM OF MOMENTS.

1. Let $\Re$ be a $k$-dimensional Euclidean space. Let there be given an infinite multiple sequence of real constants

$$
\mu_{j_{1} j_{2} \cdots i_{k}} ; \quad j_{1}, j_{2}, \cdots, j_{k}=0,1,2, \cdots .
$$

We are interested in finding necessary and sufficient conditions that there shall exist a $k$-dimensional distribution function $\Phi$ whose spectrum $S(\Phi)$ is to be contained in a closed set $\mathfrak{S}_{0}$, given in advance, and which is a solution of the "problem of moments" [Haviland, 4, 5]

$$
\begin{equation*}
\mu_{j_{1} \cdots j_{k}}=\int_{g} t_{1}^{j_{1}} \cdots t_{k}^{j_{k}} d \Phi, \quad j_{1}, j_{2}, \cdots, j_{k}=0,1,2, \cdots \tag{1.1}
\end{equation*}
$$

To abbreviate we call this problem simply the ( $\Im_{0}$ ) moment problem. We say that the moment problem is determined if its solution is substantially unique; otherwise we call it indeterminate.

To simplify we shall discuss only the two-dimensional case, $k=2$. There is no difficulty in extending the results to the case of any number of dimensions.

Let $P(u, v)$ be any polynomial in $u, v$ in $\Re$,

$$
P(u, v)=\sum_{i, j} x_{i} y_{j} u^{i} v^{j},
$$

where $x_{i}, y_{j}$ are real- or complex-valued constants. Introduce the functional $\mu(P)$ defined by

$$
\mu(P) \equiv \sum_{i, j} \mu_{i j} x_{i} y_{i} .
$$

In particular,

$$
\mu\left(u^{i} v^{j}\right)=\mu_{i j} .
$$

Theorem 1.1. A necessary and sufficient condition that the ( $\varsigma_{0}$ ) moment problem defined by the sequence of moments $\left\{\mu_{i j}\right\}$ shall have a solution is that the functional $\mu(P)$ be ( $\Im_{0}$ ) non-negative, that is

$$
\begin{equation*}
\mu(P) \geqq 0, \quad \text { whenever } P(u, v) \geqq 0 \text { on } \mathbb{S}_{0} . \tag{1.2}
\end{equation*}
$$

This theorem is an immediate application of the theorem on the extension of non-negative functionals (Introduction, $\mathbf{4}$ ). Let $\mathfrak{P}$ be the linear manifold of all single-valued functions $y=y(u, v)$ which admit of an estimate

$$
\begin{equation*}
|y(u, v)| \leqq A\left(u^{2 r}+v^{2 r}\right)+B \tag{1.3}
\end{equation*}
$$

where $A, B$ are non-negative constants and $r$ is a non-negative integer. Let $\mathfrak{M}_{0}$ be the linear sub-manifold of $\mathfrak{M}$, consisting of all polynomials $P$. It is clear that all functions $\eta=A\left(u^{2 r}+v^{2 r}\right)+B$ are in $\mathfrak{M}_{0}$.

Now if our ( $\Xi_{0}$ ) moment-problem has a solution $\Phi$, then whenever $P \geqq 0$ on $\mathfrak{\varrho}_{0}$, we obviously have

$$
\mu(P)=\int_{刃} P(u, v) d \Phi=\int_{\delta_{0}} P(u, v) d \Phi \geqq 0 .
$$

Thus the condition (1.2) of Theorem 1.1 is necessary. To prove its sufficiency, suppose (1.2) is satisfied. Then $\mu(P)$ appears as a homogeneous additive ( $S_{0}$ ) non-negative functional defined on $\mathfrak{M}_{0}$. By Introduction, 4, this functional can be extended over the whole manifold $\mathfrak{M}$, with preservation of all these properties. In particular, we may define $\mu\left(y_{t}\right)$, where $y_{I}$ is the characteristic function of any two-dimensional interval $I$, since clearly $y_{I} \in \mathfrak{M}$. Thus we obtain a function $\psi(I)=\mu\left(y_{I}\right)$ of intervals, which possesses the properties

$$
\begin{equation*}
\psi(I)^{\prime} \geqq 0 \tag{i}
\end{equation*}
$$

since $y_{I} \geqq 0$ and $\mu$ is non-negative;
(ii) whenever $I=\sum_{i=1}^{n} I_{i}, \quad I_{i} I_{i}=0$ for $i \neq j$, then

$$
\psi(I)=\sum_{i=1}^{n} \psi\left(I_{i}\right)
$$

since $\mu$ is additive and $y_{t}=\sum_{i=1}^{n} y_{I_{i}}$;

$$
\begin{equation*}
\psi(I) \text { is bounded, } \tag{iii}
\end{equation*}
$$

since

$$
\psi(I) \leqq \psi(\Re)=\mu\left(y_{\Re}\right)=\mu(1)=\mu_{\infty} .
$$

The conditions of Introduction, 2, are thus satisfied, and we can construct the associated distribution function $\Phi$ which is substantially equal to $\psi(I)$. This function $\Phi$ is a solution of our $\left(\varsigma_{0}\right)$ moment problem. To prove this we have only to establish that

$$
\begin{align*}
& \mathfrak{S}(\Phi) \leqq \mathbb{S}_{j}  \tag{1.4}\\
& \int_{\Re} u^{i} v^{j} d \Phi=\mu_{i j}, \quad i, j=0,1,2, \cdots \tag{1.5}
\end{align*}
$$

To prove (1.4) it suffices to show that $\left(u_{0}, v_{0}\right) \in \mathfrak{R}-\Xi_{0}$ implies $\left(u_{0}, v_{0}\right) \in \mathfrak{R}$ $\mathfrak{S}(\Phi)$. Let $\left(u_{0}, v_{0}\right) \in \Re-\Im_{0}$ and let $I_{0}<\Re-\Im_{0}$ be a common interval of continuity of $\Phi$ and $\psi$ containing ( $u_{0}, v_{0}$ ) in its interior. Since $y_{I_{0}}=0$ on $\boldsymbol{S}_{0}$ we may write $y_{I_{0}} \leqq 0, y_{I_{0}} \geqq 0$ on $\Im_{0}$, whence $\mu\left(y_{I_{0}}\right) \leqq 0, \mu\left(y_{I_{0}}\right) \geqq 0$, and $\mu\left(y_{I_{0}}\right)$ $=0$. Thus $\psi\left(I_{0}\right)=\mu\left(y_{I_{0}}\right)=0$, which implies $\Phi\left(I_{0}\right)=0$; hence $\left(u_{0}, v_{0}\right) \epsilon$ $\Re-\Theta(\Phi)$.

It remains to prove (1.5). Let $\epsilon, \epsilon_{1}$ be two given positive numbers. Let $I_{0}$ be again a common interval of continuity of $\Phi$ and $\psi$, so large that for a suitable choice of $r$

$$
\left|u^{i} v^{i}\right|<\epsilon\left(u^{2 r}+v^{2 r}\right) \text { on } \Re-I_{v}
$$

The integers $i, j$, and $r$ will be now fixed. Let $I_{1}, I_{2}, \cdots, I_{n}$ be a finite sequence of common intervals of continuity of $\Phi$ and $\psi$, disjoint and such that

$$
I_{0}=I_{1}+I_{2}+\cdots+I_{n}
$$

while the oscillation of $u^{i} v^{j}$ on each $\bar{I}_{v}, \nu=1,2,3, \cdots, n$ is less than $\epsilon_{1}$. In each $I_{v}$ select a point ( $u_{v}, \nu_{v}$ ) and introduce a simple function

$$
y_{0}(u, v)=\left\{\begin{array}{l}
u_{v}^{i} v_{v}^{i} \text { on } I_{\nu}, \quad \nu=1,2, \cdots, n \\
0 \text { elsewhere }
\end{array}\right.
$$

It is clear that

$$
y_{0}(u, v)=\sum_{r=0}^{n} u_{v}^{i} v_{v}^{j} y_{r_{v}} .
$$

Since

$$
y_{0}(u, v)-\epsilon_{1}<u^{i} v^{j}<y_{0}(u, v)+\epsilon_{1} \quad \text { on } \quad I_{\nu}, \quad \nu=1,2, \cdots, n,
$$

while

$$
-\epsilon\left(u^{2 r}+v^{2 r}\right)<u^{i} v^{j}<\epsilon\left(u^{2 r}+v^{2 r}\right) \text { on } \Re-I_{0},
$$

we have everywhere in $\Re$

$$
y_{0}(u, v)-\epsilon\left(u^{2 r}+v^{2 r}\right)-\epsilon_{1}<u^{i} v^{j}<y_{0}(u, v)+\epsilon\left(u^{2 r}+v^{2 r}\right)+\epsilon_{1} .
$$

In view of the ( $\mathscr{S}_{0}$ ) non-negativeness of the functional $\mu$, we have

$$
\begin{gathered}
\mu\left[y_{0}(u, v)-\epsilon\left(u^{2 r}+\vartheta^{2 r}\right)-\epsilon!\leqq \mu\left(u^{i} v^{j}\right) \leqq \mu\left[y_{0}(u, v)+\epsilon\left(u^{2 r}+v^{2 r}\right)+\epsilon_{1}\right],\right. \\
\mu\left(y_{0}\right)-\epsilon\left(\mu_{2 r, 0}+\mu_{0,2 r}\right)-\epsilon \mu_{00} \leqq \mu_{i j} \leqq \mu\left(y_{0}\right)+\epsilon\left(\mu_{2 r, 0}+\mu_{0,2 r}\right)+\epsilon_{2} \mu_{00} .
\end{gathered}
$$

But

$$
\mu\left(y_{0}\right)=\sum_{n=1}^{n} u_{r}^{i} v_{v}^{j} \mu\left(y_{r_{v}}\right)=\sum_{v=1}^{n} u_{v}^{i} v_{v}^{i} \psi\left(I_{v}\right)=\sum_{v=1}^{n} u_{v}^{i} v_{v}^{i} \Phi\left(I_{v}\right) .
$$

If we allow here $\epsilon_{1} \rightarrow 0$ and $\max |I,| \rightarrow 0$, we see that

$$
\int_{I_{0}} u^{i} v^{j} d \Phi-\epsilon\left(\mu_{2 r, 0}+\mu_{0,2 r}\right) \leqq \mu_{i j} \leqq \int_{I_{0}} u^{i} v^{j} d \Phi+\epsilon\left(\mu_{2 r, 0}+\mu_{0,2 r}\right) .
$$

On allowing here $\epsilon \rightarrow 0$ (and $I_{0} \rightarrow \Re$ ) it readily follows that $u^{i} v^{j}$ is absolutely integrable over $\Re$ with respect to $\Phi$ and that

$$
\mu_{i j}=\int_{\Xi} u^{i} v^{j} d \Phi, \quad i, j=0,1,2, \cdots
$$

2. Theorem 1.1 can be readily applied to derive necessary and sufficient conditions for the existence of solutions of various specialized moment problems characterized by a special choice of $\mathfrak{S}_{0}$.
(a) Hamburger moment problem. Here $S_{0}$ coincides with the axis of reals. Hence $\mu_{i j}=0$ for $j \geqq 1$, so that we have a simple sequence of moments

$$
\mu_{n} \equiv \mu_{n 0}, \quad n=0,1,2, \cdots
$$

and the problem reduces to that of determining a one-dimensional distribution function $\psi(u)$ such that

$$
\begin{equation*}
\mu_{n}=\int_{-\infty}^{\infty} u^{n} d \psi(u), \quad n=0,1,2, \cdots \tag{1.6}
\end{equation*}
$$

Thus it suffices to consider polynomials and functions of $u$ alone, and to define the functional $\mu$ by

$$
\begin{equation*}
\mu\left(P_{n}\right) \equiv \sum_{i=0}^{n} \mu_{j} x_{i}, \quad P_{n}(u)=\sum_{i=0}^{n} x_{j} u^{j} \tag{1.7}
\end{equation*}
$$

Theorem 1.1 states now that a necessary and sufficient condition for the existence of a solution of (1.6) is that $\mu(P) \geqq 0$, whenever $P(u) \geqq 0$ for all real values of $u$. If we take for $P(u)$ the particular polynomial $P(u)=$ $\left(x_{0}+x_{1} u+\cdots+x_{n} u^{n}\right)^{2}, x_{i}$ real, we have

$$
\begin{equation*}
\mu(P)=\sum_{i, i=0}^{n} \mu_{i+}, x_{i} x_{j} \equiv Q_{n}(x) \tag{1.8}
\end{equation*}
$$

(Hankel quadratic form). Thus a necessary condition for the existence of a solution of (1.6) is that the quadratic forms $Q_{n}(x), n=0,1,2, \cdots$, be non-negative. This condition is also sufficient.
In fact [Polya und Szegõ, 1, Vol. II, p. 82] any polynomial $P(u) \geqq 0$ for all real $u$ can be represented by

$$
P(u)=p_{1}(u)^{2}+p_{2}(u)^{2}
$$

where $p_{1}(u), p_{2}(u)$ are polynomials with real coefficients, whence

$$
u(P)=\mu\left(p_{1}^{2}\right)+\mu\left(p_{2}^{2}\right) \geqq 0,
$$

if $Q_{n}(x) \geqq 0, n=0,1,2, \cdots$.
Let $\psi(u)$ be a solution of (1.6). Since

$$
Q_{n}(x)=\mu\left(p_{n}^{2}\right)=\int_{-\infty}^{\infty} p_{n}^{2}(t) d \psi,
$$

it is clear that if $\subseteq(\psi)$ is not reducible to a finite set of points, we always have

$$
\begin{equation*}
Q_{n}(x)=\sum_{i, i=0}^{n} \mu_{i+i} x_{i} x_{i}>0, \quad n=0,1,2, \cdots, \tag{1.9}
\end{equation*}
$$

provided not all $x_{0}, x_{1}, \cdots, x_{n}$ are zero, which will be assumed in what follows. From the theory of quadratic forms it is well known that conditions (1.9) are equivalent to

$$
\Delta_{n}=\left|\mu_{i+j}\right|_{i, j=0}^{n}>0, \quad n=0,1,2, \cdots
$$

On the other hand, if there exists a solution $\psi(u)$ whose spectrum consists precisely of $(k+1)$ distinct points (we shall see later [3, Corollary 1.1] that the moment problem is then determined), $t_{1}, t_{2}, \cdots, t_{k+1}$, then it is readily seen that for each $n \geqq k+1, Q_{n}(x)=0$ for a suitable choice of $x_{0}, x_{1}, \cdots, x_{n}$, which impiies $\Delta_{n}=0, n=k+1, k+2, \cdots$, while $\Delta_{0}>0, \cdots, \Delta_{k}>0$. It can be proved, conversely, that if these conditions are satisfied, then there exists a uniquely determined solution of the moment problem with the property mentioned above [Fischer, 1; Achyeser and Krein, 1, 6].

All these results can be stated in
Theorem 1.2. In order that a Hamburger moment problem

$$
\begin{equation*}
\mu_{n}=\int_{-\infty}^{\infty} t^{n} d \psi, \quad n=0,1,2, \cdots \tag{1.6}
\end{equation*}
$$

shall have a solution it is necessary that

$$
\begin{equation*}
\Delta_{n}=\left|\mu_{i+j}\right|_{i, j-0}^{n} \geqq 0, \quad n=0,1,2, \cdots \tag{1.10}
\end{equation*}
$$

In order that there exist a solution whose spectrum is not reducible to a finite set of points it is necessary and sufficient that

$$
\begin{equation*}
\Delta_{n}>0, \quad n=0,1,2, \cdots \tag{1.11}
\end{equation*}
$$

In order that there exist a solution whose spectrum consists of precisely $(k+1)$ distinct points it is necessary and sufficient that

$$
\begin{equation*}
\Delta_{0}>0, \cdots, \Delta_{k}>0, \quad \Delta_{k+1}=\Delta_{k+2}=\cdots=0 \tag{1.12}
\end{equation*}
$$

The moment problem is determined in this case.
(b) Stieltjes moment problem. In this case $\mathfrak{S}_{0}$ coincides with the positive part of the axis of reals, $u \geqq 0$. As in the preceding case, we have to consider only moments $\mu_{n}=\mu_{n 0}$, and only polynomials and functions of a single variable. The moment problem reduces to

$$
\mu_{n}=\int_{0}^{\infty} t^{n} d \psi, \quad n=0,1,2, \cdots
$$

and a necessary and sufficient condition for the existence of a solution is that

$$
\mu(P)=\sum_{i=0}^{n} \mu_{i} x_{i} \geqq 0
$$

whenever

$$
P(u)=x_{0}+x_{1} u+\cdots+x_{n} u^{n} \geqq 0 \text { for } u \geqq 0
$$

An application of this condition to the two special polynomials $\left(x_{0}+x_{2} u+\cdots\right.$ $\left.+x_{n} u^{n}\right)^{2}, u\left(x_{0}+x_{1} u+\cdots+x_{n} u^{n}\right)^{2}$ yields at once

$$
\begin{aligned}
Q_{n}(x) & \equiv \sum_{i, i=0}^{n} \mu_{i+j} x_{i} x_{j} \geqq 0, \\
Q_{n}^{(1)}(x) & \equiv \sum_{i, j=0}^{n} \mu_{i+j+1} x_{i} x_{j} \geqq 0,
\end{aligned}
$$

which is equivalent to

$$
\Delta_{n}=\left|\mu_{i+1}\right|_{i, j 00}^{n} \geqq 0, \quad \Delta_{n}^{(1)}=\left|\mu_{i+j+1}\right|_{i, j 00}^{n} \geqq 0, \quad n=0,1,2, \cdots .
$$

As in the preceding case, we derive
Theorem 1.3. A necessary condition for the existence of a solution of the Stielfjes moment problem

$$
\begin{equation*}
\mu_{n}=\int_{0}^{\infty} t^{n} d \psi, \quad n=0,1,2, \cdots \tag{1.13}
\end{equation*}
$$

is that

$$
\begin{equation*}
\Delta_{n}=\left|\mu_{i+j}\right|_{i, i=0}^{n} \geqq 0, \quad \Delta_{n}^{(1)}=\left.\left|\mu_{i+j+1}\right|\right|_{i, j, j 0} ^{n} \geqq 0, \quad n=0,1,2, \cdots \tag{1.14}
\end{equation*}
$$

In order that there exist a solution whose spectrum is not reducible to a finite set of points it is necessary and sufficient that

$$
\begin{equation*}
\Delta_{n}>0, \quad \Delta_{n}^{(1)}>0, \quad n=0,1,2, \cdots \tag{1.15}
\end{equation*}
$$

In order that there exist a solution whose spectrum consists of precisely $(k+1)$ points distinct from $t=0$ it is necessary and sufficient that

$$
\left\{\begin{array}{l}
\Delta_{0}>0, \cdots, \Delta_{k}>0, \Delta_{k+1}=\Delta_{k+2}=\cdots=0  \tag{1.16}\\
\Delta_{0}^{(1)}>0, \cdots, \Delta_{k}^{(1)}>0, \Delta_{k+1}^{(1)}=\Delta_{k+2}^{(1)}=\cdots=0
\end{array}\right.
$$

while in order that there exist a solution whose spectrum consists of $(k+1)$ points, one of them being at $t=0$, it is necessary and sufficient that

$$
\left\{\begin{array}{l}
\Delta_{0}>0, \cdots, \Delta_{k}>0, \Delta_{k+1}=\Delta_{k+2}=\cdots=0  \tag{1.17}\\
\Delta_{0}^{(1)}>0, \cdots, \Delta_{k-1}^{(1)}>0, \Delta_{k}^{(1)}=\Delta_{k+1}^{(1)}=\cdots=0
\end{array}\right.
$$

In the last two cases the problem is determined.*
(c) Trigonometric moment problem. Here the set $\mathfrak{S}_{0}$ is the circumference of a circle which, without loss of generality, can be taken as the unit circle. Since in this case $u=\cos \theta, v=\sin \theta$, and every polynomial of degree $n$ in $\cos \theta$, $\sin \theta$ can be written as $P_{n}(\theta)=\sum_{k}^{n} x_{k} e^{i k}$, and conversely, where $x_{k}$ are complex numbers, we again may replace the double sequence of moments $\mu_{i j}$ by a simple sequence $\left\{\mu_{n}\right\}, n=0, \pm 1, \pm 2, \cdots, \mu_{-n}=\bar{\mu}_{n}$, and introduce the "trigonometric moment problem",

$$
\mu_{n}=\int_{0}^{2 r} e^{i n \theta} d \Phi, \quad n=0, \pm 1, \pm 2, \cdots ; \quad \mu_{-n}=\bar{\mu}_{n}
$$

Theorem 1.1 shows that a necessary and sufficient condition for the existence of a solution of the trigonometric moment problem is that

$$
P_{n}(\theta)=\sum_{k=n}^{n} x_{n} e^{i \omega \theta} \geqq 0 \text { for all } \theta
$$

[^2]implies
$$
\mu\left(P_{n}\right)=\sum_{k=n}^{n} \mu_{k} x_{k} \geqq 0, \quad n=0,1,2, \cdots
$$

Since, on the other hand, a general representation for a non-negative trigonometric polynomial $P_{n}(\theta)$ is [Pólya und Szegö, 1, Vol. II, p. 82]

$$
P_{n}(\theta)=\left|h_{n}(z)\right|^{2}, \quad h_{n}(z)=\sum_{j=0}^{n} x_{j} z^{j}, \quad z=e^{i \theta}
$$

the expression $\mu\left(P_{n}\right)=\mu\left(\left|h_{n}(z)\right|^{2}\right)=\mu\left(\sum_{j, i=0}^{n} x_{j} e^{i j j} \bar{x}_{l} e^{-i l 0}\right)$ reduces to the Hermitian form

$$
\sum_{i, l=0}^{n} \mu_{j \_d} x_{i} \bar{x}_{l}
$$

(Toeplitz form), and we obtain
Theorem 1.4. A necessary condition that the trigonometric moment problem

$$
\mu_{n}=\int_{0}^{2 \pi} e^{i n 0} d \Phi, \quad n=0, \pm 1, \pm 2, \cdots ; \quad \mu_{-n}=\bar{\mu}_{n},
$$

have a solution is that all Toeplitz forms

$$
\sum_{i, l=0}^{n} \mu_{j-l} x_{j} \bar{x}_{l} \geqq 0, \quad n=0,1,2, \cdots
$$

or else that all determinants

$$
\delta_{n}=\left|\mu_{i-j}\right|_{i, j, 0} \geqq 0, \quad n=0,1,2, \cdots .
$$

For the existence of a solution whose spectrum is not reducible to a finite set of points it is necessary and sufficient that

$$
\delta_{n}>0, \quad n=0,1,2, \cdots
$$

We shall see later that the trigonometric moment problem is always determined.
Using an analogous argument it can be shown [Achyeser and Krein, 6] that a necessary and sufficient condition for the existence of a solution of the moment problem

$$
\mu_{n}=L_{r}^{r} e^{i n \theta} d \Phi, \quad n=0, \pm 1, \pm 2, \cdots ; \quad \mu_{-n}=\bar{\mu}_{n}, \quad 0<\tau<\pi
$$

is that $\mu_{0} \geqq 0$, and all the forms

$$
\sum_{j, i=0}^{n} \mu_{j-l} x, \bar{x}_{l}, \quad \sum_{j, l=0}^{n-1}\left(\mu_{j-l+1}-2 \cos \tau \mu_{j-l}+\mu_{j-l-1}\right) x_{j} \bar{x}_{l}
$$

be non-negative. It is easy to show that this criterion reduces to that of Theorem 1.4 when $\tau=\pi$.
(d) The Hausdorff one-dimensional moment problem. The set $\mathfrak{S}_{0}$ reduces here to the closed interval $[0,1]$ of the axis of reals. Using the notation

$$
\begin{gather*}
\mu_{n}=\int_{0}^{1} t^{n} d \Phi, \quad n=0,1,2, \cdots  \tag{1.18}\\
\mu\left(P_{n}\right)=\sum_{j=0}^{n} \mu_{i} x_{j}, \quad P_{n}(u)=\sum_{i=0}^{n} x_{i} u^{j} \tag{1.19}
\end{gather*}
$$

we conclude that a necessary and sufficient condition for the existence of a solution of (1.18) is that

$$
\begin{equation*}
P_{n}(u) \geqq 0 \text { on }[0,1] \text { implies } \mu\left(P_{n}\right) \geqq 0 \tag{1.20}
\end{equation*}
$$

To transform this condition we have to discuss the representation of polynomials non-negative on $[0,1]$. Let $f(t)$ be any function single-valued and finite on $[0,1]$. The polynomial of degree $n$,

$$
B_{n}(t ; f)=\sum_{v=0}^{n} f\binom{\nu}{n}\binom{n}{\nu} t^{\prime}(1-t)^{n-\nu}
$$

is called the Bernstein polynomial of degree $n$ associated with $f(t)$. [S. Bernstein, 1].

An important property of Bernstein polynomials is expressed by the following statement.

If $P_{m}(t)$ is a fixed polynomial of degree $m$, then

$$
B_{n}\left(t ; P_{m}\right)=P_{m}(t)+\sum_{t=1}^{m-1} \frac{p_{m 0}(t)}{n^{t}}
$$

where the polynomials $p_{m}(t)$ do not depend on $n$ (and are $\equiv 0$ in case $P_{m}(t)=$ const.).

It is easy to show now that the condition (1.20) is equivalent to

$$
\begin{equation*}
\mu\left(t^{\prime}(1-t)^{n-\gamma}\right) \geqq 0, \quad \nu=0,1, \cdots, n ; \quad n=0,1, \cdots \tag{1.21}
\end{equation*}
$$

Indeed, $t^{\prime \prime}(1-t)^{n-r}$ clearly is $\geqq 0$ on ( 0,1 ) so that (1.20) implies (1.21). Conversely, assume (1.21) to be satisfied and let $P_{m}(t)$ be any polynomial of degree $m$, non-negative on ( 0,1 ). Construct

$$
B_{n}\left(t ; P_{m}\right)=P_{m}(t)+\sum_{j=1}^{m-1} \frac{p_{m 0}(t)}{n^{t}}
$$

Then we have

$$
\mu\left(B_{n}\right)=\mu\left(P_{m}\right)+\sum_{m=1}^{m-1} \mu\left(p_{m s}\right) n^{-0}=\mu\left(P_{m}\right)+O(1 / n)
$$

On the other hand, since $B_{n}$ is a linear combination, with positive coefficients, of expressions of the form $t^{\prime}(1-t)^{n-\prime}$, we see that (1.21) implies $\mu\left(B_{n}\right) \geqq 0$. On allowing here $n \rightarrow \infty$ it follows that $\mu\left(P_{m}\right) \geqq 0$.*

* A shorter proof could be based on a known representation of polynomials non-negative on ( 0,1 ) (Pblya und Szegö, 1, Vol. II, p. 82). However, the proof in the text (due to Hildebrandt and Schoenberg [1]) can be extended to any number of dimensions without any essential modifications.

Introducing the differences

$$
\begin{aligned}
& \Delta^{0} \mu_{v}=\mu_{v} \\
& \Delta^{1} \mu_{v}=\mu_{v}-\mu_{v+1} \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& \Delta^{k} \mu_{v}=\mu_{v}-\binom{k}{1} \mu_{r+1}+\binom{k}{2} \mu_{v+2}+\cdots+(-1)^{k} \mu_{r+k}=\mu\left(t^{v}(1-t)^{k}\right)
\end{aligned}
$$

we may state (1.21) in an equivalent form:
Theorem 1.5. A necessary and sufficient condition that the one-dimensional Hausdorff moment problem

$$
\begin{equation*}
\mu_{n}=\int_{0}^{1} t^{n} d \Phi, \quad n=0,1,2, \cdots \tag{1.18}
\end{equation*}
$$

shall have a solution is that all differences

$$
\Delta^{k} \mu_{\nu} \geqq 0, \quad k, \nu=0,1,2, \cdots
$$

(e) The Hausdorff two-dimensional moment problem. [Haviland, 4, 5]. Here the set $\varsigma_{0}$ is a rectangle in the $(u, v)$-plane, which, without loss of generality, may be taken as the unit square $0 \leqq u \leqq 1,0 \leqq v \leqq 1$. By introducing the Bernstein polynomials in two variables associated with a given function $f(u, v)$,

$$
B_{n, m}(u, v ; f) \equiv \sum_{i=0}^{n} \sum_{j=0}^{m} f\left(\frac{i}{n}, \frac{j}{m}\right)\binom{n}{i}\binom{m}{j} u^{i}(1-u)^{n-i} v^{j}(1-v)^{m-j}
$$

and the double differences of moments,

$$
\Delta_{1}^{n} \Delta_{z}^{m} \mu_{i j}=\sum_{r=0}^{n} \sum_{s=0}^{m}\binom{n}{r}\binom{m}{8}(-1)^{r+!} \mu_{i+r, j+e},
$$

we can immediately extend the preceding considerations to prove
Theorem 1.6. A necessary and sufficient condition that the two-dimensional Hausdorff moment-problem

$$
\mu_{i j}=\int_{0}^{1} \int_{0}^{1} u^{i} v^{j} d \Phi, \quad i, j=0,1,2, \cdots,
$$

shall have a solution is that all differences

$$
\Delta_{1}^{n} \Delta_{2}^{m} \mu_{i j} \geqq 0 ; \quad n, m=0,1,2, \cdots ; \quad i, j=0,1,2, \cdots
$$

As we shall see later one- and two-dimensional Hausdorff moment-problems are always determined.
3. We now turn to a discussion of the uniqueness of the solution of the ( $\varsigma_{0}$ ) moment-problem. We have agreed to say that the problem is determined if the difference of any two solutions is substantially equal to a constant. Again let $\mathfrak{P}$ be the manifold of single-valued functions $y(u, v)$ which admit of the estimate (1.3). Let $\mathfrak{M}_{0}$ be the sub-manifold of $\mathfrak{M}$ consisting of all polynomials, and let
$\mathfrak{P}_{c}$ be the sub-manifold of continuous function of $\mathfrak{M}$. We also admit complexvalued functions as members of $\mathfrak{M}$. In this case we denote by $\mathfrak{M}_{c}^{c}$ the submanifold of all complex-valued continuous functions of $\mathfrak{P}$. We reserve letters $p, P$, with various subscripts, to designate members of $\mathfrak{M}_{0}$.

Let $y$ be an arbitrary element of $\mathfrak{M}$. Introduce two functionals

$$
\mu(y)=\sup _{p \leq v \text { on } \epsilon_{0}} \mu(p), \quad \bar{\mu}(y)=\inf _{p \geq v \text { on } \epsilon_{0}} \mu(p) .
$$

It is clear that these functionals are quasi-homogeneous:

$$
\mu(c y)=c \mu(y), \quad \bar{\mu}(c y)=c \bar{\mu}(y), \quad c \geqq 0
$$

while

$$
\mu\left(y_{1}+y_{2}\right) \geqq \mu\left(y_{1}\right)+\mu\left(y_{2}\right), \quad \bar{\mu}\left(y_{1}+y_{2}\right) \leqq \bar{\mu}\left(y_{1}\right)+\bar{\mu}\left(y_{2}\right) .
$$

It is also obvious that

$$
\mu(y) \leqq \tilde{\mu}(y) .
$$

Theorem 1.7. Assume that the ( $\varsigma_{0}$ ) moment-problem has a solution $\Phi$. Let $y_{0}$ be a fixed function of $\mathfrak{N}_{c}$. The range of values assumed by the integral

$$
\begin{equation*}
\int_{x} y_{0}(u, v) d \Phi \tag{1.22}
\end{equation*}
$$

when $\Phi$ ranges over all possible solutions of the $\left(S_{0}\right)$ moment-problem, is the closed interval $\left[\mu\left(y_{0}\right), \bar{\mu}\left(y_{0}\right)\right]$. Thus a necessary and sufficient condition that the ( $\mathbb{S}_{0}$ ) moment problem be determined is that

$$
\mu\left(y_{0}\right)=\bar{\mu}\left(y_{0}\right) \text { for all } y_{0} \in \mathbb{R}_{c}
$$

The integral (1.22) is an extension of the non-negative functional $\mu(P)$ to the linear manifold $\mathfrak{R}_{c}$. Thus

$$
\mu\left(y_{0}\right) \leqq \int_{\Omega} y_{0} d \Phi \leqq \tilde{\mu}\left(y_{0}\right) .
$$

On the other hand, let $l$ be an arbitrary number such that

$$
\mu\left(y_{0}\right) \leqq l \leqq \bar{\mu}\left(y_{0}\right) .
$$

In applying the extension theorem (Introduction, 4), if $y_{0}$ is not a polynomial, we may start our extension with $y_{0}$, defining

$$
\mu\left(y_{0}\right)=l .
$$

We have only to repeat the arguments given on p. 3, replacing $u^{i} v^{j}$ by $y_{0}(u, v)$, to prove the existence of a solution of the ( $\varsigma_{0}$ ) moment problem such that

$$
\int_{n} y_{0}(u, v) d \Phi=\mu\left(y_{0}\right)=l .
$$

The necessity of the condition of Theorem 1.7 for the moment problem to be determined is obvious. If it is satisfied, then if $\Phi_{1}, \Phi_{2}$ are any two solutions,
we must have $\int_{\mathfrak{s}} y_{0} d \Phi_{1}=\int_{\mathbb{x}} y_{0} d \Phi_{2}$ for any function $y_{0} \in \mathbb{M}_{c}$, in particular, for any continuous function vanishing outside a sufficiently large sphere. By Introduction 2, it follows that $\Phi_{1}$ and $\Phi_{2}$ are substantially equal.

Corollary 1.1. If a $k$-dimensional moment problem has a solution whose spectrum is a bounded set, then the moment problem is determined.

Indeed, any function $y_{0}$ of $\mathfrak{M}_{c}$ can be approximated by two polynomials, $P_{14}, P_{24}$ so that in a fixed closed sphere,

$$
P_{14} \leqq y_{0} \leqq P_{24}, \quad P_{24}-P_{14}<\epsilon,
$$

where $\epsilon$ is an arbitrarily given positive number. If we take this sphere so large that it contains the spectrum of the solution $\Phi_{0}$ of the moment problem in question, and if we allow $\epsilon \rightarrow 0$, then it is readily seen that

$$
\mu\left(y_{0}\right)=\bar{\mu}\left(y_{0}\right) .
$$

Since $y_{0}$ is an arbitrary element of $\mathfrak{R}_{c}$, it follows that our moment problem is determined.

Remark. In the case of the Hamburger or Stieltjes moment problem let

$$
\mu^{(n)}\left(y_{0}\right)=\sup _{p \leq y_{0} \text { on } \epsilon_{0}} \mu(p), \quad \dot{\dot{\mu}^{(n)}}\left(y_{0}\right)=\inf _{p \geq y_{0} \text { on } \in_{0}} \mu(p),
$$

where sup and inf are taken only over the set of polynomials $p$ of degree not greater than $2 n$, and where $\mu^{(n)}\left(y_{0}\right), \bar{\mu}^{(n)}\left(y_{0}\right)$ are to be replaced by $-\infty,+\infty$ in case there is no polynomial of degree not greater than $2 n$ which is respectively $\leqq y_{0}$ or $\geqq y_{0}$ on $\mathbb{S}_{0}$. For sufficiently large values of $n$ both numbers $\mu^{(n)}\left(y_{0}\right)$, $\bar{\mu}^{(n)}\left(y_{0}\right)$ are finite and

$$
\mu^{(n)}\left(y_{0}\right) \uparrow \mu\left(y_{0}\right), \quad \bar{\mu}^{(n)}\left(y_{0}\right) \downarrow \bar{\mu}\left(y_{0}\right), \quad \text { as } n \uparrow \infty .
$$

An analogous remark, of course, could be made for more general two- or manydimensional moment-problems.

Theorem 1.7 can be readily extended to the case of a complex-valued function $y_{0} \in \mathbb{R}_{c}^{c}$.

Theorem 1.8. Let

$$
y_{0}(u, v)=y_{0}^{\prime}(u, v)+i y_{0}^{\prime \prime}(u, v)
$$

be any given element of the manifold $\mathfrak{M}_{c}^{c}$. Let $\mathfrak{D}\left(y_{0}\right)$ be the range of values of the integral $\int_{x} y_{0} d \Phi$ when $\Phi$ ranges over all solutions of the ( $\varsigma_{0}$ ) moment-problem. Then $\mathfrak{D}\left(y_{0}\right)$ is a bounded convex and closed set. More precisely, if for any angle $\theta, 0 \leqq \theta<2 \pi$, we define

$$
\mu(\theta)=\mu\left(y_{0}^{\prime} \cos \theta+y_{0}^{\prime \prime} \sin \theta\right), \quad \bar{\mu}(\theta)=\bar{\mu}\left(y_{0}^{\prime} \cos \theta+y_{0}^{\prime \prime} \sin \theta\right)
$$

and for a given $\theta_{0}$ construct the closed strip in the $(X, Y)$ plane,

$$
\begin{equation*}
\mu\left(\theta_{0}\right) \leqq X \cos \theta_{0}+Y \sin \theta_{0} \leqq \bar{\mu}\left(\theta_{6}\right) \tag{0}
\end{equation*}
$$

then $\mathfrak{D}\left(y_{0}\right)$ is the common part of all strips $S_{0_{0}}, 0 \leqq \theta_{0}<2 \pi$.

That $\mathfrak{D}\left(y_{0}\right)$ is bounded is obvious. That it is convex follows from the fact that if $\Phi_{1}, \Phi_{2}$ are any two solutions of a $\left(\mathfrak{S}_{0}\right)$ moment problem, then $\boldsymbol{a} \Phi_{1}+(1-a) \Phi_{2}, 0 \leqq a \leqq 1$, is also a solution. Finally, that $\mathfrak{D}\left(y_{0}\right)$ is closed is readily proved on the basis of theorems of Helly and of the estimate (1.3).

We now pass to the second part of Theorem 1.8. Let $Z=X+i Y$ be a point of the set $\mathfrak{D}\left(y_{0}\right)$ and let $\Phi$ be a corresponding solution of the ( $\mathfrak{S}_{0}$ ) momentproblem. Thus

$$
Z=X+i Y=\int_{x} y_{0}^{\prime} d \Phi+i \int_{x} y_{0}^{\prime \prime} d \Phi
$$

and

$$
X \cos \theta+Y \sin \theta=\int_{x}\left(y_{0}^{\prime} \cos \theta+y_{0}^{\prime \prime} \sin \theta\right) d \Phi
$$

must lie between $\mu(\theta)$ and $\bar{\mu}(\theta)$. Since this holds for all $\theta$, we conclude that $\mathfrak{D}\left(y_{0}\right) \subseteq \mathfrak{D}$, where $\mathfrak{D}$ is the common part of all strips $S_{0}$ in question. It remains to prove the converse statement, $\mathfrak{D} \subseteq \mathfrak{D}\left(y_{0}\right)$.

Let $Z=X+i Y$ be any point of $\mathfrak{D}$. Thus, for all $\theta$

$$
\mu(\theta) \leqq X \cos \theta+Y \sin \theta \leqq \bar{\mu}(\theta)
$$

In particular, for $\theta=0$,

$$
\mu(\theta)=\sup _{p \leq y_{0}^{\prime} \circ \mathrm{O} \epsilon_{0}} \mu(p) \leqq X \leqq \inf _{p \geq \nu_{0}^{\prime} \circ \mathrm{OD} \theta_{0}} \mu(p),
$$

and the functional $\mu$ can be extended from the manifold of polynomials $\mathfrak{M}_{0}$ to the linear manifold $\mathfrak{M}_{1}$, determined by $\mathfrak{m}_{0}$ and $y_{0}^{\prime}$ in such a way that

$$
\mu\left(y_{0}^{\prime}\right)=X
$$

We proceed to prove that $\mu$ can be now extended to the linear manifold $\mathbb{M}_{2}$ determined by $\mathfrak{P}_{1}$ and $y_{0}^{\prime \prime}$ in such a way that

$$
\mu\left(y_{0}^{\prime \prime}\right)=Y
$$

In the proof we assume that

$$
\mathfrak{M}_{0} \subset \mathfrak{M}_{1} \subset \dot{\mathfrak{M}}_{2} .
$$

(The treatment of exceptional cases where some of these manifolds coincide may be left to the reader.) Since every element of $\mathbb{M}_{1}$ is uniquely represented as $p+\alpha y_{0}$, we have only to prove, in view of Introduction, 4, that

$$
m=\sup _{p+\alpha y_{0}^{\prime} \leq y_{0}^{\prime \prime} \text { on } \epsilon_{0}} \mu(p) \leqq Y \leqq \inf _{p+\alpha y_{0}^{\prime} \geqq y_{0}^{\prime \prime} \text { on } \epsilon_{0}} \mu(p)=M .
$$

Given any two real numbers $\xi, \eta$, put

$$
\begin{aligned}
& \mu(\xi, \eta)=\sup _{p \leq v_{0} t+v_{0}^{\prime} \eta \text { on } \epsilon_{0}} \mu(p), \\
& \bar{\mu}(\xi, \eta)=\inf _{\left.p \geq v_{0}\right\}+v_{0}^{\prime} \eta \text { on } \epsilon_{0}} \mu(p) .
\end{aligned}
$$

We can characterize the domain $\mathfrak{D}$ as the common part of all closed strips

$$
\mu(\xi, \eta) \leqq X \xi+Y \eta \leqq \bar{\mu}(\xi, \eta) .
$$

Thus, given $\epsilon>0$, there exists a polynomial $p_{\text {c }}$ and a real number $\alpha_{6}$ such that

$$
p_{\mathrm{a}}+\alpha_{\mathrm{a}} y_{0}^{\prime} \leqq y_{0}^{\prime \prime} \text { on } \mathfrak{S}_{0}, \quad \mu\left(p_{\mathrm{a}}+\alpha_{\mathrm{a}} y_{0}^{\prime}\right)>m-\epsilon .
$$

But for all $(\xi, \eta)$

$$
\mu(\xi, \eta) \leqq X \xi+Y \eta \leqq \bar{\mu}(\xi, \eta) .
$$

For $(\xi, \eta)=\left(-\alpha_{\mathrm{c}}, 1\right)$ we have

$$
\sup _{p \leqq-\alpha, y_{0}^{\prime}+y_{0}^{\prime} \text { on } \delta_{0}} \mu(p)=\mu\left(-\alpha_{\mathrm{a}}, 1\right) \leqq-\alpha_{\mathbf{c}} X+Y,
$$

and since $p_{\mathrm{e}} \leqq-\alpha_{\mathrm{e}} y_{0}^{\prime}+y_{0}^{\prime \prime}$ on $\Im_{0}$, we have $\mu\left(p_{\mathrm{c}}\right) \leqq-\alpha_{\mathrm{c}} X+Y$, whence

$$
m-\epsilon<\mu\left(p_{\mathrm{c}}\right)+\alpha_{\mathrm{t}} \mu\left(y_{0}^{\prime}\right)=\mu\left(p_{\mathrm{c}}\right)+\alpha_{\mathrm{t}} X \leqq Y
$$

Allowing here $\epsilon \rightarrow 0$ we obtain $m \leqq Y$. By a similar argument we deduce that $Y \leqq M$. We have thus proved that the functional $\mu$ can be extended so that $\mu\left(y_{0}^{\prime}\right)=X, \mu\left(y_{0}^{\prime \prime}\right)=Y$. A repetition of the arguments used on page 3 shows the existence of a solution $\Phi$ of our $\left(\Im_{0}\right)$ moment problem such that

$$
X=\mu\left(y_{0}^{\prime}\right)=\int_{s} y_{0}^{\prime} d \Phi, \quad Y=\mu\left(y_{0}^{\prime \prime}\right)=\int_{刃} y_{0}^{\prime \prime} d \Phi
$$

which proves that the point $X \cos \theta+Y \sin \theta$ actually belongs to $\mathfrak{D}\left(y_{0}\right)$.
4. We now concentrate our attention on the Hamburger moment problem (1.6) and on the corresponding functional (1.7) and its extension. We assume that a solution exists. Take the complex-valued function $\frac{1}{z-t}$ and put

$$
\begin{equation*}
I(z ; \psi)=\int_{-\infty}^{\infty} \frac{d \psi(t)}{z-t} \tag{1.23}
\end{equation*}
$$

The previous discussion shows that a necessary condition in order that the problem (1.6) be determined is that the domain $\mathfrak{D}\left(\frac{1}{z-t}\right)$ reduces to a single point for each non-real 2 . We have, however, a stronger

Theorem 1.9. In order that the problem (1.6) be determined it is necessary and sufficient that the domain $\mathfrak{D}\left(\frac{1}{z-t}\right)$ consist of a single point for a sequence $\left\{z_{n}\right\}$ of values of $z$ which has a non-real limit point $z_{0}$.

The condition of the theorem is clearly necessary. To prove that it is also sufficient assume that $\mathfrak{D}\left(\frac{1}{z_{n}-t}\right)$ reduces to a single point, for a sequence $\left\{z_{n}\right\}$ of values of $z$ such that $z_{n} \rightarrow z_{0}$, and $z_{0}$ is not real. Let $\psi_{1}(t), \psi_{2}(t)$ be two solutions of (1.6). Assume for definiteness $z_{0}=x_{0}+i y_{0}, y_{0}>0$, and consider two functions of $z, I\left(z ; \psi_{1}\right), I\left(z ; \psi_{2}\right)$, analytic in the upper half-plane $\mathfrak{J} z>0$. Since
$z_{0}$ is in the interior of their domain of analyticity, and since by assumption $I\left(z_{n}, \psi_{1}\right)=I\left(z_{n}, \psi_{2}\right)$, it follows from the Vitali theorem that $I\left(z, \psi_{1}\right)=I\left(z, \psi_{2}\right)$ for $\mathfrak{J}_{z}>0$. Since, by Introduction, $\overline{5}, \psi$ is determined by $I(z ; \psi)$ substantially uniquely, it follows that the difference $\psi_{1}-\psi_{2}$ is substantially a constant, so that the problem (1.6) is determined. As we shall see later (II, 13), the condition of the theorem could be replaced by the condition that $\mathfrak{D}\left(\frac{1}{z_{0}-t}\right)$ consist of a single point for just one non-real value $z_{0}$ of $z$.

Let again $z=x+i y, y \geqq a>0$. We have

$$
\begin{gathered}
I(z ; \psi)=\int_{-\infty}^{\infty} \frac{d \psi(t)}{z-t}=\int_{-\infty}^{\infty} d \psi(t)\left[\frac{1}{z}+\frac{t}{z^{2}}+\cdots+\frac{t^{n-1}}{z^{n}}+\frac{t^{n}}{z^{n}(z-t)}\right] \\
=\frac{\mu_{0}}{z}+\frac{\mu_{1}}{z^{2}}+\cdots+\frac{\mu_{n-1}}{z^{n}}+R_{n}(z ; \psi),
\end{gathered}
$$

where

$$
R_{n}(z ; \psi)=z^{-n} \int_{-\infty}^{\infty} \frac{t^{n} d \psi(t)}{z-t}
$$

On introducing the "absolute moments" of $\psi(t)$,

$$
\mu_{n}^{*}(\psi)=\int_{-\infty}^{\infty}|t|^{n} d \psi(t), \quad \mu_{2 n}^{*}=\mu_{2 n},
$$

we see that

$$
\left|R_{n}(z ; \psi)\right| \leqq \frac{1}{|z|^{n} y} \int_{-\infty}^{\infty}|t|^{n} d \psi(t)=\frac{\mu_{n}^{*}(\psi)}{|z|^{n} y} \leqq \frac{\mu_{n}^{*}(\psi)}{|z|^{n} a}
$$

Let $\psi_{1}, \psi_{2}$ be two solutions of the problem (1.6). Then for each $n$

$$
\begin{equation*}
\left|I\left(z ; \psi_{1}\right)-I\left(z ; \psi_{2}\right)\right|=\left|R_{n}\left(z ; \psi_{1}-\psi_{2}\right)\right| \leqq \frac{\mu_{n}^{*}\left(\psi_{1}\right)+\mu_{n}^{*}\left(\psi_{2}\right)}{|z|^{n} a} \tag{1.24}
\end{equation*}
$$

On putting

$$
\begin{gathered}
f(z)=I\left(z ; \psi_{1}\right)-I\left(z ; \psi_{2}\right), \quad|z|=r, \\
\mu_{n}^{*}\left(\psi_{1}\right)+\mu_{n}^{*}\left(\psi_{2}\right)=m_{n},
\end{gathered}
$$

we see that $f(z)$ is analytic in the half-plane $\mathfrak{\Im} z>0$ and

$$
|f(z)| \leqq \frac{m_{n}}{r^{n}} \frac{1}{a}, \quad \text { for } \quad \Im z \geqq a>0, \quad n=0,1,2, \cdots
$$

5. We proceed to discuss sufficient conditions on the sequence of constants $\left\{m_{n}\right\}$ under which we may conclude that $f(z)$ satisfying these conditions is identically zero (Cf. Ostrowski [1]). It is clear that such conditions on $\left\{m_{n}\right\}$ will lead to conditions on $\left\{\mu_{n}\right\}$ sufficient that the problem (1.6) be determined.

Without loss of generality we may assume $a=\frac{3}{2}, m_{0}=\frac{1}{2}$; then $f(z)$ is analytic in $\mathfrak{J} z>0$ and $|f(z)| \leqq 2 m_{0}=1$ for $\mathfrak{J} z \geqq \frac{1}{2}$. The line $y=1 / 2$ is represented
by the equation $|i-z|=|z|$, and the half plane $y \geqq 1 / 2$ by $|i-z| \leqq|z|$. Introduce a new complex variable $x^{\prime}+i y^{\prime}=z^{\prime}=i / z, z=i / z^{\prime}$. Then the line above is mapped onto the circle $\left|z^{\prime}-1\right|=1$ and the half-plane $y \geqq 1 / 2$ onto the interior of this circle, while the half-plane $y>0$ becomes the half-plane $x^{\prime}>0$. Call $(\gamma)$ the interior and $\gamma$ the circumference of this circle. Dropping the primes, we are led to consider the class of functions $f(z)$ satisfying the following conditions:
(i) $f(z)$ is analytic in $(\gamma)$ and on $\gamma$, except perhaps at $z=0$;
(ii) $|f(z)| \leqq 1$ in ( $\gamma$;
(iii) $|f(z)| \leqq C m_{n} r^{n}$ in ( $\gamma$ ) and on $\gamma$, except perhaps at $z=0$;

$$
n=1,2,3, \cdots ;|z|=r
$$

Introduce the function

$$
\begin{equation*}
T(\rho)=\sup _{n \geq 1} \frac{\rho^{n}}{m_{n}} \tag{1.26}
\end{equation*}
$$

For some values of $\rho, T(\rho)$ may be infinite, and for $\rho$ sufficiently large, $T(\rho) \geqq 1$.
Lemma 1.1. If $f(z)$ satisfies the conditions (1.25) and if

$$
\int_{1}^{\infty} \log T(\rho) \rho^{-2} d \rho=\infty
$$

then $f(z)$ is identically 0 .
It will be sufficient to prove that if $f(z) \neq 0$ satisfies (1.25), then

$$
\int_{1}^{\infty} \log T(r) r^{-2} d r<\infty
$$

From the definition of $T(\rho)$ it follows that for each $\rho>0$ and $\epsilon>0$ there exists a value of $n$ such that

$$
T\left(\frac{1}{\rho}\right)-\epsilon<\frac{1}{m_{n} \rho^{n}}
$$

In view of (1.25), we see that in ( $\gamma$ ) and on $\gamma$, except perhaps at $z=0$,

$$
|f(z)| \leqq C m_{n} r^{n}<C /(T(1 / r)-\epsilon)
$$

and since $\epsilon$ was arbitrary,

$$
|f(z)| \leqq C / T(1 / r), \quad T(1 / r) / C \leqq \frac{1}{|f(z)|}
$$

and finally,

$$
\log T(1 / r) \leqq \log \frac{1}{|f(z)|}+C^{\prime}
$$

where $C^{\prime}$ is another constant. Thus the condition

$$
\int_{\gamma} \log 1 /|f(z)||d z|<\infty \quad \text { implies } \int_{\gamma} \log T(1 / r)|d z|<\infty
$$

By a well known theorem [Polya und Szegö, 1, vol. I, p. 119] the assumption that $f(z) \not \equiv 0$ in ( $\gamma$ ) implies that

$$
\int_{\gamma} \log (1 /|f(z)|)|d z|<\infty
$$

so that also

$$
\int_{\gamma} \log T(1 / r)|d z|=2 \int_{\gamma^{\prime}} \log T(1 / r)|d z|<\infty
$$

where $\boldsymbol{\gamma}^{\prime}$ is the upper half of the circle $\boldsymbol{\gamma}$. Now, on $\boldsymbol{\gamma}^{\prime}$

$$
r=|z|=2 \cos \theta, \quad|d z|=2|d \theta|, \quad\left|\frac{d z}{d r}\right|=\frac{1}{\sin \theta}
$$

so that

$$
\begin{aligned}
& \int_{r^{\prime}} \log T(1 / r)|d z|=\int_{r^{\prime}} \log T(1 / r) d r\left|\frac{d z}{d r}\right| \\
& \geqq \int_{0-r / 2}^{\infty-\pi / 2} \log T(1 / r) d r\left|\frac{d z}{d r}\right| \geqq \int_{0}^{1} \log T(1 / r) d r \\
&=\int_{1}^{\infty} \log T(\rho)_{\rho^{-2}} d \rho
\end{aligned}
$$

Hence

$$
\int_{1}^{\infty} \log T(\rho) \rho^{-2} d \rho<\infty
$$

The next step is to express the condition of Lemma 1.1 in terms of the constants $m_{n}$. Let $m_{n}^{1 / n}=\beta_{n}$, and denote by

$$
\begin{equation*}
\beta_{n}^{*}=\inf _{n \geq n} \beta_{r}, \quad n=1,2, \cdots \tag{1.27}
\end{equation*}
$$

the "Faber minorant" of the sequence $\left\{\beta_{n}\right\}$.
Lemma 1.2. The integral $\int_{1}^{\infty} \log T(\rho) \rho^{-2} d \rho$ and the series $\sum_{n=1}^{\infty} 1 / \beta_{n}^{*}$ converge or diverge simultaneously.

If $\lim \beta_{n}<\infty$, it is clear that $\sum_{n=1}^{\infty} 1 / \beta_{n}^{*}=\infty$. But then there exists a constant $R$ and a sequence $\left\{n_{k}\right\}$ such that $\beta_{n_{k}}=\left(m_{n_{k}}\right)^{1 / n_{k}}<R, m_{n_{k}}<R^{n_{k}}$, and

$$
\frac{\rho^{n_{k}}}{m_{n_{k}}}>\left(\frac{\rho}{R}\right)^{n_{k}}, \text { for all } \rho>0
$$

This implies $T(\rho)=\infty$ for all $\rho>R$ so that the integral also diverges. Now assume $\beta_{n} \rightarrow \infty$, so that (1.27) may be written as

$$
\beta_{n}^{*}=\min _{V \Sigma n} \beta_{r} .
$$

It is clear that

$$
\begin{gathered}
\beta_{n}^{*} \leqq \beta_{n} \text { for all } n, \quad \beta_{n}^{*} \uparrow \infty, \\
\sum_{n=1}^{\infty} 1 / \beta_{n}^{*} \geqq \sum_{n=1}^{\infty} 1 / \beta_{n}
\end{gathered}
$$

For any $\rho>0$ let $n(\rho)$ be the number of the $\beta_{n}^{*} \leqq \rho$. Then $\beta_{n(\rho)}^{*} \leqq \rho$, and $n(\rho)$ is a step function assuming only integral values and such that $n(\rho)=0$ for $0 \leqq \rho<\beta_{1}^{*}$. For any given $\rho>0$ there exists an integer $n_{1}(\rho) \geqq n(\rho)$ such that $\beta_{n(\rho)}^{*}=\beta_{n_{1}(\rho)}$. Thus

$$
\beta_{n(\rho / \rho)}^{*}=\beta_{n_{1}(\rho / 0)}, \quad n_{1}(\rho / e) \equiv n_{1} \geqq n(\rho / e)
$$

We now have

$$
\begin{aligned}
& T(\rho)=\sup _{n \geq 1} \frac{\rho^{n}}{m_{n}}=\sup _{n \geq 1} \frac{\rho^{n}}{\beta_{n}^{n}} \geqq \frac{\rho^{n_{1}}}{\beta_{n_{1}}^{n_{1}}}=\left(\frac{\rho}{\beta_{n_{1}}}\right)^{n_{1}} \\
&=\left\{\frac{\rho}{\beta_{n}^{*}(\rho / \rho)}\right\}^{n_{1}} \geqq\left\{\frac{\rho}{\beta_{n}^{*}(\rho / \rho)}\right\}^{n(\rho / \rho)} \geqq\left(\frac{\rho}{\rho^{\prime} e}\right)^{n(\rho / \rho)}=e^{n(\rho / \rho)},
\end{aligned}
$$

whence

$$
\begin{equation*}
\log T(\rho) \geqq n(\rho / e) \tag{1.28}
\end{equation*}
$$

We now introduce the function

$$
\begin{aligned}
V(\rho)=\int_{0}^{p} \frac{n(t)}{t} d t=n(\rho) \log \rho & -\int_{0}^{\rho} \log t d n(t) \\
= & n(\rho) \log \rho-\sum_{n=1}^{*(\rho)} \log \beta_{v}^{*}=\log \frac{\rho^{n(\rho)}}{\beta_{1}^{*} \beta_{2}^{*} \cdots \beta_{n}^{*}(\rho)},
\end{aligned}
$$

and consider the sequence

$$
\left\{\frac{r}{\beta_{1}^{*} \cdots \beta_{n}^{*}}\right\}=\left\{\frac{r}{\beta_{1}^{*}} \frac{r}{\beta_{2}^{*}} \cdots \frac{r}{\beta_{n}^{*}}\right\} .
$$

Since $\beta_{v}^{*} \leqq \rho$ for $\nu \leqq n(\rho), \beta_{v}^{*}>\rho$ for $\nu>n(\rho)$, and $\beta_{v}^{*} \uparrow \infty$, the maximum element of this sequence is

$$
\frac{\rho^{n(p)}}{\beta_{1}^{*} \beta_{2}^{*} \cdots \beta_{n(p)}^{*}}
$$

On the other hand, for each $n$,

$$
\begin{gathered}
\beta_{1}^{*} \beta_{2}^{*} \cdots \beta_{n}^{*} \leqq\left(\beta_{n}^{*}\right)^{n} \leqq \beta_{n}^{n}=m_{n} \\
\frac{\rho^{n}}{\beta_{1}^{*} \beta_{2}^{*} \cdots \beta_{n}^{*}} \geqq \frac{\rho^{n}}{m_{n}} .
\end{gathered}
$$

Hence

$$
\sup _{n \geq 1} \frac{\rho^{n}}{\beta_{1}^{*} \beta_{2}^{*} \cdots \beta_{n}^{*}}=\frac{\rho^{n(\rho)}}{\beta_{1}^{*} \beta_{2}^{*} \cdots \beta_{n(\rho)}^{*}} \geqq \sup _{n \geq 1} \frac{\rho^{n}}{m_{n}}=T(\rho),
$$

so that

$$
\begin{equation*}
V(\rho)=\log \frac{\rho^{n(\rho)}}{\beta_{1}^{*} \beta_{2}^{*} \cdots \beta_{n(\rho)}^{*}} \geqq \log T(\rho) \tag{1.29}
\end{equation*}
$$

We also have

$$
\sum_{n=1} \frac{1}{\beta_{n}^{*}}=\int_{0}^{\infty} \rho^{-1} d n(\rho)=\int_{0}^{\infty} n(\rho) \rho^{-2} d \rho
$$

Indeed, for any $R>1$,

$$
\int_{0}^{R} \rho^{-1} d n(\rho)=R^{-1} n(R)+\int_{0}^{R} n(\rho) \rho^{-2} d \rho
$$

so that, if

$$
\int_{0}^{\infty} \rho^{-1} d n(\rho)=\lim _{R \rightarrow \infty} \int_{0}^{R} \rho^{-1} d n(\rho)<\infty
$$

then also

$$
\begin{equation*}
\int_{0}^{\infty} n(\rho) \rho^{-2} d \rho<\infty \tag{1.30}
\end{equation*}
$$

Conversely, if (1.30) is satisfed, then

$$
\int_{0}^{R} \rho^{-1} d n(\rho)-\int_{0}^{R} n(\rho) \rho^{-2} d \rho=\frac{n(R)}{R}=n(R) \int_{R}^{\infty} \rho^{-2} d \rho \leqq \int_{R}^{\infty} n(\rho) \rho^{-2} d \rho
$$

so that $\frac{n(R)}{R} \rightarrow 0$ as $R \rightarrow \infty$.
Similarly

$$
\begin{equation*}
\int_{0}^{\infty} \rho^{-1} d V(\rho)=\int_{0}^{\infty} n(\rho) \rho^{-2} d \rho=\int_{0}^{\infty} V(\rho) \rho^{-2} d \rho \tag{1.31}
\end{equation*}
$$

Now, if

$$
\int_{1}^{\infty} \log T(\rho) \rho^{-2} d \rho<\infty
$$

then, by (1.28),

$$
\int_{1}^{\infty} n(\rho / e) \rho^{-2} d \rho<\infty
$$

which clearly implies

$$
\int_{0}^{\infty} n(\rho) \rho^{-2} d \rho=\int_{0}^{\infty} d n(\rho) \rho^{-1}=\sum_{n=1}^{\infty} 1 / \beta_{n}^{*}<\infty
$$

Conversely, if $\sum_{1}^{\infty} 1 / \beta_{n}^{*}<\infty$ then, by (1.30) and (1.31),

$$
\int_{0}^{\infty} \rho^{-1} d n(\rho)=\int_{0}^{\infty} n(\rho) \rho^{-2} d \rho=\int_{0}^{\infty} V(\rho) \rho^{-2} d \rho<\infty
$$

and, by (1.29),

$$
\int_{1}^{\infty} \log T(\rho) \rho^{-2} d \rho<\infty
$$

6. We are now ready to state an important result due to Carleman [1, 2, 3].

Theorem 1.10. A sufficient condition that the Hamburger moment problem be determined is that

$$
\begin{equation*}
\sum_{n=1}^{\infty} \mu_{2 n}^{-1 / 2 n}=\infty \tag{1.32}
\end{equation*}
$$

More generally, it is sufficient that

$$
\begin{equation*}
\sum_{n=1}^{\infty} \gamma_{2 n}^{-1}=\infty \tag{1.33}
\end{equation*}
$$

where

$$
\gamma_{2 n}=\inf _{v \geq n}\left(\mu_{2 n}\right)^{1 / 2 \nu}
$$

Since $\mu_{2 n}^{1 / 2 n} \geqq \gamma_{2 n}$, it suffices to prove only the second condition. Now, in view of (1.24) and of Lemmas 1.1, 1.2, if $\psi_{1}(t)$ and $\psi_{2}(t)$ are any two solutions of (1.6), the function $f(z)=I\left(z ; \psi_{1}\right)-I\left(z ; \psi_{2}\right)$ will be identically zero, that is, the problem (1.6) will be determined, whenever the series $\sum_{n=1}^{\infty} 1 / \beta_{n}^{*}$ diverges, where

$$
\beta_{n}^{*}=\inf _{v \geq n}\left[\mu_{r}^{*}\left(\psi_{1}\right)+\mu_{p}^{*}\left(\psi_{2}\right)\right]^{1 / p} .
$$

Since $\mu_{2 n}^{*}\left(\psi_{1}\right)=\mu_{2 n}^{*}\left(\psi_{2}\right)=\mu_{2 n}$, it is obvious that $\beta_{n}^{*} \leqq 2 \gamma_{2 n}$, so that the divergence of $\sum_{n=1}^{\infty} 1 / \gamma_{2 n}$ implies that of $\sum_{n=1}^{\infty} 1 / \beta_{n}^{*}$, and hence Theorem 1.10 is proved.

The Stieltjes moment problem

$$
\mu_{n}=\int_{0}^{\infty} t^{n} d \varphi(t), \quad n=0,1,2, \cdots,
$$

may be considered as a Hamburger moment problem

$$
\mu_{n}^{\prime}=\int_{-\infty}^{\infty} t^{n} d \psi(t), \quad n=0,1,2, \cdots
$$

where

$$
\psi(t)=\left\{\begin{array}{l}
\frac{1}{2} \varphi\left(t^{2}\right) \text { for } t>0 \\
-\frac{1}{2} \varphi\left(t^{2}\right) \text { for } t<0
\end{array}\right.
$$

so that

$$
\mu_{2 n}^{\prime}=\mu_{2 n}, \quad \mu_{2 n+1}^{\prime}=0, \quad n=0,1,2, \cdots
$$

This leads to
Theorem 1.11. A sufficient condition that the Stieltjes moment problem be determined is that

$$
\sum_{n=1}^{\infty} \mu_{n}^{-1 / 2 n}=\infty .
$$

Theorems 1.10 and 1.11 contain as special cases many other results previously obtained by various authors. As examples we mention the following criteria:

$$
\begin{array}{lr}
\underline{\lim } \frac{1}{n} \mu_{2 n}^{1 / 2 n}<\infty, & \text { [M. Riesz, 3] } \\
\underline{\lim } \frac{1}{n^{1 / 2}} \mu_{2 n}^{1 / 2 n}<\infty, & \text { [Perron, 2] } \\
\underset{\lim \frac{1}{n} \mu_{2 n}^{1 / 2 n}<\infty,}{ } \quad \text { [Hamburger, 1, Stridsberg, 3], }
\end{array}
$$

for the Hamburger moment problem, and analogous criteria for the Stieltjes moment problem.

We indicate some other consequences of Theorems 1.10 and 1.11.
Corollary 1.2. If the Hamburger moment problem has a solution $\psi(t)=$ $\int_{\infty}^{t} \varphi(t) d t$, where $\varphi(t) \geqq 0$ and

$$
\begin{equation*}
\int_{-\infty}^{\infty}[\varphi(t)]^{9} e^{8|t|} d t<\infty, \tag{1.34}
\end{equation*}
$$

for some $q \geqq 1$ and $\delta>0$, then the problem is determined. An analogous conclusion holds in the Stieltjes case, when (1.34) is replaced by

$$
\int_{0}^{\infty}[\varphi(t)]^{0} e^{8 t^{2} / 2} d t<\infty
$$

[Hardy, 1a].
We shall discuss only the Hamburger case; an analogous discussion in the Stieltjes case is left to the reader. Observe that (1.34) with $q>1$ implies, by an easy use of Hölder's inequality, (1.34) with $q=1$. Assuming the latter inequality, we write

$$
\mu_{2 n}=\int_{\infty}^{\infty} \varphi(t) t^{2 n} d t=\int_{-\infty}^{\infty} \varphi(t) e^{b|t|} e^{-t|t|} t^{2 n} d t
$$

The function $e^{-b|t|} t^{2 n}$ is positive and even, and its maximum value is

$$
e^{-2 n}\left(\frac{2 n}{\delta}\right)^{2 n}=(\delta e)^{-2 n}(2 n)^{2 n}
$$

attained at $t= \pm \frac{2 n}{\delta}$. Hence,

$$
\begin{gathered}
\mu_{2 n} \leqq \max \left(e^{-b|t|} t^{2 n}\right) \int_{-\infty}^{\infty} \varphi(t) e^{\delta|t|} d t \leqq C\left(\frac{2 n}{\delta e}\right)^{2 n}, \\
\mu_{2 n}^{1 / 2 n} \leqq A n,
\end{gathered}
$$

and the series (1.32) diverges.
7. Our next application is to the theory of many-dimensional moment problems.

Theorem 1.12. Let the $k$-dimensional moment problem corresponding to the moments $\left\{\mu_{j_{1} j_{2} \cdots j_{k}}\right\}, j_{1}, j_{2}, \cdots, j_{k}=0,1,2, \cdots$, have a solution. Let

$$
\lambda_{2 n}=\mu_{2 n 00 \ldots 0}+\mu_{02 n 0 \ldots 0}+\cdots+\mu_{0} 0 \ldots 02 n
$$

A sufficient condition for the moment problem to be determined is that

$$
\begin{equation*}
\sum_{n=1}^{\infty} \lambda_{2 n}^{-1 / 2 n}=\infty \tag{1.35}
\end{equation*}
$$

As we know [Cramer, 1; Haviland, 2, 3], the $k$-dimensional distribution function $\Phi(E)$ determines, and is substantially determined by, the one-dimensional distribution function $F(u ; t) \equiv \Phi\left(H_{t, u}\right)$ where $H_{t, u}$ is the half-space $(t, x)=$ $t_{1} x_{1}+\cdots+t_{k} x_{k} \leqq u$. Thus, if $F(u ; t)$ is a solution of a Hamburger moment problem which is determined, $\Phi(E)$ will be the solution of a determined moment problem. Consider the moments of the distribution function $F(u ; t)$, where $t$ is any vector different from 0 . We have

$$
\mu_{2 n}(F)=\int_{-\infty}^{\infty} u^{2 n} d_{u} F(u ; t)=\int_{\infty}(t, x)^{2 n} d \Phi
$$

But, by Hölder's inequality,

$$
\begin{aligned}
|(t, x)|=\left|t_{1} x_{1}+\cdots+t_{k} x_{k}\right| \leqq|t|\left(\left|x_{1}\right|\right. & \left.+\cdots\left|x_{k}\right|\right) \\
& \leqq|t|\left(x_{1}^{2 n}+\cdots+x_{k}^{2 n}\right)^{1 / 2 n} k^{1-(1 / 2 n)}
\end{aligned}
$$

Hence,

$$
\mu_{2 n}(F) \leqq|t|^{2 n} k^{2 n-1} \int_{g}\left[x_{1}^{2 n}+\cdots+x_{k}^{2 n}\right] d \Phi=|t|^{2 n} k^{2 n-1} \lambda_{2 n}
$$

and it is immediately seen that (1.35) implies

$$
\sum_{n=1}^{\infty}\left[\mu_{2 n}(F)\right]^{-1 / 2 n}=\infty
$$

for any vector $t \neq 0$. This shows that if the condition (1.35) is satisfied, the function $F(u ; t)$ is substantially uniquely determined for each $t \neq 0$; hence, so is $\Phi(E)$, and the moment problem is determined. (Cf. a recent paper by Hedge [1]).
8. We close this chapter by quoting some examples of moment problems which are indeterminate. An easy application of the Corollary 1.2 (or of the Carleman criterion directly) to the moments

$$
\begin{align*}
& \mu_{n}=\int_{-\infty}^{\infty} t^{n} e^{-a|t| c} d t, \quad \alpha \geqq 1,  \tag{1.36}\\
& \quad a>0, \quad n=0,1,2 ; \cdots, \\
& \mu_{n}=\int_{0}^{\infty} t^{n} e^{-a c \pi} d t, \quad \alpha \geqq 1 / 2, \tag{1.37}
\end{align*}
$$

shows that the corresponding moment problems are determined. It is readily shown that these assertions are no longer true if $\alpha<1$ in the case (1.36) and $\alpha<1 / 2$ in the case (1.37). Using the formula

$$
\int_{0}^{\infty} y^{c-1} e^{-b y} d y=b^{-c} \Gamma(c), \quad c>0, \quad b=k+i l, \quad k>0,
$$

and putting
$c=\frac{n+1}{\lambda}, \quad n=0,1,2, \cdots ; \quad \frac{l}{k}=\tan \alpha \pi, \quad 0<\alpha<1 / 2, \quad y=x^{\alpha}$,
we get

$$
\int_{0}^{\infty} x^{n} e^{-k x^{\alpha}} \sin \left(k x^{\alpha} \tan \alpha \pi\right) d x=0, \quad n=0,1,2, \cdots
$$

Similarly, for
$c=\frac{2 n+1}{\lambda}, \quad n=0,1,2, \cdots ; \quad \frac{l}{k}=\tan \frac{\alpha \pi}{2}$,

$$
0<\alpha=\frac{2 s}{2 s+1}, \quad s \text { integer }>0, \quad y=x^{\alpha}
$$

we get

$$
\int_{-\infty}^{\infty} x^{n} e^{-k z^{\infty}} \cos \left(k x^{\alpha} \tan \frac{\pi \alpha}{2}\right) d x=0, \quad n=0,1,2, \cdots
$$

This clearly shows that each of the moment problems (1.36), (1.37) has infinitely many solutions.

Another example is given by the function [Stieltjes, 5]

$$
t^{-\log t}[1+A \sin (2 \pi \log t)], \quad|A| \leqq 1
$$

since

$$
\begin{aligned}
\int_{0}^{\infty} t^{-\log t} \sin (2 \pi & \log t) t^{n} d t \\
& =\int_{-\infty}^{\infty} e^{-\left(u+\frac{n+1}{2}\right)^{2}} \sin 2 \pi\left(u+\frac{n+1}{2}\right) e^{\left(u+\frac{n+1}{2}\right)^{n}} e^{n+\frac{n+1}{2}} d u \\
& = \pm e^{\left(\frac{n+1}{2}\right)^{2}} \int_{-\infty}^{\infty} e^{-u^{2}} \sin 2 \pi u d u=0, \quad n=0,1,2, \cdots
\end{aligned}
$$

## CHAPTER II

## THEORY OF THE HAMBURGER MOMENT PROBLEM.

1. Let $\psi(t)$ be any solution of the Hamburger moment problem

$$
\begin{equation*}
\mu_{n}=\int_{-\infty}^{\infty} t^{n} d \psi(t), \quad n=0,1,2, \cdots \tag{2.1}
\end{equation*}
$$

In the preceding chapter we have shown the fundamental role which the integral

$$
I(z ; \psi)=\int_{-\infty}^{\infty} \frac{d \psi(t)}{z-t}
$$

plays in the discussion of the problem (2.1). In the present chapter $I(z ; \psi)$ will be investigated in detail and it will be shown how the general solution of the moment problem, and also various criteria for this problem to be determined, can be obtained by constructing sequences of certain rational functions which. on the one hand, are represented by integrals of the form $I\left(z ; \psi_{n}\right)$, where $\psi_{n} \rightarrow \psi$ substantially, and, on the other hand, can be developed in power series in negative powers of $z$, approximating in a certain sense the series

$$
\begin{equation*}
\frac{\mu_{0}}{z}+\frac{\mu_{1}}{z^{2}}+\cdots+\frac{\mu_{n}}{z^{n+1}}+\cdots, \tag{2.2}
\end{equation*}
$$

which is the formal expansion of $I(z ; \psi)$ in powers of $z$.
2. First we investigate the relationship between $I(z ; \psi)$ and this power series and begin by establishing some important lemmas.
The function $-I(z ; \psi)$ is a special case of a function $f(z)$ which is analytic in
 following lemma gives an integral representation of such functions.

Lemma 2.1. If $f(z)$ is analytic in the half-plane $y>0$ and if $\mathfrak{J f}(z) \geqq 0$ for $y>0$ then there exists a bounded increasing* function $\alpha(t)$ such that

$$
\begin{equation*}
f(z)=A z+\int_{-\infty}^{\infty} \frac{1+t z}{t-z} d \alpha(t)+c, \tag{2.3}
\end{equation*}
$$

where $A$ and $c$ ure real constants, and $A \geqq 0$. Furthermore,

$$
\begin{equation*}
f(z) / z \rightarrow A, \text { as } z \rightarrow \infty \tag{2.4}
\end{equation*}
$$

in any sector

$$
\begin{equation*}
0<\epsilon \leqq \arg z \leqq \pi-\epsilon, \quad 0<\epsilon<\pi / 2 . \tag{2.5}
\end{equation*}
$$

[^3]Consider a function $g(\zeta)$ analytic in $|\zeta|<1$ and such that $\Im g(\zeta) \geqq 0$ in $|\zeta|<1$. It is well known [Herglotz, 1 and F. Riesz, 1] that such a function can be represented by the integral

$$
g(\zeta)=i \int_{0}^{2 \pi} \frac{e^{i \theta}+\zeta}{e^{i \theta}-\zeta} d \beta(\theta)+c
$$

where $\beta(\theta)$ is an increasing bounded function. The transformation

$$
\begin{equation*}
\zeta=\frac{z-i}{z+i}, \quad z=i \frac{1+\zeta}{1-\zeta}, \tag{2.6}
\end{equation*}
$$

maps $|\zeta|<1$ onto $\mathfrak{J} z>0$, while

$$
t=-\cot \frac{\theta}{2}, \quad \frac{t-i}{t+i}=e^{i \theta}
$$

maps the circumference $|\zeta|=1$ onto the axis of reals in the $z$-plane. If $\delta$ is an arbitrarily small positive number and if we take $g(\zeta)=f(z)$, we may write

$$
\begin{aligned}
f(z)=g(\zeta) & =i \int_{0}^{d} \frac{e^{i \theta}+\zeta}{e^{i \theta}-\zeta} d \beta(\theta)+i \int_{2 \Gamma-b}^{2 \boldsymbol{r}} \frac{e^{i \theta}+\zeta}{e^{i \theta}-\zeta} d \beta(\theta) \\
& +\int_{\cot _{\frac{d}{2}}^{\cot \frac{b}{2}} \frac{1+t z}{t-z} d \alpha(t)+c}
\end{aligned}
$$

where $\alpha(t) \equiv \beta(\theta)$. Letting $\delta \rightarrow 0$ we get

$$
f(z)=i \frac{1+\zeta}{1-\zeta}\{\beta(+0)-\beta(0)+\beta(2 \pi)-\beta(2 \pi-0)\}+\int_{-\infty}^{\infty} \frac{1+t z}{t-z} d \alpha(t)+c
$$

which, by (2.6), is the desired formula (2.3).
To prove the second part of Lemma 2.1, let $z_{0}$ be any fixed point in the sector (2.5). Then

$$
\begin{equation*}
\frac{f(z)-f\left(z_{0}\right)}{z-z_{0}}=A+\int_{-\infty}^{\infty} \frac{t^{2}+1}{(t-z)\left(t-z_{0}\right)} d \alpha(t) \tag{2.7}
\end{equation*}
$$

Since

$$
\left|\frac{t^{2}+1}{(t-z)\left(t-z_{0}\right)}\right| \leqq \frac{\left|1+t^{2}\right|}{\sin ^{2} \epsilon}
$$

when $z$ remains in the sector (2.5), it is readily proved by splitting the integral into two parts $\int_{\mid I_{1} \leq r}+\int_{\left.| | l^{1>}\right\rangle}$, where $T$ is arbitrarily large but fixed, that the integral term in (2.7) tends to 0 as $z \rightarrow \infty$; thus it follows that $f(z) / z \rightarrow A$.

Lemma 2.2. If $f(z)$ is analytic in the half-plane $y>0$ and $\Im f(z) \geqq 0$, and if, in addition, there exists a finite limit

$$
\begin{equation*}
c_{0}=\lim _{z \rightarrow \infty} z f(z), \quad \epsilon \leqq \arg z \leqq \pi-\epsilon, \tag{2.8}
\end{equation*}
$$

then for $y>0$,

$$
f(z)=\int_{-\infty}^{\infty} \frac{d \gamma(t)}{t-z},
$$

where $\gamma(t)$ is bounded and increasing, while $c_{0}$ must be real and

$$
\mathcal{L}_{\infty}^{\infty} d \gamma(t)=-c_{0} .
$$

Lemma 2.1 shows that in the present case $A=0$. Hence

$$
f(z)=\int_{-\infty}^{\infty} \frac{1+t z}{t-z} d \alpha(t)+c .
$$

We now have

$$
\Re(-i y f(i y))=\int_{-\infty}^{\infty} \frac{y^{2}\left(1+t^{2}\right)}{t^{2}+y^{2}} d \alpha(t)=\int_{-\infty}^{\infty} \frac{1+t^{2}}{1+t^{2} / y^{2}} d \alpha(t)
$$

Since the left-hand member tends to a finite limit as $y \rightarrow \infty$, we see that there exists a constant $M$ such that for all values of $y \geqq y_{0}>0$,

$$
\int_{-\infty}^{\infty} \frac{\left(1+t^{2}\right) d \alpha(t)}{1+t^{2} / y^{2}}<M
$$

Let $T$ be any positive number. Then

$$
\int_{T}^{T} \frac{\left(1+t^{2}\right) d \alpha(t)}{1+t^{2} / y^{2}}<M
$$

and, allowing $y \rightarrow \infty$,

$$
\int_{-T}^{T}\left(1+t^{2}\right) d \alpha(t) \leqq M
$$

This shows the existence of $\int_{-\infty}^{\infty} t^{2} d \alpha(t)$, so that the function

$$
\gamma(t)=\int_{-\infty}^{t}\left(1+\tau^{2}\right) d \alpha(\tau)
$$

is bounded and increasing. Moreoyer, the existence of $\int_{-\infty}^{\infty} t^{2} d \alpha(t)$ implies that of $\int_{-\infty}^{\infty} t d \alpha(t)$, so that we may write

$$
f(z)=c-\int_{-\infty}^{\infty} t d \alpha(t)+\int_{-\infty}^{\infty} \frac{d \gamma(t)}{t-z}=c_{1}+\int_{-\infty}^{\infty} \frac{d \gamma(t)}{t-z} .
$$

But

$$
2 \int_{-\infty}^{\infty} \frac{d \gamma(t)}{t-z}=-\int_{-\infty}^{\infty} d \gamma(t)+\int_{-\infty}^{\infty} \frac{t}{t-z} d \gamma(t)
$$

and since in the sector $(2.5)|t /(t-z)|<(\sin \epsilon)^{-1}$, it is readily seen that

$$
z \int_{-\infty}^{\infty} \frac{d \gamma(t)}{t-z} \rightarrow-\int_{-\infty}^{\infty} d \gamma(t), \quad \text { as } z \rightarrow \infty
$$

In view of the condition (2.8), this shows that $c_{1}=0$ and $c_{0}=-\int_{-\infty}^{\infty} d \gamma(t)$.
Lemma 2.3. If $f(z)$ is analytic in $y>0$, and $\mathfrak{F} f(z) \leqq 0$, and if in any sector

$$
\begin{equation*}
\epsilon \leqq \arg z \leqq \pi-\epsilon, \quad 0<\epsilon<\frac{\pi}{2} \tag{2.5}
\end{equation*}
$$

$f(z)$ admits of the representation

$$
f(z)=\alpha_{0}+\frac{\beta_{0}}{z}+R(z)
$$

where $\alpha_{0}$ is real and

$$
R(z)=o(1 / z), \text { as } z \rightarrow \infty,
$$

then either $\beta_{0}=0$ and $f(z) \equiv \alpha_{0}$, or $\beta_{0}>0$ and, when $z$ ranges over the half-plane $y>y_{0}>0, w=f(z)$ remains in the interior of the circle $C$ in the lower half-plane $\Im_{w} \leqq 0$, of diameter $\beta_{0} / y_{0}$, which is tangent to the axis of reals at $\alpha_{0}$. This also holds when $z=z_{0}=x_{0}+i y_{0}$ is on the line $y=y_{0}$, except in the case

$$
f(z)=\alpha_{0}+\frac{\beta_{0}}{z-\alpha_{1}},
$$

where $\alpha_{1}$ is another real constant. In this case $w=f(z)$ lies on $C$. The linear function $w=\alpha_{0}+\frac{\beta_{0}}{z-\alpha_{1}}$ maps the half-plane $y \geqq 0$ onto the half-plane $\Im w \leqq 0$ and the straight line $y=y_{0}$ onto the circle $C$.

It is clear that the condition $\Im f(z) \leqq 0$ implies $\beta_{0} \geqq 0$. If now $\beta_{0}=0$, then, by Lemma $2.2, f(z) \equiv \alpha_{0}$. If $\beta_{0}>0$, we must have $\mathfrak{Y} f(z)<0$ for $y>0$. Then the function

$$
g(z)=\frac{1}{f(z)-\alpha_{0}}=\frac{z}{\beta_{0}+z R(z)}
$$

is analytic in the half-plane $y>0$, and satisfies the conditions

$$
\Im g(z)>0 \text { for } y>0, \quad g(z) / z \rightarrow 1 / \beta_{0}
$$

as $z \rightarrow \infty$ in the sector (2.5). Thus, by Lemma 2.1,

$$
g(z)=\frac{z}{\beta_{0}}+g_{1}(z)
$$

where $\Im g_{1}(z) \geqq 0$ for $y>0$. It follows that

$$
\Im g(z) \geqq \Im_{z} / \beta_{0},
$$

and since $f(z)=\alpha_{0}+1 / g(z)$, the first part of Lemma 2.3 is proved. If at a point
$z_{0}=x_{0}+i y_{0}, \Im g_{1}\left(z_{0}\right)=0$, then $g_{1}(z)$ reduces to a real constant, say $-\frac{\alpha_{1}}{\beta_{0}}$
This proves the last statement of the Lemma 2.3.
The following lemma has been proved by the preceding argument.
Lemma 2.4. If $f(z)$ is analytic in $y>0$ and $\mathfrak{F} f(z)<0$ for $y>0$, and if

$$
f(z)=\alpha_{0}+\frac{\beta_{0}}{z}+R(z)
$$

where $\beta_{0}>0$ and $R(z)=o(1 / z)$ as $z \rightarrow \infty$ in the sector (2.5), then the function

$$
f_{1}(z)=\frac{\beta_{0}}{\alpha_{0}-f(z)}+z
$$

is also analytic in $y>0$, and $\Im f_{1}(z) \leqq 0$.
3. In general, if we have a formal power series

$$
\frac{a_{0}}{z}+\frac{a_{1}}{z^{2}}+\cdots+\frac{a_{n}}{z^{n+1}}+\cdots
$$

and a function $F(z)$ analytic in an infinite domain $D$ and such that

$$
R_{n}(z)=f(z)-\left(\frac{a_{0}}{z}+\cdots+\frac{a_{n-1}}{z^{n}}\right)=o\left(z^{-n}\right), \quad n=1,2, \cdots,
$$

as $z \rightarrow \infty$ remaining in $D$, we say that $F(z)$ is asymptotically represented in $D$ by $\sum_{n=0}^{\infty} a_{n} z^{-n-1}$

The following theorems show the relationship between $I(z ; \psi)$ and the power series (2.2).

Theorem 2.1. If $\psi(t)$ is any solution of the moment problem (2.1), then $I(z ; \psi)$ is analytic in $y>0, \mathfrak{Y} I(z ; \psi) \leqq 0$, and $I(z ; \psi)$ is asymptotically represented by the series $\sum_{0}^{\infty} \mu_{n} z^{-n-1}$ in any sector (2.5).

Conversely, if $f(z)$ is analytic in $y>0, \mathfrak{J} f(z) \leqq 0$ in $y>0$, and if $f(z)$ is asymptotically represented by the series $\sum_{0}^{\infty} \mu_{n} z^{-n-1}$ in any sector (2.5), then there exists a unique solution $\psi(t)$ of the moment problem (2.1), such that $f(z)=I(z ; \psi)$.

The last relation expresses a one-to-one correspondence between the elements of the above class of functions $f(z)$ and those of the class of solutions $\psi(t)$ of the moment problem (2.1). In this correspondence all functions $\psi(t)$ which are substantially equal are not considered as distinct.

Theorem 2.1 shows that the problem of finding all solutions of the moment problem (2.1) is equivalent to that of determining all functions $f(z)$ with the following properties: (i) $f(z)$ is analytic in the half-plane $y>0$; (ii) $\Im f(z) \leqq 0$ for $y>0$; (iii) $f(z)$ is asymptotically represented by the series $\sum_{0}^{\infty} \mu_{2} z^{-r-1}$ in any sector (2.5).

An analogous situation exists in the case where the moment problem (2.1)
is replaced by the "reduced moment problem"

$$
\begin{equation*}
\mu_{\nu}=\int_{-\infty}^{\infty} t^{\prime} d \psi(t), \quad \nu=0,1, \cdots, 2 n, \tag{2.9}
\end{equation*}
$$

and the above class of functions by the class of functions $f(z)$ analytic in $y>0$, $\mathfrak{Y} f(z) \leqq 0$, and, in addition,

$$
\begin{equation*}
f(z)=\frac{\mu_{0}}{z}+\cdots+\frac{\mu_{2 n}}{z^{2 n+1}}+R_{2 n+1}(z) \tag{2.10}
\end{equation*}
$$

where $R_{2 n+1}(z)=o\left(z^{-2 n-1}\right)$, as $z \rightarrow \infty$ in any sector (2.5). This is shown by
Theorem 2.2. If $\psi_{n}(t)$ is any solution of the reduced moment problem (2.9), then $I\left(z, \psi_{n}\right)$ is analytic in $y>0, \mathfrak{Y}\left(z, \psi_{n}\right) \leqq 0$ in $y>0$, and $f(z)=I\left(z, \psi_{n}\right)$ satisfies condition (2.10).

Conversely, if $f(z)$ is analytic in $y>0, \Im f(z) \leqq 0$, and if, in addition, (2.10) is satisfied for a fixed value of $n$, then there exists a unique solution $\psi_{n}(t)$ of the the reduced moment problem (2.9) such that

$$
f(z)=I\left(z ; \psi_{n}\right)
$$

Thus we again have one-to-one correspondence between the class of functions $f(z)$ satisfying the above conditions and the class of solutions $\psi_{n}(t)$ of the reduced moment problem (2.9).

We shall give a proof of Theorem 2.2 only, since Theorem 2.1 can be proved in a similar and even simpler way.

Let $\psi_{n}(t)$ be any solution of the reduced moment problem (2.9). The facts that $I\left(z ; \psi_{n}\right)$ is analytic in $y>0$ and that $\mathfrak{Y} I\left(z ; \psi_{n}\right) \leqq 0$ in $y>0$ are clear. Furthermore,

$$
\begin{aligned}
I\left(z ; \psi_{n}\right) & =\int_{-\infty}^{\infty} \frac{d \psi_{n}(t)}{z-t} \\
& =\int_{-\infty}^{\infty}\left[\frac{1}{z}+\frac{t}{z^{2}}+\cdots+\frac{t^{2 n-1}}{z^{2 n}}+\frac{t^{2 n}}{z^{2 n+1}}+\frac{t^{2 n+1}}{z^{2 n+1}(z-t)}\right] d \psi_{n}(t) \\
& =\frac{\mu_{0}}{z}+\frac{\mu_{1}}{z^{2}}+\cdots+\frac{\mu_{2 n-1}}{z^{2 n}}+\frac{\mu_{2 n}}{z^{2 n+1}}+\frac{1}{z^{2 n+1}} \int_{-\infty}^{\infty} \frac{t^{2 n+1}}{z-t} \psi_{n}(t)
\end{aligned}
$$

so that it remains to prove that

$$
\int_{-\infty}^{\infty} \frac{t^{2 n+1} d \psi_{n}(t)}{z-t} \rightarrow 0
$$

as $z \rightarrow \infty$ in a sector (2.5). But in this sector

$$
\left|\frac{t}{z-t}\right| \leqq \frac{1}{\sin \epsilon}, \quad\left|\frac{z}{z-t}\right| \leqq \frac{1}{\sin \epsilon},
$$

so that for any positive $T$ we may write

$$
\left|\int_{-\infty}^{\infty} \frac{t^{2 n+1} d \psi_{n}(t)}{2-t}\right| \leqq \frac{1}{|2| \sin \epsilon} \int_{-}^{T}\left|t^{2 n+1}\right| d \psi_{n}(t)+\frac{1}{\sin \epsilon}\left[\int_{-\infty}^{-T}+\int_{T}^{\infty} t^{2 n} d \psi_{n}(t)\right]
$$

First, choose $T$ so large that the second term on the right is less than $\delta / 2$, then $|z|$ so large that the first term is also less than $\delta / 2$.

To prove the converse statement of Theorem 2.2, assume that $f(z)$ is analytic in $y>0$, that $\mathfrak{J} f(z) \leqq 0$ in $y>0$ and that

$$
R_{2 n+1}(z)=f(z)-\sum_{\nu=0}^{2 n} \mu_{r} t^{-\nu-1}=o\left(z^{-2 n-1}\right)
$$

as $z \rightarrow \infty$ remaining in the sector (2.5). Since $z f(z) \rightarrow \mu_{0}$, Lemma 2.2 shows the existence of an increasing bounded function $\psi_{n}(t)$ such that

$$
f(z)=\int_{-\infty}^{\infty} \frac{d \psi_{n}(t)}{z-t}, \quad \mu_{0}=\int_{-\infty}^{\infty} d \psi_{n}(t)
$$

It remains to prove that

$$
\begin{equation*}
\int_{-\infty}^{\infty} t^{\nu} d \psi_{n}(t)=\mu_{\nu}, \quad \nu=1,2, \cdots, 2 n . \tag{2.11}
\end{equation*}
$$

Assume that formulas (2.11) have been proved for $\nu=1,2, \cdots, 2 k, k<n$, and prove their validity also for $\nu=2 k+1,2 k+2$. Write

$$
I\left(z ; \psi_{n}\right)=\sum_{n=0}^{2 k} \mu_{v} z^{-v-1}+\frac{1}{z^{2 k+1}} \int_{-\infty}^{\infty} \frac{t^{2 k+1} d \psi_{n}(t)}{z-t}
$$

If we put here $z=i y$ and take into consideration (2.10), we have

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{t^{2 k+1} d \psi_{\pi}(t)}{i y-t}=\frac{\mu_{2 k+1}}{i y}+\frac{\mu_{2 k+2}}{y^{2}}+o\left(y^{-2}\right) \tag{2.12}
\end{equation*}
$$

On taking the real parts we see that

$$
\begin{aligned}
& \int_{-\infty}^{\infty} \frac{t^{2 k+2} d \psi_{n}(t)}{t^{2}+y^{2}}=\frac{\mu_{2 k+2}}{y^{2}}+o\left(y^{-2}\right) \\
& \int_{-\infty}^{\infty} \frac{t^{2 k+2} d \psi_{n}(t)}{1+t^{2} / y^{2}}=\mu_{2 k+2}+o(1)
\end{aligned}
$$

and an application of the same argument as used in the proof of Lemma 2.2 shows the existence of $\int_{-\infty}^{\infty} t^{2 k+2} d \psi_{n}(t)$ and also that this integral equals $\mu_{2 k+2}$. The integral $\int_{-\infty}^{\infty}\left|t^{2 k+1}\right| d \psi_{n}(t)$, and hence $\int_{-\infty}^{\infty} t^{2 k+1} d \psi_{n}(t)$ also exist. On multiplying (2.12) by iy and allowing $y \rightarrow \infty$, we prove lastly that

$$
\int_{-\infty}^{\infty} t^{2 k+1} d \psi_{n}(t)=\mu_{2 k+1}
$$

Finally, the uniqueness of the solution $\psi_{n}(t)$ follows from the Stieltjes inversion formula (Introduction, 5).
4. We thus naturally come to the following problem.

Problem ( $N_{n}$ ). Determine all functions $f(z)$ which are analytic in the halfplane $y>0, \mathfrak{J f}(z) \leqq 0$, and such that, for a fixed value of $n \geqq 0$,

$$
f(z)=\alpha_{0}+\frac{\mu_{0}}{z}+\frac{\mu_{1}}{z^{2}}+\cdots+\frac{\mu_{2 n}}{z^{2 n+1}}+R_{2 n+1}(z)
$$

where $\alpha_{0}$ is a real constant, and

$$
R_{2 n+1}(z)=o\left(z^{-2 n-1}\right)
$$

as $z \rightarrow \infty$ in any sector (2.5).
We clearly must have $\mu_{0} \geqq 0$. If $\mu_{0}=0$, then, by Lemma $2.3, f(z) \equiv \alpha_{0}$, so that $\mu_{1}=\cdots=\mu_{2 n}=0$. If, however, $\mu_{0}>0$, then necessarily $\Im f(z)<0$ for $y>0$, so that the function $\frac{\mu_{0}}{\alpha_{0}-f(z)}$ is analytic in $y>0$ and also has a nonpositive imaginary part. Now write $\beta_{0}$ instead of $\mu_{0}$ and consider the function

$$
f_{1}(z)=\frac{\beta_{0}}{\alpha_{0}-f(z)}+z, \quad f(z)=\alpha_{0}+\frac{\beta_{0}}{z-f_{1}(z)}
$$

By Lemma 2.4, $f_{1}(z)$ is analytic in $y>0$ and $\Im_{1}(z) \leqq 0$. Furthermore, it is readily seen that $f_{1}(z)$ admits of an expansion

$$
\begin{equation*}
f_{1}(z)=\alpha_{1}+\frac{\mu_{0}^{(1)}}{z}+\frac{\mu_{1}^{(1)}}{z^{2}}+\cdots+\frac{\mu_{2 n-2}^{(1)}}{z^{2 n-1}}+R_{2 n-1}^{(1)}(z), \tag{2.13}
\end{equation*}
$$

where $\alpha_{1}, \mu_{0}^{(1)}, \cdots, \mu_{2 n-2}^{(1)}$ are real and uniquely determined by $\alpha_{0}, \mu_{n}, \cdots, \mu_{2 n}$, and

$$
\begin{equation*}
R_{2 n-1}^{(1)}(z)=o\left(z^{-2 n+1}\right), \tag{}
\end{equation*}
$$

as $z \rightarrow \infty$ in the sector (2.5). The coefficients $\alpha_{1}, \mu_{0}^{(1)}, \cdots, \mu_{2 n-2}^{(1)}$ are determined in the simplest way if we introduce the expression

$$
s_{2 n+1}=\sum_{n=0}^{2 n} \mu_{r} z^{-n-1}
$$

find the expansion of

$$
-\frac{\mu_{0}}{8_{2 n+1}}=-z+\alpha_{1}+\frac{\mu_{0}^{(1)}}{z}+\cdots+\frac{\mu_{2 n-2}^{(1)}}{z^{2 n-1}}+R(z)
$$

where $R(z)=o\left(z^{-2 n+1}\right)$, and observe that

$$
f_{1}(z)-z=\frac{\beta_{0}}{\alpha_{0}-f(z)}=-\frac{\beta_{0}}{s_{2 n+1}}+\frac{\beta_{0} R_{2 n+1}(z)}{s_{2 n+1}\left(f(z)-\alpha_{0}\right)}
$$

Conversely, if $f_{1}(z)$ is any function analytic in $y>0, \Im f_{1}(z) \leqq 0$, and admits of the expansion (2.13), where $\alpha_{1}, \mu_{0}^{(1)}, \cdots, \mu_{2 n-2}^{(1)}$ are determined as above, and $R_{2 n-1}^{(1)}(z)$ satisfies (*), it is seen immediately that

$$
f(z)=\alpha_{0}+\frac{\beta_{0}}{z-f_{1}(z)}
$$

is a solution of our problem ( $N_{n}$ ).

The same argument can be now applied to $f_{1}(z)$. We must have $\mu_{0}^{(1)} \geqq 0$. If $\mu_{0}^{(1)}=0$, then, by Lemma 2.3, $f_{1}(z) \equiv \alpha_{1}$. If $\mu_{0}^{(1)}>0$, then we write $\mu_{0}^{(1)}=\beta_{1}$, and introduce the new function

$$
f_{2}(z)=\frac{\beta_{1}}{\alpha_{1}-f_{1}(z)}+z
$$

analytic in $y>0, \mathfrak{\Im} f_{2}(z) \leqq 0$, which admits of an expansion

$$
f_{2}(z)=\alpha_{2}+\frac{\mu_{0}^{(2)}}{z}+\cdots+\frac{\mu_{2 n-1}^{(2)}}{z^{2 n-3}}+R_{2 n-3}^{(2)}(z)
$$

where $\alpha_{2}, \mu_{0}^{(2)}, \cdots, \mu_{2 n-1}^{(2)}$ are real and uniquely determined, while

$$
R_{2 n-3}^{(z)}(z)=o\left(z^{-2 n+z}\right),
$$

as $z \rightarrow \infty$ in the sector (2.5). We can continue this argument until either we reach a constant $\beta_{k+1}=0,0 \leqq k \leqq n-1$, while $\beta_{0}>0, \cdots, \beta_{k}>0$, or until we reach the value $k=n$ with all $\beta_{0}, \beta_{1}, \cdots, \beta_{n}>0$. As long as we have $\beta_{k}>0$ and the functions $f_{1}(z), \cdots f_{k}(z), k<n$, have been constructed, we can construct the next function

$$
f_{k+1}(z)=z+\frac{\beta_{k}}{\alpha_{k}-f_{k}(z)}, \quad f_{k}(z)=\alpha_{k}+\frac{\beta_{k}}{z-f_{k+1}(z)}
$$

analytic in $y>0, \Im f_{k+1}(z) \leqq 0$, which admits of an expansion

$$
f_{k+1}(z)=\alpha_{k+1}+\frac{\mu_{0}^{(k+1)}}{z}+\cdots+\frac{\mu_{2 n-2 k-2}^{(k+1)}}{z^{2 n-2 k-1}}+R_{2 n-2 k-1}^{(k+1)}(z),
$$

and where, in the sector (2.5),

$$
R_{2 n-2 k-1}^{(k+1)}(z)=o\left(z^{-2 n+2 k+1}\right), \text { for } k<n
$$

while, for $k=n$,

$$
f_{n+1}(z)=o(z)
$$

This finally leads to
Theorem 2.3. In order that problem ( $N_{n}$ ) have a solution it is necessary and sufficient that, in the above algorithm, either
(i) $\beta_{0}>0, \beta_{1}>0, \cdots, \beta_{k}>0$, but $\beta_{k+1}=0$, for a ${ }^{\prime}$ 'certain $k \leqq n-1$, or
(ii) all constants $\beta_{0}, \beta_{1}, \cdots, \beta_{n}>0$.

In the case (i) the solution is uniquely determined and is given by the continued fraction

$$
f(z)=\alpha_{0}+\frac{\beta_{0} \mid}{\mid z-\alpha_{1}}-\frac{\beta_{1} \mid}{\mid z-\alpha_{2}}-\cdots-\frac{\beta_{k} \mid}{\mid z-\alpha_{k+1}} .
$$

This is a rational function, and the corresponding series (2.2) is not only asymptotic but actually convergent for $|z|$ sufficiently large.

In the case (ii) all solutions of problem ( $N_{n}$ ) are given by continued fractions

$$
f(z)=\alpha_{0}+\frac{\beta_{0} \mid}{\mid z-\alpha_{1}}-\frac{\beta_{1} \mid}{\mid z-\alpha_{2}}-\cdots-\frac{\beta_{n} \mid}{\mid z+f_{n+1}(z)},
$$

where $f_{n+1}(z)$ is an arbitrary function analytic in $y>0$ and satisfying the conditions

$$
\begin{gathered}
\Im f_{n+1}(z) \leqq 0, \quad \text { for } y>0 \\
f_{n+1}(z)=o(z), \quad \text { as } z \rightarrow \infty \text { in any sector (2.5). }
\end{gathered}
$$

5. We now apply the results obtained to prove

Theorem 2.4. For the existence of a function $f(z)$ which is analytic in $y>0$, satisfies the condition

$$
\Im f(z) \leqq 0, \quad \text { for } y>0,
$$

and is asymptotically represented by the series $\sum_{0}^{\infty} \mu_{0} z^{-r-1}$ in any sector (2.5) it is necessary and sufficient that either (i) for a certain value of $n$,

$$
\beta_{0}>0, \beta_{1}>0, \cdots, \beta_{n}>0, \beta_{n+1}=0
$$

(this case has been already discussed in Theorem 2.3.), or (ii) all constants $\beta_{n}, n=0,1,2, \cdots$, are $>0$.* In this case all functions $f(z)$ are asymptotically represented by the series $\sum_{0}^{\infty} \mu_{0} z^{-r-1}$ not only in any sector (2.5), but in every half plane $\mathfrak{J} z=y \geqq y_{0}>0$.

We observe that if such an $f(2)$ exists then it is a solution of problem ( $N_{n}$ ) for all values of $n$. Hence, either for some $n$ we shall have the case ( $i$ ) which needs no further discussion, or for all values of $n$ we shall have $\beta_{n}>0$. Thus, if we do not have (i), condition (ii) appears as a necessary condition. To prove its sufficiency we start with an arbitrary function $f(z)=f_{0}(z)$ and construct the infinite sequence of functions $f_{1}(z), f_{2}(z), \cdots f_{k}(z), \cdots$, by the above algorithm

$$
\begin{equation*}
f_{k+1}(z)=z+\frac{\beta_{k}}{\alpha_{k}-f_{k}(z)}, \quad k=0,1,2, \cdots \tag{2.14}
\end{equation*}
$$

From the argument which has been used in the proof of Theorem 2.3 it is clear that in order to establish that $f(z)$ is represented asymptotically by the series $\sum_{0}^{\infty} \mu_{2} z^{-\infty-1}$ in any given infinite domain $D$ it suffices to prove that, for each value of $n$, or even for values of $n$ belonging to some infinite sequence $\left\{n_{k}\right\}$,

$$
f_{n}(z)=o(z), \quad \text { as } z \rightarrow \infty \text { in } D
$$

Now let $f(z)$ be a function with the properties stated in Theorem 2.4. Then, for each $n$, the corresponding function $f_{n}(z)$ will be analytic in the half-plane $y>0$, will satisfy the condition $\Im_{n}(z) \leqq 0$ for $y>0$ and will admit of an expansion

$$
f_{n}(z)=\alpha_{n}+\frac{\beta_{n}}{z}+R(z)
$$

[^4]where $R(z)=o(1 / z)$ in any sector (2.5). But then, when $z$ ranges over the half-plane $y \geqq y_{0}>0$, by Lemma 2.3, $w=f_{n}(z)$ will remain in the closed circle of diameter $\beta_{n} / y_{0}$ which is in the half-plane $J w \leqq 0$ and is tangent to the axis of reals at the point $\alpha_{n}$. Thus we see that the condition $f_{n}(z)=o(z)$ is satisfied when $z \rightarrow \infty$ not only in any sector (2.5), but in any half-plane $y \geqq y_{0}>0$, so that the series $\sum_{0}^{\infty} \mu_{2} z^{-\infty-1}$ asymptotically represents $f(z)$ in every half-plane of this type.
To complete the proof of Theorem 2.4 it remains to prove that if $\beta_{n}>0$, $n=0,1,2, \cdots$, then there exists at least one function with the properties stated in Theorem 2.4. For this purpose construct the sequence of functions
$$
f^{(n)}(z)=\alpha_{0}+\frac{\beta_{0} \mid}{\mid z-\alpha_{1}}-\frac{\beta_{1} \mid}{\mid z-\alpha_{2}}-\cdots-\frac{\beta_{n-1} \mid}{\mid z-\alpha_{n}}, \quad n=1,2, \cdots
$$

Instead of $\alpha_{n}$ we might have substituted here any function $f_{n}^{(n)}(z)$ analytic in $y>0, \Im f_{n}^{(n)}(z) \leqq 0$, and which satisfies the condition $f_{n}^{(n)}(z)=o(z)$ in any sector (2.5). We have $\mathrm{Sf}_{n}^{(n)}(z) \leqq 0, y>0$, so that, by the Vitali theorem, we can extract a subsequence $\left\{f^{\left(n_{k}\right)}(z)\right\}$ which converges to a limit function $f(z)$ uniformly in every bounded domain of the half-plane $y>0$. This function $f(z)$ clearly is analytic in $y>0$ and also satisfies the condition $\mathfrak{J} f(z) \leqq 0$, for $y>0$. Hence, it remains to prove that $f(z)$ is asymptotically represented by the series $\sum_{0}^{\infty} \mu_{2} z^{-r-1}$ in any sector (2.5). As has been observed above, this will be proved if we show that for each $k, f_{n_{k}}(z)=o(z)$, as $z \rightarrow \infty$ in (2.5), where $f_{n_{k}}(z)$ is obtained from $f(z)$ by means of the algorithm (2.14). To do this, construct, by the same algorithm, for each function $f^{\left(n_{k}+r\right)}(z), \nu=1,2, \cdots$, the corresponding function $f_{n_{k}}^{\left(n_{k}+v\right)}(z)$. It is clear that each of these functions is analytic for $y>0$, that $3 f_{n k}^{\left(n_{k}+1\right)}(z) \leqq 0$, for $y>0$, and that each admits of an expansion

$$
f_{n_{k}}^{\left(n_{k}+n\right)}(z)=\alpha_{n_{k}}+\frac{\beta_{n_{k}}}{z}+R_{p}(z), \quad \nu=1,2, \cdots,
$$

where $R_{p}(z)=o(1 / z)$, as $z \rightarrow \infty$ in (2.5). Since, as $\nu \rightarrow \infty, f^{\left(n_{k}+n\right)}(z) \rightarrow f(z)$ in the half-plane $y>0$, it is obvious that $f_{n_{k}}^{\left(n_{n+1}\right)}(z) \rightarrow f_{n_{k}}(z)$ in the same halfplane. On the other hand, as $z$ ranges over any half-plane $y \geqq y_{0}>0$, by Lemma 2.3, w$=f_{n_{k}}^{\left(n_{k}+r\right)}(z)$ ranges over the fixed circle of diameter $\beta_{n_{k}} / y_{0}$ in the lower half-plane $\mathfrak{J} w \leqq 0$, which is tangent to the axis of reals at $z=\alpha_{n k}$. The same is true for the limit function $f_{n_{k}}(z)$, so that $f_{n_{k}}(z)=o(z)$, as $z \rightarrow \infty$ in any halfplane $y \geqq y_{0}>0$, and certainly in any sector (2.5). Theorem 2.4 is now completely proved.
6. In the subsequent discussion, unless explicitly stated to the contrary, it will be assumed that the Hamburger moment problem (2.1) has a solution with an infinite spectrum, so that all determinants $\Delta_{n}>0$. Then also all $\beta_{n}>0$ [cf. foot-note on p. 47] and the algorithm (2.14) can be continued indefinitely. Consider the "generalized approximait" of the associaied continued fraction,

$$
\frac{\beta_{0} \mid}{\mid z-\alpha_{1}}-\frac{\beta_{1} \mid}{\mid z-\alpha_{2}}-\cdots-\frac{\beta_{n} \mid}{\mid z-\alpha_{n+1}-\tau}
$$

where $\tau$ is any real constant, including $\tau= \pm \infty$. This is a rational fraction which, for $|z|$ sufficiently large, by Theorem 2.3, admits of an expansion

$$
\begin{equation*}
\frac{\mu_{0}}{2}+\cdots+\frac{\dot{\mu}_{2 n}}{2^{2 n+2}}+\frac{\mu_{2 n+1}^{\prime}}{2^{2 n+2}}+\cdots \tag{2.15}
\end{equation*}
$$

Thus we naturally come to the problem of determining all rational fractions $\frac{p(z)}{q(z)}$ whose denominators are of degree not higher than $(n+1)$, and which admit of an expansion of the type (2.15), with the same $\mu_{0}, \cdots, \mu_{2 n}$.

We treat this problem using a symbolic notation which is a modification of that used in the previous chapter. If $P(z)$ is any polynomial, we shall denote by $P(\mu)$ the functional $\mu(P)$. The meaning of symbols such as $\mu^{n} P(\mu), P(\mu) Q(\mu)$ is clear. We have to distinguish between the symbol $P^{n}(\mu)$ which means $P[\cdots P(\mu)]$ and $P(\mu)^{n}$ which is simply the $n$-th power of the quantity $P(\mu)$.

Now take a polynomial $q(z)$ of degree $\leqq(n+1)$, and consider the formal power series product

$$
q(z)\left(\frac{\mu_{0}}{z}+\frac{\mu_{1}}{z^{2}}+\cdots+\frac{\mu_{2 n}}{z^{2 n+1}}+\cdots\right)=p(z)+\frac{q(\mu)}{z}+\frac{\mu q(\mu)}{z^{2}}+\cdots
$$

where $p(z)$ represents the integral part of this product. The polynomial $p(z)$ is uniquely determined and will be called the numerator corresponding to the denominator $q(z)$. If $q(z)=a_{0}+a_{1} z+\cdots a_{n+1} z^{n+1}$, we have

$$
\begin{gathered}
p(z)=z^{n} a_{n+1} \mu_{0}+z^{n-1}\left(a_{n+1} \mu_{1}+a_{n} \mu_{0}\right)+ \\
+z^{n-2}\left(a_{n+1} \mu_{2}+a_{n} \mu_{1}+a_{n-1} \mu_{0}\right)+\cdots+\left(a_{n+1} \mu_{n}+\cdots+a_{1} \mu_{0}\right),
\end{gathered}
$$

which also can be represented by

$$
p(z)=\int_{-\infty}^{\infty} \frac{q(z)-q(t)}{z-t} d \psi(t)
$$

where $\psi(t)$ is any solution of our moment problem or even only of the reduced moment problem

$$
\int_{-\infty}^{\infty} t^{\prime} d \psi=\mu_{v}, \quad \nu=0,1, \cdots, n .
$$

Symbolically this may be written as

$$
p(z)=\frac{q(z)-q(\mu)}{z-\mu}
$$

We also have

$$
I(z ; \psi)-\frac{p(z)}{q(z)}=\frac{1}{q(z)} \int_{-\infty}^{\infty} \frac{q(t) d \psi(t)}{z-t}
$$

If we impose the conditions

$$
\begin{equation*}
q(\mu)=0, \mu q(\mu)=0, \cdots, \mu^{n-1} q(\mu)=0 \tag{2.16}
\end{equation*}
$$

the polynomial $q(z)$ will be called a quasi-orthogonal polynomial, of order $(n+1)$ (associated with the sequence $\left\{\mu_{n}\right\}$ ) [M. Riesz, 3]. It will be proved that $q(z)$ must be at least of degree $n$. If $q(z)$ is of degree $(n+1)$, then we have, for $|z|$ sufficiently large,

$$
\begin{gather*}
\frac{p(z)}{q(z)}=\frac{\mu_{0}}{z}+\cdots+\frac{\mu_{2 n}}{z^{2 n+1}}+\frac{\mu_{2 n+1}^{\prime}}{z^{2 n+2}}+\cdots,  \tag{2.17}\\
\mu_{2 n+1}^{\prime}=\mu_{2 n+1}-\frac{\mu^{n} q(\mu)}{a_{n+1}}
\end{gather*}
$$

but if $q(z)$ is of degree $n$, then

$$
\begin{equation*}
\frac{p(z)}{q(z)}=\frac{\mu_{0}}{z}+\cdots+\frac{\mu_{2 n-1}}{z^{2 n}}+\frac{\mu_{2 n}^{\prime}}{z^{2 n+1}}+\cdots, \quad \mu_{2 n}^{\prime}=\mu_{2 n}-\frac{\mu^{n} q(\mu)}{a_{n}} \tag{2.18}
\end{equation*}
$$

If $q(z)$, in addition to (2.16), satisfies also the condition

$$
\begin{equation*}
\mu^{n} q(\mu)=0 \tag{2.19}
\end{equation*}
$$

then it will be called the orthogonal polynomial, of degree $(n+1)$, associated with the sequence $\left\{\mu_{n}\right\}$. Equations (2.16) and (2.19) determine the orthogonal polynomial of degree $(n+1)$ uniquely, up to a constant factor. These equations are equivalent to the statement that

$$
\int_{-\infty}^{\infty} q(t) h(t) d \psi(t)=0,
$$

for each polynomial $h(t)$, of degree $<n$, and for each solution of the reduced moment problem (2.9).

The orthogonal polynomial of degree $n$ also satisfies conditions (2.16). Therefore, it can be considered also as a quasi-orthogonal polynomial of order ( $n+1$ ), as well as one of order $n$. Since it is determined by (2.16) uniquely, up to a constant factor, it follows that the case (2.18) occurs if and only if $q(z)$ is the orthogonal polynomial of degree $n$. The sequence of orthogonal polynomials can be normalized by the condition

$$
q^{2}(\mu)=\int_{-\infty}^{\infty}[q(t)]^{2} d \psi(t)=1,
$$

together with the requirement that the coefficient of $z^{n}$ be positive. The corresponding sequence of ortho-normal polynomials associated with the given sequence of moments $\left\{\mu_{n}\right\}$ is uniquely determined by the moments. In the subsequent discussions it will be denoted by $\left\{\omega_{n}(z)\right\}$, so that

$$
\begin{equation*}
\omega_{i}(\mu) \omega_{j}(\mu)=\int_{-\infty}^{\infty} \omega_{i}(t) \omega_{j}(t) d \psi(t)=\delta_{i j}, \quad i, j=0,1, \cdots n \tag{2.20}
\end{equation*}
$$

for any solution of the moment problem (2.1) or (2.9). The numerator $p(z)$ is a polynomial of degree one less than that of $q(z)$.
7. We proceed to state a few properties of quasi-orthogonal polynomials which may be immediately derived from (2.16).

Lemma 2.5. The degree of a polynomial satisfying conditions (2.16) is not less than $n$

If $q(z)$ is of degree $<n$, we obtain a system of $n$ homogeneous equations satisfied by the coefficients of $q(z)$, whose determinant $\left|\mu_{i+j}\right|_{i, j=0}^{n-1}>0$, so that all coefficients vanish, and $q(z) \equiv 0$.

Lemma 2.6. Any three quasi-orthogonal polynomials of order $(n+1)$ are linearly dependent, in other words, if $q_{1}, q_{2}$ are two linearly independent quasiorthogonal polynomials of order $(n+1)$, then any quasi-orthogonal polynomial $q(z)$ of order $(n+1)$ can be expressed as

$$
q(z)=A_{1} q_{1}(z)+A_{2} q_{2}(z)
$$

Conversely, every expression of this type is a quasi-orthogonal polynomial of order $(n+1)$. In particular, every quasi-orthogonal polynomial of order $(n+1)$ can be expressed as a linear combination of two orthogonal polynomials, of degrees $n$ and $(n+1)$. Thus, the general quasi-orthogonal polynomial depends only on two parameters.

It is clearly possible to find three constants $A_{1}, A_{2}, A_{3}$, not all zero, such that the polynomial $A_{1} q_{1}(z)+A_{2} q_{2}(z)+A_{3} q(z)$ is of degree $\leqq(n-1)$. Since it is also quasi-orthogonal (that is, satisfies conditions (2.16)), it reduces identically to zero. The assumption that $q_{1}, q_{2}$ are linearly independent implies $A_{3} \neq 0$.

Lemma 2.7. (i) Given any value $z_{0}$ (real or complex), there always exists a quasiorthogonal polynomial $q(z)$ of order $(n+1)$ such that $q\left(z_{0}\right)=0$. This polynomial is completely determined up to a constant factor. (ii) Two linearly independent quasi-orthogonal polynomials of order $(n+1)$ have no roots in common.

Statement (i) follows from the fact that equations (2.16), together with $q\left(z_{0}\right)=$ 0 , determine $q(z)$ up to a constant factor, since the determinant $\left|\mu_{i+j}\right|_{i, j=0}^{n-1}>0$. Statement (ii) is an immediate consequence of (i).

Lemma 2.8. A quasi-orthogonal polynomial $q(z)$ with real coefficients has all roots real and distinct. A quasi-orthogonal polynomial $q(z)$ whose coefficients can not be made real by dividing by a common constant factor has all roots either in the half-plane $y>0$ or in the half-plane $y<0$.

To prove the first part of Lemma 2.8 it is sufficient to show that $q(z)$ has at least $n$ distinct real roots of odd multiplicities. If this were not the case, it would have been possible to construct a polynomial $h(z)$, of degree $\leqq(n-1)$, such that $q(z) h(z)$ is always $\geqq 0$. In view of the positiveness of the functional $\mu$, then also $q(\mu) h(\mu)>0$, in contradiction with (2.16). Passing to the second part of the Lemma, we observe that a quasi-orthogonal polynomial $q(z)$ with non-real coefficients can be written as $q(z)=q_{1}(z)+i q_{2}(z)$, where $q_{1}$ and $q_{2}$ are quasi-orthogonal polynomials with real coefficients. From the first part of the lemma it follows that the ratio $\frac{q_{1}(z)}{q_{2}(z)}$ cannot be real at a non-real point; hence, the imaginary part of this ratio maintains a constart sign in the half-plane $y>0$
and the opposite constant sign in the half-plane $y<0$; this shows that $q_{1}(z)+$ $i q_{2}(z)$ can vanish in one of these two half-planes only.

Lemma 2.9. The zeros of any two real linearly independent quasi-orthogonal polynomials of the same order are mutually separated.

Let $x_{0}, x_{1}, \cdots, x_{m}, m=n$ or $n-1$, be the roots of the real quasi-orthogonal polynomial $q_{2}(z)$. Then if $q_{1}(z)$ is another real quasi-orthogonal polynomial, we have the expansion

$$
\frac{q_{1}(z)}{q_{2}(z)}=A z+B+\sum_{i=0}^{m} \frac{\gamma_{i}}{z-x_{i}}, \quad A, B, \gamma_{i} \text { real. }
$$

Since, by the preceding proof, $\Im_{q_{2}(z)}^{q_{2}(z)}$ is of opposite constant signs in the halfplanes $y>0, y<0$, this implies that all the coefficients $\gamma_{i}$ must be of the same sign, which in turn implies that the roots are mutually separated, that is, between any two consecutive roots of one of these polynomials there is one and only one root of the other. Indeed, the preceding formula shows that $\operatorname{sgn} q_{1}\left(x_{i}+0\right)=$ $-\operatorname{sgn} q_{1}\left(x_{i+1}-0\right)$.
8. The definition (2.16) of quasi-orthogonal polynomials reveals other properties important for the construction of formulas of approximate quadratures.* Let $q(z)$ be a quasi-orthogonal polynomial of order $(n+1)$ and of degree $(n+1)$. Let $x_{0}, x_{1}, \cdots, x_{n}$ be its roots. Put

$$
q_{i}(t)=\frac{q(t)}{\left(t-x_{j}\right) q^{\prime}\left(x_{j}\right)}, \quad j=0,1, \cdots, n
$$

For any function $f(t)$ defined in $(-\infty, \infty)$ construct the corresponding Lagrange interpolation polynomial $L_{n}(t ; f)$ which coincides with $f(t)$ at $t=$ $x_{0}, x_{1}, \cdots, x_{n}$,

$$
L_{n}(t ; f) \equiv \sum_{i=0}^{n} q_{i}(t) f\left(x_{j}\right)
$$

If $\psi_{n}(t)$ is any solution of the reduced moment problem (2.9), we may construct the corresponding approximate quadrature formula for the function $f(t)$,

$$
\begin{aligned}
Q_{n}(f) & \equiv \int_{-\infty}^{\infty} L_{n}(t ; f) d \psi_{n}(t)=\sum_{i=0}^{n} f\left(x_{j}\right) \int_{-\infty}^{\infty} q_{j}(t) d \psi_{n}(t) \\
& =\sum_{j=0}^{n} q_{i}(\mu) f\left(x_{i}\right)=\sum_{j=0}^{n} \rho_{n}\left(x_{j}\right) f\left(x_{j}\right)
\end{aligned}
$$

where

$$
\rho_{n}\left(x_{j}\right)=q_{j}(\mu), \quad j=0,1, \cdots, n .
$$

[^5]In Chapter IV we give a detailed discussion of the convergence properties of such approximate quadratures. Here we observe only that the precise formula

$$
\begin{equation*}
\int_{-\infty}^{\infty} G(t) d \psi_{n}(t)=G(\mu)=Q_{n}(G)=\sum_{i=0}^{n} \rho_{n}\left(x_{j}\right) G\left(x_{j}\right) \tag{2.21}
\end{equation*}
$$

holds for any polynomial $G(t)$, of degree $\leqq 2 n$. Indeed, for such a polynomial we have

$$
G(t)=q(t) h(t)+\sum_{i=0}^{n} q_{i}(t) G\left(x_{j}\right)
$$

where $h(t)$ is a polynomial of degree $\leqq(n-1)$, so that, in view of (2.16), $q(\mu) h(\mu)$ $=0$, and

$$
G(\mu)=\sum_{j=0}^{n} q_{j}(\mu) G\left(x_{j}\right)
$$

Conversely, if $q(z)$ is a polynomial of degree $(n+1)$ such that the approximatequadrature formula (2.21) is exact for any polynomial $G(t)$ of degree not exceeding $2 n$, then $q(z)$ is a quasi-orthogonal polynomial of degree $(n+1)$. Indeed, if in (2.21) we put $G(t)=t^{\prime} q(t), \nu=0,1, \cdots, n-1$, we see at once that $G\left(x_{j}\right)=0$, $j=0,1, \cdots, n$, so that $\mu^{\nu} q(\mu)=0, \nu=0,1, \cdots, n-1$. If we substitute $G(t)=\left(q_{i}(t)\right)^{2}$ in (2.21), we have $q_{i}\left(x_{j}\right)=\delta_{i j}$, so that

$$
\rho_{n}\left(x_{i}\right)=q_{i}^{2}(\mu)>0, \quad i=0,1, \cdots, n
$$

If we substitute $G(t)=1, t, \cdots, t^{2 n}$ in (2.21), we get

$$
\begin{equation*}
\sum_{i=0}^{n} \rho_{n}\left(x_{j}\right) x_{j}^{\prime}=\mu_{v}, \quad \nu=0,1, \cdots, 2 n \tag{亡े.22}
\end{equation*}
$$

It should be observed that when $q(z)$ is the orthogonal polynomial of degree $(n+1)$ the approximate-quadrature formula (2.21) holds for all polynomials $G(t)$ of degree $\leqq(2 n+1)$. Hence, we may add to (2.21) the relation

$$
\sum_{i=0}^{n} \rho_{n}\left(x_{j}\right) x_{i}^{2 n+1}=\mu_{2 n+1} .
$$

However, (2.21) can not hold for all polynomials of degree $\geqq 2 n+2$, as is easily shown by considering the polynomial $[q(t)]^{2}$.

Expanding $\frac{p(z)}{q(\bar{z})}$ in partial fractions we have

$$
\frac{p(z)}{q(z)}=\sum_{i=0}^{n} \frac{\gamma_{j}}{z-x_{i}}=\sum_{m=0}^{\infty} \frac{\mu_{\nu}^{\prime}}{z^{\prime+1}},
$$

where

$$
\mu_{\nu}^{\prime}=\sum_{i=0}^{n} \gamma_{i} x_{i}^{\prime} .
$$

On the other hand, by definition (2.18),

$$
\frac{p(z)}{q(z)}=\frac{\mu_{0}}{z}+\cdots+\frac{\mu_{2 n}}{z^{2 n+1}}+\frac{\mu_{2 n+1}^{\prime}}{z^{2 n+2}}+\cdots
$$

so that $\mu_{\nu}^{\prime}=\mu_{\nu}, \nu=0,1, \cdots, 2 n$. On comparing this with (2.22), we see that $\boldsymbol{\gamma}_{j}=\rho_{n}\left(x_{j}\right)$. Hence,

$$
\begin{equation*}
\frac{p(z)}{q(z)}=\sum_{j=0}^{n} \frac{\rho_{n}\left(x_{j}\right)}{z-x_{j}} \tag{2.23}
\end{equation*}
$$

Observe that from (2.23) we have

$$
\begin{equation*}
\rho_{n}\left(x_{i}\right)=\frac{p\left(x_{i}\right)}{q^{\prime}\left(x_{i}\right)}, \quad j=0,1, \cdots, n . \tag{2.24}
\end{equation*}
$$

We have already proved that all $\rho_{n}\left(x_{j}\right)>0$. This, in connection with (2.24), immediately yields

Lemma 2.10. If $q(z)$ is a real quasi-orthogonal polynomial of degree $(n+1)$ and $p(z)$ the corresponding numerator, then $p(z)$ has all roots real and distinct, and the roots of $p(z)$ and $q(z)$ are mutually separated.
9. The quadrature coefficients $\rho_{n}\left(x_{j}\right)$ have an extremal property which is very important for the subsequent discussion.

Lemma 2.11. Let $x_{0}$ be any real number which is not a root of the orthogonal polynomial of degree $n$; let $P_{n}(z)$ be any polynomial with real coefficients, of degree not exceeding $n$, such that

$$
\begin{equation*}
P_{n}\left(x_{0}\right)=1 \tag{2.25}
\end{equation*}
$$

Then

$$
\begin{equation*}
\rho_{n}\left(x_{0}\right)=\min _{P_{n}} P_{n}^{2}(\mu)=\min _{P_{n}} \int_{-\infty}^{\infty}\left[P_{n}(t)^{2} d \psi_{n}(t),\right. \tag{2.26}
\end{equation*}
$$

where $\psi_{n}(t)$ is any solution of the reduced moment problem (2.9)*. If $x_{0}$ is a root of the orthogonal polynomial of degree $n$, then

$$
\begin{equation*}
\rho_{n-1}\left(x_{0}\right)=\min _{P_{n-1}} P_{n-1}^{2}(\mu)=\min _{P_{n-1}} \int_{-\infty}^{\infty}\left[P_{n-1}(t)\right]^{2} d \psi_{n-1}(t) \tag{2.27}
\end{equation*}
$$

In fact, let $q_{0}(z)$ be the quasi-orthogonal polynomial, of degree $(n+1)$, whose roots are $x_{0}, x_{1}, \cdots, x_{n}$. Then, in view of (2.21) and (2.25),

$$
P_{n}^{2}(\mu)=\sum_{j=0}^{n} \rho_{n}\left(x_{j}\right) P_{n}\left(x_{j}\right)^{2} \geqq \rho_{n}\left(x_{0}\right) .
$$

On the other hand, on putting here $P_{n}(z)=\frac{q_{0}(z)}{\left(z-x_{0}\right) q_{0}^{\prime}\left(x_{0}\right)}$, we get

$$
P_{n}^{2}(\mu)=\sum_{j=0}^{n} \rho_{n}\left(x_{j}\right) \delta_{0 j}=\rho_{n}\left(x_{0}\right)
$$

This proof assumes that $x_{0}$ is not a root of the orthogonal polynomial of degree $n$. It suffices to replace $n$ by $(n-1)$ to complete the proof in the case when $x_{0}$ is a root of such a polynomial.
*The value of the integral does not depend on the choice of the solution.

Lemma 2.11 leads to another important expression for $\rho_{n}\left(x_{0}\right)$ and to an extension of the definition of $\rho_{n}\left(x_{0}\right)$ for complex values of $x_{0}$. Introduce the sequence of ortho-normal polynomials $\left\{\omega_{n}(z)\right\}$. Assuming again that $z_{0}$ is any number (real or complex) distinct from the roots of $\omega_{n}(z)$ and using the notation $P_{n}(z)$ for any polynomial, real or complex, of degree $n$, satisfying the condition

$$
P_{n}\left(z_{0}\right)=1
$$

let us find

$$
\min _{P_{n}} \bar{P}_{n}(\mu) P_{n}(\mu)=\min _{P_{n}} \int_{-\infty}^{\infty}\left|P_{n}(t)\right|^{2} d \psi_{n}(t)
$$

We have the expansions

$$
\begin{gathered}
P_{n}(z)=\sum_{n=0}^{n} c_{\nu} \omega_{r}(z), \quad c_{v}=\omega_{r}(\mu) P_{n}(\mu)=\int_{-\infty}^{\infty} \omega_{r}(t) P_{n}(t) d \psi_{n}(t), \\
\bar{P}_{n}(\mu) P_{n}(\mu)=\sum_{r=0}^{n}\left|c_{r}\right|^{2} .
\end{gathered}
$$

Thus, our problem is to find $\min \sum_{n=0}^{n}\left|c_{\nu}\right|^{2}$, for all $c_{\nu}$ which satisfy the relation

$$
\begin{equation*}
\sum_{v=0}^{n} c_{v} \omega_{v}\left(z_{0}\right)=1 \tag{2.28}
\end{equation*}
$$

Using Cauchy's inequality we get from (2.28)

$$
1 \leqq \sum_{n=0}^{n}\left|c_{r}\right|^{2} \sum_{n=0}^{n}\left|\omega_{r}\left(z_{0}\right)\right|^{2}
$$

where the equality sign occurs if and only if

$$
c_{\nu}=\lambda \overline{\omega_{r}\left(z_{0}\right)}, \quad \lambda=1 / \sum_{r=0}^{n}\left|\omega_{r}\left(z_{0}\right)\right|^{2} .
$$

This shows that

$$
\overline{P_{n}}(\mu) P_{n}(\mu)=\sum_{\nu=0}^{n}\left|c_{n}\right|^{2} \geqq \lambda,
$$

so that $\min _{P_{n}} \bar{P}_{n}(\mu) P_{n}(\mu)$, under condition (2.28), equals $\lambda$, and is attained if and only if

$$
P_{n}(z)=\sum_{r=0}^{n} \overline{\omega_{r}\left(z_{0}\right)} \omega_{r}(z) / \sum_{r=0}^{n}\left|\omega_{r}\left(z_{0}\right)\right|^{2} .
$$

We now introduce the notation

$$
\begin{gather*}
K_{n}\left(z, z_{0}\right) \equiv \sum_{p=0}^{n} \overline{\omega_{r}\left(z_{0}\right) \omega_{r}(z)}  \tag{2.29}\\
K_{n}\left(z_{0}\right) \equiv \sum_{r=0}^{n}\left|\omega_{r}\left(z_{0}\right)\right|^{2} \equiv K_{n}\left(z_{0}, z_{0}\right), \tag{2.30}
\end{gather*}
$$

and consider a modified extremum problem namely: instead of keeping fixed the value of $P_{n}\left(z_{0}\right)$ and looking for $\min \overline{P_{n}(\mu)} P_{n}(\mu)$ let us fix the value of $\overline{P_{n}(\mu)} P_{n}(\mu)$ and look for the maximum of $\left|P_{n}\left(z_{0}\right)\right|$. It is clear that this maximum is the reciprocal of the minimum of the preceding problem, and therefore is equal to $1 / \lambda=K_{n}\left(z_{0}\right)$. The changes in the argument which are necessary in the case when $z_{0}$ is a root of $\omega_{n}(z)$ are obvious. We thus arrive at the following important theorem.

Theorem 2.5. Let $\left\{\omega_{n}(z)\right\}$ be the sequence of ortho-normal polynomials associated with the given sequence of moments $\left\{\mu_{n}\right\}$. Let $z_{0}$ be any number, real or complex, which is not a root of $\omega_{n}(z)$ and let $P_{n}(z)$ be any polynomial, of degree $\leqq n$. Then

$$
\left|P_{n}\left(z_{0}\right)\right|^{2} \leqq \frac{\overline{P_{n}(\mu)} P_{n}(\mu)}{\rho_{n}\left(z_{0}\right)}
$$

where

$$
\begin{equation*}
\frac{1}{\rho_{n}\left(z_{0}\right)} \equiv K_{n}\left(z_{0}\right)=\sum_{n=0}^{n}\left|\omega_{r}\left(z_{0}\right)\right|^{2} \tag{2.31}
\end{equation*}
$$

and where the equality occurs if and only if $P_{n}(z)$ coincides, up to a constant factor, with the polynomial $K_{n}\left(z, z_{0}\right)$.

When $z_{0}$ is real, $\rho_{n}\left(z_{0}\right)$ coincides with the quadrature coefficient of the approxi-mate-quadrature formula determined by the quasi-orthogonal polynomial of degree $(n+1)$ which has $z_{0}$ for its root. Finally, if $z_{0}$ is real and a root of $\omega_{n}(z)$, the statement of the theorem holds true if $P_{n}$ is replaced by $P_{n-1}$. Then

$$
\frac{1}{\rho_{n-1}\left(z_{0}\right)}=K_{n}\left(z_{0}\right)=K_{n-1}\left(z_{0}\right),
$$

and $\rho_{n-1}\left(z_{0}\right)$ appears as the quadrature coefficient of the approximate-quadrature formula determined by $\omega_{n}(z)$.

Corollary 2.1. If $G_{2 n}(z)$ is a non-negative polynomial, of degree $\leqq 2 n$, and $z_{0}$ is any point which is not a root of $\omega_{n}(z)$, then

$$
\begin{equation*}
\left|G_{2 n}\left(z_{0}\right)\right| \leqq \frac{G_{2 n}(\mu)}{\rho_{n}\left(z_{0}\right)} \tag{2.32}
\end{equation*}
$$

In case $z_{0}$ is a root of $\omega_{n}(z)$, the inequality (2.31) holds if $n$ is replaced by $n-1$.
This follows immediately from Theorem 2.5 if we observe that the general non-negative polynomial $G_{2 n}(z)$ of degree $\leqq 2 n$ can be represented as
$G_{2 n}(z)=\left(P_{1 n}(z)\right)^{2}+\left(P_{2 n}(z)\right)^{2}=\left|P_{n}(z)\right|^{2}, P_{n}(z)=P_{1 n}(z)+i P_{2 n}(z)$, where $P_{1 n}(z), P_{2 n}(z)$ are real polynomials of degree $\leqq n$.

Observing with Stieltjes, [5], that $\psi_{n}\left(x_{0}+0\right)-\psi_{n}\left(x_{0}-0\right)$ is one of the elements of the integrand in (2.26), it is readily seen that $\rho_{n}\left(x_{0}\right) \geqq \psi_{n}\left(x_{0}+0\right)-$ $\psi_{n}\left(x_{0}-0\right)$, the equality being attained if and only if $\psi_{n}(t)$ is a solution with the mass $\rho_{n}\left(x_{0}\right)$ concentrated at $x_{n}, \omega_{n}\left(x_{0}\right) \neq 0$. Now let $\psi(t)$ be any solution of the moment problem (2.1) and let $d \psi^{\prime}(t)=h(t) d \psi(t)$, where $h(t)$ is non-negative and
integrable with respect to $\psi(t)$. Applying the same reasoning as above and allowing $n \rightarrow \infty$, we readily get $\rho^{\prime}\left(x_{0}\right) \geqq h\left(x_{0}\right) \rho\left(x_{0}\right)$, where $\rho^{\prime}(x)$ corresponds to $d \psi^{\prime}(t)$.

Further important properties of $\rho_{n}\left(z_{0}\right)$ follow immediately from (2.31).
Theorem 2.6. For a fixed $z, \rho_{n}(z)$ does not increase when $n$ increases (and certainly decreases if $z$ is not a root of $\left.\omega_{n}(z)\right)$. Hence, $\rho(z)=\lim _{n \rightarrow \infty} \rho_{n}(z) \geqq 0$ exists for all z. For a fixed $n, \rho_{n}(z)$ decreases when $y=\Im z$ increases in absolute value, while $x=\Re z$ is kept fixed.

The first part of Theorem 2.6 is obvious. The second part also can be readily established if we remember (Lemma 2.8) that

$$
\omega_{\nu}(z)=a_{\nu} \prod_{j=1}^{\prime}\left(z-x_{j}\right), \quad a,>0, x_{j} \text { real, }
$$

so that

$$
\left|\omega_{\nu}(x+i y)\right|^{2}=a_{r} \prod_{i=1}^{\prime}\left[\left(x-x_{i}\right)^{2}+y^{2}\right]
$$

is an increasing function of $|y|$. The same holds for $K_{n}(z)=\sum_{v=0}^{n}\left|\omega_{\nu}(z)\right|^{2}=$ $1 / \rho_{n}(z)$.
10. Formula (2.22) shows that the monotonic function $\psi_{n}(t)$ whose spectrum reduces to the finite set of points $x_{0}, x_{1}, \cdots, x_{n}$, with jumps $\rho_{n}\left(x_{j}\right)$ at $t=x_{j}$, is a solution of the reduced moment problem (2.9). This leads to the following

Definition. A solution $\psi_{n}(t)$ of the reduced moment proolem (2.9), whose spectrum consists of precisely $(n+1)$ points $x_{0}, x_{1}, \cdots, x_{n}$, is called a distribution function of order $n$, associated with the given sequence of moments $\left\{\mu_{n}\right\}$. A distribution function of order $n+k, k>0$, or a solution of the moment problem (2.1) will be called simply a distribution function of order higher than n.*

Lemma 2.12. A distribution function of order $n$ is uniquely determined by a single point of its spectrum. To each real value $x_{0}$ there corresponds one and only one distribution function of order $n$ or of order $(n-1)$, which contains $x_{0}$ in its spectrum; it is of order $n$, if $x_{0}$ is not a root of the orthogonal polynomial of degree $n$, and of order $(n-1)$ otherwise. There is one to one correspondence between the distribution functions of order $n$ and quasi-orthogonal polynomials of degree ( $n+1$ ). The jumps (or the concentrated masses) of any distribution function of order $n$ coincide with the quadrature coefficients $\rho_{n}\left(x_{j}\right)$ of the approximate quadrature formula determined by the corresponding quasi-orthogonal polynomial of degree $(n+1)$.

The proof is obvious.

* According to Hamburger's definition, $\psi_{n}(l)$ should be called a distribution function of order $(n+1)$.

11. We now turn to important inequalities stated by Tchebycheff [1] and proved almost simultaneously and by the same method by A. Markoff [1] and Stieltjes [3].

Lemma 2.13. (Tchebycheff inequalities). Let $x_{j}$ be a point of the spectrum $x_{0}<x_{1}<\cdots<x_{n}$ of any distribution function $\psi_{n}(t)$ of order $n$; let $\psi(l)$ lec a distribution function of order $\geqq n$, distinct from $\psi_{n}(t)$. Let these two functions be normalized by the condition $\psi_{n}(-\infty)=\psi(-\infty)=0$. Then

$$
\begin{equation*}
\psi_{n}\left(x_{j}-0\right)<\psi\left(x_{j}-0\right) \leqq \psi\left(x_{j}+0\right)<\psi_{n}\left(x_{j}+0\right) \tag{2.33}
\end{equation*}
$$

Here we have to write

$$
\begin{equation*}
\psi_{n}\left(x_{j}-0\right) \leqq \psi\left(x_{j}-0\right) \quad \text { or } \quad \psi\left(x_{j}+0\right) \leqq \psi_{n}\left(x_{j}+0\right) \tag{2.34}
\end{equation*}
$$

according as $x_{j}=x_{0}$ or $x_{i}=x_{n}$.
The inequalities (2.34) are obvious because we always have

$$
\begin{gathered}
0 \leqq \psi(t) \leqq \mu_{0}, \quad-\infty \leqq t \leqq \infty, \\
\psi_{n}(t)= \begin{cases}0 & \text { for } t<x_{0} \\
\mu_{0} & \text { for } t>x_{n}\end{cases}
\end{gathered}
$$

Hence, in the following discussion we may assume $x_{j} \neq x_{0}, x_{n}$. Construct a polynomial $P_{2 n}(t)$, of degrec $\leqq 2 n$, which satisfies the following conditions

$$
\begin{gathered}
P_{2 n}\left(x_{0}\right)=P_{2 n}\left(x_{1}\right)=\cdots=P_{2 n}\left(x_{j}\right)=1, \quad P_{2 n}\left(x_{j+1}\right)=\cdots=P_{2 n}\left(x_{n}\right)=0, \\
P_{2 n}^{\prime}\left(x_{0}\right)=\cdots=P_{2 n}^{\prime}\left(x_{j-1}\right)=P_{2 n}^{\prime}\left(x_{j+1}\right)=\cdots=P_{2 n}^{\prime}\left(x_{n}\right)=0 .
\end{gathered}
$$

It is readily seen that

$$
\begin{array}{rll}
\text { in }\left(-\infty, x_{j}\right], & P_{2 n}(t) \geqq 1, & \text { and } \quad \\
P_{2 n}(t)>1, & \text { if } t \neq x_{0}, x_{1}, \cdots, x_{j} ; \\
\text { in }\left[x_{j}, \infty\right), & P_{2 n}(t) \geqq 0, & \text { and } \quad P_{2 n}(t)>0,
\end{array} \text { if } t \neq x_{j+1}, \cdots, x_{n} .
$$

By the quadrature formula (2.21),

$$
\int_{-\infty}^{\infty} P_{2 n}(t) d \psi_{n}(t)=\rho_{n}\left(x_{0}\right)+\cdots+\rho_{n}\left(x_{j}\right)=\psi_{n}\left(x_{j}+0\right)
$$

On the other hand, since the order of $\psi(t)$ is not less than that of $\psi_{n}(t)$,

$$
\int_{-\infty}^{\infty} P_{2 n}(t) d \psi_{n}(t)=\int_{-\infty}^{\infty} P_{2 n}(t) d \psi(t)
$$

Let $A \geqq 0$ be the jump of $\psi(t)$ at $t=x_{j}$. Using the fact that the spectra of $\psi_{n}(t)$ and $\psi(t)$ are distinct, it is readily seen that

$$
\begin{gathered}
\psi_{n}\left(x_{j}+0\right)=\int_{-\infty}^{\infty} P_{2 n}(t) d \psi(t)=\int_{-\infty}^{x_{i}-0} P_{2 n}(t) d \psi(t)+A+\int_{x_{i}+0}^{\infty} P_{2 n}(t) d \psi(t) \\
>\int_{-\infty}^{x_{i}-0} d \psi(t)+A=\psi\left(r_{j}+0\right)
\end{gathered}
$$

which gives the desired inequality $\psi\left(x_{j}+0\right)<\psi_{n}\left(x_{j}+0\right)$. The other inequality, $\psi_{n}\left(x_{j}-0\right)<\psi\left(x_{j}-0\right)$, may be established in a similar way, by constructing a new polynomial $P_{2 n}(t)$ satisfying the conditions

$$
\begin{aligned}
& P_{2 n}\left(x_{0}\right)=\cdots=P_{2 n}\left(x_{j-1}\right)=0, P_{2 n}\left(x_{j}\right)=\cdots=P_{2 n}\left(x_{n}\right)=1 \\
& P_{2 n}^{\prime}\left(x_{0}\right)=\cdots=P_{2 n}^{\prime}\left(x_{j-1}\right)=P_{2 n}^{\prime}\left(x_{j+1}\right)=\cdots=P_{2 n}^{\prime}\left(x_{n}\right)=0
\end{aligned}
$$

The following important corollaries are deduced immediately from Lemma 2.13.
Corollary 2.2. If $(a, b)$ is an interval of constancy of the function $\psi(t)$, then $\psi_{n}(t)$ can have no more than one point of its spectrum in the closed interval $[a, b]$.

Corollary 2.3. Let $x_{0}$ be a fixed real number, and denote by

$$
\cdots<x_{n,-r}<x_{n,-r+1}<\cdots<x_{n, 0}=x_{0}<x_{n, 1}<\cdots<x_{n, 2}<\cdots
$$

the spectrum of the distribution function of order $n$ which has a jump at $x_{0}$. If, for a certain value of $n$, the points $x_{n,-r}, x_{n, s}$ exist, they will exist for all values $n+1, n+2, \cdots$, and

$$
\begin{aligned}
& x_{n,-r}<x_{n+1,-r}<\cdots<x_{0} \\
& x_{n, \varepsilon}>x_{n+1, \varepsilon}>\cdots>x_{0}
\end{aligned}
$$

so that

$$
\lim _{n \rightarrow \infty} x_{n,-r} \leqq x_{0}, \quad \lim _{n \rightarrow \infty} x_{n, 2} \geqq x_{0}
$$

Corollary 2.4. The quantity $\rho_{n}\left(x_{0}\right)$ is the largest mass which can be concentrated at a given point $x_{0}$ by any solution of a reduced moment problem of order $\geqq$ $n$ (or $\geqq n-1$, if $x_{0}$ is a root of $\omega_{n}(z)$ ).

If $\psi_{n}^{\prime}(t), \psi_{n}^{\prime \prime}(t)$ are any two solutions of the reduced moment problem (2.9), then

$$
\left|\psi_{n}^{\prime}(t)-\psi_{n}^{\prime \prime}(t)\right| \leqq \rho_{n}(t) .
$$

If $t$ lies in $(c, d)$, where $c$ and $d$ are any two successive roots of $\omega_{n}(z)$, then

$$
\left|\psi_{n}^{\prime}(t)-\psi_{n}^{\prime \prime}(t)\right| \leqq \rho_{n}(c)+\rho_{n}(d)
$$

If $\psi^{\prime}(t), \psi^{\prime \prime}(t)$ are any two solutions of the moment problem (2.1), then

$$
\begin{equation*}
\left|\psi^{\prime}\left(x_{0}\right)-\psi^{\prime \prime}\left(x_{0}\right)\right| \leqq \rho\left(x_{0}\right)=\lim _{n \rightarrow \infty} \rho_{n}\left(x_{0}\right) . \tag{2.35}
\end{equation*}
$$

The largest mass which can be concentrated at a given point $x_{0}$ by any solution of the moment problem (2.1) is $\rho\left(x_{0}\right)$, and there always exists a solution which has the mass $\rho\left(x_{0}\right)$ concentrated at $x_{0}$. This solution is uniquely determined so that the mass concentrated at $x_{0}$ by any other solution will be actually less than $\rho\left(x_{0}\right)$.

The statements of the Corollary 2.4, except for the two last ones, follow immediately from

$$
\psi\left(x_{0}+0\right)-\psi\left(x_{0}-0\right)<\psi_{n}\left(x_{0}+0\right)-\psi_{n}\left(x_{0}-0\right)=\rho_{n}\left(x_{0}\right)
$$

and from the fact (Theorem 2.6) that $\lim _{n \rightarrow \infty} \rho_{n}\left(x_{0}\right)=\rho\left(x_{0}\right)$ exists. To prove the existence of a solution with the mass $\rho\left(x_{0}\right)$ concentrated at $x_{0}$ it suffices to apply the First Helly Theorem (Introduction, 3) to the sequence of functions $\left\{\psi_{n}(t)\right\}$. We may extract a subsequence $\left\{\psi_{n_{k}}(t)\right\}$ which converges substantially to a monotonic function $\psi(t)$, a solution of the moment problem (2.1), so that

$$
\psi\left(x_{0}+0\right)-\psi\left(x_{0}-0\right) \leqq \rho\left(x_{0}\right)
$$

On the other hand, let $\delta>0$ be such that $x_{0} \pm \delta$ are points of continuity of $\psi(t)$. Then

$$
\begin{aligned}
\psi\left(x_{0}+\delta\right)-\psi\left(x_{0}-\delta\right) & =\lim _{k}\left[\psi_{n_{k}}\left(x_{0}+\delta\right)-\psi_{n_{k}}\left(x_{0}-\delta\right)\right] \\
& \geqq \lim _{k} \rho_{n_{k}}\left(x_{0}\right)=\rho\left(x_{0}\right),
\end{aligned}
$$

and, letting $\delta \rightarrow \mathbf{0}$,

$$
\psi\left(x_{0}+0\right)-\psi\left(x_{0}-0\right) \geqq \rho\left(x_{0}\right) .
$$

It remains to prove that the solution $\psi(t)$ for which $\psi\left(x_{0}+0\right)-\psi\left(x_{9}-0\right)=$ $\rho\left(x_{0}\right)$ is uniquely determined. Assume that there exist two distinct solutions, $\psi(t)$ and $\psi^{\prime}(t)$, satisfying this condition. Let $\psi_{1}(t)$ and $\psi_{1}^{\prime}(t)$ be the functions obtained from $\psi(t)$ and $\psi^{\prime}(t)$, respectively, by removing the mass $\rho\left(x_{0}\right)$ at the point $x_{0}$. The resulting moments will be obviously

$$
\mu_{n}^{(1)}=\mu_{n}-x_{0}^{n} \rho\left(x_{0}\right), \quad n=0,1,2, \cdots .
$$

Let $\rho^{(1)}\left(x_{0}\right)$ be the maximum mass which can be concentrated at $x_{0}$ by any solution of this new moment problem. We shall prove that $\rho^{(1)}\left(x_{0}\right)=0$. In view of the criterion to be proved later (Theorem 2.9), this will imply that the new moment problem is determined, that is, the solutions $\psi_{1}(t)$ and $\psi_{1}^{\prime}(t)$ are substantially equal, which occurs if and only if the original solutions $\psi(t)$ and $\psi^{\prime}(t)$ are substantially the same, while we have assumed that they were distinct. Now, if we assume that $\rho^{(1)}\left(x_{0}\right)>0$, by the part of Corollary 2.4 which has already been proved, there exists a solution $\cdot \psi_{1}^{\prime \prime}(t)$ of the new moment problem with the mass $\rho^{(1)}\left(x_{0}\right)>0$ concentrated at $x_{0}$. If we place back the mass $\rho\left(x_{0}\right)$ at this point we obtain a solution $\psi^{\prime \prime}(t)$ of the original moment problem which has a mass $\rho^{(1)}\left(x_{0}\right)+\rho\left(x_{0}\right)>\rho\left(x_{0}\right)$ concentrated at $x_{0}$, which, as we know is not possible. Corollary 2.4 now follows directly.

Corollary 2.5. The sequence $\left\{\psi_{n}(t)\right\}$ of distribution functions of order $n$, which all have a mass at a fixed point $x_{0}$, converges, as $n \rightarrow \infty$, to the solution $\psi(t)$ of problem (2.1) which has the maximum possible mass $\rho\left(x_{0}\right)$ at $x_{0}$. In particular, this holds for the sequence of distribution functions corresponding to the sequence of quasi-orthogonal polynomials $\left\{\omega_{n}(x)-\frac{\omega_{n}(\lambda)}{\omega_{n-1}(\lambda)} \omega_{n-1}(x)\right\}$, where $\lambda$ is fixed and $\omega_{n}(\lambda) \neq 0$ for $n \geqq n_{0}$.

Corollary 2.6. If $\psi(x)$ is the solution of the determined moment problem (2.1), then $\rho(x)=0$ at all points of continuity of $\psi(x)$ and equals the jump of $\psi(x)$ at a
point of discontinuity. In particular, if $\psi(x)$ is the solution of the moment problem for a finite interval $(a, b)$, then $\rho(x)=0$ outside $(a, b)$.
12. We now return to the function

$$
f(z)=\int_{-\infty}^{\infty} \frac{d \psi(t)}{z-t}=I(z ; \psi),
$$

where $\psi(t)$ is any solution of the moment problem (2.1). We still maintain the assumption $\Delta_{n}>0, n=0,1,2, \cdots$. We have seen that $f(z)$ is asymptotically represented by the series $\sum_{0}^{\infty} \mu_{r} z^{-r-1}$ in any half-plane $\Im_{z}=y \geqq y_{0}>0$, and that, for each value of $n, f(z)$ is a solution of the problem $\left(N_{n}\right)$ and hence is representable in the form

$$
f(z)=\frac{\beta_{0} \mid}{\mid z-\alpha_{1}}-\frac{\beta_{1} \mid}{\mid z-\alpha_{2}}-\cdots-\frac{\beta_{n} \mid}{\mid z-f_{n+1}(z)},
$$

where $f_{n+1}(z)$ is analytic in the half-plane $y>0, \Im f_{n+1}(z) \leqq 0$, and $f_{n+1}(z)=$ $o(z)$, as $z \rightarrow \infty$ in any half-plane $y \geqq y_{0}>0$. Now consider the associated continued fraction

$$
\begin{equation*}
\frac{\beta_{0}}{\sqrt{z-\alpha_{1}}}-\frac{\beta_{1}}{\sqrt{z-\alpha_{2}}}-\cdots-\frac{\beta_{n}}{\sqrt{z-\alpha_{n+1}}}-\cdots \tag{2.36}
\end{equation*}
$$

and let

$$
\mathcal{C}_{n}=\frac{P_{n}(z)}{Q_{n}(z)},
$$

where $Q_{n}(z)$ is a polynomial of degree $n$ with the highest coefficient 1, be its $n$-th approximant. From the general theory of continued fractions, [Perron, 1] we know that

$$
\frac{P_{n+1}(z)}{Q_{n+1}(z)}-\frac{P_{n}(z)}{Q_{n}(z)}=\frac{\beta_{0} \cdots \beta_{n}}{Q_{n}(z) Q_{n+1}(z)}
$$

The right-hand member can be expanded, for sufficiently large $|z|$, in a series of negative powers of $z$, starting with the term $\frac{\beta_{0} \cdots \beta_{n}}{z^{2 n+1}}$. This shows that the expansion of $\frac{P_{n}(z)}{Q_{n}(z)}$ coincides in terms $z^{-1}, \cdots, z^{-2 n}$ with the formal series $\sum_{0}^{\infty} \mu_{r} z^{-r-1}$, which, in turn, implies that $Q_{n}(z)$ is the orthogonal polynomial of degree $n$ and differs only by a constant factor from $\omega_{n}(z)$. Since the polynomial

$$
Q(z)=\frac{1}{\Delta_{n}}\left|\mu_{i} \mu_{i+1} \cdots \mu_{i+n} z^{i}\right|_{0}^{n+1}
$$

satisfies the conditions $\mu^{\prime} Q(\mu)=0, \nu=0,1, \cdots, n$, and has the highest coefficient 1 , we have

$$
Q_{n+1}(z)=\frac{1}{\Delta_{n}}\left|\mu_{i} \mu_{i+1} \cdots \mu_{i+n} z^{i}\right|_{0}^{n+1}
$$

If $a_{n}$ is the highest coefficient of the ortho-normal polynomial $\omega_{n}(z)$, it now follows that $a_{n}=\left(\Delta_{n-1} / \Delta_{n}\right)^{\frac{1}{2}}$. It is also readily found [Perron, 1$]$ that ${ }^{*}$

$$
\begin{gathered}
\beta_{n}=\frac{a_{n-1}{ }^{2}}{a_{n}^{2}}=\frac{\Delta_{n-2} \Delta_{n}}{\Delta_{n-1}{ }^{2}}, \quad n \geqq 2 ; \quad \beta_{1}=\frac{a_{0}^{2}}{a_{1}^{2}}=\frac{\Delta_{1}}{\Delta_{0}^{2}}, \quad \beta_{0}=\frac{1}{a_{0}^{2}}=\Delta_{0}, \\
\Delta_{n}=\beta_{0} \beta_{1} \cdots \beta_{n} .
\end{gathered}
$$

The constants $\alpha_{n}$ in (2.36) are also easy to determine [Perron, 1]
The polynomials $P_{n}(z), Q_{n}(z)$ satisfy the recurrence relations

$$
\begin{aligned}
& Q_{n+1}(z)=\left(z-\alpha_{n+1}\right) Q_{n}(z)-\beta_{n} Q_{n-1}(z) \\
& P_{n+1}(z)=\left(z-\alpha_{n+1}\right) P_{n}(z)-\beta_{n} P_{n-1}(z)
\end{aligned}
$$

where

$$
Q_{0}(z)=1, Q_{-1}(z)=0, P_{0}(z)=0, P_{-1}(z)=-1
$$

It is also known from the theory of continued fractions that

$$
\begin{equation*}
P_{n+1}(z) Q_{n}(z)-Q_{n+1}(z) P_{n}(z)=\beta_{0} \cdots \beta_{n} . \tag{2.37}
\end{equation*}
$$

With this notation, the general solution of problem $\left(N_{n}\right)$ can be written in the form

$$
f(z)=\frac{\left[z-f_{n+1}(z)\right] P_{n}(z)-\beta_{n} P_{n-1}(z)}{\left[z-f_{n+1}(z)\right] Q_{n}(z)-\beta_{n} Q_{n-1}(z)},
$$

or, replacing $f_{n+1}(z)$ by $\alpha_{n+1}+\left(f_{n+1}-\alpha_{n+1}\right)$, in the form

$$
\begin{equation*}
f(z)=\frac{P_{n+1}(z)-\left[f_{n+1}(z)-\alpha_{n+1}\right] P_{n}(z)}{Q_{n+1}(z)-\left[f_{n+1}(z)-\alpha_{n+1}\right] Q_{n}(z)} . \tag{2.38}
\end{equation*}
$$

In particular, the generalized approximants, that is, the continued fractions

$$
\frac{\beta_{0}}{z-\alpha_{1}}-\frac{\beta_{1} \mid}{\mid z-\alpha_{2}}-\cdots-\frac{\beta_{n}}{\sqrt{z-\alpha_{n+1}-\tau}}, \quad \tau \text { a real parameter }
$$

are represented by

$$
\begin{equation*}
\frac{P_{n+1}(z)-\tau P_{n}(z)}{Q_{n+1}(z)-\tau Q_{n}(z)} \equiv \mathcal{C}_{n+1}(z ; \tau) \tag{2.39}
\end{equation*}
$$

On the other hand, the general quasi-orthogonal polynomial of degree $(n+1)$, with real coefficients, can be written as $Q_{n+1}(z)-\tau Q_{n}(z)$, and the corresponding numerator as $P_{n+1}(z)-\tau P_{n}(z)$; thus, it is clear that to each real value of $\tau$ in

[^6](2.39), admitting also the value $\tau=\infty$, there corresponds just one fraction $\frac{p(z)}{q(z)}$, where $q(z)$ ranges over the class of all quasi-orthogonal polynomials of order $(n+1)$, and conversely.
13. Let $z$ be a fixed point in the half-plane $y>0$. Consider two complex variables $\zeta$ and $\zeta_{n+1}$ related by the linear transformation formula
$$
\zeta=\frac{P_{n+1}(z)-\zeta_{n+1} P_{n}(z)}{Q_{n+1}(z)-\zeta_{n+1} Q_{n}(z)}
$$

For $n>0$, this transformation maps the axis of reals of the $\zeta_{n+1}$ plane onto the circumference of a certain circle $C_{n+1}(z)$ situated in the lower half-plane $\Im_{\zeta}<0$ in such a way that the points of the half-plane $\mathfrak{J} \zeta_{n+1}<0$ are mapped onto the interior of this circle. The same is true if $n=0$, with the exception that the circle $C_{1}(z)$ is tangent from below to the axis of reals at the origin. Comparing this transformation with formulas (2.38) and (2.39), we arrive at

Theorem 2.7. For a fixed $z, \mathfrak{J} z>0$, the range of values which are assumed by solutions of problem $\left(N_{n}\right)$ is the closed circle $C_{n+1}(z)$. To each point on the circumference of $C_{n+1}(z)$ there corresponds a unique solution of $\left(N_{n}\right)$ of the type $\frac{p(z)}{q(z)}$, where $q(z)$ is a quasi-orthogonal polynomial of order $(n+1)$. To each point interior to $C_{n+1}(z)$ there correspond infinitely many solutions.

Indeed, a point on the circumference of $C_{n+1}(z)$ is of the type (2.38), where $\tau$ has a real value (including $\tau=\infty$ ), so that in this case $f_{n+1}(z)=\alpha_{n+1}+\tau$, and the corresponding solution $f(z)$ is uniquely determined. To a point $\zeta$ in the interior of $C_{n+1}(z)$ there correspond infinitely many solutions $f(z)$ - all those for which $f_{n+1}(z)-\alpha_{n+1}=\zeta_{n+1}$ - and it is obvious that there exist infinitely many functions $f_{n+1}(z)$ satisfying the above requirements and assuming at $z$ the given value $\alpha_{n+1}+\zeta_{n+1}$.

Theorem 2.8. The circles $\left\{C_{n}(z)\right\}$ of Theorem 2.7 decrease, as $n$ increases, in such a way that $C_{n+1}(z)$ is inside $C_{n}(z)$ and touches $C_{n}(z)$ from inside. The radius $r_{n+1}(z)$ of $C_{n+1}(z)$ is given by

$$
\begin{equation*}
r_{n+1}(z)=\frac{\rho_{n}(z)}{2 y}, \quad z=x+i y, \quad y>0 \tag{2.40}
\end{equation*}
$$

The statement that $C_{n+1}(z)$ is inside $C_{n}(z)$ follows from the observation that the class of solutions of problem ( $N_{n}$ ) for any given $n$ is more inclusive than that for the next value $(n+1)$. The two circles must have a point in common since the orthogonal polynomial of degree $n$ is a quasi-orthogonal polynomial of order $n$, as well as of order $(n+1)$, and the corresponding point must lie simultaneously on the circumferences of $C_{n+1}(z)$ and of $C_{n}(z)$. To determine the radius of $C_{n+1}(z)$ it suffices to determine the radius of the circle described by $\zeta$, when $\zeta_{n+1}$ describes the axis of reals. The theory of complex linear transformations gives

$$
r_{n+1}(z)=\frac{\left|P_{n+1}(z) Q_{n}(z)-Q_{n+1}(z) P_{n}(z)\right|}{2 \Im\left[Q_{n+1}(z) \overline{Q_{n}(z)}\right]}
$$

The numerator of this fraction is equal to $\beta_{0} \beta_{1} \cdots \beta_{n}$, by (2.37). As to the dcnominator, the recurrence relations yield

$$
\begin{align*}
& \Im\left[Q_{n+1}(z) \overline{Q_{n}(z)}\right]=y\left|Q_{n}(z)\right|^{2}+\beta_{n} \Im\left[Q_{n}(z) \overline{Q_{n-1}(z)}\right]=\cdots \\
&=y\left[\left|Q_{n}(z)\right|^{2}+\sum_{k=0}^{n-1} \beta_{n} \beta_{n-1} \cdots \beta_{k+1}\left|Q_{k}(z)\right|^{2}\right] \tag{2.41}
\end{align*}
$$

so that finally

$$
\begin{aligned}
\frac{1}{2 r_{n+1}(z)} & =y \sum_{k=0}^{n} \frac{\left|Q_{k}(z)\right|^{2}}{\beta_{0} \cdots \beta_{k}}=y \sum_{k=0}^{n} a_{k}^{2}\left|Q_{k}(z)\right|^{2} \\
& =y \sum_{k=0}^{n}\left|\omega_{k}(z)\right|^{2}=y / \rho_{n}(z)
\end{aligned}
$$

which is the desired result.
By Theorem 2.2, every solution $f(z)$ of problem ( $N_{n}$ ) can be represented as $f(z)=I\left(z ; \psi_{n}\right)$, where $\psi_{n}(t)$ is a solution of the reduced moment problem (2.9), and conversely. Hence, the closed circle $C_{n+1}(z)$ represents the range of values of $I\left(z ; \psi_{n}\right)$ for a fixed $z, \Im z>0$, when $\psi_{n}$ ranges over all solutions of the reduced moment problem (2.9). As $n$ increases, $C_{n+1}(z)$ decreases and tends either to a point or to a limiting circle $C(z)$. The radius $r(z)$ of $C(z)$ is given by

$$
\begin{equation*}
r(z)=\frac{\rho(z)}{2 y}, \quad \frac{1}{\rho(z)}=\sum_{r=0}^{\infty}\left|\omega_{r}(z)\right|^{2} \tag{2.42}
\end{equation*}
$$

It reduces to 0 if and only if the series $\sum_{r=0}^{\infty}\left|\omega_{\nu}(z)\right|^{2}$ diverges.
On the other hand, it is readily seen that $C(z)$ is the range of values of $I(z ; \psi)$,
 (2.1). Indeed, if $\psi(t)$ is such a solution, it is also a solution of all reduced moment problems for any $n$, so that $I(z ; \psi)$ must be in $C(z)$. Now, any point $\zeta_{0}$ in $C(z)$ lies in all $C_{n+1}(z)$, so that for each $n$ we can find a solution $\psi^{(n)}(t)$ of the reduced moment problem of order $n$ such that $I\left(z ; \psi^{(n)}\right)=\zeta_{0}$. ()n applying the Helly Theorems to the sequence $\left\{\psi^{(n)}(t)\right\}$, we can extract a subsequence $\left\{\psi^{\left(n_{k}\right)}(t)\right\}$ which tends substantially to a monotonic function $\psi(t)$. By Introduction, 3, $\zeta_{0}=I\left(z ; \psi^{(n)}\right) \rightarrow I(z ; \psi)$. It remains to prove that $\psi(t)$ is a solution of the moment problem (2.1). Since, for a fixed $j$ and sufficiently large $k$,

$$
\int_{-\infty}^{\infty} t^{j} d \psi^{\left(n_{k}\right)}(t)=\mu_{j}
$$

it is sufficient to prove that

$$
\int_{-\infty}^{\infty} t^{j} d \psi^{\left(n_{k}\right)}(t) \rightarrow \int_{-\infty}^{\infty} t^{j} d \psi(t), \quad \text { as } k \rightarrow \infty .
$$

This, however, follows from Introduction, 3, and from the fact that, for a fixed $j$, the integrals $\int_{-\infty}^{\infty} t^{j} d \psi^{\left(n_{k}\right)}(t)$ converge absolutely and uniformly in $k$. In-
deed, if $2 j_{0}$ is the smallest even number which is larger than $j$, we have

$$
\int_{T}^{\infty} t^{j} d \psi^{\left(n_{k}\right)}(t) \leqq T^{j-2 j_{0}} \int_{T}^{\infty} t^{2_{0}} d \psi^{\left(n_{k}\right)}(t) \leqq \mu_{2 j_{0}} T^{j-2 j_{0}}, \quad n_{k} \geqq j_{0},
$$

an analogous estimate being true also for $\int_{-\infty}^{-r} t^{j} d \psi^{\left(n_{k}\right)}(t)$.
Thus, $C(z)$ is the range of $I(z ; \psi)$, when $\psi(t)$ ranges over all solutions of the moment problem (2.1). Since $I(z ; \psi)$ is a continuous function of $z$ for all complex $z$, it is now clear that $C(z)$ depends continuously on $z$, which imples, in particular, that $\rho(z)$ is a continuous function of $z$ when $z$ is complex. It also follows that the condition that $C(z)$ reduces to a single point for all complex $z$, with $\mathfrak{S}_{z}>0$, is a necessary and sufficient condition that the moment problem (2.1) be determined. This condition will be satisfied if it holds for a sequence of values of $z$ which has a limiting point in the half-plane $y>0$. But, by.Theorem 2.6, $\rho(z)$ increases when $z$ approaches the axis of reals moving on a vertical line. Hence, the moment problem is determined if $\rho(z)=0$ or, which is the same, $\sum_{p=0}^{\infty}\left|\omega_{r}(z)\right|^{2}=\infty$, at a single point, real or complex. We may now state

Theorem 2.9. For each complex $z$ the circle $C(z)=\lim _{n} C_{n}(z)$ is the range of values of $I(z ; \psi)$, when $\psi(t)$ ranges over all solutions of the moment problem (2.1). $C(z)$ depends continuously on $z$. In order that the moment problem (2.1) be determined it is necessary and sufficient that

$$
\begin{equation*}
\rho(z)=0, \quad \text { or } \quad \sum_{r=0}^{\infty}\left|\omega_{r}(z)\right|^{2}=\infty \tag{2.43}
\end{equation*}
$$

at every complex point 2. For this it is sufficient that (2.43) be satisfied at one point, real or complex. .

Corollary 2.7. If the moment problem (2.1) is indeterminate, then, for all $z$,

$$
\rho(z)>0, \quad \text { or } \quad \sum_{r=0}^{\infty}\left|\omega_{r}(z)\right|^{2}<\infty .
$$

14. Taking into consideration the generalized approximants $\mathcal{C}_{n+1}(z ; \tau)$, we proceed to show that Theorem 2.9 can be restated in a different form, as first stated by Hamburger, [3].

Definition 2.2. The associated continued fraction

$$
\begin{equation*}
\frac{\beta_{0}}{\mid z-\alpha_{1}} \left\lvert\,-\frac{\beta_{1} \mid}{\mid z-\alpha_{2}}-\cdots\right. \tag{2.44}
\end{equation*}
$$

is said to converge completely at a given point $z$ if, at this point, the sequence of its generalized approximants $\left\{\mathcal{C}_{n+1}(z ; \tau)\right\}$ converges to the same limit for all real $\tau$ (including $\tau=\infty$ ) and uniformly in $\tau$.

Theorem 2.10. A necessary and sufficient condition that the moment problem (2.1) be determined is that the associated continued fraction (2.44) shall converge completely for all complex $z$.

Indeed, since $\mathcal{C}_{n+1}(z ; \tau)$ describes the circumference of $C_{n+1}(z)$ when $\tau$ ranges from $-\infty$ to $+\infty$, it is clear that the complete convergence of the continued fraction (2.44) is equivalent to the condition that $C(z)=\lim _{n} C_{n}(z)$ reduces to a single point.

Corollary 2.8. If the moment problem (2.1) is determined, then $\rho(z)=0$ at all complex $z$ and also at all real $z$, except perhaps for at most a denumerable set of points.

Only the second part of this corollary requires discussion. If the moment problem (2.1) is determined, then its solution $\psi(z)$ is substantially unique, and the point spectrum of $\psi(t)$ is at most a denumerable set. On the other hand, by Corollary 2.4, we can always construct a solution of our moment problem which has a concentrated mass $\rho(z)$ at any real $z$, and so, if the set of points where $\rho(z)>0$ is not finite or denumerable, we arrive at a contradiction.
15. In the subsequent discussion we shall treat in more detail the case of an indeterminate moment problem, and hence assume that, in addition to the conditions of existence of a solution, $\Delta_{n}>0, n=0,1, \cdots$, we also have $\rho(z)>0$ for all $z$. Two sequences of generalized approximants $\mathcal{C}_{n+1}(z ; \tau)$ of the continued fraction (2.44) are particularly valuable for our discussion. They are obtained by giving $\tau$ in (2.39) the values $\frac{P_{n+1}(0)}{P_{n}(0)}$ and $\frac{Q_{n+1}(0)}{Q_{n}(0)}$ respectively. Thus we obtain two sequences of functions

$$
\begin{aligned}
& \mathcal{C}_{n+1}^{(1)}(z)=\frac{P_{n+1}(z) P_{n}(0)-P_{n}(z) P_{n+1}(0)}{Q_{n+1}(z) Q_{n}(0)-Q_{n}(z) Q_{n+1}(0)} \\
& \mathcal{C}_{n+1}^{(2)}(z)=\frac{P_{n+1}(z) Q_{n}(0)-P_{n}(z) Q_{n+1}(0)}{Q_{n+1}(z) Q_{n}(0)-Q_{n}(z) Q_{n+1}(0)}
\end{aligned}
$$

Introducing four sequences of polynomials

$$
\left\{\begin{array}{l}
A_{n+1}(z)=\left(\beta_{0} \beta_{1} \cdots \beta_{n}\right)^{-1}\left[P_{n+1}(z) P_{n}(0)-P_{n}(z) P_{n+1}(0)\right]  \tag{2.45}\\
B_{n+1}(z)=\left(\beta_{0} \beta_{1} \cdots \beta_{n}\right)^{-1}\left[Q_{n+1}(z) P_{n}(0)-Q_{n}(z) P_{n+1}(0)\right] \\
C_{n+1}(z)=\left(\beta_{0} \beta_{1} \cdots \beta_{n}\right)^{-1}\left[P_{n+1}(z) Q_{n}(0)-P_{n}(z) Q_{n+1}(0)\right] \\
D_{n+1}(z)=\left(\beta_{0} \beta_{1} \cdots \beta_{n}\right)^{-1}\left[Q_{n+1}(z) Q_{n}(0)-Q_{n}(z) Q_{n+1}(0)\right]
\end{array}\right.
$$

we may write

$$
\mathcal{C}_{n+1}^{(1)}(z)=\frac{A_{n+1}(z)}{B_{n+1}(z)}, \quad \mathcal{C}_{n+1}^{(2)}(z)=\frac{C_{n+1}(z)}{D_{n+1}(z)}
$$

Let $\chi_{n}(z)$ be the numerator corresponding to the denominator $\omega_{n}(z)$, the $n$-th orthonormal polynomial. Using the recurrence relations, it is readily found
that

$$
\left\{\begin{array}{l}
A_{n+1}(z)=z \sum_{r=0}^{n} P_{r}(0) P_{r}(z)\left(\beta_{0} \cdots \beta_{r}\right)^{-1}=z \sum_{r=0}^{n} \chi_{r}(0) x_{r}(z),  \tag{2.46}\\
B_{n+1}(z)=-1+z \sum_{r=0}^{n} P_{r}(0) Q_{r}(z)\left(\beta_{0} \cdots \beta_{r}\right)^{-1}=-1+z \sum_{r=0}^{n} \chi_{r}(0) \omega_{r}(z), \\
C_{n+1}(z)=1+z \sum_{r=0}^{n} Q_{r}(0) P_{r}(z)\left(\beta_{0} \cdots \beta_{v}\right)^{-1}=1+z \sum_{r=0}^{n} \omega_{r}(0) \chi_{r}(z), \\
D_{n+1}(z)=z \sum_{r=0}^{n} Q_{r}(0) Q_{r}(z)\left(\beta_{0} \cdots \beta_{r}\right)^{-1}=z \sum_{r=0}^{n} \omega_{r}(0) \omega_{r}(z)
\end{array}\right.
$$

From (2.37) it is also immediately found that

$$
\begin{equation*}
A_{n+1}(z) D_{n+1}(z)-C_{n+1}(z) B_{n+1}(z)=1 \tag{2.47}
\end{equation*}
$$

A fundamental result is expressed now by
Theorem 2.11. If the moment problem (2.1) is indeterminate, that is, if $\rho(z)>0$ for all $z$, then in the whole z-plane

$$
\begin{equation*}
\frac{1}{\rho(z)}=e^{d(r) r}, \quad|z|=r \tag{2.48}
\end{equation*}
$$

where $\delta(z)$ is a generic notation for a function which is bounded and is $o(1)$, as $r \rightarrow \infty$. The polynomials $A_{n+1}(z), B_{n+1}(z), C_{n+1}(z), D_{n+1}(z)$ converge, as $n \rightarrow \infty$ (uniformly in every bounded domain), to entire functions $A(z), B(z), C(z), D(z)$, respectively. These entire functions are at most of order 1 and of minimal type, that is

$$
|A(z)|,|B(z)|,|C(z)|,|D(z)|=e^{b(r) r}
$$

They also satisfy the relation

$$
\begin{equation*}
A(z) D(z)-B(z) C(z)=1 \tag{2.49}
\end{equation*}
$$

The series

$$
\begin{equation*}
\frac{1}{\rho(z)}=\sum_{v=0}^{\infty}\left|\omega_{\nu}(z)\right|^{2} \tag{2.50}
\end{equation*}
$$

also converges uniformly in every finite domain and is a continuous function of $\boldsymbol{z}$.
Introduce the polynomial

$$
F_{n+1}(z)=B_{n+1}(z) D_{n+1}(z) .
$$

The proof of Theorem 2.11 is based on two facts. We first establish the existence of positive constants $L_{1}, L_{2}$ such that, for any value of $z, \Im z=y>0$,

$$
\begin{equation*}
\frac{y}{\mu_{0}}<\frac{y}{\rho_{n}(z)} \leqq\left|F_{n+1}(z)\right|<\frac{L_{1} r+L_{2} r^{2}}{\rho_{n}(z)}<\frac{L_{1} r+L_{2} r^{6}}{\rho(z)} \tag{2.51}
\end{equation*}
$$

Using this we establish, in the second place, that

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{\log \frac{\mu_{0}}{\rho(t)}}{1+t^{2}} d t<\infty . \tag{2.52}
\end{equation*}
$$

The proof of Theorem 2.11 will be then readily concluded.
To prove (2.51) observe that the fractions $\frac{A_{n+1}(z)}{B_{n+1}(z)}$ and $\frac{C_{n+1}(z)}{D_{n+1}(z)}$ are generalized approximants of (2.44) and therefore their values lie on the circumference of the circle $C_{n+1}(z)$ of radius $r_{n+1}(z)=\frac{\rho_{n}(z)}{2 y}$. The absolute value of the difference of these two fractions cannot exceed the diameter of $C_{n+1}(z)$, which yields

$$
\left|\frac{A_{n+1}(z)}{B_{n+1}(z)}-\frac{C_{n+1}(z)}{D_{n+1}(z)}\right|=\frac{1}{\left|F_{n+1}(z)\right|} \leqq \frac{\rho_{n}(z)}{y}
$$

This, together with the obvious inequality $\rho_{n}(z)<\rho_{0}(z)=\mu_{0}$, establishes the first two inequalities (2.51). On the other hand, if we apply the Cauchy inequality to (2.46), we get respectively

$$
\begin{aligned}
& \left|D_{n+1}(z)\right|^{2} \leqq \frac{r^{2}}{\rho_{n}(0) \rho_{n}(z)}<\frac{r^{2}}{\rho(0) \rho_{n}(z)}, \\
& \left|B_{n+1}(z)\right|^{2} \leqq 2\left[1+\frac{\left(\sum_{r=0}^{n}\left|x_{r}(0)\right|^{2}\right) r^{2}}{\rho_{n}(z)}\right]
\end{aligned}
$$

Since all the roots of $\chi_{\nu}(z)$ are real, we have for any fixed $y_{0}>0,\left|\chi_{\nu}(0)\right| \leqq$ $\left|x_{0}\left(i y_{0}\right)\right|$, while, by (2.23),

$$
\left|x_{0}\left(i y_{0}\right)\right| \leqq \frac{\mu_{0}\left|\omega_{0}\left(i y_{0}\right)\right|}{y_{0}}
$$

Thus we see that

$$
\begin{equation*}
\sum_{r=0}^{n}\left|x_{v}(0)\right|^{2} \leqq \frac{\mu_{0}^{2}}{y_{0}^{2}} \sum_{r=0}^{n}\left|\omega_{r}\left(i y_{0}\right)\right|^{2}<\frac{\mu_{0}^{2}}{y_{0}^{2} \rho\left(i y_{0}\right)} . \tag{2.53}
\end{equation*}
$$

On substituting this and estimating the product $\left|B_{n+1}(z) D_{n+1}(z)\right|$, we obtain the two remaining inequalities (2.51).

We now pass to the proof of (2.52). Take any value $y_{0}>\mu_{0}$. Then, by (2.51),

$$
\log \left|F_{m+1}\left(x+i y_{0}\right)\right|>\log \frac{y_{0}}{\rho_{n}\left(x+i y_{0}\right)}>\log \frac{y_{0}}{\mu_{0}}>0
$$

Since all roots of $F_{n+1}(z)$ are real, it is readily seen by the Poisson formula [Titchmarsh, 2, p. 124], that

$$
\log F_{n+1}\left(i+i y_{0}\right)=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\log F_{n+1}\left(x+i y_{0}\right)}{1+x^{2}} d x
$$

whence, comparing real parts,

$$
\log \left|F_{n+1}\left(i+i y_{0}\right)\right|=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\log \left|F_{n+1}\left(x+i y_{0}\right)\right|}{1+x^{2}} d x
$$

But, by (2.51), the left-hand member here is bounded as $n \rightarrow \infty$. The same will be true for the right-hand member and, again by (2.51), for

$$
\int_{-\infty}^{\infty} \log \frac{y_{0}}{\rho_{n}\left(x+i y_{0}\right)} \frac{d x}{1+x^{2}} .
$$

Since the integrand is an increasing function of $n$ we conclude that the integral

$$
\int_{-\infty}^{\infty} \log \frac{\mu_{0}}{\rho\left(x+i y_{0}\right)} \frac{d x}{1+x^{2}}
$$

converges, and finally, since $\rho(x+i y)$ increases when $y \downarrow 0$, we see that this integral converges for all $y_{0} \geqq 0$, and in particular, that

$$
\int_{-\infty}^{\infty} \log \frac{\mu_{0}}{\rho(x)} \frac{d x}{1+x^{2}}<\infty,
$$

which is the desired result.
Now, for any real $z=x$, we see from (2.51) that

$$
\log \left|F_{n+1}(x)\right|<\log \frac{\mu_{0}}{\rho(x)}+\log \left(1+x^{2}\right)+L
$$

where $L$ is a suitable positive constant. Hence, by the Poisson formula, for any $z=x+i y, y>0$, we have

$$
\log \left|F_{n+1}(x+i y)\right|=\frac{y}{\pi} \int_{-\infty}^{\infty} \frac{\log \left|F_{n+1}(t)\right|}{(t-x)^{2}+y^{2}} d t
$$

$$
<\frac{y}{\pi} \int_{-\infty}^{\infty} \frac{\log \frac{\mu_{0}}{\rho(t)}+\log \left(1+t^{2}\right)+L}{(t-x)^{2}+y^{2}} d t
$$

In the sector (2.5) we have, for $|t| \geqq 1$,

$$
(t-x)^{2}+y^{2} \geqq \frac{t^{2}}{\sin ^{2} \epsilon} \geqq \frac{1+t^{2}}{2 \sin ^{2} \epsilon}=\frac{1}{M}\left(1+t^{2}\right) .
$$

Thus, for any $T \geqq 1$,
$\log \left|F_{n+1}(x+i y)\right| \leqq \frac{1}{\pi y} \int_{-T}^{T}\left[\log \frac{\mu_{0}}{\rho(t)}+\log \left(1+t^{2}\right)+L\right] d t$

$$
+\frac{y M}{\pi}\left(\int_{-\infty}^{-\pi}+\int_{T}^{\infty}\right) \frac{\log \frac{\mu_{0}}{\rho(t)}+\log \left(1+t^{2}\right)+L}{1+t^{2}} d t
$$

Given an arbitrarily small positive $\delta$, we first select $T$ (independent of $y$ ) so large that the second term is smaller than $\frac{y \delta}{2}$, and then $y$ so large that the first term is
also less than $\frac{y \delta}{2}$. It follows that in the sector (2.5), for $|z|=r$ sufficiently large,

$$
\log \left|F_{n+1}(z)\right|<\delta r,
$$

and, in view of (2.51), also

$$
\log \frac{1}{\rho_{n}(z)}<\delta r .
$$

Using the fact that $\rho_{n}(z)$ decreases when $|y|$ increases and $x$ is fixed, we see that in either of the two sectors

$$
0 \leqq \arg z \leqq \epsilon, \quad \pi-\epsilon \leqq \arg z \leqq \pi
$$

we have, for $r$ sufficiently large,

$$
\log \frac{1}{\rho_{n}(z)}<\frac{\delta r}{\cos \epsilon}
$$

By reflecting in the axis of reals we obtain the same inequalities in the lower half-plane $y \leqq 0$, and finally, on allowing $n \rightarrow \infty$, we see that, with no restriction on the location of $z$,

$$
\begin{gathered}
\log \frac{1}{\rho(z)}<\delta(r) r, \quad \delta(r)=o(1), \quad \text { as } \quad r \rightarrow \infty \\
\frac{1}{\rho(z)}=\sum_{r=0}^{\infty}\left|\omega_{r}(z)\right|^{2}<e^{\delta(r) r}
\end{gathered}
$$

If, now, we observe that $\sum_{p=0}^{\infty}\left|x_{p}(0)\right|^{2}<\infty$ and use Cauchy's inequality, we see at once that the limits

$$
\begin{aligned}
& B(z)=\lim _{n} B_{n+1}(z)=-1+z \sum_{r=0}^{\infty} \chi_{r}(0) \omega_{r}(z), \\
& D(z)=\lim _{n} D_{n+1}(z)=z \sum_{r=0}^{\infty} \omega_{r}(0) \omega_{r}(z)
\end{aligned}
$$

exist everywhere and are entire functions which admit of estimates analogous to (2.48). To establish the same properties for

$$
\begin{aligned}
& A(z)=\lim _{n} A_{n+1}(z)=z \sum_{\nu=0}^{\infty} \chi_{\nu}(0) \chi_{\nu}(z) \\
& C(z)=\lim _{n} C_{n+1}(z)=1+z \sum_{\nu=0}^{\infty} \omega_{\nu}(0) \chi_{\nu}(z),
\end{aligned}
$$

it is sufficient to show that

$$
\sum_{r=0}^{\infty}\left|\chi_{r}(z)\right|^{2}<e^{b(r) r}
$$



$$
\left|x_{\nu}(z)\right|<\frac{1}{|y|}\left|\omega_{\nu}(z)\right|
$$

so that

$$
\sum_{v=0}^{\infty}\left|\chi_{v}(z)\right|^{2} \leqq \frac{1}{y^{2}} \sum_{v=0}^{\infty}\left|\omega_{v}(z)\right|^{2}
$$

and also from the fact that the left-hand member of the preceding inequality is an increasing function of $|y|$, for a fixed $\Re z=x$. The uniform convergence of all these series is now obvious, while (2.49) is implied by (2.47). Finally, the continuity of $1 / \rho(z)$ is implied by the continuity of the circle $C(z)$, and the uniform convergence of $\sum_{v=0}^{\infty}\left|\omega_{v}(z)\right|^{2}$ then follows from a well-known theorem of Dini.

The following result is easily derived from Theorem 2.11.
Corollary 2.9. A necessary and sufficient condition that the moment problem (2.1) be determined is that the equation

$$
\begin{equation*}
\underline{\mu}(F)=\bar{\mu}(F) \tag{2.54}
\end{equation*}
$$

hold for any fixed function $F(t)$ of the manifold $\mathfrak{R}_{c}$, distinct from a polynomial.* Thus, (2.54) holds either for all elements of $\mathfrak{M}_{c}$ or for none distinct from a polynomial.

The necessity of (2.54) is trivial. To prove its sufficiency we show that if (2.1) is indeterminate, then (2.54) implies that $F(t)$ is a polynomial. Now, if (2.54) is satisfied, there exist two sequences of polynomials $\left\{P_{n}^{\prime}(t)\right\},\left\{P_{n}^{\prime \prime}(t)\right\}$, $n=1,2, \cdots$, such that

$$
P_{n}^{\prime}(t) \leqq F(t) \leqq P_{m}^{\prime \prime}(t), \quad n, m=1,2, \cdots
$$

while

$$
\mu\left(P_{n}^{\prime}\right) \rightarrow \mu(F), \quad \mu\left(P_{m}^{\prime \prime}\right) \rightarrow \bar{\mu}(F),
$$

so that

$$
0 \leqq \mu\left(P_{m}^{\prime \prime}-P_{n}^{\prime}\right)=\epsilon_{n m} \rightarrow 0, \quad \text { as } \quad n, m \rightarrow \infty .
$$

Using Corollary 2.1, we conclude that, for any $z$, real or complex,

$$
\left|P_{m}^{\prime \prime}(z)-P_{n}^{\prime}(z)\right| \leqq \frac{\epsilon_{n m}}{\rho(z)}
$$

Thus, both sequences $\left\{P_{n}^{\prime}(z)\right\},\left\{P_{n}^{\prime \prime}(z)\right\}$ converge to the same entire function $F(\boldsymbol{z})$ which coincides with $F(t)$ for real values of $z$ and which admits of estimates

$$
\begin{gathered}
|F(z)|<e^{\delta(r) r}, \quad|z|=r \\
|F(t)|=O\left(|t|^{k}\right), \quad \text { as }|t| \rightarrow \infty
\end{gathered}
$$

[^7]An easy application of the Phragmen-Lindelöf theorem [Titchmarsh, 2, p. 176] shows now that $F(z)$ is a polynomial.
16. We are now able to derive the general form $\psi(t)$ of any solution of the moment problem (2.1) in the indeterminate case, and the general form of the corresponding function $f(z)=I(z ; \psi)$.

Theorem 2.12. If the moment problem (2.1) is indeterminate, then the general form of the function $I(z ; \psi)$ is

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{d \psi(t)}{z-t}=I(z ; \psi)=\frac{A(z)-\sigma(z) C(z)}{B(z)-\sigma(z) D(z)} \tag{2.55}
\end{equation*}
$$

where $A(z), B(z), C(z), D(z)$ are the entire functions of Theorem 2.11 and $\sigma(z)$ is an arbitrary function (including the case $\sigma(z)=\infty$ ), analytic in the half-plane $y>0$ and satisfying the condition $\mathfrak{Y} \sigma(z) \leqq 0, \Im_{z}>0$. To each solution $\psi(t)$ of the moment problem there corresponds just one function $\sigma(z)$ determined by (2.55). Conversely, to each function $\sigma(z)$ satisfying the above conditions there corresponds substantially one solution $\psi(t)$ of the moment problem given by the Stieltjes inversion formula. For each fixed non-real value of $z$ the function

$$
\begin{equation*}
\frac{A(z)-\sigma C(z)}{B(z)-\sigma D(z)} \tag{2.56}
\end{equation*}
$$

describes the circumference of the circle $C(\boldsymbol{z})$ when the real parameter $\sigma$ describes $[-\infty, \infty]$. The value of $I(z ; \psi)$ is always either on the boundary or in the interior of $C(z)$. To each point $\zeta_{0}$ of the circumference of a circle $C\left(z_{0}\right)$ there corresponds a substantially unique solution of the moment problem $\psi(t)$ such that $I\left(z_{0} ; \psi\right)=\zeta_{0}$. It is given by the formula (2.55), with $\sigma(z)$ replaced by the constant $\sigma_{0}$ determined from

$$
\zeta_{0}=\frac{A\left(z_{0}\right)-\sigma_{0} C\left(z_{0}\right)}{B\left(z_{0}\right)-\sigma_{0} D\left(z_{0}\right)}
$$

The set of solutions which so correspond to all points of the circumference of $C\left(z_{0}\right)$ does not depend on $z_{0}$. To each point $\zeta_{0}$ interior to the circle $C\left(z_{0}\right)$ there correspond continuously many solutions $\psi(t)$ such that $I(z ; \psi)=\zeta_{0}$.
Assume that $\psi(t)$ is a solution of the moment problem (2.1). Then $f(z)=$ $I(z ; \psi)$ is a solution of problem $\left(N_{n}\right)$ for all values of $n$, and hence is represented by

$$
\begin{equation*}
f(z)=\frac{P_{n+1}(z)-\left[f_{n+1}(z)-\alpha_{n+1}\right] P_{n}(z)}{Q_{n+1}(z)-\left[f_{n+1}(z)-\alpha_{n+1}\right]} \tag{2.38}
\end{equation*}
$$

where $f_{n+1}(z)$ is analytic in $y>0, \Im f_{n+1}(z) \leqq 0$ and, in addition, $f_{n+1}(z)=o(z)$, as $z \rightarrow \infty$ in any sector (2.5). On introducing the function $\sigma_{n+1}(z)$ determined from

$$
f_{n+1}(z)-\alpha_{n+1}=\frac{P_{n+1}(0)-Q_{n+1}(0) \sigma_{n+1}(z)}{P_{n}(0)-Q_{n}(0) \sigma_{n+1}(z)}
$$

we can write (2.38) in the form

$$
f(z)=\frac{A_{n+1}(z)-\sigma_{n+1}(z) C_{n+1}(z)}{B_{n+1}(z)-\sigma_{n+1}(z) D_{n+1}(z)} .
$$

On allowing here $n \rightarrow \infty, \sigma_{n+1}(z) \rightarrow \sigma(z)$, where $\sigma(z)$ has the properties stated in the theorem, and

$$
f(z)=\frac{A(z)-\sigma(z) C(z)}{B(z)-\sigma(z) D(z)} .
$$

Conversely, take any function $f(z)$ of this form, where $\sigma(z)$ is analytic in $y>0$, $\Im \sigma(z) \leqq 0$. For each $n$ put

$$
f_{n+1}(z)-\alpha_{n+1}=\frac{P_{n+1}(0)-Q_{n+1}(0) \sigma(z)}{P_{n}(0)-Q_{n}(0) \sigma(z)}
$$

and consider the function

$$
f^{(n)}(z)=\frac{P_{n+1}(z)-\left[f_{n+1}(z)-\alpha_{n+1}\right] P_{n}(z)}{Q_{n+1}(z)-\left[f_{n+1}(z)-\alpha_{n+1}\right] Q_{n}(z)},
$$

which can be written also as

$$
f^{(n)}(z)=\frac{P_{n}(z)-\left[f_{n}(z)-\alpha_{n}\right] P_{n-1}(z)}{Q_{n}(z)-\left[f_{n}(z)-\alpha_{n}\right] Q_{n-1}(z)},
$$

where

$$
f_{n}(z)=\alpha_{n}+\frac{\beta_{n}}{z-f_{n+1}(z)} .
$$

In view of the relation (2.6), it is seen that the transformation

$$
\zeta=\frac{P_{n+1}(0)-Q_{n+1}(0) w}{P_{n}(0)-Q_{n}(0) w}
$$

maps the axis of reals of the $w$-plane onto the axis of reals in the $\zeta$-plane, and the half-planes $\mathfrak{F} w \gtrless 0$ onto the half-planes $\mathfrak{J} \gtrless 0$ respectively. Hence, the function $f_{n+1}(z)$ is analytic in $y>0$ and $\Im f_{n+1}(z) \leqq 0$. The same holds for $f_{n}(z)$ and, in addition, $f_{n}(z)=o(z)$, as $z \rightarrow \infty$ in the sector (2.5). It follows that $f^{(n)}(z)$ is a solution of problem $\left(N_{n}\right)$ for $n=2,3, \cdots$. But $f^{(n)}(z) \rightarrow f(z)$, as $n \rightarrow \infty$, and a repetition of the argument used on pp. 49-50 shows that $f(z)=I(z ; \psi)$, where $\psi(t)$ is a solution of our moment problem. The statements of the theorem concerning the relationship of $\sigma(z)$ and $\psi(t)$ are clear from the previous discussion. The circle described by (2.56) is the limiting position of the circle

$$
\frac{A_{n+1}(z)-\sigma C_{n+1}(z)}{B_{n+1}(z)-\sigma D_{n+1}(z)}, \quad \sigma \text { real }
$$

which coincides with the circle

$$
\frac{P_{n+1}(z)-\tau P_{n}(z)}{Q_{n+1}(z)-\tau Q_{n}(z)}, \quad \tau \text { real }
$$

that is, with the circle $C_{n+1}(z)$ which, as we know, tends to $C(z)$, as $n \rightarrow \infty$. The statements concerning the case where $\zeta_{0}$ is on the boundary of the circle
$C\left(z_{0}\right)$ need no further discussion, while the final statement of Theorem 2.12 is implied by the fact that there exist continuously many distinct functions $\sigma(z)$ which satisfy the above requirements and assume a given value at a given point.
17. Some properties of the solutions $\psi(t)$ of the moment problem (2.1) are readily derived either directly or by analyzing formula (2.55). We mention here two properties referring for the proofs and also for some other properties to Stone [1].

1. Let $\Lambda$ be the closed set on the axis of reals consisting of points in every neighborhood of which lie roots of infinitely many ortho-normal polynomials $\omega_{n}(z)$. Then for any solution $\psi(t)$ of the moment problem (2.1)

$$
\inf \subseteq(\psi) \leqq \inf \Lambda<\sup \Lambda \leqq \sup \subseteq(\psi)
$$

while, in case the moment problem is determined,

$$
\subseteq(\psi) \leqq \Lambda .
$$

2. Let the moment problem (2.1) be indeterminate. The function $\sigma(z)$ of (2.55) can be written, by Lemma 2.1, as

$$
\sigma(z)=A z+c+\int_{-\infty}^{\infty} \frac{1+t z}{z-t} d \alpha(t),
$$

where $\alpha(t)$ is a bounded increasing function, $A$ and $c$ are real constants, and $A \leqq 0$. With this representation the derived set of $\subseteq(\downarrow)$ coincides with the derived set of $\mathbb{S}(\alpha)$. Hence, in the indeterminate case we can find solutions of the moment problem with spectrum, the derived set of which coincides with an arbitrarily given closed set.

The following criteria are due to Carleman [2].

1. The moment problem (2.1) is determined if the series

$$
\sum_{n=0}^{\infty} \beta_{n}^{-+} \quad \text { diverges. }
$$

This follows from the inequality

$$
\beta_{n+1}^{-1} \leqq \frac{1}{2} y^{-1}\left\{\left|\omega_{n}(z)\right|^{2}+\left|\omega_{n+1}(z)\right|^{2}\right\}, \quad z=x+i y, \quad y>0
$$

which itself follows from (2.41).
2. If the continued fraction

$$
\frac{\beta_{0} \mid}{\mid z-\alpha_{1}}-\frac{\beta_{1} \mid}{\mid z-\alpha_{2}}-\frac{\beta_{2} \mid}{\mid z-\alpha_{3}}-\cdots
$$

converges completely (that is, the corresponding moment problem is determined), then the following two continued fractions also converge completely:

$$
\frac{\beta_{0}^{\prime}}{\mid z-\left(\alpha_{1}+\alpha_{1}^{\prime}\right)}-\frac{\beta_{1}^{\prime}}{\mid z-\left(\alpha_{2}+\alpha_{2}^{\prime}\right)}-\frac{\beta_{2}^{\prime}}{\mid z-\left(\alpha_{2}+\alpha_{3}^{\prime}\right)}-\cdots,
$$

provided $\beta_{\nu}^{\prime}>0$ and the sequences $\left\{\alpha_{\nu}^{\prime}\right\},\left\{\beta_{\nu}^{1 / 2}-\beta_{\nu}^{\prime 1 / 2}\right\}$ are bounded, and

$$
\frac{\beta_{0} \mid}{\mid z-\gamma_{1} \alpha_{1}}-\frac{\beta_{1} \mid}{\mid z-\gamma_{2} \alpha_{2}}-\frac{\beta_{2} \mid}{\mid z-\gamma_{3} \alpha_{3}}-\cdots
$$

provided there exist two positive constants $l, L$ such that

$$
l \leqq \gamma_{\nu} \leqq L, \quad \nu=1,2, \cdots
$$

18. Assume that the moment problem (2.1) is indeterminate. Then Theorem 2.12 introduces a remarkable family of meromorphic functions (2.56) depending on the real parameter $\sigma$. In view of the relation (2.49), the functions corresponding to different values of $\sigma$ are distinct. Thus, to each value of $\sigma$ (including $\sigma= \pm x$ ) there corresponds a substantially uniquely determined solution of the moment problem (2.1) which we denote by $\psi_{\sigma}(t)$. These functions $\psi_{\sigma}(t)$ are called extremal solutions [Nevanlinna, 1] of the moment problem (2.1), in view of a certain extremal property which is stated in

Theorem 2.13. Let the moment problem (2.1) be indeterminate. Consider the family of meromorphic functions (2.56) and the corresponding solutions $\left\{\psi_{\sigma}(t)\right\}$, so that for each real value of $\sigma$, including $\sigma= \pm \infty$,

$$
\frac{A(z)-\sigma C(z)}{B(z)-\sigma D(z)}=I\left(z ; \psi_{\sigma}\right) \equiv I_{\sigma}(z)
$$

Then $\psi_{\sigma}(t)$ is a step function; its spectrum coincides with the set of zeros of the denominator $B(z)-\sigma D(z)$, and the mass concentrated at each point $x_{j}(\sigma)$ of the spectrum precisely equals $\rho\left(x_{j}(\sigma)\right)$, and hence is larger than the mass concentrated at this point by any other solution of the moment problem (2.1).

The numerator and the denominator of the meromorphic function $I_{\sigma}(z)$ have each infinitely many zeros which are all real and simple, and mutually separated; furthermore, the smallest (largest) root of the denominator, in case such exists, is smaller (larger) than the smallest (largest) root of the numerator. The roots of two denominators corresponding to two distinct values of $\sigma$ are also mutually separated. For any given real value $x_{0}$ there always exists a (unique) real value $\sigma_{0}$ (which may be infinite) such that the corresponding function $\psi_{0}(t)$ has $x_{0}$ in its spectrum with concentrated mass $\rho\left(x_{0}\right)$. The poles of $I_{\sigma}(z)$, or, which is the same, the points of the spectrum of $\psi_{0}(t)$, are monotonic (analytic) functions of $\sigma$. If

$$
\cdots x_{-2}(-\infty), \quad x_{-1}(-\infty), \quad x_{0}(-\infty)=0, \quad x_{1}(-\infty), \quad \cdots
$$

are the roots of the function $D(z)$, then, as $\sigma$ ranges over $(-\infty, \infty)$ the root $x_{j}(\sigma)$ of $B(z)-\sigma D(z)$ continuously increases from $x,(-\infty)$ to $x_{j+1}(-\infty)$.

For a proof we refer to Stone, [1]. Using Corollaries 2.3 and 2.4, the proof of Stone can be readily completed to yield the statements concerning the mass concentration at $x_{j}(\sigma)$ and $x_{0}$.

Theorem 2.13 shows that in the indeterminate case the moment problem (2.1) has always discontinuous extremal solutions, which form a family of solutions depending on a real parameter $\sigma$. By multiplying the extremal solution by a
suitable factor depending on $\sigma$ and integrating with respect to $\sigma$ it is always possible to find infinitely many continuous, and even absolutely continuous, solutions of the moment problem [Hamburger, 3].
19. A remarkable property of extremal solutions of the moment problem (2.1) was discovered by M. Riesz, [4]. The present section will discuss this property. Let $\left\{\omega_{n}(z)\right\}$ be the sequence of ortho-normal polynomials determined by the sequence of moments $\left\{\mu_{n}\right\}$. Let $\psi(t)$ be any solution of the moment problem (2.1). We consider the class of complex-valued functions $f(t)$ of the real variable $t$ which are measurable with respect to $\psi(t)$ and for which

$$
\begin{equation*}
\int_{-\infty}^{\infty}|f(t)|^{2} d \psi(t)<\infty . \tag{2.57}
\end{equation*}
$$

Denote this class of functions by $L_{\psi}^{2}$ and the value of the integral (2.57) by $\|f\|_{\psi}^{2}$. Every function $f \in L_{\downarrow}^{2}$ generates the sequence of its Fourier coefficients relative to $\left\{\omega_{n}(z)\right\}$,

$$
f_{n}=\int_{-\infty}^{\infty} f(t) \omega_{n}(t) d \psi(t), \quad n=0,1,2, \cdots
$$

and the corresponding formal Fourier series

$$
\sum_{p=0}^{\infty} f_{r} \omega_{p}(t)
$$

the $(n+1)$-th partial sum of which will be denoted by

$$
s_{n}(t ; f) \equiv s_{n}(t) \equiv s_{n}(f)=\sum_{p=0}^{n} f \omega_{p}(t)
$$

It is well known (Bessel's inequality) that

$$
\left\|s_{n}(f)\right\|_{\psi}^{2}=\sum_{v=0}^{n}\left|f_{\nu}\right|^{2} \leqq \int_{-\infty}^{\infty}|f(t)|^{2} d \psi(t)
$$

and that for any polynomial $P_{n}$, of degree $\leqq n$,

$$
\left\|f-s_{n}\right\|_{\psi}^{2}=\left\|f-P_{n}\right\|_{\psi}^{2}+\left\|P_{n}-s_{n}\right\|_{\psi}^{2}
$$

so that

$$
\left\|f-s_{n}\right\|_{\psi}^{2}=\int_{-\infty}^{\infty}|f|^{2} d \psi-\sum_{v=0}^{n}\left|f_{\nu}\right|^{2}=\min _{P_{n}}\left\|f-P_{n}\right\|_{\psi}^{2}
$$

The problem now is to find conditions on $\psi$ under which this minimum tends to 0 , as $n \rightarrow \infty$, for every function $f \in L_{\downarrow}^{2}$, or, in other words, to find conditions under which the Parseval formula

$$
\sum_{v=0}^{\infty}\left|f_{v}\right|^{2}=\int_{-\infty}^{\infty}|f(t)|^{2} d \psi(t)
$$

holds for all functions $f \in L_{\psi}^{2}$. The solution of this problem is given by

Theorem 2.14. A necessary and sufficient condition that the Parseval formula hold for every function $f \in L_{\downarrow}^{2}$ is that either the moment problem (2.1) be determined, or, if it is indeterminate, that $\psi(t)$ be an extremal solution.

We first show that the class $L_{\Downarrow}^{2}$ can be replaced by the much more restricted subclass of functions of the type $\frac{1}{t-z_{0}}$, where $z_{0}$ is any non-real number. This will follow from
Lemma 2.14. The linear manifold $\mathfrak{M}\left(\frac{1}{t-z_{0}}\right)$ determined by the functions $\frac{1}{t-z_{0}}$ is dense in $L_{\psi}^{2}$.

Assume that Lemma 2.14 is proved. It is trivial that the validity of the Parseval formula for all functions of $L_{\psi}^{2}$ implies its validity for all functions $\frac{1}{t-2_{0}}$. Now assume that the Parseval formula holds for all functions $\frac{1}{t-z_{0}}$, with $z_{0}$ non-real, and prove that it holds then for the whole class $L_{\downarrow}^{2}$. First, it is clear that if the Parseval formula holds for any function $\frac{1}{t-z_{0}}$, it will also hold for every element of the manifold $\mathfrak{M}\left(\frac{1}{t-z_{0}}\right)$. If now $\mathfrak{P}\left(\frac{1}{t-z_{0}}\right)$ is dense in $L_{\downarrow}^{2}$, given $\epsilon>0$, we can find a $g_{\bullet}(t) \in \mathfrak{P}\left(\frac{1}{t-z_{0}}\right)$ such that

$$
\left\|f-g_{\bullet}\right\|_{\downarrow}<\frac{\epsilon}{3}
$$

Furthermore,

$$
\left\|f-s_{n}(f)\right\|_{\psi} \leqq\left\|f-g_{\bullet}\right\|_{\psi}+\left\|g_{\bullet}-s_{n}\left(g_{\bullet}\right)\right\|_{\downarrow}+\left\|s_{n}\left(g_{\bullet}\right)-s_{n}(f)\right\|_{\psi}
$$

Here the first term on the right is less than $\frac{\epsilon}{3}$, and the same is true of the third term, in view of

$$
\left\|s_{n}\left(g_{0}\right)-s_{n}(f)\right\|_{\psi}^{2}=\left\|s_{n}\left(g_{1}-f\right)\right\|_{\psi}^{2} \leqq\left\|g_{1}-f\right\|_{\psi}^{2} .
$$

The second term on the right can be made less than $\frac{\epsilon}{3}$, if $n$ is taken sufficiently large, since we have assumed that the Parseval formula holds for $g_{\mathrm{C}} \in \mathfrak{M}\left(\frac{1}{t-z_{0}}\right)$. Thus

$$
\left\|f-s_{n}(f)\right\|_{\downarrow}<\epsilon
$$

for $n$ sufficiently large, which establishes the Parseval formula for the general element $f \in L_{\downarrow}^{2}$.

We now pass on to the proof of Lemma 2.14. A general element of $L_{\downarrow}^{2}$ can
be approximated arbitrarily closely in $L_{\psi}^{2}$ by a function vanishing outside a finite interval and being continuous together with its first derivative. Hence, it suffices to consider only such elements of $L_{\psi}^{2}$. Let $g(t)$ be such an element. Consider the two functions

$$
g_{1}(t)=y(t)+g(-t), \quad g_{2}(t)=\frac{1+t^{2}}{2 t}[g(t)-g(-t)] .
$$

They are both continuous, vanish outside a finite interval, and depend only on $t^{2}$. It is easy to show that functions of this type can be approximated uniformly in $(-\infty, \infty)$ by linear combinations of fractions $\frac{1}{t^{2}+b^{2}}, b \neq 0$ and real. This leads to a uniform approximation of $g(t)$ by a linear combination of fractions

$$
\frac{1}{t^{2}+b^{2}}=\frac{1}{2 b i}\left(\frac{1}{t-i b}-\frac{1}{t+i b}\right)
$$

and

$$
\frac{t}{t^{2}+b^{2}}=\frac{1}{2}\left(\frac{1}{t-i b}+\frac{1}{t+i b}\right)
$$

which are of the desired type.
Now let $g\left(t^{2}\right)$ be a function which is continuous and vanishes outside a finite interval ( $-a^{\frac{4}{4}}, a^{4}$ ). On setting $t^{2}=x$ we obtain a function $g(x)$ which is defined for $x \geqq 0$, is continuous, and vanishes for $x>a$. Since $(0, \infty)$ is transformed into ( $0, a$ ) by the transformation $u=\frac{1}{x+a}$, functions of the above type can be approximated uniformly in $(0, \infty)$ by polynomials in $\frac{1}{x+a}$. Since, however, $\frac{1}{(x+a)^{k}}$ can be approximated uniformly by

$$
1 /\left[\prod_{i=1}^{n}\left(x+a_{i}\right)\right]=\sum_{i=1}^{n} \frac{A_{i}}{x+a_{i}}, \quad a_{i} \neq a_{i}, \quad a_{i}>0
$$

every polynomial in $\frac{1}{x+a}$ can be uniformly approximated by a linear combination of fractions of the type $\frac{1}{x+a_{i}}$, which, for a function of the type $g\left(t^{2}\right)$ above, gives a uniform approximation by fractions of the type $\frac{1}{t^{2}+b^{2}}, b \neq 0$ and real. This proves our assertion and also completes the proof of Lemma 2.14.
20. We have proved that a necessary and sufficient condition that the Parseval formula hold for any function $f \epsilon L_{\psi}^{2}$ is that it holds for any function of the type $1 /\left(t-z_{0}\right), z_{0}$ non-real.

Now let $z_{0}$ be any fixed non-real number, and let

$$
s_{n}(t) \equiv s_{n}\left(t, \frac{1}{t-z_{0}}\right)
$$

We wish to find necessary and sufficient conditions in order that

$$
\rho_{n}^{*}\left(z_{0}\right)=\int_{-\infty}^{\infty}\left|\frac{1}{t-z_{0}}-z_{n}(t)\right|^{2} d \psi(t)
$$

tends to 0 , as $n \rightarrow \infty$. Observe that

$$
\rho_{n}^{*}\left(z_{0}\right)=\min _{p_{n}} \int_{-\infty}^{\infty}\left|\frac{1}{t-\varepsilon_{0}}-p_{n}(t)\right|^{2} d \psi(t),
$$

where the minimum is taken over all polynomials $p_{n}(t)$, of degree $\leqq n$. Inasmuch as

$$
P_{n}(t)=1-\left(t-z_{0}\right) p_{n}(t)
$$

can be considered as an arbitrary polynomial of degree $\leqq n+1$ which assumes the value 1 at $t=z_{0}$, the minimum problem which determines $\rho_{n}^{*}\left(z_{0}\right)$ coincides with that treated on pp. 39-41, where $n$ is replaced by $(n+1)$ and the distribution $d \psi(t)$ is replaced by $\frac{d \psi(t)}{\left|t-z_{0}\right|^{2}}$. Thus we may say that $\rho_{n}^{*}\left(z_{0}\right) \rightarrow \rho^{*}\left(z_{0}\right)$, as $n \rightarrow \infty$, and that the condition $\rho^{*}\left(z_{0}\right)=0$ is necessary and sufficient that the moment problem with the distribution $\frac{d \psi(t)}{\left|t-z_{0}\right|^{2}}$ be determined. Thus, a necessary and sufficient condition that the Parseval formula hold for every function $f \in L_{\downarrow}^{\mathbf{2}}$ is that the moment problem with a distribution of masses given by $\frac{d \psi(t)}{\left|t-z_{0}\right|^{2}}$ be determined for every fixed non-real $z_{0}$.

This condition, in turn, is equivalent to the following one: an increasing bounded function $\psi^{\prime}(t)$ satisfying the conditions

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{t^{n} d \psi(t)}{\left|t-z_{0}\right|^{2}}=\int_{-\infty}^{\infty} \frac{t^{n} d \psi^{\prime}(t)}{\left|t-z_{0}\right|^{2}}, \quad n=0,1,2, \cdots, \tag{2.58}
\end{equation*}
$$

must be substantially equal to $\psi(t)$. Conditions (2.58), however, are equivalent to

$$
\begin{equation*}
\int_{-\infty}^{\infty} t^{n} d \psi(t)=\int_{-\infty}^{\infty} t^{n} d \psi^{\prime}(t), \quad n=0,1,2, \cdots \tag{2.59}
\end{equation*}
$$

with the additional condition

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{d \psi(t)}{z_{0}-t}=\int_{-\infty}^{\infty} \frac{d \psi^{\prime}(t)}{z_{0}-t} \tag{2.60}
\end{equation*}
$$

Indeed, if we write (2.60) in the form

$$
L_{\infty}^{\infty}\left(\bar{z}_{0}-t\right) \frac{d \psi(t)}{\left|z_{n}-t\right|^{2}}=\int_{-\infty}^{\infty}\left(\bar{z}_{0}-t\right) \frac{d \psi^{\prime}(t)}{\left|z_{0}-t\right|^{2}}
$$

and observe that

$$
t^{n}=\frac{\left(z_{0}-t\right)\left(z_{0}-t\right) t^{n}}{\left|z_{0}-t\right|^{2}}
$$

it is immediately seen that (2.58) implies (2.59) and (2.60). Conversely, let (2.59) and (2.60) be satisfied. Let $z_{0}=x_{0}+i y_{0}, y_{0} \neq 0$. By separating real and imaginary parts in (2.60), we easily prove (2.58) for $n=0,1$. To prove the conditions (2.58) for $n=2,3, \cdots$, it is sufficient to observe that

$$
\left|z_{0}-t\right|^{2}=\left(x_{0}-t\right)^{2}+y_{0}^{2}
$$

is a polynomial of the second degree in $t$, so that

$$
t^{n}=\left|z_{0}-t\right|^{2} P_{n-2}(t)+A_{n} t+B_{n},
$$

where $P_{n-2}(t)$ is a polynomial of degree $(n-2)$ and $A_{n}$ and $B_{n}$ are constants.
Thus, our necessary and sufficient conditions are equivalent to the statement that, given an arbitrary non-real $z_{0}$, whenever we have a solution $\psi^{\prime}(t)$ of the moment problem (2.1) which satisfies, in addition, condition (2.60), then $\psi^{\prime}(t)$ is substantially equal to $\psi(t)$. This means, however, that either problem (2.1) is determined, or, in case it is not, $I\left(z_{0} ; \psi\right)$ lies on the boundary of the circle $C\left(z_{0}\right)$ (there is clearly no loss of generality in assuming that $\Im z_{0}>0$ ), which implies that $\psi(t)$ is an extremal solution. The proof of Theorem 2.14 is now complete.

Suppose that the moment-problem (2.1) is indeterminate, that $\psi(t)$ is a solution of (2.1) and that $f(t)$ is any fixed element of the class $L_{\psi}^{2}$. If $\left\{f_{n}\right\}$ are the Fourier coefficients of $f(t)$ relative to the ortho-normal set $\left\{\omega_{n}(z)\right\}$, the series $\sum_{n=0}^{\infty}\left|f_{n}\right|^{2}$ converges, and in view of Corollary 2.7 and Theorem 2.11, it is clear that the series $\sum_{n=0}^{\infty} f_{n} \omega_{n}(z)$ converges in $L_{\psi}^{2}$ on the axis of reals, and also uniformly. in every bounded domain of the complex $z$-plane to an entire function $f^{*}(z)$, which admits of an estimate

$$
f^{*}(z)=e^{d(r) r}, \quad|z|=r, \quad \delta(r)=o(1), \quad \text { as } \quad r \rightarrow \infty
$$

The function $f^{*}(z)$ will have the same Fourier coefficients as $f(z)$, and it is easily seen that

$$
L_{-\infty}^{\infty}|f(t)|^{2} d \psi(t)=\sum_{n=0}^{\infty}\left|f_{n}\right|^{2}+\int_{-\infty}^{\infty}\left|f-f^{*}\right|^{2} d \psi(t)
$$

It follows that a necessary and sufficient condition that the Parseval formula hold for a given function $f(t)$ is that $f(t)$ be equal to the sum of its Fourier series, $f^{*}(t)$, except perhaps at a set of points of $\psi$-measure 0 .

It should also be observed that functions of the type $f^{*}(t)$, or, which is the same, the sums of series $\sum_{0}^{\infty} \alpha_{n} \omega_{n}(t)$, where $\sum_{n=0}^{\infty}\left|\alpha_{n}\right|^{2}<\infty$, are such that the value of $\int_{-\infty}^{\infty} f^{*}(t) d \psi(t)$ does not depend on the choice of the solution $\psi(t)$ of (2.1). In Chapter IV we shall sec other examples of functions possessing this property. A complete determination of the class of functions which have this property is still an unsolved problem.

In discussing the validity of the Parseval formula in the Stieltjes case we may use arguments analogous to and even simpler than those used in the Hamburger oase, with the conclusion that a necessary and sufficient condition that the Parseval formula holds in the Stieltjes case is that the distribution $\frac{d \psi(t)}{(t-x)^{2}}$ correspond to a determinate Hamburger moment problem for any $x<0$.

Thus, in the Stieltjes case, the Parseval formula holds or does not hold according as

$$
\lim _{n} \min _{P_{n}} \int_{0}^{\infty}\left(P_{n+1}(t)\right)^{2} \frac{d \psi(t)}{(t-x)^{2}}=0 \quad \text { or } \quad>0
$$

where the minimum is taken over all polynomials $P_{n+1}(t)$, of degree $\leqq n+1$, which assume the value 1 at $t=x$, for all negative $x$.

On observing that, for such $x$ and $0 \leqq t<\infty,(t-x)^{2}$ is greater than each of the quantities $(-x)^{2}, t(-x), t^{2},(-x)(t-x)$ it is obvious that, in the Stieltjes case, the Parseval formula holds whenever one of the following distributions

$$
d \psi(t), \quad \frac{d \psi(t)}{t}, \quad \frac{d \psi(t)}{t^{2}}, \quad \frac{d \psi(t)}{t-x}
$$

corresponds to a determined Hamburger moment problem.
21. We have already established necessary and sufficient conditions that the moment problem (2.1) be determined or indeterminate. Various other criteria were established by Hamburger, [3] and proved in a simpler way by Nevanlinna [1] and M. Riesz [1, 2, 3]. Here our exposition follows in general the line of argument of M. Riesz. We shall need a few more properties of quasi-orthogonal polynomials.

As was stated in Lemma 2.7, all quasi-orthogonal polynomials of order $(n+1)$ which have a common root $x_{0}$ differ only by a constant factor. A quasi-orthogonal polynomial of order $(n+1)$ which has a given root $x_{0}$ can be immediately given by

$$
q(z)=\frac{1}{\Delta_{n}}\left|z^{i} x_{0}^{i} \mu_{1} \cdots \mu_{\mathrm{t}+n-1}\right|_{0^{n+1}}
$$

This is readily proved by verifying the condition $q\left(x_{0}\right)=0$ and the conditions of quasi-orthogonality

$$
\mu^{i} q(\mu)=0, \quad i=0,1, \cdots, n-1
$$

In particular, a quasi-orthogonal polynomial of order $(n+1)$ which vanishes at the origin is, up to a constant factor, given by

$$
\begin{equation*}
q(z)=\frac{1}{\Delta_{n}}\left|z^{i} \mu_{i} \mu_{i+1} \cdots \mu_{i+n-1}\right|_{1}^{n+1} . \tag{2.61}
\end{equation*}
$$

Hence, the polynomial $D_{n+1}(z)$ in (2.46) can differ only by a constant factor from the above expression. We prove that

$$
D_{n+1}(z)=\frac{1}{\Delta_{n}}\left|z^{i} \mu_{i} \mu_{n+1} \cdots \mu_{i+n-1}\right|_{1}^{n+1}
$$

It suffices to verify that the values of the corresponding numerators at a single point coincide. Now, formulas (2.45) show that the numerator corresponding to $D_{n+1}(z)$ is $C_{n+1}(z)$ and that (see (2.46))

$$
C_{n+1}(0)=1 .
$$

The numerator corresponding to the polynomial (2.61) is obtained if we replace in (2.61) $z^{i}$ by the polynomial

$$
\frac{z^{i}-\mu^{i}}{z-\mu}=z^{i-1} \mu_{0}+z^{i-2} \mu_{1}+\cdots+z \mu_{i-2}+\mu_{i-1}
$$

This shows that if $p(z)$ is the numerator corresponding to $q(z)$, then $p(0)=1=$ $C_{n+1}(0)$. Thus, $D_{n+1}(z) \equiv q(z)$.

The polynomial $B_{n+1}(z)$ of (2.45) assumes the value ( -1 ) at $z=0$. Hence, the general quasi-orthogonal polynomial $q(z)$ of order $(n+1)$ which assumes the value ( -1 ) at $z=0$ can be represented by $B_{n+1}(z)+\mu_{-1} D_{n+1}(z)$, where $\mu_{-1}$ is an arbitrary parameter. To determine the value of $\mu_{-1}$ it is sufficient to prescribe the value of the numerator $p(z)$ corresponding to $q(z)$ at a given point, for instance, at the origin. By (2.45),

$$
p(z)=A_{n+1}(z)+\mu_{-1} C_{n+1}(z), \quad p(0)=\mu_{-1}
$$

On the other hand, the polynomial

$$
-\frac{1}{\Delta_{n}}\left|z^{i} \mu_{i-1} \mu_{i} \cdots \mu_{n+n-1}\right| 0_{0}^{n+1}
$$

is clearly quasi-orthogonal of order $(n+1)$, assumes the value ( -1 ) at $z=0$ and depends on the parameter $\mu_{-1}$. Moreover, by the above method, it is readily found that the numerator corresponding to this polynomial assumes precisely the value $\mu_{-1}$ at $z=0$. This proves that

$$
Q_{n+1}\left(z ; \mu_{-1}\right) \equiv B_{n+1}(z)+\mu_{-1} D_{n+1}(z)=-\frac{1}{\Delta_{n}}\left|z^{i} \mu_{i-1} \mu_{i} \cdots \mu_{i+n-1}\right| 0^{n+1} ;
$$

in particular,

$$
\left.B_{n+1}(z)=-\frac{1}{\Delta_{n}} \left\lvert\, \begin{array}{cccccc}
1 & 0 & \mu_{0} & \mu_{1} & \cdots & \mu_{n-1} \\
z & \mu_{0} & \mu_{1} & \mu_{2} & \cdots & \mu_{n} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right.\right]
$$

Now, on setting

$$
W_{n}\left(z ; \mu_{-1}\right) \equiv z^{-1}\left(B_{n+1}(z)+1\right)+\mu_{-1} \frac{D_{n+1}(z)}{z}=\frac{1}{z}\left[Q_{n+1}\left(z ; \mu_{-1}\right)+1\right]
$$

we see from (2.46), (2.45) that the Fourier coefficients of $W_{n}\left(z ; \mu_{-1}\right)$ relative to the orthonormal set $\left\{\omega_{r}(z)\right\}$ are $\chi_{\nu}(0)+\mu_{-1} \omega_{r}(z)$. Hence,

$$
\delta_{n} \equiv \delta_{n}\left(\mu_{-1}\right)=W_{n}^{2}\left(\mu ; \mu_{-1}\right)=\sum_{r=0}^{n}\left[\chi_{r}(0)+\mu_{-1} \omega_{r}(0)\right]^{2}
$$

The sequence $\left\{\delta_{n}\right\}$ is clearly increasing.

Let $x_{0}, x_{1}, \cdots, x_{n}$ be the roots of $Q_{n+1}\left(2 ; \mu_{-1}\right)$ and let $\psi_{n}\left(t ; \mu_{-1}\right)$ be the corresponding distribution function of order $n$, so that the set $\left\{x_{0}, x_{1}, \cdots, x_{n}\right\}$ is the spectrum of $\psi_{n}\left(t ; \mu_{-1}\right)$. Then

$$
\frac{P_{n+1}\left(z ; \mu_{-1}\right)}{Q_{n+1}\left(z ; \mu_{-1}\right)}=\int_{-\infty}^{\infty} \frac{d \psi_{n}\left(t ; \mu_{-1}\right)}{z-t}=\sum_{i=0}^{n} \frac{\rho_{n}\left(x_{j}\right)}{z-x_{j}}
$$

and since $Q_{n+1}\left(0 ; \mu_{-1}\right)=-1$, while $P_{n+1}\left(0 ; \mu_{-1}\right)=\mu_{-1}$, we have

$$
\begin{equation*}
\mu_{-1}=\sum_{i=0}^{n} \frac{\rho_{n}\left(x_{j}\right)}{x_{i}}=\int_{-\infty}^{\infty} \frac{d \psi_{n}\left(t ; \mu_{-1}\right)}{t} \tag{2.62}
\end{equation*}
$$

On the other hand, on applying the quadrature formula (2.21) to the polynomial $W_{n}^{2}\left(2 ; \mu_{-1}\right)$ which assumes the value $\frac{1}{x_{i}^{2}}$ at the point $x_{j}$, we get

$$
\begin{equation*}
\delta_{n}=\sum_{j=0}^{n} \frac{\rho_{n}\left(x_{j}\right)}{x_{i}^{2}} \tag{2.63}
\end{equation*}
$$

22. We are now prepared to prove the following three theorems.

Theorem 2.15. A necessary and sufficient condition that the moment problem (2.1) be determined is that at least one of the two sequences $\left\{1 / \rho_{n}(0)\right\}$ and $\left\{\delta_{n}\left(\mu_{-1}\right)\right\}$, for some value of the parameter $\mu_{-1}$, should diverge to $\infty$

Theorem 2.16. A necessary and sufficient condition that the moment problem (2.1) be indeterminate is that, for two distinct values $\mu_{-1}^{\prime}, \mu_{-1}^{\prime \prime}$ of the parameter $\mu_{-1}$, the sequences $\left\{\delta_{n}\left(\mu_{-1}^{\prime}\right)\right\},\left\{\delta_{n}\left(\mu_{-1}^{\prime \prime}\right)\right\}$ should converge.

Theorem 2.17. A necessary and sufficient condition that the moment problem (2.1) be determined is that at least one of the two series

$$
\begin{equation*}
\sum_{r=0}^{\infty} \omega_{r}(0)^{2}, \quad \sum_{r=0}^{\infty} x_{r}(0)^{2} \tag{2.64}
\end{equation*}
$$

should diverge.
To prove Theorem 2.15 we observe first that if $1 / \rho_{n}(0) \rightarrow \infty$ or $\rho_{n}(0) \rightarrow 0$, then the moment problem (2.1) is determined. Therefore we assume that $1 / \rho_{n}(0)$ converges to a finite limit and prove that, if for some value of $\mu_{-1}$ $\delta_{n}\left(\mu_{-1}\right)$ also converges to a finite limit, or, which is the same, remains bounded, then the problem (2.1) is indeterminate. We know that if $\rho(0)=\lim \rho_{n}(0) \neq 0$, there exists a solution $\psi(t)$ of the moment problem (2.1) with the mass $\rho(0)$ concentrated at $t=0$. On the other hand, for a given $\epsilon>0$, we have

$$
\begin{equation*}
\psi_{n}(\epsilon)-\psi_{n}(-\epsilon) \leqq \epsilon^{2} \sum_{\left|x_{i}\right| \leqq \epsilon} \rho_{n}\left(x_{j}\right) x_{i}^{-2} \leqq \epsilon^{2} \delta, \tag{2.65}
\end{equation*}
$$

where $\delta=\lim \delta_{n}\left(\mu_{-1}\right)<\infty$. By the Helly Theorem, there exists a subsequence $\left\{\psi_{n_{k}}(t)\right\}$ which tends substantially to a solution $\psi^{\prime}(t)$ of the moment problem (2.1). If now ( $-\epsilon, \epsilon$ ) is an interval of continuity of $\psi^{\prime}(t)$ then we must have

$$
\psi^{\prime}(\epsilon)-\psi^{\prime}(-\epsilon) \leqq \epsilon^{2} \delta,
$$

which shows that $\psi^{\prime}(t)$ is continuous at $t=0$, and hence distinct from $\psi(t)$. Thus, the moment-problem (2.1) is indeterminate.

If, however, $\delta_{n}\left(\mu_{-1}\right) \rightarrow \infty$, then the moment problem (2.1) is determined since we know [15] that in the indeterminate case both series

$$
\sum_{r=0}^{\infty} \omega_{r}(0)^{2}, \quad \sum_{r=0}^{\infty} x_{r}(0)^{2}
$$

converge, and therefore

$$
\delta=\lim _{n} \delta_{n}\left(\mu_{-1}\right)=\sum_{r=0}^{\infty}\left[\chi_{r}(0)+\mu_{-1} \omega_{r}(0)\right]^{2}<\infty .
$$

To prove Theorem 2.16 we observe that if, for any value of $\mu_{-1}, \delta_{n}\left(\mu_{-1}\right) \rightarrow \infty$, then the problem (2.1) is determined, as we have just seen. Assume now that $\delta_{n}\left(\mu_{-1}\right) \rightarrow \delta\left(\mu_{-1}\right)<\infty$, for two distinct values $\mu_{-1}=\mu_{-1}^{\prime}, \mu_{-1}^{\prime \prime}$. This clearly is equivalent to the assumption that both series (2.64) converge. Then the argument used in connection with (2.65) shows the existence of two solutions $\psi^{\prime}(t), \psi^{\prime \prime}(t)$ of the moment problem (2.1), continuous at $t=0$, which are limit functions of two subsequences extracted from $\left\{\psi_{n}\left(t, \mu_{-1}^{\prime}\right)\right\},\left\{\psi_{n}\left(t, \mu_{-1}^{\prime \prime}\right)\right\}$ respectively. It remains to show that $\psi^{\prime}(t)$ and $\psi^{\prime \prime}(t)$ are distinct. This will be done if we prove the possibility of passing to the limit in the relation (2.62), where $\mu_{-1}$ is equal to either of the two values $\mu_{-1}^{\prime}, \mu_{-1}^{\prime \prime}$. Indeed, this will show that

$$
\mu_{-1}^{\prime}=\int_{-\infty}^{\infty} \frac{d \psi^{\prime}(t)}{t} \neq \mu_{-1}^{\prime \prime}=\int_{-\infty}^{\infty} \frac{d \psi^{\prime \prime}(t)}{t}
$$

Let ( $-\epsilon$, $\epsilon$ ) be a common interval of continuity of the functions $\psi^{\prime}(t), \psi^{\prime \prime}(t)$, arbitrarily small but fixed. It is obviously possible to pass to the limit under the sign of both integrals $\int_{-\infty}^{-\infty}, \int_{0}^{\infty}$, and it remains to investigate $\mathcal{L}_{e}^{e}$. By Schwarz' inequality, we have

$$
\text { L. } \frac{d \psi_{n}\left(t, \mu_{-1}\right)}{t} \leqq\left[\psi_{n}\left(\epsilon, \mu_{-1}\right)-\psi_{n}\left(-\epsilon, \mu_{-1}\right)\right]^{4}\left[\int_{-}^{4} \frac{d \psi_{n}\left(t, \mu_{-1}\right)}{t^{2}}\right]^{4}<\epsilon \delta\left(\mu_{-1}\right),
$$

so that the contribution of the interval ( $-\epsilon, \epsilon$ ) is uniformly $O(\epsilon)$, which justifies the passing to the limit in (2.62). This completes the proof of Theorem 2.16. The proof of Theorem 2.17 is also contained in the previous argument.

Another criterion was initially proved by Hamburger [3], and a simpler proof of it was given by M. Riesz, [1]. We consider, together with $\rho_{n}(0)$ and $\rho(0)=$ $\lim _{n} \rho_{n}(0)$, the quantities $\rho_{n}^{(2)}(0), \rho^{(2)}(0)=\lim _{n} \rho_{n}^{(2)}(0)$, which are determined by the sequence of moments ( $\mu_{2}, \mu_{3}, \cdots$ ) in the same way as $\rho_{n}(0), \rho(0)$ are determined by the sequence ( $\mu_{0}, \mu_{1}, \mu_{2}, \cdots$ ). Hamburger's criterion is expressed by the following theorem.

Theorem 2.18. A necessary and sufficient condition that the moment problem (2.1) be determined is that at least one of the quantities

$$
\rho(0)=\lim _{n} \rho_{n}(0), \quad \rho^{(2)}(0)=\lim _{n} \rho_{n}^{(2)}(0)
$$

be equal to zero.

Indeed, if $\rho(0)=0$, we know that (2.1) is determined. If $\rho^{(2)}(0)=0$, then the moment-problem corresponding to the moments ( $\mu_{2}, \mu_{3}, \cdots$ ) must be determined, and therefore (2.1) must also be determined. This proves the necessity of our condition. The sufficiency follows from the important inequality

$$
\begin{equation*}
1 / \rho(t) \leqq e^{4 \Lambda^{2} t^{2}+6 \Lambda|t|}\left(1 / \rho(0)+t^{2} / \rho^{(2)}(0)\right) \tag{2.66}
\end{equation*}
$$

where $t$ is any real number and

$$
A=\left(\frac{\mu_{0}-\rho(0)}{\rho^{(2)}(0)}\right)^{t}>0
$$

Indeed, this inequality shows that if $\rho(0)>0, \rho^{(2)}(0)>0$, then $\rho(t)>0$ and hence $\rho(z)>0$ for all $z$, so that the problem (2.1) is indeterminate. We refer to M. Riesz [1] for an elegant proof of (2.66). M. Riesz [2] gave also a direct proof of the equivalence of conditions of Theorems 2.15 and 2.18.
23. In Theorem $2.5 \rho_{n}\left(z_{0}\right)$ was defined as

$$
\min _{P_{n}} \overline{P_{n}}(\mu) P_{n}(\mu)
$$

for all polynomials $P_{n}(z)$, of degree $\leqq n$, which assume the value 1 at $z=z_{0}$. On setting $z_{0}=0$ and

$$
P_{n}(z)=x_{0}+x_{1} z+\cdots+x_{n} z^{n}
$$

we see that $\rho_{n}(0)$ is the minimum of the quadratic form

$$
\mathfrak{F}_{n}\left(x_{0}, x_{1}, \cdots, x_{n}\right) \equiv \sum_{1, j=0}^{n} \mu_{i+j} x_{i} x_{j}
$$

on the plane $x_{0}=1$. Hamburger [3] introduces the formal quadratic form in infinitely many variables

$$
\mathfrak{F}\left(x_{0}, x_{1}, \cdots\right)=\sum_{i, i=0}^{\infty} \mu_{i+i} x_{i} x_{j}
$$

all of whose sections $\mathfrak{v}_{n} \equiv \mathfrak{v}_{n}\left(x_{0}, x_{1}, \cdots, x_{n}\right)$ are positive definite, in view of our basic condition $\Delta_{n}>0, n=0,1, \cdots$, and calls $\mathfrak{f}\left(x_{0}, \cdots\right)$ improperly or properly definite, according as the minimum of its $n$-th section $\tilde{\mathcal{F}}_{n}$ on the plane $x_{0}=1$, as $n \rightarrow x$, tends to zero or to a positive quantity. With this notation Theorem 2.18 can be restated in the following form:

A necessary and sufficient condition that the moment problem (2.1) be determined is that at least one of the two quadratic forms

$$
\sum_{i, j=0}^{\infty} \mu_{i+1} x_{i} x_{j}, \quad \sum_{i, 1,=0}^{\infty} \mu_{1+j+2} x_{i} x_{j}
$$

bc improperly definite.

The conditions of Theorems 2.15, 2.16, 2.18 can also be expressed in terms of certain determinants. We start with the quantity $\delta_{n}\left(\mu_{-1}\right)$ and observe that

$$
\left.W_{n}\left(z ; \mu_{-1}\right) \equiv W_{n}(z)=-\frac{1}{\Delta_{n}} \left\lvert\, \begin{array}{cccccc}
0 & \mu_{-1} & \mu_{0} & \mu_{1} & \cdots & \mu_{n-1} \\
1 & \mu_{0} & \mu_{1} & \mu_{2} & \cdots & \mu_{n} \\
z & \mu_{1} & \mu_{2} & \mu_{3} & \cdots & \mu_{n+1} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right.\right], \cdots,
$$

so that

$$
W_{n}(\mu)=\mu_{-1}
$$

We also have

$$
W_{n}(z)=z V_{n-1}(z)+W_{n}(0)
$$

where

Thus
$W_{n}^{2}(z)=W_{n}(z)\left[z V_{n-1}(z)+W_{n}(0)\right]=\left[Q_{n+1}(z)+1\right] V_{n-1}(z)+W_{n}(z) W_{n}(0)$, and, since $Q_{n+1}(z)$ is a quasi-orthogonal polynomial,

$$
\begin{aligned}
& \delta_{n}=W_{n}^{2}(\mu)=V_{n-1}(\mu)+W_{n}(\mu) W_{n}(0) \\
& =V_{n-1}(\mu)+\mu_{-1} W_{n}(\phi)=-\left.\left.\frac{1}{\Delta_{n}}\right|_{\mu_{j-1}} ^{0} \quad \mu_{j_{i+1}}\right|_{i, j=0} ^{n} .
\end{aligned}
$$

To obtain a determinant expression for $\rho_{n}\left(z_{0}\right)$, where $z_{0}$ is any given real or complex number, we observe that, by definition,

$$
\rho_{n}\left(z_{0}\right)=\min _{P_{n}} \overline{P_{n}}(\mu) P_{n}(\mu),
$$

where the minimum is taken over all polynomials, of degree $\leqq n$, which assume the value 1 at $z=z_{0}$. Let $S_{n}(z)$ be the minimizing polynomial. Then we can write

$$
P_{n}(z)=S_{n}(z)+\lambda p_{n}(z)
$$

where $p_{n}(z)$ is an arbitrary polynomial, of degree $\leqq n$, vanishing at $z=z_{0}$, and $\lambda=r e^{i \theta}$ is a parameter. The minimum condition can now be written in the form

$$
\begin{aligned}
S_{n}(\mu) \overline{S_{n}(\mu)}< & {\left[S_{n}(\mu)+\lambda p_{n}(\mu)\right]\left[\overline{S_{n}}(\mu)+\bar{\lambda} \overline{p_{n}}(\mu)\right] } \\
& =S_{n}(\mu) \overline{S_{n}}(\mu)+\bar{\lambda} S_{n}(\mu) \overline{p_{n}}(\mu)+\lambda \overline{S_{n}}(\mu) p_{n}(\mu)+r^{2} p_{n}(\mu) \overline{p_{n}}(\mu)
\end{aligned}
$$

In order that this inequality be satisfied for an arbitrary $\lambda \neq 0$ it is clearly necessary and sufficient that

$$
S_{n}(\mu) \overline{p_{n}}(\mu)=0
$$

whenever $p_{n}\left(z_{0}\right)=0$, or whenever $\overline{p_{n}}\left(\overline{z_{0}}\right)=0$.
Since $p_{n}(z)$ can be written as a linear combination of

$$
z-z_{0}, \quad z^{2}-z_{0}^{2}, \quad \cdots \quad z^{n}-z_{0}^{n},
$$

the last condition is equivalent to the set of conditions

$$
\mu^{j} S_{n}(\mu)=\bar{z}_{0}^{j} S_{n}(\mu), \quad j=1,2, \cdots, n,
$$

which, together with the condition $S_{n}\left(z_{0}\right)=1$, determine $S_{n}(z)$ uniquely. We easily find that

$$
S_{n}(z)=\left|\begin{array}{cc}
0 & z^{j} \\
z_{0}^{i} & \mu_{i+j}
\end{array}\right|_{i, j=0}^{n} /\left[\left.\begin{array}{cc}
0 & z_{0}^{j} \\
z_{0}^{i} & \mu_{i+j}
\end{array}\right|_{i, i=0} ^{n} .\right.
$$

Since

$$
S_{n}(\mu) \overline{S_{n}}(\mu)=S_{n}\left(z_{0}\right) S_{n}(\mu)=S_{n}(\mu)
$$

we finally have

$$
\rho_{n}\left(z_{0}\right)=S_{n}(\mu) \overline{S_{n}}(\mu)=-\Delta_{n} /\left|\begin{array}{cc}
0 & z_{0}^{j} \\
\bar{z}_{0}^{i} & \mu_{\mathrm{t}+j}
\end{array}\right|_{i, j=0}^{n} .
$$

In particular,

$$
\rho_{n}(0)=\left|\begin{array}{cccc}
\mu_{0} & \mu_{1} & \cdots & \mu_{n} \\
\cdots & \cdots & \cdots & \cdots \\
\mu_{n} & \mu_{n+1} & \cdots & \mu_{2 n}
\end{array}\right| /\left|\begin{array}{ccc}
\mu_{2} & \cdots & \mu_{n+1} \\
\cdots \cdots & \cdots & \cdots \\
\mu_{n+1} & \cdots & \mu_{2 n}
\end{array}\right|
$$

In the same way we find

$$
\rho_{n-1}^{(2)}(0)=\left|\begin{array}{ccc}
\mu_{2} & \cdots & \mu_{n} \\
\cdots & \cdots & \cdots \\
\mu_{n} & \cdots & \mu_{2 n}
\end{array}\right| /\left|\begin{array}{ccc}
\mu_{4} & \cdots & \mu_{n+2} \\
\cdots & \cdots & \cdots \\
\mu_{n+2} & \cdots & \mu_{2 n}
\end{array}\right| .
$$

Substituting this in Theorem 2.18 and taking the product $\rho_{n}(0) \rho_{n-1}^{(2)}(0)$, we obtain finally

Theorem 2.19. A necessary and sufficient condition that the moment problem (2.1) be determined is that the monotonically decreasing ratio of two determinants

$$
\left|\begin{array}{cccc}
\mu_{0} & \cdots & \mu_{n} \\
\cdots & \cdots & \cdots & \cdots \\
\mu_{n} & \cdots & \mu_{2 n}
\end{array}\right| /\left|\begin{array}{ccc}
\mu_{4} & \cdots & \mu_{n+2} \\
\cdots & \cdots & \cdots \\
\mu_{n+2} & \cdots & \cdots \\
\mu_{2 n}
\end{array}\right|
$$

$t$ nd to zero, as $n \rightarrow \infty$.
24. Without going into an exposition of the classical memoir of Stieltjes, [5], we shall mention here very briefly some distinctions between the theories of the Stieltjes and of the Hamburger moment problems.

We assume here that the Stieltjes moment problem corresponding to the sequence of moments $\left\{\mu_{n}\right\}, n=0,1, \cdots$, has a solution whose spectrum is not a finite set, so that not only

$$
\Delta_{n}=\left|\mu_{i+j}\right|_{i, j-0}^{n}>0, \quad n=0,1,2, \cdots
$$

but also

$$
\Delta_{n}^{(1)}=\left|\mu_{i+j+1}\right|_{i, j-0}^{n}>0, \quad n=0,1,2, \cdots
$$

Then using some well known facts from the theory of continued fractions [Perron, 1] it is readily shown that the associated continued fraction

$$
\frac{\beta_{0} \mid}{\mid z-\alpha_{1}}-\frac{\beta_{1} \mid}{\mid z-\alpha_{2}}-\frac{\beta_{2} \mid}{\mid z-\alpha_{3}}-\cdots
$$

can be transformed into the corresponding continued fraction

$$
\frac{1 \mid}{\mid l_{1} z}+\frac{1 \mid}{\mid l_{2}}+\frac{1 \mid}{\mid l_{3} z}+\frac{1 \mid}{\mid l_{4}}+\cdots
$$

where

$$
\begin{gather*}
l_{2 n}=-\frac{\Delta_{n-1}^{2}}{\Delta_{n-1}^{(1)} \Delta_{n-2}^{(1)}}<0, \quad n=2,3, \cdots ; \quad l_{2}=-\frac{\mu_{0}^{2}}{\mu_{1}} ; \\
l_{2 n+1}=\frac{\Delta_{n-1}^{(1) 2}}{\Delta_{n-1} \Delta_{n}}>0, \quad n=1,2, \cdots ; \quad l_{1}=\frac{1}{\mu_{0}} . \tag{2.67}
\end{gather*}
$$

This continued fraction is such that the fractions $\frac{\chi_{n}(z)}{\omega_{n}(z)}$ are its approximants of even order, while the fractions $\frac{C_{n+1}(z)}{D_{n+1}(z)}$ are approximants of odd order. A simple way of proving this is to use the quasi-orthogonality properties of the polynomials $\omega_{n}(z)$ and $D_{n+1}(z)$.

Write

$$
\begin{aligned}
& \omega_{n}(z) \equiv \omega_{2 n}^{\prime}(z), \quad \frac{\chi_{n}(z)}{\omega_{n}(z)} \equiv \frac{\chi_{2 n}^{\prime}(z)}{\omega_{2 n}^{\prime}(z)}, \quad n=0,1,2, \cdots, \\
& D_{n+1}(z) \equiv \omega_{2 n+1}^{\prime}(z), \quad \frac{C_{n+1}(z)}{D_{n+1}(z)} \equiv \frac{\chi_{2 n+1}^{\prime}(z)}{\omega_{2 n+1}^{\prime}(z)}, \quad n=0,1,2, \cdots .
\end{aligned}
$$

Again, by using simple properties of continued fractions, Stieltjes proves* that for a negative $z$ the sequence $\left\{\frac{x_{2 n}^{\prime}(z)}{\omega_{2 n}^{\prime}(z)}\right\}$ is decreasing, the sequence $\left\{\frac{x_{2 n+1}^{\prime}(z)}{\omega_{2 n+1}^{\prime}(z)}\right\}$ is

[^8]increasing, and each term of the second sequence is less than each term of the first. From this and from the fact that each of these sequences is uniformly bounded in every domain of the complex plane which is at a positive distance from the segment $[0, \infty)$, by an application of the Stieltjes-Vitali theorem, it is easy to show that each of the above two sequences converges separately on the whole plane cut along the segment $[0, \infty)$ On the other hand, let $\psi(t)$ be any solution of the Stieltjes moment problem. We have two identities [Perron, 1]:
\[

$$
\begin{aligned}
& \omega_{2 n}^{\prime}(z)^{2} \int_{0}^{\infty} \frac{d \psi(t)}{z-t}-\omega_{2 n}^{\prime}(z) \int_{0}^{\infty} \frac{\omega_{2 n}^{\prime}(z)-\omega_{2 n}^{\prime}(t)}{z-t} d \psi(t) \\
&-\int_{0}^{\infty} \omega_{2 n}^{\prime}(t) \frac{\omega_{2 n}^{\prime}(z)-\omega_{2 n}^{\prime}(t)}{z-t} d \psi(t)=\int_{0}^{\infty} \frac{\omega_{2 n}^{\prime}(t)^{2}}{z-t} d \psi(t), \\
& \begin{aligned}
& \omega_{2 n+1}^{\prime}(z)^{2} \int_{0}^{\infty} \frac{d \psi(t)}{z-t}-\omega_{2 n+1}^{\prime}(z) \int_{0}^{\infty} \frac{\omega_{2 n+1}^{\prime}(z)-\omega_{2 n+1}^{\prime}(t)}{z-t} d \psi(t) \\
&-z \int_{0}^{\infty} \omega_{2 n+1}^{\prime}(t) \frac{\frac{\omega_{2 n+1}^{\prime}(z)}{z}-\frac{\omega_{2 n+1}^{\prime}(t)}{t}}{z-t} d \psi(t) \\
&=z \int_{0}^{\infty} \frac{\omega_{2 n+1}^{\prime}(t)^{2}}{t} \frac{d \psi(t)}{z-t}
\end{aligned}
\end{aligned}
$$
\]

Let $z=z_{0}$ be any negative number. Then, using the quasi-orthogonal properties of the polynomials $\omega_{2 n}^{\prime}(z), \omega_{2 n+1}^{\prime}(z)$ and the integral representation of the corresponding numerators we immediately conclude that [Perron, 1]

$$
\begin{gathered}
\int_{0}^{\infty} \frac{d \psi(t)}{z_{0}-t}-\frac{\chi_{2 n}^{\prime}\left(z_{0}\right)}{\omega_{2 n}^{\prime}\left(z_{0}\right)}=\frac{1}{\omega_{2 n}^{\prime}\left(z_{0}\right)^{2}} \int_{0}^{\infty} \frac{\omega_{2 n}^{\prime}(t)^{2}}{z_{0}-t} d \psi(t)<0, \\
\frac{\chi_{2 n+1}^{\prime}\left(z_{0}\right)}{\omega_{2 n+1}^{\prime}\left(z_{0}\right)}-\int_{0}^{\infty} \frac{d \psi(t)}{z_{0}-t}=-\frac{z_{0}}{\omega_{2 n+1}^{\prime}\left(z_{0}\right)^{2}} \int_{0}^{\infty} \frac{\omega_{2 n+1}^{\prime}(t)^{2} d \psi(t)}{t}<0 .
\end{gathered}
$$

Thus we see that the Stieltjes moment problem corresponding to the sequence of moments $\left\{\mu_{n}\right\}, n=0,1,2, \cdots$, is or is not determined according as the sequences $\left\{\frac{\chi_{2 n}^{\prime}(z)}{\omega_{2 n}^{\prime}(z)}\right\},\left\{\frac{\chi_{2 n+1}^{\prime}(z)}{\omega_{2 n+1}^{\prime}(z)}\right\}$ converge to the same limit or not, for all $z$ which are not in the interval $[0, \infty)$, or, which is the same, according as the corresponding continued fraction converges or does not converge for these values of $\boldsymbol{z}$. This continued fraction can be written [Perron, 1] as

$$
-\frac{1 \mid}{\mid-l_{1} z}+\frac{1 \mid}{\mid-l_{2}}+\frac{1 \mid}{\mid-l_{3} z}+\frac{1 \mid}{\mid-l_{4}}+\cdots,
$$

and if $z$ is negative, a well known [Perron, 1] necessary and sufficient condition for the convergence of such a fraction is simply that the series $\sum_{n=1}^{\infty}\left|l_{n}\right|^{\prime}=\infty$. We thus arrive at the following fundamental theorem of Stieltjes.

Theorem 2.20. The Stieltjes moment problem corresponding to a given sequence of moments $\left\{\mu_{n}\right\}, n=0,1,2, \cdots$, (for which it is assumed to have a solution) is determined or not according as the series $\sum_{n=1}^{\infty}\left|l_{n}\right|$ is divergent or convergent, where the $l_{n}$ are given by (2.67). It is assumed here that $\Delta_{n}>0, \Delta_{n}^{(1)}>0, n=$ $0,1,2, \cdots$.

By an argument quite similar to that used in 9 Stieltjes proves that

$$
\begin{align*}
\left|I(x ; \psi)-\frac{\chi_{2 n}^{\prime}(x)}{\omega_{2 n}^{\prime}(x)}\right| & =\min _{P_{n}} \int_{0}^{\infty} P_{n}(t)^{2} \frac{d \psi(t)}{t-x} \\
|x|\left|I(x ; \psi)-\frac{\chi_{2 n+1}^{\prime}(x)}{\omega_{2 n+1}^{\prime}(x)}\right| & =\min _{P_{n}} \int_{0}^{\infty} P_{n}(t)^{2} \frac{t d \psi(t)}{t-x}, \tag{2.68}
\end{align*}
$$

where $x<0$ and the minimum is taken over all polynomials $P_{n}(t)$, of degree $\leqq n$, assuming the value 1 at $t=x$.
As was pointed out above, in the Stieltjes case, if $x<0$, both sequences $\left\{\frac{\chi_{2 n}^{\prime}(x)}{\omega_{2 n}^{\prime}(x)}\right\},\left\{\frac{\chi_{2 n+1}^{\prime}(x)}{\omega_{2 n+1}^{\prime}(x)}\right\}$, of the odd and even approximants of the corresponding continued fraction, converge. On the other hand, by (2.68), a necessary and sufficient condition that $\frac{\chi_{2 n}^{\prime}(x)}{\omega_{2 n}^{\prime}(x)} \rightarrow I(x ; \psi)$ is that the distribution $\frac{d \psi(t)}{t-x}$ correspond to a determined Hamburger moment problem. This, combined with a sufficient condition for the validity of the Parseval formula in the Stieltjes case (p.66) and with Theorem 2.14, shows that the distribution function corresponding to $\omega_{n}(z) \equiv \omega_{2 n}^{\prime}(z)$ tends, as $n \rightarrow \infty$, to an extremal solution of the moment problem (2.1). The same holds for the sequence of distribution functions corresponding to the quasi-orthogonal polynomial $\omega_{2 n+1}^{\prime}(z)$, as follows from Corollary 2.5, if we take there $\lambda=0$. As a consequence of this, if we denote by $\psi(t)$ any one of these two solutions, the Parseval formula holds for every function $f \in L_{\psi}^{2}$.
25. The following result [Hamburger, 3] should be compared with the result on p .70.

A necessary and sufficient condition that the Stieltjes moment problem corresponding to the sequence of moments $\left\{\mu_{n}\right\}, n=0,1,2, \cdots$, be determined is that at least one of the definite forms

$$
\sum_{i, j=0}^{\infty} \mu_{i+j} x_{i} x_{j}, \quad \sum_{i, j=0}^{\infty} \mu_{i+j+1} x_{i} x_{j}
$$

be improperly definite.
Thus, in the case of the Stieltjes moment problem the simple convergence of the corresponding continued fraction plays the same role as the complete convergence of the associated continued fraction in the case of the Hamburger moment problem. It may well happen that a given sequence of moments $\left\{\mu_{n}\right\}$, $n=0,1,2, \cdots$, corresponds to a determined Stieltjes moment problem, and
to an indeterminate Hamburger moment problem.* We refer to Stieltjes, [5] for numerous examples of developments in continued fractions, and to Stieltjes, [5] and Hamburger [3] for the discussion of various cases of convergence of continued fractions which are not completely convergent, or which present various other interesting convergence phenomena.

Another interesting distinction between the theories of the Stieltjes and the Hamburger moment problems is in the evaluation of the largest possible concentration of mass at a given point $x_{0}$. We know that in the case of the Hamburger moment problem the largest mass which can be concentrated at a point $x_{0}$ is $\rho\left(x_{0}\right)$. Stieltjes proves that if his moment problem is indeterminate, this estimate should be compared with the estimate $\frac{1}{x_{0}} \rho^{(1)}\left(x_{0}\right)$, where $\rho^{(1)}\left(x_{0}\right)$ is determined by the sequence of moments $\left\{\mu_{n}\right\}, n=1,2, \cdots$, in the same way as $\rho\left(x_{0}\right)$ is determined by the sequence $\left\{\mu_{n}\right\}, n=0,1,2, \cdots$. In fact, Stieltjes proves that the estimate $\rho\left(x_{0}\right)$ holds when $x_{0}$ is in one of the intervals $\left[0, \lambda_{1}\right]$, $\left(\theta_{1}, \lambda_{2}\right),\left(\theta_{2}, \lambda_{3}\right), \cdots$, while the estimate $\frac{1}{x_{0}} \rho_{0}^{(1)}\left(x_{0}\right)$ holds when $x_{0}$ is in one of the intervals $\left(\lambda_{1}, \theta_{1}\right),\left(\lambda_{2}, \theta_{2}\right),\left(\lambda_{3}, \theta_{3}\right), \cdots$; these estimates coincide when $x_{0}=\lambda_{1}$, $\theta_{1}, \lambda_{2}, \theta_{2}, \cdots$. Here $0<\theta_{1}<\theta_{2}<\cdots$ are the roots of the entire function

$$
q_{1}(z)=\lim _{n} D_{n+1}(z),
$$

while $\lambda_{1}<\lambda_{2}<\lambda_{3}<\cdots$ are the roots of the entire function

$$
q(z)=\lim _{n} \frac{\omega_{n}(z)}{\omega_{n}(0)}
$$

- Such is the case of the continued fraction

$$
-\frac{1 \mid}{\mid-\epsilon z}+\frac{1 \mid}{\mid 1}+\frac{1 \mid}{\mid-e^{2} z}+\frac{1 \mid}{\mid 1 / 2}+\frac{1 \mid}{\mid-e^{2} z}+\frac{1 \mid}{\mid 1 / 3}+\cdots
$$

which was communicated orally to the authors by J. V. Uspensky.

## CHAPTER III

## VARIOUS MODIFICATIONS OF THE MOMENT PROBLEM.

1. Part of this chapter is devoted to the exposition of some problems stated by Tchebycheff and solved later by A. Markoff. The first of these problems may be stated as follows:

Problem (M). Given $(n+1)$ constants $\mu_{0}, \mu_{1}, \cdots, \mu_{n}$, for which the reduced moment problem

$$
\begin{equation*}
\int_{-1}^{1} t^{\prime} d \psi(t)=\mu_{r}, \quad \nu=0,1,2, \cdots, n \tag{3.1}
\end{equation*}
$$

admits of a solution $\psi(t)$. Let $x$ be a given point of the interval ( $-1,1$ ), and $f(t)$ a given function. Determine

$$
\begin{equation*}
\inf _{\psi} \int_{-1}^{x} f(t) d \psi(t), \quad \sup _{\psi} \int_{-1}^{x} f(t) d \psi(t), \tag{3.2}
\end{equation*}
$$

$\psi h e n \psi(t)$ ranges over all solutions of the reduced moment problem (3.1).
We give here a brief exposition of a solution of this problem which is due to Posse [1] who somewhat simplified the original proof of Markoff [1]. In a later paper Markoff extends his results to the case of an infinite interval [15] (Cf. also Achyeser and Krein, [6]). It is clear that the case of a general finite interval $(a, b)$ can be reduced to that treated here by a simple linear transformation.
We first derive necessary and sufficient conditions for the existence of solutions of the moment problem (3.1), in a form different from that used in Chapter I.

Theorem 3.1. A necessary and sufficient condition that the moment problem (3.1) have a solution is that, in case $n=2 m$, both quadratic forms

$$
\begin{equation*}
\sum_{i, j=0}^{m} \mu_{i+i} x_{i} x_{i}, \quad \sum_{i, i=0}^{m}\left(\mu_{i+j}-\mu_{i+j+2}\right) x_{i} x_{j} \tag{3.3}
\end{equation*}
$$

be non-negative, while in case $n=2 m-1$, both quadratic forms

$$
\begin{equation*}
\sum_{i, j=0}^{m}\left(\mu_{i+j}+\mu_{i+i+1}\right) x_{i} x_{i}, \quad \sum_{i, j=0}^{m-1}\left(\mu_{i+i} \neg \mu_{i+j+1}\right) x_{i} x_{j} \tag{3.4}
\end{equation*}
$$

be non-negative.
The proof is based on the fact [Pólya-Szegö 1, vol. II, p. 82] that a polynomial which is non-negative on the interval $[-1,1]$ admits of a representation

$$
\left(\sum_{i=0}^{m} x_{i} t^{i}\right)^{2}+\left(1-t^{2}\right)\left(\sum_{i=0}^{m-1} y_{i} t^{i}\right)^{2}
$$

if it is of degree $2 m$, and of a representation

$$
(1+t)\left(\sum_{i=0}^{m-1} x_{i} t^{i}\right)^{2}+(1-t)\left(\sum_{i=0}^{m-1} y_{i} t^{i}\right)^{2},
$$

if it is of degree $2 m-1$. Since this proof goes along the same (and even simpler) lines as in Chapter I, it may be omitted.
2. The sequence $\left(\mu_{0}, \cdots, \mu_{n}\right)$ is called positive (non-negative) if the fact that $P_{n}(t)$ is a polynomial, of degree $\leqq n$, which is not identically zero and is $\geqq 0$ on $[-1,1]$, implies that $\mu\left(P_{n}\right)>0\left(\mu\left(P_{n}\right) \geqq 0\right)$. [Hausdorff, 1]. It is clear that in order that the sequence ( $\mu_{0}, \cdots, \mu_{n}$ ) be positive (non-negative) it is necessary and sufficient that the corresponding quadratic forms be also positive (non-negative). The condition of positiveness will be assumed in the following discussion unless explicitly stated to the contrary. Otherwise the solution $\psi(t)$ of (3.1) is uniquely determined and the case does not present any interest.

Let $\psi(t)$ be any solution of the moment problem (3.1). We shall have to discuss the ortho-normal polynomials

$$
\omega_{n}(z), \quad \omega_{n}^{(-1)}(z), \quad \omega_{n}^{(+1)}(z), \quad \omega_{n-1}^{(-1,1)}(z),
$$

determined respectively by the continued-fraction expansions of the integrals

$$
\int_{-1}^{1} \frac{d \psi(t)}{z-t}, \quad \int_{-1}^{1} \frac{(1+t) d \psi(t)}{z-t}, \quad \int_{-1}^{1} \frac{(1-t) d \psi(t)}{z-t}, \quad \int_{-1}^{1} \frac{\left(1-t^{2}\right) d \psi(t)}{z-t} .
$$

We denote the corresponding numerators, respectively, by

$$
x_{n}(z), \quad \chi_{n}^{(-1)}(z), \quad \chi_{n}^{(+1)}(z), \quad \chi_{n-1}^{(-1.1)}(z) .
$$

As we know, the polynomial $\omega_{n}(z)$ is completely determined by the moments $\mu_{0}, \mu_{1}, \cdots, \mu_{2 n-1}$. Observe, further, that the $\mu$-th moment of the distributions $(1+t) d \psi(t),(1-t) d \psi(t),\left(1-t^{2}\right) d \psi(t)$ is, respectively, $\mu_{\nu}+\mu_{v+1}, \mu_{v}-\mu_{v+1}$, $\mu_{\nu}-\mu_{\nu+2}$. It readily follows that $\omega_{n}^{( \pm 1)}(z)$ is completely determined by the moments $\mu_{0}, \mu_{1}, \cdots, \mu_{2 n}$, and $\omega_{n-1}^{(-1.1)}(z)$ by $\mu_{0}, \mu_{1}, \cdots, \mu_{2 n-1}$.

In the preceding chapter we have proved the reality and simplicity of roots of quasi-orthogonal polynomials. Here, using the same method as in the proof of Lemma 2.8, it can be proved, in addition, that the roots of orthogonal polynomials are always in the interval ( $-1,1$ ), the same being also true for quasiorthogonal polynomials with the possible exception of at most one root. Thus, the roots of $\omega_{n}(z), \omega_{n}^{(-1)}(z), \omega_{n}^{(+1)}(z), \omega_{n-1}^{(-1,1)}(z)$ are all in $(-1,1)$. By analogous methods it can be shown that the roots of $\omega_{n}^{(-1)}(z)$ are separated by those of $(z-1) \omega_{n}^{(+1)}(z)$, the roots of $\omega_{n}^{(+1)}(z)$ are separated by those of $(z+1) \omega_{n}^{(-1)}(z)$, the roots of $\omega_{n}(z)$ are separated by those of ${ }^{\prime}\left(z^{2}-1\right) \omega_{n-1}^{(-1,1)}(z)$ and that the roots of $\omega_{n+1}^{(-1,1)}(z)$ are separated by those of $\omega_{n}(z)$.
3. An important step in solving problem ( $M$ ) is the proof of the existence of certain special solutions of the moment problem (3.1) which are step-functions such that the spectrum of each contains the given point $x$.

Lemma 3.1. Let $x$ be a given point in $(-1,1)$ distinct from the roots of $\omega_{n}(z)$, $\omega_{n}^{(-1)}(z), \omega_{n}^{(+1)}(z), \omega_{n-1}^{(-1,1)}(z)$. Consider the moment problem (3.1), and let $q(z)$ denote one of the following four polynomials

$$
\left|\begin{array}{ll}
(z+1) \omega_{m}^{(-1)}(z), & (z-1) \omega_{m}^{(+1)}(z)  \tag{i}\\
(x+1) \omega_{m}^{(-1)}(x), & (x-1) \omega_{m}^{(+1)}(x)
\end{array}\right|,
$$

$$
\text { if } n=2 m \text { and } \operatorname{sgn} \omega_{m}^{(-1)}(x)=\operatorname{sgn} \omega_{m}^{(+1)}(x),
$$

(ii)

$$
\left(z^{2}-1\right)\left|\begin{array}{ll}
\omega_{m}^{(-1)}(z), & \omega_{m}^{(+1)}(z) \\
\omega_{m}^{(-1)}(x), & \omega_{m}^{(+1)}(x)
\end{array}\right|,
$$

$$
\text { if } n=2 m \text { and } \operatorname{sgn} \omega_{m}^{(-1)}(x)=-\operatorname{sgn} \omega_{m}^{(+1)}(x)
$$

(iii) $\quad(z+1)\left|\begin{array}{ll}\omega_{m}(z), & (z-1) \omega_{m-1}^{(-1,1)}(z) \\ \omega_{m}(x), & (x-1) \omega_{m-1}^{(-1,1)}(x)\end{array}\right|$,

$$
\text { if } n=2 m-1 \text { and } \operatorname{sgn} \omega_{m}(x)=\operatorname{sgn} \omega_{m-1}^{(-1,1)}(x)
$$

(iv) $\quad(z-1)\left|\begin{array}{ll}\omega_{m}(z), & (z+1) \omega_{m-1}^{(-1,1)}(z) \\ \omega_{m}(x), & (x+1) \omega_{m-1}^{(-1,1)}(x)\end{array}\right|$,

$$
\text { if } n=2 m-1 \text { and } \operatorname{sgn} \omega_{m}(x)=-\operatorname{sgn} \omega_{m-1}^{(-1,1)}(x)
$$

Let $p(z)$ be the numerator corresponding to $q(z),\left\{x_{i}\right\}$ the sequence of roots of $q(z)$, and

$$
H_{j}=\frac{p\left(x_{j}\right)}{q^{\prime}\left(x_{j}\right)} .
$$

The sequence $\left\{x_{j}\right\}$ always includes $x$, and may include also one or both end-points $\pm 1$.

We always have $H_{j}>0$. The step-function whose spectrum coincides with $\left\{x_{j}\right\}$ and which has the mass $H_{j}$ at $x_{j}$ is a solution of the moment problem (3.1). Finally, if $\psi(t)$ is any solution of (3.1), the approximate quadrature formula

$$
\begin{equation*}
\int_{-1}^{1} P_{n}(t) d \psi(t)=\sum_{j} H_{i} P_{n}\left(x_{j}\right) \tag{3.5}
\end{equation*}
$$

holds for an arbitrary polynomial $\Gamma_{n}(t)$, of degree $\leqq n$.
We sketch a proof of Lemma 3.1 only in the case (i); other cases can be treated by similar methods, and we refer for proofs to Possé [1]. By Lemma 2.7, we can always find a quasi-orthogonal polynomial $q(z)$, of degree $(m+1)$, which has a mass $\frac{p(x)}{q(x)}=\rho_{m}(x)=H$ concentrated at $x$, and masses $\frac{p\left(x_{j}\right)}{q\left(x_{j}\right)}=\rho_{m}\left(x_{j}\right)=H_{j}$ concentrated at other roots $x_{1}, \cdots, x_{m}$ of $q(z)$, and such that formula (3.5) holds for any polynomial $P_{2 m}(z)$ of degree $\leqq 2 m$. It remains to investigate under what conditions all the roots $x_{1}, \cdots, x_{m}$ will be in $[-1,1]$. From the preceding we know only that all these roots, except possibly one, satisfy this
condition. Now, since the polynomials $(z+1) \omega_{m}^{(-1)}(z),(z-1) \omega_{m}^{(+1)}(z)$ are quasiorthogonal polynomials of degree ( $m+1$ ), we may write, by Lemma 2.6,

$$
q(z)=\left|\begin{array}{ll}
(z+1) \omega_{m}^{(-1)}(z), & (z-1) \omega_{m}^{(+1)}(z)  \tag{3.6}\\
(x+1) \omega_{m}^{(-1)}(x), & (x-1) \omega_{m}^{(+1)}(x)
\end{array}\right|
$$

and a necessary and sufficient condition that all roots of $q(z)$ should be in $(-1,1)$ is, clearly,

$$
\begin{equation*}
\operatorname{sgn}(-1)^{m+1} q(-1)=\operatorname{sgn} q(1) \tag{3.7}
\end{equation*}
$$

In view of the obvious inequalities

$$
(x-1) \omega_{m}^{(-1)}(1)<0, \quad(-1)^{m+1}(x+1) \omega_{m}^{(+1)}(-1)<0
$$

formula (3.6) shows that condition (3.7) is equivalent to the condition

$$
\operatorname{sgn} \omega_{m}^{(-1)}(x)=\operatorname{sgn} \omega_{m}^{(+1)}(x)
$$

which is precisely our condition in the case (i).
We also need the following lemma due to A. Markoff [1] (See also Posse [1]).
Lemma 3.2. Let $f(t)$ be continuous in $[a, b]$, together with its $(m+1)$ first derivatives and let
$f(t)>0, f^{(k)}(t) \geqq 0, k=1,2, \cdots,(m+1)$, in $[a, b]$. Let $P_{m}(t)$ be a polynomial, of degree $\leqq m$, and $c$ a given point in ( $a, b$ ). Let $m_{1}$ be the number of roots in $(a, c)$ of the equation $f(t)=P_{m}(t)$ and $m_{2}$ the number of roots in $(c, b)$ of the equation $P_{m}(t)=0$. Then $m_{1}+m_{2} \leqq m+1$. Here multiple roots are counted according to their multiplicity.

This Lemma is readily proved by a repeated application of Rolle's theorem.
4. We are now in a position to give a solution of problem (M), at least when the given function $f(t)$ is subjected to certain restrictions.

Theorem 3.2. Let $f(t)$ be a given function continuous on $[-1,1]$ together with its first $(n+1)$ derivatives, and let
(3.8) $\quad f(t)>0, \quad f^{(k)}(t) \geqq 0, \quad k=1,2, \cdots,(n+1), \quad$ in $[-1,1]$.

Let $\psi(t)$ be any solution of the moment problem (3.1). Then

$$
\begin{equation*}
\sum_{x,<x} H_{i} f\left(x_{j}\right) \leqq \int_{1}^{x} f(t) d \psi \leqq \sum_{x_{i} \leqq x} H_{i} f\left(x_{j}\right) \tag{3.9}
\end{equation*}
$$

Again we shall give a proof only in the case (i) of Lemma 3.1 and refer to Possé [1] for analogous proofs in the remaining cases (ii, iii, iv). Assume that conditions of the case (i) are satisfied and that $f(t)$ is a given function continuous together with the derivatives $f^{(k)}(t), k=1,2, \cdots, 2 m+1$, in $[-1,1]$, and such that

$$
f(t)>0, \quad f^{(k)}(t) \geqq 0, \quad k=1,2, \cdots,(2 m+1), \quad \text { in }[-1,1] .
$$

Denote by

$$
x_{1}<x_{2}<\cdots<x_{k}<x<x_{k+1}<\cdots<x_{m}, \quad-1<x_{1}<x_{m}<1
$$

all roots of the equation $q(z)=0$. The cases where $x<x_{1}$ or $\left.x\right\rangle x_{m}$ are treated in a similar manner.

Construct two polynomials $\Phi_{1}(z), \Phi_{2}(z)$, each of degree $\leqq 2 m$, such that

$$
\begin{gathered}
\Phi_{1}(t) \leqq f(t) \leqq \Phi_{2}(t) \quad \text { in }[-1, x] \\
\Phi_{1}(t) \leqq 0 \text { in }[x, 1], \quad \Phi_{2}(t) \leqq 0 \quad \text { in }[x, 1],
\end{gathered}
$$

and

$$
\begin{gathered}
\Phi_{1}(t)=f(t), \quad \text { for } t=x_{1}, x_{2}, \cdots, x_{k} \\
\Phi_{2}(t)=f(t), \quad \text { for } t=x_{1}, x_{2}, \cdots, x_{k}, x \\
\Phi_{1}(t)=\Phi_{2}(t)=0, \quad \text { for } t=x_{k+1}, \cdots, x_{m} .
\end{gathered}
$$

Assuming, for the moment, the possibility of this construction, we have

$$
\int_{-1}^{1} \Phi_{1}(t) d \psi \leqq \int_{1}^{1} f(t) d \psi \leqq \int_{-1}^{1} \Phi_{2}(t) d \psi
$$

from which, by (3.5), (3.9) follows, so that Theorem 3.2 is proved.
Now let

$$
\begin{array}{rlrl}
\Phi_{0}^{(1)}(z) & =\sum_{x_{i}<x} \frac{q(z)}{\left(z-x_{j}\right) q^{\prime}\left(x_{j}\right)} f\left(x_{j}\right), & \Phi_{0}^{(2)}(z)=\sum_{x_{j} \leq x} \frac{q(z)}{\left(z-x_{j}\right) q^{\prime}\left(x_{j}\right)} f\left(x_{j}\right), \\
\Phi_{1}(z) & =\Phi_{0}^{(1)}(z)+q(z) P_{m-1}^{(1)}(z), & & \Phi_{2}(z)=\Phi_{0}^{(2)}(z)+q(z) P_{m-1}^{(2)}(z),
\end{array}
$$

where $P_{m-1}^{(1)}(z), P_{m-1}^{(2)}(z)$ are polynomials, of degree $\leqq(m-1)$, determined, respectively, by the conditions

$$
\left\{\begin{array}{l}
\Phi_{i}^{\prime}\left(x_{j}\right)=\int\left(x_{j}\right), \quad x_{i}<x, \\
\Phi_{i}^{\prime}\left(x_{j}\right)=0, \quad x_{i}>x,
\end{array} \quad i=1,2\right.
$$

Consider, to be definite, the polynomial $\Phi_{2}(z)$. The equation $f(z)=\Phi_{2}(z)$ has roots $x_{1}, x_{2}, \cdots, x_{k}$, of multiplicity $\geqq 2$, and the root $x$ of multiplicity $\geqq 1$, while the equation $\Phi_{2}(z)=0$ has roots $x_{k+1}, \cdots, x_{m}$, of multiplicity $\geqq 2$. Since $2 k+1+2(m-k)=2 m+1$, we see, by Lemma 3.2, that $x_{1}, \cdots, x_{k}$ are double roots of the equation $f(z)=\Phi_{2}(z)$ in $(0, x), x_{k+1}, \cdots, x_{m}$ are double roots of the equation $\Phi_{2}(z)=0$ in $(x, 1), x$ is a simple root of the equation $f(z)=\Phi_{2}(z)$, and that the equations in question have no more roots in the corresponding intervals. Now $\Phi_{2}\left(x_{k+1}\right)-f\left(x_{k+1}\right)=-f\left(x_{k+1}\right)<0$, so that $\Phi_{2}(t)-f(t)<0$ in ( $x, x_{k+1}$ ). Since $z=x$ is a simple root and $x_{1}, \cdots, x_{k}$ are double roots of the equation $\Phi_{2}(z)-f(z)=0$, we see that $\Phi_{2}(t)-f(t) \geqq 0$ in the whole interval $[-1, x]$. On the other hand, $\Phi_{2}(z)>0$ in $\left(x, x_{k+1}\right)$, and since $x_{k+1}, \cdots, x_{m}$ are double roots of the equation $\Phi_{2}(z)=0$, it follows that $\Phi_{2}(z) \geqq 0$ in the whole interval $[x, 1]$. Thus, the polynomial $\Phi_{2}(z)$ has all desired properties, and the
same can be proved in a similar manner for the polynomial $\Phi_{1}(z)$. This completes the proof of Theorem 3.2.

Analogous results hold in the case where $x$ is a root of one of the polynomials $\omega_{m}(z), \omega^{(-1)}(z), \omega^{(+1)}(z), \omega_{m-1}^{(-1,1)}(z)$ or $x= \pm 1$ [Possé, 1].

By specifying the function $f(t)$ and the point $x$ in the above discussion, we may obtain various inequalities useful in applications to probability and statistics. An interesting case is $f(t)=t^{n+1}, x=1$, which yields bounds for the moment $\mu_{n+1}$ of a distribution function in terms of the preassigned moments $\mu_{0}, \mu_{1}, \cdots$, $\mu_{n}$. These bounds are best derived by means of Theorem 3.2. Thus, for instance, in case $(a, b) \equiv(-1,1)$,

$$
\frac{\mu_{2}\left(\mu_{0}-\mu_{2}\right)-\mu_{1}\left(\mu_{1}-\mu_{2}\right)}{\mu_{0}-\mu_{1}} \geqq \mu_{8} \geqq \frac{\mu_{2}\left(\mu_{2}-\mu_{0}\right)+\mu_{1}\left(\mu_{1}+\mu_{2}\right)}{\mu_{0}+\mu_{1}} ;
$$

Recently, A. Wald [1] has generalized the problem concerning bounds for the moments and also Tchebycheff inequalities. (Cf. also M. Fréchet, [1]).
5. Another class of problems in which Markoff was much interested deals with conditions for the existence of an absolutely continuous distribution $d \psi(t)=\varphi(t) d t$ of a moment problem (for a finite or infinite interval, and also for the trigonometric moment problem), where $\varphi(t)$, in addition to integrability, is subject to various additional restrictions [Markoff, 10, 11, 13, 14]. The results of Markoff have been modernized and extended in several papers by Achyeser and Krein [2, 4] and also in their recent book [6] to which we have already referred (see also papers by Verblunsky [2, 3, 4, 5], which apparently were written without the knowledge of the previous work of Markoff and of Achyeser and Krein). We give here a brief exposition of one typical problem following the treatment by Achyeser and Krein, and referring for a systematic treatment of the whole subject to their book [6].

Theorem 3.3. A necessary and sufficient condition that the reduced moment problem

$$
\begin{equation*}
\mu_{\nu}=\int_{-\infty}^{\infty} t^{\circ} \varphi(t) d t, \quad \nu=0,1, \cdots, 2 n, \quad \mu_{0}>0 \tag{3.10}
\end{equation*}
$$

admit of an inteqrable solution $\varphi(t)$ satisfying almost everywhere the condition

$$
\begin{equation*}
0 \leqq \varphi(t)<L \tag{3.11}
\end{equation*}
$$

is that the sequence of moments

$$
\mu_{0}(L), \cdots, \mu_{2 n}(L)
$$

defined by the expansion

$$
\begin{equation*}
\exp \left[\frac{1}{L}\left(\frac{\mu_{0}}{z}+\cdots+\frac{\mu_{2 n}}{z^{2 n+1}}\right)\right] \equiv 1+\frac{\mu_{c}(\underline{L})}{z}+\cdots+\frac{\mu_{2 n}(L)}{z^{2 n+1}}+\cdots \tag{3.12}
\end{equation*}
$$

be positive over ( $-1,1$ ), or, which is the same, that the quadratic form

$$
\begin{equation*}
\sum_{i, i=0}^{n} \mu_{i+j}(L) x_{i} x_{j} \tag{3.13}
\end{equation*}
$$

be positive.
First, we prove the sufficiency of the above condition. If the quadratic form (3.13) is positive, then for every $N<L$ and sufficiently near to $L$, the quadratic form

$$
\sum_{i, j=0}^{n} \mu_{i+i}(N) x_{i} x_{j}
$$

is also positive. Fix the value of $N$ and write

$$
\mu_{v}(N)=\mu_{r}^{\prime}, \quad \nu=0,1,2, \cdots, 2 n .
$$

We have seen in II. 8 that we can always find a quasi-orthogonal polynomial $q(z)$, of degree ( $n+1$ ), and the corresponding distribution function $\psi_{n}(t)$ of order $n$, determined by the sequence $\left\{\mu_{v}^{\prime}\right\}$ such that $\psi_{n}(t)$ is a step-function which has points of increase at the roots $x_{0}, x_{1}, x_{2} \cdots, x_{n}$ of $q(z)$ with the concentrated masses $\rho_{n}\left(x_{0}\right), \cdots, \rho_{n}\left(x_{n}\right)$ respectively. We have, then,

$$
\begin{gathered}
\sum_{i=0}^{n} \rho_{n}\left(x_{j}\right) x_{i}^{\prime}=\mu_{\nu}^{\prime}, \quad \nu=0,1, \cdots, 2 n \\
1+\sum_{i=0}^{n} \frac{\rho_{n}\left(x_{j}\right)}{z-x_{i}} \equiv \frac{s(z)}{q(z)}=1+\frac{\mu_{0}^{\prime}}{z}+\cdots+\frac{\mu_{2 n}^{\prime}}{z^{2 n+1}}+\cdots
\end{gathered}
$$

If we write

$$
q(z)=\left(z-x_{0}\right) \cdots\left(z-x_{n}\right), \quad s(z)=\left(z-y_{0}\right) \cdots\left(z-y_{n}\right),
$$

it is readily seen that

$$
y_{0}<x_{0}<y_{1}<x_{1}<\cdots<y_{n}<x_{n}
$$

Now introduce the step function assuming, except for removable discontinuities, only values 0 and $N$,

$$
\varphi_{N}(t) \equiv \frac{N}{2}\left\{1-\operatorname{sgn} \frac{s(t)}{q(t)}\right\}
$$

For a sufficiently large positive $z$ we have

$$
\int_{-\infty}^{\infty} \frac{\varphi_{N}(t) d t}{z-t}=N \log \frac{s(z)}{q(z)}
$$

On the other hand, on replacing $L$ by $N$ in (3.12) and taking logarithms,

$$
\frac{\mu_{0}}{z}+\frac{\mu_{1}}{z^{2}}+\cdots+\frac{\mu_{2 n}}{z^{2 n}}=N \log \left[1+\frac{\mu_{0}^{\prime}}{z}+\frac{\mu_{1}^{\prime}}{z^{2}}+\cdots+\frac{\mu_{2 n}^{\prime}}{z^{2 n+1}}+\cdots\right]
$$

which, compared with the preceding results, shows that

$$
N \log \frac{s(z)}{q(z)}=\int_{-\infty}^{\infty} \frac{\varphi_{N}(t) d t}{z-t}=\frac{\mu_{0}}{z}+\frac{\mu_{1}}{z^{2}}+\cdots+\frac{\mu_{2 n}}{z^{2 n+1}}+\cdots
$$

Thus

$$
\mu_{V}=\int_{-\infty}^{\infty} t^{\prime} \varepsilon_{N}(t) d t, \quad \nu=0,1, \cdots, 2 n,
$$

and $\varphi_{N}(t)$ is therefore a solution of our reduced moment problem (3.10) satisfying the condition (3.11). We pass to the proof of the necessity of the condition of Theorem 3.3. Assume that the reduced moment problem (3.10) admits a solution $\varphi(t)$ satisfying (3.11). We wish to prove that under this condition the quadratic form (3.13) is positive. We first prove that it is non-negative. Introduce a positive number $T$ and set

$$
\mu_{\nu}^{(r)}=\int_{T}^{T} t^{\prime} \varphi(t) d t, \quad \nu=0,1,2, \cdots
$$

Let $\left\{\mu_{\nu}^{(r)}(L)\right\}, \nu=0,1, \cdots, 2 n$, be the quantities determined by $\left\{\mu_{\nu}^{(r)}\right\}$ in the same way as $\left\{\mu_{\nu}(L)\right\}$ are determined by $\left\{\mu_{\nu}\right\}$. We obviously have

$$
\mu_{r}^{(r)} \rightarrow \mu_{r}, \quad \mu_{r}^{(r)}(L) \rightarrow \mu_{r}(L), \quad \nu=0,1, \cdots, 2 n, \quad \text { as } T \rightarrow \infty .
$$

It is clear that for $|z|>T$

$$
\frac{1}{L} \int_{-}^{T} \frac{\varphi(t) d t}{z-t}=1+\frac{\mu_{0}^{(T)}}{z}+\frac{\mu_{1}^{(T)}}{z^{2}}+\cdots+\frac{\mu_{2 n}^{(T)}}{z^{2 n+1}}+\cdots
$$

so that

$$
f(z)=\exp \left\{\frac{1}{L} \int_{-T}^{T} \frac{\varphi(t) d t}{z-t}\right\}
$$

is analytic when $z$ is not in the interval $[-T, T]$ and can be expanded in a power series

$$
f(z)=1+\frac{\mu_{0}^{(T)}(L)}{z}+\frac{\mu_{1}^{(T)}(L)}{z^{2}}+\cdots+\frac{\mu_{2 n}^{(T)}(L)}{z^{2 n+1}}+\cdots
$$

convergent for $|z|>T$. It is easy to prove that

$$
\begin{equation*}
\Im f(z) \leqq 0, \quad \text { when } \Im z>0 \tag{3.14}
\end{equation*}
$$

Indeed, if we write $z=x+i y, y>0$, we have

$$
\Im f(z)=|f(z)| \sin \left\{-\frac{1}{L} \int_{T}^{T} \frac{y \varphi(t) d t}{(x-t)^{2}+y^{2}}\right\}
$$

Here, in view of (3.11),

$$
0 \leqq \frac{1}{L} \int_{-T}^{T} \frac{y \varphi(t) d t}{(x-t)^{2}+y^{2}}<\int_{-\odot}^{\infty} \frac{y d t}{(x+t)^{2}+y^{2}}=\pi
$$

which implies (3.14). An easy application of Lemma 2.2 shows now that there exists an increasing function $\psi(t, T)$ which is constant outside of $[-T, T]$ and which yields the representation

$$
f(z)=1+\int_{T}^{T} \frac{d \psi(t, T)}{z-t}
$$

whence

$$
\mu_{\nu}^{(T)}(L)=\int_{-T}^{T} t^{\nu} d \psi(t, T), \quad \nu=0,1,2, \cdots, 2 n
$$

This clearly implies that the quadratic form

$$
\sum_{i, j=0}^{n} \mu_{i+2}^{(r)}(L) x_{i} x_{j}
$$

is non-negative, and, on allowing $T \rightarrow \infty$, that the quadratic form (3.13) is also non-negative.

To prove that the form (3.13) is positive we use a Lemma due to E. Fischer [1], for the proof of which we refer to Achyeser and Krein [6], also to Fischer, [1].

Lemma 3.3. If the quadratic form

$$
\sum_{i, j=0}^{n} \mu_{i+j} x_{i} x_{j}
$$

is non-negative and if

$$
\Delta_{0}>0, \cdots, \Delta_{k-1}>0, \quad \Delta_{k}=\cdots=\Delta_{n}=0, \quad k \leqq n
$$

then there exists a representation (uniquely determined)

$$
\begin{gather*}
\mu_{\nu}=\sum_{i=1}^{k} \rho_{i} \xi_{i}^{\prime}, \quad \nu=0,1, \cdots, 2 n-1, \\
\mu_{2 n}=\sum_{i=1}^{k} \rho_{i} \xi_{i}^{2 n}+M, \quad M \geqq 0, \tag{3.15}
\end{gather*}
$$

where $\xi_{1}, \cdots, \xi_{k}$ are real numbers, $\rho_{1}, \cdots, \rho_{k}$ are positive and $M=0$ in case $k=n$.

Assume now that the form (3.13) is only non-negative. Then, using the representation (3.15), with $\mu_{\nu}(L)$ instead of $\mu_{\nu}$, and introducing the polynomials

$$
\begin{aligned}
& q_{k}(z)=\left(z-\xi_{1}\right) \cdots\left(z-\xi_{k}\right), \\
& s_{k}(z)=q_{k}(z)+p_{k}(z)=\left(z-\eta_{1}\right) \cdots\left(z-\eta_{k}\right),
\end{aligned}
$$

analogous to those used in the proof of sufficiency, we construct the function

$$
\varphi_{L, k}(l) \equiv \frac{L}{2}\left\{1-\operatorname{sgn} \frac{s_{k}(t)}{q_{k}(t)}\right\}
$$

and prove, as before, that

$$
\mu_{r}(L)=\int_{-\infty}^{\infty} t^{r} \varphi_{L, k}(t) d t, \quad \nu=0,1, \cdots, 2 n-1
$$

with the added relation

$$
\mu_{2 n}(L)=\int_{-\infty}^{\infty} t^{2 n} \varphi_{L, k}(t) d t, \quad \text { if } \quad k=n
$$

We then have, whether $k<n$ or $k=n$,

$$
\int_{-\infty}^{\infty}\left[\varphi_{L, k}(t)-\varphi(t)\right] s_{k}(t) q_{k}(t) d t=0
$$

On the other hand, in view of (3.18),

$$
\operatorname{sgn}\left[\varphi_{L, k}(t)-\varphi(t)\right] \operatorname{sgn}\left[8_{k}(t) q_{k}(t)\right] \leqq 0
$$

Therefore we must have almost everywhere $\varphi(t)=\varphi_{L, k}(t)$, which is certainly not possible since $\varphi(t)<L$ while $\varphi_{L, k}(t)=L$ on intervals.

Another theorem of the same kind as Theorem 3.3 can be proved by using practically the same methods as above, with the additional use of Helly's theorem.

Theorem 3.4. A necessary and sufficient condition that the moment problem

$$
\mu_{\nu}=\int_{-\infty}^{\infty} t^{\prime} \varphi(t) d t, \quad \nu=0,1,2, \cdots
$$

have a solution $\varphi(t)$ which satisfies the condition

$$
0 \leqq \varphi(t) \leqq L
$$

almost everywhere, is that the sequence $\left\{\mu_{\nu}(L)\right\}, \nu=0,1,2, \cdots$, determined by

$$
\exp \left[\frac{1}{L}\left(\frac{\mu_{0}}{z}+\frac{\mu_{1}}{z^{2}}+\cdots\right)\right] \equiv 1+\frac{\mu_{0}(L)}{z}+\frac{\mu_{1}(L)}{z^{2}}+\cdots
$$

be non-negative in $(-\infty, \infty)$.
For a proof we refer again to Achyeser and Krein [6].
6. We now return to the one-dimensional Hausdorff moment problem and proceed to discuss the remarkable relationship which Hausdorff's solution establishes between the theory of moment sequences and moment functions on one hand and the theory of completely monotonic functions on the other. We shall operate with the following fundamental notions.

A sequence of constants $\left\{\mu_{n}\right\}, n=0,1,2, \cdots$, is called completely monotonic if all differences

$$
\Delta^{k} \mu_{n} \equiv \mu_{n}-\binom{k}{1} \mu_{n+1}+\binom{k}{2} \mu_{n+2}+\cdots+(-1)^{k} \mu_{n+k} \geqq 0
$$

where $k, n$ are any non-negative integers, and $\Delta^{0} \mu_{n} \equiv \mu_{n}$.
Similarly, a function $f(t)$ is said to be completely monotonic in the interval $(c, \infty)$ if it is defined there and if all differences

$$
\Delta_{b}^{k} f(t) \equiv f(t)-\binom{k}{1} f(t+h)+\binom{k}{2} f(t+2 h)+\cdots+(-1)^{k} f(t+k h) \geqq 0
$$

for all non-negative integers $k$ and all $t>c$ and $h>0$, where

$$
\Delta_{h}^{0} f(t) \equiv f(t)
$$

The function $f(t)$ is said to be completely monotonic in the interval $[c, \infty)$ if it is completely monotonic in ( $c, \infty$ ) and if, in addition, $f(c)$ is defined and $f(t)$ is continuous (on the right) at $t=c$, that is, if

$$
f(c)=f(c+0)^{*}
$$

A sequence $\left\{\mu_{n}\right\}, n=0,1,2, \cdots$, or a function $\mu(x), x \geqq 0$, is called respectively a moment sequence or a moment function if there exists a distribution function $\psi(t)$ in $[0,1]$ such that respectively

$$
\begin{array}{lr}
\mu_{n}=\int_{0}^{1} t^{n} d \psi(t), & n=0,1,2, \cdots, \\
\mu(x)=\int_{0}^{1} t^{x} d \psi(t), & x \geqq 0 .
\end{array}
$$

A fundamental result of Hausdorff [1] is expressed by
Theorem 3.4. The class of functions completely monotonic in $[0, \infty)$ is identical with the ciass of moment functions whose distribution functions are continuous at $t=0$.

The proof of this theorem is based on the following facts.
(i) A necessary and sufficient condition that a sequence $\left\{\mu_{n}\right\}, n=0,1,2, \cdots$, be a moment sequence is that it be completely monotonic.

This statement is but a rephrasing of the necessary and sufficient condition for the existence of a solution of the moment problem

$$
\mu_{n}=\int_{0}^{1} t^{n} d \psi(t), \quad n=0,1,2, \cdots
$$

which was proved in Chapter I.
(ii) If $\left\{\mu_{n}\right\}, n=0,1,2, \cdots$, is a completely monotonic sequence and $p$ is any positive integer, it is always possible to construct a new sequence $\left\{\mu_{n}^{(p)}\right\}, n=$ $0,1,2, \cdots$, by interpolating ( $p-1$ ) terms between any two consecutive terms of $\left\{\mu_{n}\right\}$ in such a way that the sequence

$$
\mu_{n}^{(p)}, \quad \mu_{n p}^{(p)}=\mu_{n}, \quad n=0,1,2, \cdots,
$$

be also completely monotonic. The sequence $\left\{\mu_{n}^{(p)}\right\}$ is uniquely determined.
Let $\left\{\mu_{n}\right\}, n=0,1,2, \cdots$, be completely monotonic. Then, by (i), there exists an increasing distribution function such that

$$
\mu_{n}=\int_{0}^{1} t^{n} d \psi, \quad n=0,1,2, \cdots
$$

[^9]Consider the moment function

$$
\mu(x)=\int_{0}^{1} t^{x} d \psi
$$

We obriously have $\mu(n)=\mu_{n}$. For any $x_{0} \geqq 0$ and $h>0$, the sequence $\left\{\mu\left(x_{0}+n h\right)\right\}, n=0,1,2, \cdots$, is also completely monotonic. This follow: immediately from the formula

$$
\Delta_{h}^{k} \mu\left(x_{0}+n h\right)=\int_{0}^{1} t^{x_{0}+n h}\left(1-t^{h}\right)^{k} d \psi \geqq 0 .
$$

For $x_{0}=0, h=1 / p$, we obtain the sequence $\left\{\mu\left(\frac{n}{p}\right)\right\}$ which obviously possesses the properties required in (ii). It remains to prove that the sequence $\left\{\mu_{n}^{(p)}\right\}$ in question is uniquely determined. Assume that $\mu_{n}^{*(p)}$ is another completely monotonic sequence such that $\mu_{n p}^{*(p)}=\mu_{n}$. By (i), there exists a distribution function $\psi_{p}(t)$ such that

$$
\mu_{n}^{*(p)}=\int_{0}^{1} u^{n} d \psi_{p}(u), \quad n=0,1,2, \cdots,
$$

or, by setting $u=t^{1 / p}$,

$$
\mu_{n}^{*(p)}=\int_{0}^{1} t^{n / p} d \psi_{p}\left(l^{1 / p}\right)
$$

On substituting here $n p$ instead of $n$ and observing that $\mu_{n_{p}}^{*(p)}=\mu_{n}$, we get

$$
\int_{0}^{1} t^{n} d \psi_{p}\left(t^{1 / p}\right)=\int_{0}^{1} t^{n} d \psi(t), \quad n=0,1,2, \cdots
$$

Since the moment problem corresponding to the sequence $\left\{\mu_{n}\right\}$ is determined, we conclude that $\psi_{p}\left(t^{1 / p}\right)$ is substantially equal to $\psi(t)$, so that

$$
\mu_{n}^{*(p)}=\int_{0}^{1} t^{n / p} d \psi(t)=\mu\left(\frac{n}{p}\right),
$$

which establishes the uniqueness of the interpolated sequence $\left\{\mu_{n}^{(p)}\right\}$.
(iii) If $f(t)$ is completely monotonic in ( $c, x$ ), it is also continuous there*.

This is a well known property which $f(t)$ shares with all monotonic and convex functions.

Finally, we leave to the reader the proof of
(iv) In order that the moment function

$$
\mu(x)=\int_{0}^{1} t^{x} d \psi(t)
$$

be continuous at $x=0$ it is necessary and sufficient that $\psi(t)$ be continuous at $\ell=0$.

* In fact, $f(t)$ is analytic in $(c, r)$, but here we do not need this stronger statement.

We are now ready for the proof of Theorem 3.4. If $\mu(x)$ is any moment function then we know that all sequences $\left\{\mu\left(x_{0}+h n\right)\right\}, n=0,1,2, \cdots, x_{0} \geqq 0$, $h>0$, are completely monotonic; moreover, if the distribution function $\psi(t)$ of $\mu(x)$ is continuous at $t=0$ then, by (iv) above, $\mu(x)$ is continuous at $x=0$; hence $\mu(x)$ is completely monotonic in $[0, \infty)$. It remains to prove the converse statement. Let $\mu(x)$ be a function completely monotonic in $[0, \infty)$. This implies that all sequences $\left\{\mu\left(x_{0}+n h\right)\right\}, n=0,1,2, \cdots, x_{0} \geqq 0, h>0$, are completely monotonic, and, in particular, so is the sequence $\{\mu(n)\}$. Thus, there exists a distribution function $\psi(t)$ such that

$$
\begin{equation*}
\mu(n)=\int_{0}^{1} t^{n} d \psi, \quad n=0,1,2, \cdots \tag{3.16}
\end{equation*}
$$

The sequences $\left\{\mu\left(\frac{n}{p}\right)\right\},\left\{\int_{0}^{1} t^{n / p} d \psi\right\}, n=0,1,2, \cdots$, are both interpolating sequences considered in (ii). Therefore they must coincide, so that

$$
\mu\left(\frac{n}{p}\right)=\int_{0}^{1} t^{n / p} d \psi, \quad n=0,1,2, \cdots
$$

Thus, the functions $\mu(x)$ and $\int_{0}^{1} t^{x} d \psi(t)$ which are both continuous for $x>0$ [for $\mu(x)$ this follows from (iii)], coincide for all rational values of $x>0$; therefore they coincide for all $x>0$, and

$$
\mu(x)=\int_{0}^{1} t^{x} d \psi(t), \quad x>0
$$

By (3.16), this equality holds also for $x=0$, and since, by assumption, $\mu(x)$ is continuous at $x=0, \psi(t)$ must be continuous at $t=0$, by (iv).
7. Theorem 3.4. can be stated in a different form.

Theorem 3.5. The class of functions completely monotonic in $[0, \infty)$ is identical with the class of functions which are represented by Laplace-Stieltjes integrals

$$
\begin{equation*}
\int_{0}^{\infty} e^{-r u} d \alpha(u) \tag{3.17}
\end{equation*}
$$

where $\alpha(u)$ is any distribution function in $[0, \infty)$. The integral (3.17) converges absolutely for all $x$ with $\Re x \geqq 0$.

To each function $\psi(t)$, bounded and increasing in $[0,1]$ and continuous at $t=0$, there corresponds a function $\alpha(u)$ bounded and increasing in $[0, \infty)$, by the formula

$$
\alpha(u)=\psi(1)-\psi\left(e^{-u}\right) .
$$

Using this fact, it is seen immediately that for all $x \geqq 0$

$$
\int_{0}^{1} t^{x} d \psi(t)=\lim _{\delta \rightarrow \infty} \int_{\delta}^{1} t^{x} d \psi(t)=\lim _{x \rightarrow \infty} \int_{0}^{T} e^{-x u} d \alpha(u)=\int_{0}^{\infty} e^{-x u} d \alpha(u)
$$

The first proot of Theorems 3.4 and 3.5 is due essentially to Hausdorff [1]. Other proofs were given subsequently by various writers [S. Bernstein, 2; I. J. Schoenberg, 2; J. D. Tamarkin, 1; D. V. Widder, 2].

Theorem 3.6. The class of functions completely monotonic in the open interval $(0, \infty)$ is identical with the class of functions represented by integrals (3.17), where $\alpha(u)$ is increasing but not necessarily bounded and such that (3.17) converges absolutely for $\Re x>0$.

That a function represented by (3.17) is completely monotonic in ( $0, \infty$ ) is immediately clear from the formula

$$
\Delta_{h}^{k} f(x)=\int_{0}^{\infty} \Delta_{h}^{k}\left(e^{-u x}\right) d \alpha(u)=\int_{0}^{\infty} e^{-x u}\left(1-e^{-h u}\right)^{k} d \alpha(u) \geqq 0
$$

To prove the converse, let $f(x)$ be completely monotonic in ( $0, \infty$ ). Then $f(x)$ is completely monotonic in $[c, 0)$ where $c>0$ is arbitrary, and, by Theorem 3.7,

$$
\begin{equation*}
f(x)=\int_{0}^{\infty} e^{-(x-c) u} d \alpha_{c}(u)=\int_{0}^{\infty} e^{-z u} e^{c u} d \alpha_{c}(u), \quad x \geqq c \tag{3.18}
\end{equation*}
$$

where $\alpha_{c}(u)$ is bounded and increasing in $[0, \infty)$, and the integral converges absolutely for $x \geqq c$. We may assume $\alpha_{c}(0)=0$. On introducing the function

$$
\beta_{c}(t)=\int_{0}^{t} e^{e u} d \alpha_{c}(u)
$$

which is increasing but not necessarily bounded in ( $0, \infty$ ), relation (3.18) can be written in the form

$$
f(x)=\int_{0}^{\infty} e^{-x u} d \beta_{c}(u), \quad x \geqq c
$$

For any value of $c_{1}, 0<c_{1}<c$, we also have

$$
f(x)=\int_{0}^{\infty} e^{-x u} d \beta_{c_{1}}(u), \quad x \geqq c_{1}
$$

so that, by the uniqueness theorem of the Laplace integral representation, we must have $\beta_{c}(t)=\beta_{c_{1}}(t)$ substantially. Thus, there exists an increasing function $\alpha(t)$ to which all $\beta_{c}(t)$ are substantially equal and which gives the representation (3.17) with all desired properties.
8. In the case of a finite interval there exist several methods for obtaining an explicit representation of the solution of the moment problem in terms of the moments. The problem appears to be considerably more difficult in the case of an infinite interval.

For a finite interval, reduced to $(0,1)$, we start with an elegant solution due to Hausdorff [2]. In dealing with the solution of the moment problem

$$
\begin{equation*}
\mu_{n}=\int_{0}^{1} t^{n} d \psi(t), \quad n=0,1,2, \cdots \tag{3.19}
\end{equation*}
$$

there is no loss of generality if $\psi(t)$ is assumed to be normalized so as to satisfy the conditions

$$
\begin{equation*}
\psi(0)=0, \quad \psi(t)=\frac{1}{2}[\psi(t+0)+\psi(t-0)], \quad 0<t<1 . \tag{3.20}
\end{equation*}
$$

Now consider the sequence of Legendre polynomials

$$
L_{n}(t)=\frac{1}{n!} \frac{d^{n}}{d t^{n}}\left[t^{n}(1-t)^{n}\right], \quad n=0,1,2, \cdots
$$

These polynomials satisfy the relations

$$
\int_{0}^{1} L_{i}(t) L_{j}(t) d t= \begin{cases}0, & i \neq j \\ \frac{1}{2 j+1}, & i=j\end{cases}
$$

and are related to the classical Legendre polynomials $X_{n}(t)$ for the interval $(-1,1)$ by $L_{n}(t) \equiv X_{n}(2 t-1)$. Put

$$
\lambda_{n}=\mu\left(L_{n}\right)=\int_{0}^{1} L_{n}(t) d \psi, \quad n=0,1,2, \cdots
$$

It is clear that $\lambda_{n}$ is a linear combination of the moments $\mu_{0}, \cdots, \mu_{n}$, and that, conversely, the moment $\mu_{n}$ is a linear combination of $\lambda_{0}, \cdots, \lambda_{n}$. With this notation we have

Theorem 3.7. If the moment problem (3.19) has a normalized solution $\psi(t)$, then it is represented everywhere in $[0,1]$ by the series

$$
\begin{equation*}
\psi(t)=\sum_{v=0}^{\infty}(2 \nu+1) \lambda_{\nu} \int_{0}^{t} L_{r}(u) d u . \tag{3.21}
\end{equation*}
$$

It is clear that formula (3.21) holds for $t=0$ and $t=1$. We may therefore assume that $t$ is a fixed inner point of the interval $(0,1)$. From the theory of Legendre series it is known that $\psi(t)$, which is of bounded variation and normalized, can be expanded in the everywhere convergent series

$$
\psi(t)=\sum_{v=0}^{\infty}(2 \nu+1) \lambda_{v}^{*} L_{v}(t)
$$

where

$$
\lambda_{v}^{*}=\int_{0}^{1} L_{>}(u) \psi(u) d u .
$$

Using the relations

$$
\begin{array}{r}
(2 \nu+1) L_{v}(t)=\frac{1}{2}\left(L_{v+1}^{\prime}(t)-L_{r-1}^{\prime}(t)\right), \quad \nu \geqq 1 \\
\mu(P)=\int_{0}^{1} P(t) d \psi(t)=\mu_{0} P(1)-\int_{0}^{1} P^{\prime}(t) \psi(t) d t
\end{array}
$$

where $P(t)$ is an arbitrary polynomial, it is readily found that

$$
\sum_{n=0}^{n}(2 \nu+1) \lambda_{\nu} \int_{0}^{t} L_{r}(u) d u=\sum_{v=0}^{n}(2 \nu+1) \lambda_{p}^{*} L_{r}(t)+\frac{1}{2} \lambda_{n+1} L_{n}(t)+\frac{1}{2} \lambda_{n} L_{n+1}(t) .
$$

On the other hand, since $\left|L_{n}(t)\right| \leqq 1$ in $[0,1]$,

$$
\left|\lambda_{n}\right|=\left|\int_{0}^{1} L_{n}(t) d \psi(t)\right| \leqq \mu_{0}
$$

while $L_{n}(t) \rightarrow 0$, as $n \rightarrow \infty$, for every fixed $t$ in ( 0,1 ). Hence

$$
\sum_{\nu=0}^{\infty}(2 \nu+1) \lambda_{\nu} \int_{0}^{t} L_{\nu}(u) d u=\sum_{v=0}^{\infty}(2 \nu+1) \lambda_{v}^{*} L_{v}(t)=\psi(t),
$$

which completes the proof of Theorem 3.7.
It is evident that no changes would be necessary in the above argument if it were assumed only that $\psi(t)$ is of bounded variation, and that an analogous method could be applied in the case where the polynomials $L_{n}(t)$ are replaced by more general orthogonal polynomials, such as Jacobi polynomials.

An analogous method was used by Widder [4] to obtain an inversion formula for a moment function $\mu(x)$ instead of a moment sequence $\left\{\mu_{n}\right\}$ as discussed above.

Theorem 3.8. If a moment function $\mu(x)$ admits of the representation

$$
\begin{equation*}
\mu(x)=\int_{0}^{\infty} e^{-x t} d \alpha(t), \tag{3.22}
\end{equation*}
$$

where $\alpha(t)$ is bounded, increasing and normalized, and $\alpha(0)=0$, then, everywhere in $[0, \infty)$,

$$
\begin{equation*}
\alpha(t)=\sum_{v=0}^{\infty} \lambda_{v} \int_{0}^{t} L_{\nu}(u) d u, \tag{3.23}
\end{equation*}
$$

where $L_{n}(u), n=0,1, \cdots$, is the sequence of Laguerre polynomials defined by

$$
L_{n}(x)=\sum_{k=0}^{n}\binom{n}{k} \frac{(-x)^{n}}{k!}, \quad n=0,1,2, \cdots
$$

and

$$
\lambda_{n} \equiv \sum_{k=0}^{n}\binom{n}{k} \frac{\mu^{(k)}(1)}{k!}
$$

Since (3.23) holds for $t=0$, we may assume $t>0$. From (3.22) it readily follows that

$$
\lambda_{n}=\int_{0}^{\infty} e^{-t} L_{n}(t) d \alpha(t), \quad n=0,1,2, \cdots
$$

On the other hand, from the theory of Laguerre series it is known that

$$
\alpha(t)=\sum_{v=0}^{\infty} \lambda_{v}^{*} L_{\nu}(t),
$$

where

$$
\lambda_{v}^{*}=\int_{0}^{\infty} e^{-u} L_{r}(u) \alpha(u) d u
$$

Now, using the formula

$$
\int_{0}^{t} L_{\nu}(u) d u=L_{\nu}(t)-L_{r+1}(t), \quad \nu=0,1,2, \cdots
$$

we have

$$
\lambda_{0}=\int_{0}^{\infty} e^{-t} L_{0}(t) \alpha(t) d t=\lambda_{0}^{*}
$$

while, for $\nu \geqq 1$,

$$
\lambda_{\nu}-\lambda_{\nu-1}=\int_{0}^{\infty} e^{-t} L_{\nu}(t) \alpha(t) d t=\lambda_{\nu}^{*}
$$

Hence

$$
\sum_{v=0}^{n} \lambda_{\nu} \int_{0}^{t} L_{v}(u) d u=\sum_{v=0}^{n} \lambda_{v}^{*} L_{v}(t)-\lambda_{n} L_{n+1}(t)
$$

The conclusion of Theorem 3.8 now follows if we observe that

$$
\lambda_{n}=O(1), \quad L_{n+1}(t)=O\left(n^{-1 / 4}\right), \quad \text { as } n \rightarrow \infty
$$

The above proof may be applied if $\alpha(t)$ is to be of bounded variation over $[0, \infty)$ and the polynomials $L_{n}(t)$ are replaced by generalized Laguerre polynomials.

As observed by Hille [1], Theorems 3.7 and 3.8 may be considered as special cases of a more general inversion formula for the Laplace integral

$$
f(z)=\int_{0}^{\infty} e^{-z u} F(u) d u
$$

which is obtained whenever we have a generalized expansion

$$
e^{-z u}=\sum_{n=1}^{\infty} \Phi_{n}(u) \Psi_{n}(z)
$$

9. There are several methods for obtaining the solution of the moment problem (3.19) as a limit of a convergent sequence of step-functions having a finite or an infinite number of steps. Such is, in the first place, the method used in Chapter II, where the solution $\psi(t)$ was obtained as the limit of a sequence of distribution functions $\psi_{n}(t)$ of finite orders. These distribution functions were characterized by the condition that they have their first $(2 n+1)$ moments the same as $\psi(t)$ itself. Here we mention different methods due to Hausdorff [2] and to Widder [3], where the approximating function is not required to have the same initial moments as the solution $\psi(t)$.

In the theory of Hausdorff the quantities

$$
\lambda_{n \nu} \equiv \frac{n!}{\nu!(n-\nu)!} \Delta^{n-\nu} \mu_{v}=\binom{n}{\nu} \Delta^{n-\nu} \mu_{\nu}
$$

play an important role. We observe that, if $\psi(t)$ is a solution of the moment problem (3.19), then

$$
(n+1) \lambda_{n}=\frac{(n+1)!}{\nu!(n-\nu)!} \int_{0}^{1} t^{\nu}(1-t)^{n-\nu} d \psi
$$

appears as a certain weighted average of the distribution characterized by $\psi(t)$.
Hausdorff introduces the normalized step function $\chi_{n}(t)$ defined as follows:

$$
\chi_{n}(0)=0, \quad \chi_{n}(1)=\sum_{v=0}^{n} \lambda_{n v}=\mu_{0},
$$

and, for $0<t<1$,

$$
\begin{gathered}
\chi_{n}(t-0)=\sum_{v<n t} \lambda_{n v}, \quad \chi_{n}(t+0)=\sum_{, \sum n t} \lambda_{n v}, \\
\chi_{n}(t)=\frac{1}{2}\left[\chi_{n}(t+0)+\chi_{n}(t-0)\right] .
\end{gathered}
$$

He proves that $\chi_{n}(t)$ converges to the solution $\psi(t)$ of the moment problem (3.19) for all $t$ in $[0,1]$.

To explain the method used by Widder, assume first that the moment problem (3.19) has an absolutely continuous solution so that $d \psi(t)=\varphi(t) d t$, and hence

$$
(n+1) \lambda_{n \nu}=\frac{(n+1)!}{\nu!(n-\nu)!} \int_{0}^{1} t^{\prime}(1-t)^{n-\nu} \varphi(t) d t .
$$

The maximum of the factor $t^{\nu}(1-t)^{n-r}$ is attained at $t=\frac{\nu}{n}$. Thus, if we fix the value $t_{0}$ in $(0,1)$ and select $\nu$ as function of $n$ and $t_{0}$ so that $\frac{\nu}{n}=t_{0}$ approximately, we may expect that $(n+1) \lambda_{n \nu} \rightarrow \varphi\left(t_{0}\right)$, as $n \rightarrow \infty$. Changing notation, replace $n-\nu$ by $k$. We then get the expression

$$
\frac{(\nu+k+1)!}{\nu!k!} \Delta^{k} \mu_{\nu}
$$

where $\frac{\nu}{k+\nu}$ must approximately equal $t_{0}$. This requirement is satisfied if we take $\nu=\left[\frac{k t}{1-t}\right]$. We thus naturally obtain Widder's operator*

$$
L_{k, 0}(\mu) \equiv \frac{(\nu+k+1)!}{\nu!k!} \Delta^{k} \mu_{r}, \quad \nu=\left[\frac{k t}{1-t}\right]
$$

* Widder introduced this operator by analogy with the operator

$$
L_{k t}[f]=\frac{(-1)^{k}}{k!} f^{(k)}\left(\frac{k}{t}\right)\left(\frac{k}{l}\right)^{k+1}
$$

which he used in the inversion theory of the Laplace-Stieltjes integral $f(x)=\int_{0}^{\infty} e^{-z t} d \boldsymbol{\alpha}(t)$. The first idea of using such an operator for this purpose is apparently due to Stieltjes [6, 2 (383)].

We now state some of the results of Widder, referring for the proofs to Widder [3].

Let

$$
\begin{aligned}
& L_{k,( }(\mu)=\frac{(\nu+k+1)!}{\nu!k!} \Delta^{k} \mu_{v}, \quad \nu=\left[\frac{k t}{1-t}\right] \\
& S_{k, t}(\mu)=-\mu_{\infty}-\sum_{i=v+1}^{\infty} \frac{(i+k)!}{i!k!} \Delta^{k+1} \mu_{i}
\end{aligned}
$$

Then:
(i) if

$$
\mu_{n}=\int_{0}^{1} t^{n} d \psi, \quad n=0,1,2, \cdots
$$

where $\psi(t)$ is of bounded variation in $[0,1]$ and is normalized by the conditions

$$
\psi(1)=0, \quad \psi(t)=\frac{1}{2}[\psi(t+0)+\psi(t-0)], \quad 0<t<1,
$$

we have

$$
\lim _{k \rightarrow \infty} S_{k, t}(\mu)=\psi(t), \quad 0<t<1
$$

(ii) if

$$
\mu_{n}=\int_{0}^{1} t^{n} \varphi(t) d t, \quad n=0,1,2, \cdots
$$

where $\varphi(t)$ is integrable in $(0,1)$, we have

$$
\lim _{k \rightarrow \infty} L_{k, t}(\mu)=\varphi(t)
$$

almost everywhere in $(0,1)$.
On introducing the operator

$$
L_{k, t}^{*}(\mu) \equiv \frac{\Gamma(\omega+k+2)}{\Gamma(\omega+1) \Gamma(k+1)} \Delta^{k} \mu_{\omega}, \quad \omega=\frac{k t}{1-t},
$$

where

$$
\Delta^{k} \mu_{\omega} \equiv \int_{0}^{1} u^{\omega}(1-u)^{k} \varphi(u) d u
$$

Widder proves further that if

$$
\mu_{n}=\int_{0}^{1} u^{n} \varphi(u) d u, \quad n=0,1,2, \cdots
$$

where $\varphi(u)$ is analytic in the circle $\left|u-\frac{1}{2}\right|<\frac{1}{2}$, then for any $t$ in this circle

$$
\lim _{k \rightarrow \infty} L_{k, t}^{*}(\mu)=\varphi(t)
$$

We also mention various results of Widder concerning the number of changes of sign in the sequences $\left\{\Delta^{k} \mu_{n}\right\}, n=0,1,2, \cdots$, in their relation to the number of changes of trend of $\psi(t)$.
10. In the case of the Stieltjes moment problem a formal solution was given by LeRoy [2]. It was put on a igorous basis by Hardy [ $1_{b}$ ]. (For a slightly different treatment see Titchmarsh, [1]).

Suppose that the moment problem

$$
\mu_{n}=\int_{0}^{\infty} t^{n} \varphi(t) d t, \quad n=0,1,2, \cdots
$$

has a solution $\varphi(t)$ such that

$$
\begin{equation*}
\int_{0}^{\infty}|\varphi(t)| e^{t \sqrt{t}} d t<\infty \tag{3.24}
\end{equation*}
$$

for a certain $k>0$ (in the case where $\varphi(t) \geqq 0$ we know, by Corollary 1.1, that the problem is determined). It is readily seen that the function

$$
\begin{equation*}
g(z)=\int_{0}^{\infty} \varphi(t) J_{0}\{2 \sqrt{t z}\} d t \tag{3.25}
\end{equation*}
$$

is analytic for $z>0$ and is represented by the power series expansion

$$
g(z)=\sum_{n=0}^{\infty} \frac{(-1)^{n} \mu_{n}}{(n!)^{2}} z^{n}
$$

for $|z|$ sufficiently small. This follows from (3.24) and from the expansion for the Bessel function

$$
J_{0}(2 \sqrt{z})=\sum_{n=0}^{\infty} \frac{(-1)^{n} z^{n}}{(n!)^{2}}
$$

Thus, to find $\varphi(t)$, it remains to solve the integral equation (3.25). It turns out that almost eqverywhere

$$
\varphi(t)=\int_{0}^{\infty} J_{0}\{2 \sqrt{t y}\} g(y) d y,
$$

where the integral on the right in general does not converge, but must be evaluated by some of the known summability methods, as, for instance,

$$
\lim _{\delta \rightarrow 0} \int_{0}^{\infty} e^{-\delta \nu} J_{0}\{2 \sqrt{t y}\} g(y) d y
$$

or

$$
\lim _{Y \rightarrow \infty} \frac{1}{\bar{Y}} \int_{0}^{Y}(Y-y) J_{0}\{2 \sqrt{t y}\} g(y) d y .
$$

Another method proposed by Hardy [1] is to construct the series

$$
h(z)=\sum_{n=0}^{\infty} \frac{(-1)^{n} \mu_{n}}{(2 n)!} z^{n}=\int_{0}^{\infty} \varphi(t) \cos \{\sqrt{\bar{z} t}\} d t
$$

so that

$$
\begin{aligned}
H(u) \equiv \int_{0}^{\infty} e^{-z} h\left(\frac{z^{2}}{u}\right) d z & =\int_{0}^{\infty} \varphi(t) d t \int_{0}^{\infty} e^{-t} \cos \left\{z\left(\frac{t}{u}\right)^{1 / 2}\right\} d z \\
& =\int_{0}^{\infty} \frac{u \varphi(t) d t}{t+u}
\end{aligned}
$$

and to find $\varphi(t)$ by applying the inversion formula, [Introduction, b] to the equation

$$
\frac{H(u)}{u}=\int_{0}^{\infty} \frac{\varphi(t) d t}{t+u} .
$$

In case $\varphi(t)$ satisfies the condition

$$
\int_{0}^{\infty}|\varphi(t)| e^{k t} d t<\infty, \quad k>0
$$

instead of (3.24), the problem of finding $\varphi(t)$ reduces to that of inverting a Laplace integral, for we may put

$$
g(z)=\sum_{n=0}^{\infty} \frac{(-1)^{n} \mu_{n}}{n!} z^{n}=\int_{0}^{\infty} \varphi(t) e^{-s t} d t
$$

(See also Titchmarsh [1]).
11. In the present section we discuss various moment-problems which differ from those which we have discussed on preceding pages by the removal of the requirement that the solution shall be an increasing function. (We have met such modified problems in some isolated instances before). Thus we shall deal with moment problems of the type

$$
\begin{equation*}
\mu_{n}=\int_{0}^{1} t^{n} d \psi, \quad n=0,1,2, \cdots \tag{3.26}
\end{equation*}
$$

where $\psi(t)$, instead of being assumed increasing, is now assumed to belong to more or less restricted sub-classes of the general class of functions of bounded variation. An important fact is revealed by

Theorem 3.9. A solution of bounded variation of the moment problem (3.26), if it exists at all, is substantially unique.

Indeed, assuming that (3.26) has two solutions $\psi_{1}(t), \psi_{2}(t)$, of bounded variation, we may write

$$
\psi_{1}(t)=\psi_{1}^{\prime}(t)-\psi_{1}^{\prime \prime}(t), \quad \psi_{2}(t)=\psi_{2}^{\prime}(t)-\psi_{2}^{\prime \prime}(t),
$$

where $\psi_{1}^{\prime}(t), \psi_{1}^{\prime \prime}(t), \psi_{2}^{\prime}(t), \psi_{2}^{\prime \prime}(t)$ are bounded increasing functions. Our assumption yields, for $n=0,1,2, \cdots$,

$$
\int_{0}^{1} t^{n} d\left(\psi_{1}^{\prime}(t)+\psi_{2}^{\prime \prime}(t)\right)=\int_{0}^{1} t^{n} d\left(\psi_{2}^{\prime}(t)+\psi_{1}^{\prime \prime}(t)\right)
$$

Thus, two bounded increasing functions $\psi_{1}^{\prime}(t)+\psi_{2}^{\prime \prime}(t), \psi_{2}^{\prime}(t)+\psi_{1}^{\prime \prime}(t)$ have the same moments of all orders over the finite interval $(0,1)$ and therefore must be substantially equal, which, in turn, implies the substantial equality of the functions $\psi_{1}(t)$ and $\psi_{2}(t)$.

Introduce again the quantities

$$
\begin{equation*}
\lambda_{n \nu} \equiv\binom{n}{\nu} \Delta^{n-\eta} \mu_{\nu}=\binom{n}{\nu} \int_{0}^{1} t^{\prime}(1 \cdots t)^{n-\nu} d \psi=\mu\left(\lambda_{n v}(t)\right) \tag{3.27}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{n v}(t) \equiv\binom{n}{\nu} t^{\prime}(1-t)^{n-\nu} \tag{3.28}
\end{equation*}
$$

We start with a lemma [Hausdorff, 2].
Lemma 3.4. If $p$ is any number $\geqq 1$, then the expression

$$
(n+1)^{p-1} \sum_{n=0}^{n}\left|\lambda_{n}\right|^{p}
$$

is an increasing function of $n$.
Since

$$
(n+1) \lambda_{n}(t)=(n+1-\nu) \lambda_{n+1, \nu}(t)+(\nu+1) \lambda_{n+1, r+1}(t),
$$

we have

$$
(n+1) \lambda_{n \nu}=(n+1-\nu) \lambda_{n+1, \nu}+(\nu+1) \lambda_{n+1, \nu+1}
$$

which can be written in the form

$$
\frac{n+1}{n+2} \lambda_{n \nu}=\frac{n+1-\nu}{n+2} \lambda_{n+1, \nu}+\frac{\nu+1}{n+2} \lambda_{n+1, v+1}
$$

and gives, by an easy application of Hölder's inequality,

$$
\left(\frac{n+1}{n+2}\right)^{p}\left|\lambda_{n v}\right|^{p} \leqq \frac{n+1-\nu}{n+2}\left|\lambda_{n+1, \nu}\right|^{p}+\frac{\nu+1}{n+2}\left|\lambda_{n+1, v+1}\right|^{p},
$$

from which Lemma 3.4 is easily derived if we sum over $\nu$ from 0 to $n+1$.
It follows that $(n+1)^{1-(1 / p)}\left(\sum_{\nu=0}^{n}\left|\lambda_{n \nu}\right|^{p}\right)^{1 / p}$ is increasing when $n$ increases, and this holds truc also in the limiting case $p=\infty$ if we replace the expression in question by $(n+1) \max \left|\lambda_{n \nu}\right|$. Thus,

$$
\lim _{n \rightarrow \infty}(n+1)^{1-(1 / p)}\left(\sum_{n=0}^{n}\left|\lambda_{n}\right|^{p}\right)^{1 / p} \text { or } \lim _{n \rightarrow \infty}\left\{(n+1) \max \left|\lambda_{n n}\right|\right\}
$$

exists (as a finite or infinite number) for $1 \leqq p \leqq \infty$; it will be denoted by $M_{p}$.

We may now state our main theorem.
Theorem 3.10. A necessary and sufficient condition that the moment-problem (3.26) have
(i) a solution $\psi(t)$ of bounded variation, is that $M_{1}<\infty$.
(ii) a solution $\psi(t)=\int_{c}^{t} \varphi(u) d u$, where $\varphi(t) \in L_{p}(0,1), p>1$, is that $M_{p}<\infty$.
(iii) a solution $\psi(t)=\int_{0}^{t} \varphi(u) d u$, where $\varphi(t)$ is bounded, is that $M_{\infty}<\infty$.

Furthermorc, if the conditions of cases (i, ii, iii) are satisfied, then we have respectively:
(i) $\int_{0}^{1}|d \psi(t)|=M_{1}$, provided $\psi(t)$ is normalized,
(ii) $\left(\int_{0}^{1}|\varphi(t)|^{p} d t\right)^{1 / p}=M_{p}$,

In all cases the solution is unique.
We start with the case (i). If problem (3.26) admits of a solution $\psi(t)$ of bounded variation, then

$$
\begin{aligned}
& \sum_{v=0}^{n}\left|\lambda_{n \nu}\right|=\sum_{\nu=0}^{n}\binom{n}{\nu}\left|\int_{0}^{1} t^{\prime}(1-t)^{n-\nu} d \psi(t)\right| \\
& \leqq \sum_{\nu=0}^{n}\binom{n}{\nu} \int_{0}^{1} t^{\prime}(1-t)^{n-\nu}|d \psi(t)|=\int_{0}^{1}|d \psi(t)|
\end{aligned}
$$

so that

$$
M_{1}=\lim _{n} \sum_{v=0}^{n}\left|\lambda_{n v}\right| \leqq \int_{0}^{1}|d \psi(t)|<\infty
$$

which proves the necessity of the condition of the theorem. Assume now that this condition is satisfied. Then, if $P(t)$ is an arbitrary polynomial, of degree $k$, and if $B_{n}(t, P)$ is the corresponding Bernstein polynomial, of degree $n$, we have [1.2]

$$
P(t)=B_{n}(t ; P)+\epsilon_{n}, \quad \epsilon_{n}=\sum_{i=1}^{n} \frac{p_{k 0}(t)}{n^{\prime}}
$$

so that

$$
\begin{gathered}
\mu(P)=\mu\left(B_{n}\right)+\mu\left(\epsilon_{n}\right), \\
|\mu(P)| \leqq \sum_{\nu=0}^{n}\left|P\left(\frac{\nu}{n}\right)\right| \lambda_{n \nu}+\left|\mu\left(\epsilon_{n}\right)\right| \leqq\|P\|_{r} M_{1}+O(1 / n),
\end{gathered}
$$

where

$$
\|P\|_{c}=\max _{0 \leqq t \leqq 1}|P(t)|
$$

On allowing $n \rightarrow \infty$, we get

$$
|\mu(P)| \leqq\|P\|_{c} M_{1}
$$

which shows that $\mu(P)$ is a linear functional defined on the linear subspace $\mathfrak{M}_{0}$ (the manifold of all polynomials) of the space $C$ of functions continuous in $[0,1]$ and that the norm of $\mu(P)$ does not exceed $M_{1}$. By Introduction, 4, $\mu(P)$ can be extended over the whole space $C$ so as to remain linear and with preservation of the norm. But it is well known [Banach, 1] that the general form of such a functional is

$$
\begin{equation*}
\mu(X)=\int_{0}^{1} X(t) d \psi(t) \tag{3.29}
\end{equation*}
$$

where $X \equiv X(t)$ is any element of the space $C$ and $\psi(t)$ is a function of bounded variation. Furthermore, it is known that if $\psi(t)$ is normalized by the condition

$$
\psi(t)=\frac{1}{2}[\psi(t+0)+\psi(t-0)], \quad 0<t<1
$$

(which does not change the value of the integral in (3.23)), then the norm of $\mu(X)$ will be precisely $\int_{0}^{1}|d \psi(t)|$. Thus

$$
\int_{0}^{1}|d \psi(t)| \leqq M_{1}
$$

and since clearly

$$
\int_{0}^{1} t^{n} d \psi(t)=\mu_{n}, \quad n=0,1,2, \cdots
$$

it follows that $\psi(t)$ is the solution of bounded variation of the moment problem (3.26), and that $\int_{0}^{1}|d \psi(t)|=M_{1}$.

In the case (ii) let $1<p<\infty$ and let

$$
d \psi(t)=\varphi(t) d t, \quad \varphi \in L_{p}(0,1)
$$

be a solution of the moment problem (3.26). Then, using the notation (3.27), (3.28), we have, on writing $p^{\prime}=\frac{p}{p-1}$,

$$
\begin{aligned}
\left|\lambda_{n v}\right| & =\left|\int_{0}^{1} \lambda_{n v}(t) \varphi(t) d t\right| \leqq\left(\int_{0}^{1} \lambda_{n v}(t)|\varphi(t)|^{p} d t\right)^{1 / p}\left(\int_{0}^{1} \lambda_{n v}(t) d t\right)^{1 / p^{\prime}} \\
& =\left(\int_{0}^{1} \lambda_{n v}(t)|\varphi(t)|^{p} d t\right)^{1 / p}\left(\frac{1}{n+1}\right)^{1 / p^{\prime}}
\end{aligned}
$$

since

$$
\int_{0}^{1} \lambda_{n v}(t) d t=\binom{n}{\nu} \int_{0}^{1} t^{\prime}(1-t)^{n-\nu} d t=\binom{n}{\nu} \frac{\Gamma(\nu+1) \Gamma(n,-\nu+1)}{\Gamma(n+2)}=\frac{1}{n+1} .
$$

Thus, on writing

$$
\|\varphi\|_{p}=\left(\int_{0}^{1}|\varphi(t)|^{p} d t\right)^{1 / p},
$$

we have

$$
(n+1)^{p-1} \sum_{v=0}^{n}\left|\lambda_{n \nu}\right|^{p} \leqq \int_{0}^{1} \sum_{v=0}^{n}\binom{n}{\nu} t^{p}(1-t)^{n-p}|\varphi(t)|^{p} d t=\|\varphi\|_{p}^{p},
$$

and finally,

$$
(n+1)^{1-1 / p}\left(\sum_{p=0}^{n}\left|\lambda_{n}\right|^{p}\right)^{1 / p} \leqq M_{p} \leqq\|\varphi\|_{p},
$$

which shows the necessity of the condition of the theorem in the case (ii).
Assume now that this condition is satisfied. Then, with the notation used in the case (i), we have

$$
\left|\mu\left(B_{n}\right)\right|=\left|\sum_{v=0}^{n} P\left(\frac{\nu}{n}\right) \lambda_{n v}\right| \leqq M_{p}\left\{\frac{1}{n+1} \sum_{v=0}^{n}\left|P\left(\frac{\nu}{n}\right)\right|^{p^{\prime}}\right\}^{1 / p^{\prime}}
$$

Since $B_{n}(t ; P) \rightarrow P(t)$ uniformly in $[0,1]$, as $n \rightarrow \infty$, and since the expression in brackets in the right-hand member of the preceding inequality tends to $\left\{\int_{0}^{1}|P(t)|^{p^{\prime}} d t\right\}^{1 / p^{\prime}}$, we see that

$$
|\mu(P)| \leqq M_{p}\|P\|_{p^{\prime}}
$$

so that $\mu(P)$ appears as a linear functional defined on the linear subspace $\mathfrak{M}_{0}$ of the space $L_{p^{\prime}}(0,1)$. Using the fact that the general linear functional on $L_{p^{\prime}}(0,1)$ is given by

$$
\int_{0}^{1} X(t) \varphi(t) d t, \quad \varphi \in L_{p}(0,1)
$$

an argument analogous to that used in the case (i) readily shows that

$$
\mu(P)=\int_{0}^{1} P(t) \varphi(t) d t
$$

whence

$$
\mu_{n}=\int_{0}^{1} t^{n} \varphi(t) d t, \quad n=0,1,2, \cdots
$$

The argument to be used in the case (iii), which is the limiting case of (ii), as $p \rightarrow \infty$, is quite analogous to that used in the case (ii), and may be left to the reader.

The case (i) of Theorem 3.10 can also be restated in the following form:
A necessary and sufficient condition that the sequence $\left\{\mu_{n}\right\}, n=0,1,2, \cdots$, be a sequence of moments [over the interval $(0,1)]$ of a function of bounded variation, is that it be a difference of two completely monotonic sequences.

The argument used in proving Theorem 3.10 in the case (i) can be readily extended to any number of dimensions. Thus we may state the following result (using the notation of Chapter I):

A necessary and sufficient condition that the moment problem

$$
\mu_{\mathrm{i}, j}=\int_{0}^{1} \int_{0}^{1} u^{i} v^{j} d \Phi
$$

have a solution of bounded variation is the existence of a fixed number $M$ such that

$$
\sum_{i=0}^{n} \sum_{j=0}^{m}\binom{n}{i}\binom{m}{j}\left|\Delta_{1}^{n-i} \Delta_{2}^{m-j} \mu_{i j}\right| \leqq M
$$

for all values $\geqq 0$ of the integers $m, n$.
12. There are other methods of obtaining criteria for the existence of a solution of the moment problem (3.26). They consist in applying various summability methods to the explicit representation (3.21) of the solution and then proceeding along the lines familiar from the theory of orthogonal expansions [Kaczmarz und Steinhaus, 1]. We refer to these sources and also to [Hausdorff, 1] for proofs of statements which follow.

Let the matrix

$$
T=\left(\begin{array}{cccc}
b_{11} & b_{12} & \cdots & b_{1 m_{1}} \\
b_{21} & b_{22} & \cdots & b_{2 m_{2}} \\
\cdots & \cdots & \cdots & \cdots \\
b_{n 1} & b_{n 2} & \cdots & b_{n m_{n}} \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right) \cdots \cdots .
$$

correspond to a regular definition of summability, and let

$$
\Phi_{n}(t, u)=\sum_{k=0}^{m_{n}} b_{n k} \frac{2 k+1}{2} L_{k}(t) L_{k}(u)=\Phi_{n}(u, t)
$$

be the $n$-th transform of the $n$-th Legendre kernel

$$
\sum_{r=0}^{n} \frac{2 \nu+1}{2} L_{v}(t) L_{r}(u) .
$$

It is assumed that there exists a fixed constant $A^{*}$ such that

$$
\int_{0}^{1}\left|\Phi_{n}(t, u)\right| d u \leqq A, \quad 0 \leqq t \leqq 1, \quad n=0,1,2, \cdots
$$

Let

$$
\varphi_{n}(u)=\mu_{l}\left\{\Phi_{n}(t, u)\right\},
$$

[^10]where $\mu_{t}$ means that the functional $\mu$ is taken relative to the variable $t$. Then a necessary and sufficient condition for the moment problem (3.26) to have a solution $\psi(t)$ of one of the following types:
(i) bounded and increasing,
(ii) of bounded variation
(iii) of the form $\psi(t)=\int_{0}^{t} \varphi(u) d u, \varphi \in L_{p}(0,1), p>1$,
(iv) of the same form as in (iii), with $\varphi(u)$ essentially bounded,
(v) of the same form as in (iii), with $\varphi \in L_{1}(0,1)$,
is respectively:
(i) $\varphi_{n}(u) \geqq 0, \quad 0 \leqq u \leqq 1, \quad n=0,1,2, \cdots$;
(ii) $\int_{0}^{1}\left|\varphi_{n}(u)\right| d u \leqq M, \quad n=0,1,2, \cdots$;
(iii) $\left\|\varphi_{n}\right\|_{p} \leqq M, \quad n=0,1,2, \cdots$;
(iv) ess $\sup _{0 \leq \leq \leq 1}\left|\varphi_{n}(u)\right| \leqq M, \quad n=0,1,2, \cdots$;
(v) $\left\|_{\varphi_{n}(u)}^{0 \leq u \leq 1}-\varphi_{m}(u)\right\|_{1} \rightarrow 0, \quad$ as $n, m \rightarrow \infty$.

Here $M$ denotes a fixed constant.
13. The situation in the case of an infinite interval is essentially different from that of a finite interval, as is shown by the following theorem [Boas, 3]

Theorem 3.11. Given an arbitrary sequence of real constants, $\left\{\mu_{n}\right\}$, $n=0,1, \cdots$, there exist infinitely many functions $\psi(t)$ of bounded variation over $(-\infty, \infty)$, for which

$$
\mu_{n}=\int_{-\infty}^{\infty} t^{n} d \psi, \quad n=0,1,2, \cdots
$$

## The same is true for the Stieltjes moment problem.

Following the idea of Boas, we give a proof for the first (Hamburger) part of the theorem only. The modifications necessary for the second (Stieltjes) part are obvious. Theorem 3.11 will be proved if we can show that an arbitrary given sequence $\left\{\mu_{n}\right\}, n=0,1,2, \cdots$, can be represented in infinitely many ways in the form $\mu_{n}=\mu_{n}^{\prime}-\mu_{n}^{\prime \prime}$, where the constants $\mu_{n}^{\prime}$ and $\mu_{n}^{\prime \prime}$ are such that all determinants

$$
\Delta_{n}^{\prime}=\left|\mu_{i+i}^{\prime}\right|_{i, j-0}^{n}, \quad \Delta_{n}^{\prime \prime}=\left|\mu_{i+j}^{\prime \prime}\right|_{i, j-0}^{n}, \quad n=0,1,2, \cdots,
$$

are positive. This statement is clear for $n=0$. Assume it proved for $0,1,2, \cdots, n-1$, and prove its validity for $n$. Thus assume that the constants $\mu_{0}^{\prime}, \cdots, \mu_{2 n-2}^{\prime}$ and $\mu_{0}^{\prime \prime}, \cdots, \mu_{2 n-2}^{\prime \prime}$ have been selected in such a way that

$$
\begin{gathered}
\mu_{\nu}^{\prime}-\mu_{v}^{\prime \prime}=\mu_{\nu}, \quad \nu=0,1, \cdots, 2 n-2, \\
\Delta_{v}^{\prime}>0, \quad \Delta_{v}^{\prime \prime}>0, \quad \nu=0,1, \cdots, n-1 .
\end{gathered}
$$

Now select $\mu_{2 n-1}^{\prime}, \mu_{2 n-1}^{\prime \prime}$ arbitrarily, subject only to the requirement that $\mu_{2 n-1}^{\prime}-\mu_{2 n-1}^{\prime \prime}=\mu_{2 n-1}$. We have to select $\mu_{2 n}^{\prime}$ and $\mu_{2 n}^{\prime \prime}$ so that

$$
\Delta_{n}^{\prime}>0, \quad \Delta_{n}^{\prime \prime}>0
$$

This is always possible if we take $\mu_{2 n}^{\prime}, \mu_{2 n}^{\prime \prime}$. sufficiently large since they enter in the first degree in the expansions of $\Delta_{n}^{\prime}, \Delta_{n}^{\prime \prime}$, with coefficients $\Delta_{n-1}^{\prime}, \Delta_{n-1}^{\prime \prime}$, respectively, which, by assumption, are positive. It remains to select $\mu_{2 n}^{\prime}$, $\mu_{2 n}^{\prime \prime}$ in such a way that $\mu_{2 n}^{\prime}-\mu_{2 n}^{\prime \prime}=\mu_{2 n}$, which is always possible.

Pólya [3] gave an entirely different proof of Boas' theorem, which enabled him also to show that the solution can be made to be either (i) a step-function with the points of increase at an arbitrarily prescribed sequence of distinct real numbers $\left\{x_{\nu}\right\}, \nu=1,2, \cdots$, with no finite limit point, or (ii) an entire transcendental function. Pólya also points out that the case (i) is essentially contained in an older result of Borel [1].
14. Another modification of the classical moment problem consists in replacing the function $t^{n}$ by $t^{k_{n}}$. In the paper [1] Hausdorff extends his methods to this more general situation. Let

$$
\begin{equation*}
k_{0}=0<k_{1}<k_{2}<\cdots<k_{n}<\cdots \tag{3.30}
\end{equation*}
$$

be a given sequence of real numbers. Let

$$
\Omega_{n}(t)=\left(t-k_{0}\right)\left(t-k_{1}\right) \cdots\left(t-k_{n}\right), \quad \Omega_{-1}(t) \equiv 1
$$

Hausdorff considers the moment problem

$$
\begin{equation*}
\mu_{n}=\int_{0}^{1} t^{k_{n}} d \psi(t), \quad n=0,1,2, \cdots \tag{3.31}
\end{equation*}
$$

where $\psi(t)$ is a bounded increasing function. He introduces the quantities

$$
\lambda_{n \nu}=\frac{\Omega_{n}^{\prime}\left(k_{0}\right)}{\Omega_{\nu}^{\prime}\left(k_{0}\right)} \sum_{i=\nu}^{n} \frac{\mu_{i}}{\Omega_{n}^{\prime}\left(k_{i}\right)},
$$

which reduce to those discussed above in the case $k_{0}=0, k_{1}=1, \cdots$, $k_{n}=n, \cdots$. The sequence $\left\{\mu_{n}\right\}$ is called completely monotonic relative to the sequence $\left\{k_{n}\right\}$ if

$$
\lambda_{n n} \geqq 0, \quad n=0,1,2, \cdots ; \quad \nu=0,1, \cdots, n .
$$

[A sequence completely monotonic relative to the sequence $\{0,1,2, \cdots\}$ is what we have previously called simply a completely monotonic sequence]. It is established that the existence of a fixed constant $A$ such that

$$
\sum_{\nu=0}^{n}\left|\lambda_{n \nu}\right| \leqq A
$$

is a necessary and sufficient condition in order that the sequence $\left\{\mu_{n}\right\}$ be the difference of two sequences completely monotonic relative to $\left\{k_{n}\right\}$. If, in addition, it is assumed that

$$
\begin{equation*}
\sum_{n=1}^{\infty} 1 / k_{n}=\infty \tag{3.32}
\end{equation*}
$$

then it is proved that a necessary and sufficient condition for the existence of a solution of the problem (3.31) is that the sequence $\left\{\mu_{n}\right\}$ be completely monotonic
relative to $\left\{k_{n}\right\}$, in other words, that $\lambda_{n v} \geqq 0$. It is also proved that, under the condition (3.32), the problem (3.31) is always determined.

Hausdorff's investigations have been continued by Hallenbach [1] in the case when the series $\sum_{n=1}^{\infty} \frac{1}{k_{n}}<\infty$. In this case the condition of being completely monotonic is necessary but not sufficient for the existence of a solution of (3.31). There exists, however, another condition which is equivalent to that of being completely monotonic in the case (3.32), and which turns out to be both necessary and sufficient if we assume only (3.30). Consider all "polynomials"

$$
P_{n}(t)=x_{0} t^{k_{0}}+\cdots+x_{n} t^{k_{n}}
$$

and the functional

$$
\mu\left(P_{n}\right) \equiv x_{0} \mu_{0}+\cdots+x_{n} \mu_{n}
$$

This functional is said to be positive (non-negative) if the condition $P_{n}(t) \geqq 0$ in $[0,1]$ and $P_{n}(t) \not \equiv 0\left(P_{n}(t) \geqq 0\right.$ in $\left.[0,1]\right)$ implies $\mu\left(P_{n}\right)>0\left(\mu\left(P_{n}\right) \geqq 0\right)$. On introducing this notion, it is proved by a simple modification of methods used in Chapter I, that a necessary and sufficient condition for the existence of a solution of the moment problem (3.31) is that the functional $\mu\left(P_{n}\right)$ be non-negative.

Some of the methods used in Chapter II in treating the question of determinedness can be also extended to the present case. Let, for a fixed $t_{0}$ in $[0,1]$,

$$
\rho_{n}\left(t_{0}\right) \equiv \min _{P_{n}} \mu\left(P_{n}\right)
$$

where the minimum is taken over all polynomials $P_{n}(t) \geqq 0$ in $[0,1]$ and such that $P_{n}\left(t_{0}\right)=1$. It is proved that a necessary and sufficient condition for the modified moment problem (3.31) to be indeterminate is that there exist a subinterval of the interval $[0,1]$ and a positive number $\delta$ such that, in this subinterval,

$$
\rho(t)=\lim _{n \rightarrow \infty} \rho_{n}(t) \geqq \delta>0 .
$$

Hallenbach also extends several results of Hausdorff to the case of two dimensions. Hausdorff's problems for one and two dimensions are also treated in Hildebrandt and Schoenberg [1]. There they appear as special cases of a more general theory of certain linear equations.

The case of a modified Stieltjes moment problem

$$
\mu_{n}=\int_{0}^{\infty} t^{k_{n}} d \psi(t), \quad n=0,1,2, \cdots,
$$

has been treated recently by Boas [2].

## CHAPTER IV

## APPROXIMATE QUADRATURES.

1. This chapter is devoted to a detailed study of the approximate quadrature formula (II,8)

$$
\begin{equation*}
\int_{-\infty}^{\infty} f(t) d \psi \sim \sum_{j=0}^{n} \rho_{n}\left(x_{j}\right) f\left(x_{j}\right) \tag{4.1}
\end{equation*}
$$

where $\psi(t)$ is any solution of the moment problem (2.1), the abscissas

$$
x_{i} \equiv x_{i, n}, \quad x_{0 n}<x_{1 n}<\cdots<x_{n n}
$$

are the roots of the quasi-orthogonal polynomial

$$
\begin{equation*}
q_{n+1}(z)=\omega_{n+1}(z)+A_{n} \omega_{n}(z) \tag{4.2}
\end{equation*}
$$

$A_{n}$ is constant, and the coefficients

$$
\rho_{n}\left(x_{i}\right) \equiv \rho_{i} \equiv \rho_{i n}, \quad j=0,1,2, \cdots, n
$$

are given (cf. II, 8, 9, 10) by

$$
\begin{equation*}
\rho_{j}=\int_{-\infty}^{\infty} \frac{q_{n+1}(t) d \psi}{\left(t-x_{j n}\right) q_{n+1}^{\prime}\left(x_{j n}\right)}=\rho_{n}\left(x_{j n}\right)=\frac{1}{K_{n}\left(x_{j n}\right)} \tag{4.3}
\end{equation*}
$$

The function $f(t)$ is assumed to be finite for all $t$ and integrable with respect to the function $\psi(t)$ in question.

We rewrite (4.1) as

$$
\begin{align*}
I_{\psi}(f) & \equiv \int_{-\infty}^{\infty} f(t) d \psi=\sum_{i=0}^{n} \rho_{i} f\left(x_{j}\right)+R_{n, \psi}(f) \\
& =Q_{n}(f)+R_{n, \psi}(f), \quad Q_{n}(f)=\sum_{j=0}^{n} \rho_{j} f\left(x_{j}\right) . \tag{4.4}
\end{align*}
$$

Observe that

$$
\begin{equation*}
R_{n, \psi}\left(P_{2 n}\right)=0, \tag{4.5}
\end{equation*}
$$

where $P_{s}(t)$ is an arbitrary polynomial, of degree $\leqq s$, and that $Q_{n}(f)$ is independent of the choice of $\psi(t)$, even if the moment problem (2.1) is indeterminate.

We wish to study the conditions on $f(t)$ and $\psi(t)$ under which (4.4) converges, that is,

$$
\begin{equation*}
\lim _{\pi} R_{n, \psi}(f)=0 \tag{4.6}
\end{equation*}
$$

or, more generally,

$$
\begin{equation*}
\lim R_{n, \psi}(f)=0 \tag{4.7}
\end{equation*}
$$

for a certain infinite sequence of positive integers

$$
n_{1}<n_{2}<\cdots<n_{\nu}<\cdots ; \quad n, \rightarrow \infty
$$

Whenever we wish to cover simultaneously both the Stieltjes and Hamburger cases we write (4.4) as

$$
\begin{equation*}
I_{\psi}(f) \equiv \int_{a}^{\infty} f(t) d \psi=Q_{n}(f)+R_{n, \psi}(f) \tag{4.8}
\end{equation*}
$$

where $a=0$ or $-\infty$. In the Stieltjes case it is assumed that all roots of $q_{n+1}(z)$ lie in $[0, \infty)$.

We shall write $Q_{n}^{[c, d]}, Q_{n}^{[c, d]}$, in case the summation is extended over all $x_{j n}$ in $[c, d]$ or outside $[c, d]$ respectively.

Taking

$$
\begin{equation*}
q_{n+1}(z)=\omega_{n+1}(z)-\frac{\omega_{n+1}\left(x_{0}\right)}{\omega_{n}\left(x_{0}\right)} \omega_{n}(z) \tag{4.9}
\end{equation*}
$$

where $x_{0}$ is real and is not a root of $\omega_{n}(z)$, we have an approximate quadrature formula with a preassigned abscissa $x_{0}$.

The following two particular cases of (4.4) deserve special consideration.
Case A.

$$
q_{n+1}(z)=\omega_{n+1}(z)
$$

Case C.

$$
q_{n+1}(z)=\omega_{n+1}(z)-\frac{\omega_{n+1}(0)}{\omega_{n}(0)} \omega_{n}(z)
$$

These polynomials are, up to constant factors, the denominators, $N_{2 n+2}(z)$, $N_{2 n+1}(z)$, of the even or odd approximants, respectively, of the corresponding continued fraction $\mathcal{C}(z)$, whose numerators will be denoted by $Z_{n}(z)$. The polynomials $\omega_{n+1}(z) \equiv \omega_{n+1}(z ; a, \infty ; d \psi)$ are also proportional to the denominators of the successive approximants of the associated continued fraction $Q(z)$. In the Stieltjes case the polynomials of case $C$ always exist since $\omega_{n}(0) \neq 0$, $n=1,2, \cdots$. In the Hamburger case $\mathcal{C}(z)$ may not exist. Then we choose $x=\lambda$ such that $\omega_{n}(\lambda) \neq 0, n=1,2, \cdots$. By the substitution $x^{\prime}=x-\lambda$ we get a transformed moment problem, with moments $\left\{\mu_{n}^{\prime}\right\}$, such that $\sum_{0}^{\infty} \mu_{n}^{\prime} z^{-n-1}$ admits both the associated and the corresponding continued fractions. Thus we may say that in both the Stieltjes and Hamburger cases we have two approximate quadrature formulas based respectively upon the roots of the denominators of the even $\left\{\frac{Z_{2 n}(z)}{N_{2 n}(z)}\right\}$ or odd $\left\{\frac{Z_{2 n-1}(z)}{N_{2 n-1}(z)}\right\}$ approximants of the corresponding continued fraction $\mathcal{C}(z)$. We use the following notation.

$$
\begin{equation*}
I_{\psi}(f)=\sum_{i=0}^{n} A_{j n} f\left(\xi_{i n}\right)+R_{n, \psi}^{A}(f) \equiv Q_{n}^{\Lambda}(f)+R_{n, \psi}^{\wedge}(f) \tag{4.10}
\end{equation*}
$$

where $\xi_{j} \equiv \xi_{i n}, j=0,1, \cdots, n$, are the roots of $\omega_{n+1}(z)$, and

$$
\begin{gather*}
A_{j n}=\frac{Z_{2 n+2}\left(\xi_{j}\right)}{N_{2 n+2}^{\prime}\left(\xi_{i}\right)}=\frac{1}{K_{n+1}\left(\xi_{j}\right)}=\frac{1}{K_{n}\left(\xi_{i}\right)}=\rho_{n}\left(\xi_{i}\right) .  \tag{4.11}\\
I_{\downarrow}(f)=\sum_{j=0}^{n} C_{j n} f\left(\eta_{i n}\right)+R_{n, \psi}^{c}(f) \equiv Q_{n}^{c}(f)+R_{n, \psi}^{c}(f), \tag{4.12}
\end{gather*}
$$

where $\eta_{i} \equiv \eta_{j n}, j=0,1, \cdots, n$, are the roots of $N_{2 n+1}(z)$, and

$$
\begin{equation*}
C_{j n}=\frac{Z_{2 n+1}\left(\eta_{j}\right)}{N_{2 n+1}^{\prime}\left(\eta_{i}\right)} . \tag{4.13}
\end{equation*}
$$

Observe that

$$
\begin{equation*}
R_{n, \psi}^{1}\left(P_{2 n+1}\right)=R_{n, \psi}^{c}\left(P_{2 n}\right)=0 . \tag{4.14}
\end{equation*}
$$

We shall have occasion to refer to the moment problem

$$
\begin{equation*}
\int_{0}^{\infty} t^{n} d \psi=\mu_{n+1}, \quad n=0,1, \cdots \tag{4.15}
\end{equation*}
$$

Here we use the superscript 1: $d \psi^{1}(t), A_{j n}^{1}, \omega_{n}^{1}(z), \cdots$. Since

$$
\int_{a}^{\infty} N_{2 n+1}(t) P_{n-1}(t) d \psi=0
$$

we have

$$
\begin{equation*}
N_{2 n+1}(z)=\text { constant } \cdot z \omega_{n}^{1}(z) \tag{4.16}
\end{equation*}
$$

Consider, first, the Stieltjes case. Here $d \psi^{1}(t)=\iota d \psi(t)$ yields a distribution function, so that

$$
0=\eta_{0 n}<\eta_{1 n}<\cdots<\eta_{n n},
$$

whence, making use of (4.3),

$$
\begin{equation*}
C_{j n}=\frac{A_{j-1, n-1}^{1}}{\eta_{j n}}>0, \quad \eta_{j n}=\xi_{j-1, n-1}^{1}, \quad j=1,2, \cdots, n . \tag{4.17}
\end{equation*}
$$

In the Hamburger case $\psi^{1}(t)$, as introduced above, is not constantly increasing in $(-\infty, \infty)$. Formulas (4.17) still hold, but $A_{i-1, n-1}^{1}$ has the sign of $\eta_{j n}$, $j=1,2, \cdots, n$, and is not necessarily positive.

In view of (4.3) and of (II,8), we have

$$
\begin{equation*}
Q_{n}^{A}\left(\frac{1}{z-t}\right)=\frac{Z_{2 n+2}(z)}{N_{2 n+2}(z)}, \quad Q_{n}^{c}\left(\frac{1}{z-t}\right)=\frac{Z_{2 n+1}(z)}{N_{2 n+1}(z)} . \tag{4.18}
\end{equation*}
$$

2. The following results are readily established for the coefficients and abscissas of the approximate quadrature formulas.
(i) A linear transformation of the orthogonality interval $(a, b)$ does not change the coefficients $A_{i n}$.
(ii) In the "symmetric case", $\mu_{1}=\mu_{\mathrm{s}}=\mu_{\mathrm{s}}=\cdots 0$, [Shohat, 5]

$$
\begin{gather*}
\xi_{i n}=-\xi_{n-i, n} ; \quad A_{i, n}=A_{n-i, n} ; \quad j=0,1, \cdots, n .  \tag{4:19}\\
\left\{\begin{array}{c}
\omega_{2 n}(z ;-\infty, \infty ; d \psi)=\omega_{n}\left(z^{2} ; 0, \infty ; d \psi_{1}\right), \quad d \psi_{1}(t)=2 d \psi(\sqrt{t}), \quad t \geqq 0, \\
\omega_{2 n+1}(z ;-\infty, \infty ; d \psi)=z \omega_{n}\left(z^{2} ; 0, \infty ; d \psi_{2}\right), \quad d \psi_{2}(t)=2 t d \psi(\sqrt{t}), \\
n=0,1,2, \cdots
\end{array}\right.
\end{gather*}
$$

It follows, with obvious notations, that

$$
\left\{\begin{align*}
A_{j, 2 n-1}(-\infty, \infty ; d \psi) & =\frac{1}{2} A_{j, n-1}\left(0, \infty ; d \psi_{1}\right)  \tag{4.21}\\
A_{j, 2 n}(-\infty, \infty ; d \psi) & =\frac{A_{j, n-1}\left(0, \infty ; d \psi_{2}\right)}{2 \xi_{j, n-1}\left(0, \infty ; d \psi_{2}\right)} \\
A_{n, 2 n}(-\infty, \infty ; d \psi) & =\frac{1}{K_{n}(0 ;-\infty, \infty: d \psi)}=\frac{1}{K_{n}\left(0 ; 0, \infty ; d \psi_{1}\right)} .
\end{align*}\right.
$$

(iii) The interval $\left[x_{i n}, x_{i+1, n}\right]$ formed by any two consecutive roots of $q_{n+1}(z)$ contains at least one root of $q_{n+k}(z), k>1$. In particular, between any two consecutive roots of $\omega_{n+1}(z)$ lies at least one root of $\omega_{n+k}(z), k>1$ [cf. II,7, III,2].

Indeed, if $\left[x_{j n}, x_{i+1, n}\right]$ contains no roots of $q_{n+k}(z)$, then it is an interval of constancy for $\psi_{n+k}(t)$, and, by Corollary 2.2, $x_{i n}$ and $x_{i+1, n}$ could not have been roots of $q_{n+1}(z)$.

In (II,7) it was shown that

$$
\begin{equation*}
a<\xi_{0, n}<\xi_{0, n-1}<\xi_{1, n}<\xi_{1, n-1}<\cdots<\xi_{n-1, n-1}<\xi_{n, n}<b \tag{4.22}
\end{equation*}
$$

By a similar reasoning, it is shown that in the Stieltjes case

$$
\begin{equation*}
0<\xi_{0, n}<\xi_{0, n}^{1}<\xi_{1, n}<\xi_{1, n}^{1}<\cdots<\xi_{n, n}<\xi_{n, n}^{1} . \tag{4.23}
\end{equation*}
$$

Finally observe that for the polynomial (4.2)

$$
\begin{array}{ll}
x_{0 n}<\xi_{0 n}<x_{1 n}<\cdots<x_{n n}<\xi_{n n}, & \text { if } A_{n}>0  \tag{4.24}\\
\xi_{0 n}<x_{0 n}<\xi_{1 n}<\cdots<\xi_{n n}<x_{n n}, & \text { if } A_{n}<0 .
\end{array}
$$

(iv) The following properties of the coefficients $A_{\text {in }}$ are readily derived from (4.3) upon observing that $K_{n+1}^{\prime}(x)=2 \sum_{0}^{n+1} \omega_{i}^{\prime}(x) \omega_{i}(x)$ is positive (negative) for $x>\xi_{n, n}\left(x<\xi_{0, n}\right)$ :

$$
\begin{gather*}
A_{0, n}>A_{0, n+1}>A_{0, n+2}>\cdots>\frac{1}{K_{n}(a)}=\rho_{n}(a) \\
A_{n, n}>A_{n+1, n+1}>A_{n+2, n+2}>\cdots>\frac{1}{K_{n}(b)}=\rho_{n}(b) . \tag{4.25}
\end{gather*}
$$

Hence,

$$
\lim _{n} A_{0_{n}} \geqq \rho(a), \quad \lim _{n} A_{n n} \geqq \rho(b) .
$$

3. We now turn to the study of the convergence properties of the approximate quadrature formulas. With the notation of Chapter II, we introduce the function $\psi_{n}(t) \equiv \psi_{n}^{Q}(t)$, special cases of which are $\psi_{n}^{A}(t), \psi_{n}^{c}(t)$ in (4.10) and (4.12) respectively. We have

$$
\begin{gather*}
Q_{n}(f)=\int_{a}^{\infty} f(t) d \psi_{n}^{0} \equiv I_{\psi_{n}}^{0}(f),  \tag{4.26}\\
I_{\psi_{n}^{A}}\left(t^{k}\right)=\mu_{k}, \quad k=0,1, \cdots, 2 n+1,  \tag{4.27}\\
I_{\psi n}\left(t^{k}\right)=\mu_{k}, \quad k=0,1, \cdots, 2 n .  \tag{4.28}\\
\left\{\begin{array}{rr}
\frac{p_{n}(z)}{q_{n}(z)}=I_{\psi_{n}}\left(\frac{1}{z-t}\right) ; & \frac{Z_{2 n+2}(z)}{N_{2 n+2}(z)}=I_{\psi_{n}^{1}}\left(\frac{1}{z-t}\right) \\
\frac{Z_{2 n+1}(z)}{N_{2 n+1}(z)}=I_{\psi_{n} c}\left(\frac{1}{z-t}\right) .
\end{array}\right. \tag{4.29}
\end{gather*}
$$

We see that in (4.8), (4.10) or (4.12) we may take for $\psi(t)$ any solution of the reduced moment problem

$$
\begin{equation*}
\int_{a}^{\infty} t^{k} d \psi=\mu_{k}, \quad k=0,1, \cdots, 2 n \quad \text { or } \quad 2 n+1 \text { respectively. } \tag{4.30}
\end{equation*}
$$

We see further that the convergence of the approximate quadrature formulas is equivalent to

$$
\begin{equation*}
\lim _{p} I_{\psi_{n},}(f)=I_{\psi}(f) \tag{4.31}
\end{equation*}
$$

Limit-functions of convergent subsequences $\left\{\psi_{n,}^{Q}(t)\right\},\left\{\psi_{n}^{1},(t)\right\},\left\{\psi_{n,}^{c}(t)\right\}$ will be denoted by $\psi(t) \equiv \psi^{\ominus}(t), \psi^{\wedge}(t), \psi^{c}(t)$ respectively The following theorem is now readily established
Theorem 4.1. The following three statements are equivalent:
$\alpha) \psi_{n}(t)$ converges substantially;
$\beta$ ) $Q_{n},\left(\frac{1}{z-t}\right)$ converges for $z$ not on $[a, \infty]$;
r) $\frac{p_{n_{y}}(z)}{q_{n_{r}}(z)}$ converges for $z$ not on $[a, \infty]$.
4. To extend convergence from the special function $f(t)=\frac{1}{z-t}$ to a wider class of functions we use M. Riesz' approximation theorem (cf. II,19), combined with the following lemmas which are direct consequences of the positive linear character of the operator $Q_{n}(f)$ and of the relation $\sum_{i=0}^{n} \rho_{i n}=\mu_{0}$.

For brevity we shall write $f \in F_{n_{1}}^{\bullet}, F_{n_{n}}^{1}, F_{n_{n}}^{0}$, if, respectively, $Q_{n_{p}}(f), Q_{n,}^{1}(f)$,
$Q_{n,}^{c}(f)$ converges. If no emphasis is laid on $Q, A, C$ we write simply $f \in F_{n}$, or even $f \in F$.

The following results are obvious.
(i) $f \in F$ and $\varphi \in F$ implies $\alpha f+\beta \varphi \in F$, where $\alpha$ and $\beta$ are constants.
(ii) $\left|f_{1}(t)-f_{2}(t)\right|<\epsilon$ in $[a, \infty)$ implies $\left|R_{n, \psi}\left(f_{1}-f_{2}\right)\right|<2 \mu_{0} \epsilon$.
(iii) If $f(t)$ can be approximated on [a, $\infty$ ) arbitrarily closely and uniformly by a linear aggregate of functions of a certain type $g(t)$ and if each $g(t) \in F$, then $f(t) \in F$.

We shall say that $f(t)$ is continuous in $[a, \infty)$ if it is continuous in every closed finite subinterval and tends to a finite limit as $t$ becomes infinite. Applying M. Riesz' approximation theorem and using Theorem 4.1, we get

Lemma 4.1. If $f(t)$ is continuous in $[a, \infty)$, then: (i) there exist convergent subsequences $\left\{Q_{n},(f)\right\}$ of the approximate quadrature formula (4.8); (ii) $Q_{n},(f)$ converges for all $f$ if and only if $\left\{\frac{p_{n_{y}}(z)}{q_{n_{y}}(z)}\right\}$ converges $(z$ not on $[a, \infty)$ ) or, which is the same, if and only if $\psi_{n,}^{0},(t)$ converges; if $\psi_{n,}^{0}(t) \rightarrow \psi^{0}(t)$, then $Q_{n,}(f) \rightarrow I_{\psi} \rho(f)$.

Lemma 4.2. If $\int_{e}^{d} f(t) d \psi^{\varrho}$ exists, where $c, d$ are two finite points of continuity of $\psi^{\varrho}(t)$, if $\varphi(t)=f(t)$ in $[c, d]$ and $=0$ elsewhere, then $\varphi(t) \in F_{n_{1}}^{0}$.

Corollary 4.1. (i) $\lim _{p} Q_{n=}^{[c, d]}(f)=\int_{c}^{d} f(t) d \psi^{Q}$ if $f \in F_{n}^{Q}$; (ii) $\lim _{\cdot} Q_{n,}^{[c, d]}\left(t^{m}\right)=$ $\int_{c}^{d} t^{m} d \psi^{\varrho}, \lim Q_{n,}^{\prime[c, d]}\left(t^{m}\right)=\int_{a}^{e} t^{m} d \psi^{\varrho}+\int_{d}^{\infty} t^{m} d \psi^{\varrho}$, where $m$ is any positive integer or zero. In particular,

$$
\lim _{\nabla} \sum^{[e, d]} \rho_{j n}=\int_{c}^{d} d \psi^{\ominus} ; \quad \lim \sum^{([c, d]} \rho_{i n,}=\int_{a}^{e} d \psi^{\bullet}+\int_{d}^{\infty} d \psi^{\ominus} .
$$

From Lemma 4.2 we derive in the same manner as in case of a finite interval [Shohat, 8]

Lemma 4.3. Any interval $[c, d]$ which is not an interval of constancy of $\psi^{9}(t)$ contains at least one $z_{j n}$, for $\nu$ sufficiently large. In other words, if infinitely many $q_{n},(z)$ have no roots in $[c, d]$, then $\psi^{Q}(t)$ is constant in $[c, d]$. Moreover, if $\int_{a}^{\beta} d \psi^{\ominus}>0$ for every $[\alpha, \beta] \subset[c, d]$ then the roots of $q_{n}(z)$ are dense in $[c, d]$. In any such $[c, d]$ the distance between the consecutive roots $z_{j n_{5}}, z_{j+1, n_{0}}$, and also between the end-point and the nearest root, tends to zero, as $\nu \rightarrow \infty$.

It follows that every point of the spectrum of $\psi^{0}(t)$ is a limit point of the roots of $\left\{q_{n}(z)\right\}$.

Lemma 4.4. To any $\epsilon>0$ there corresponds $a G_{0}=G_{0}(\epsilon)>0$ with the following property: for any fixed $G_{1} \geqq G_{0}$ such that $\pm G_{1}$ are points of continuity of $\psi^{\circ}(t)$, a positive integer $\nu_{0}=\nu_{0}\left(G_{1}, \epsilon\right)$ may be chosen so that

$$
\left|I_{\Downarrow} Q(f)-Q_{n,}^{\left[-\sigma_{1}, \sigma_{1}\right]}(f)\right|<\epsilon \text { for } \nu \geqq \nu_{0} .
$$

First, choose $G_{0}=G_{0}(\epsilon)$ so that $\left|\int_{-\infty}^{-a} f(t) d \psi^{\varrho}\right|+\left|\int_{\sigma_{1}}^{\infty} f(t) d \psi^{\varrho}\right|<\frac{\epsilon}{2}$, for any $G_{1} \geqq G_{0}$. Now fix $G_{1} \geqq G_{0}$ so that $\pm G_{1}$ are points of continuity of $\psi^{\varrho}(t)$, and take $f_{1}(t)=f(t)$ in $\left[-G_{1}, G_{1}\right]$ and $=0$ elsewhere. By Lemma 4.2, $\nu_{0}=$ $\nu_{0}\left(G_{1}, \epsilon\right)$ may be found such that

$$
\left|I_{\downarrow} \varrho\left(f_{1}\right)-Q_{n,}\left(f_{1}\right)\right|=\left|\int_{\sigma_{1}}^{\sigma_{1}} f(t) d \psi-Q_{n_{v}}^{\left[-\sigma_{1}, \sigma_{1}\right]}(f)\right|<\frac{\epsilon}{2}, \quad \nu \geqq \nu_{0}
$$

Corollary 4.2. A necessary and sufficient condition for the convergence of $Q_{n_{\nu}}(f)$ to $I_{\Downarrow}(f)$ is that to any given $\in>0$ there correspond sufficiently large $G_{1}$ and $\nu_{0}$ such that $\psi^{\ell}(t)$ is continuous at $\pm G_{1}$, and $\left|Q_{n}^{\prime\left[-G_{1}, \sigma_{1}\right]}(f)\right|<\epsilon$ for $\nu \geqq \nu_{0}$.

Corollary 4.3. (i) If $\omega(t) \geqq 0$ for $|t| \geqq t_{0}$ and if $f(t)=O(\omega(t))$ as $|t| \rightarrow \infty$, then $\omega(t) \in F$ implies $f(t) \in F$.
(ii) If $f(t)=f_{1}(t) f_{2}(t)$, then $f(t) \in F_{n_{p}}$, provided $\left|f_{1}(t)\right|^{p} \in F_{n_{0}}$ and $Q_{n,}^{\prime\left[-t_{0}, c_{0}\right]}\left(\left|f_{2}\right|^{p^{\prime}}\right)=O(1)$, as $\nu \rightarrow \infty, \frac{1}{p}+\frac{1}{p^{\prime}}=1$.
(iii) $f(t) \in F$ is implied by any one of the following conditions: $\alpha)|f(t)|^{p} \in F$, $p \geqq 1 ; \beta) f(t)=O\left(|t|^{m}\right)$, where $m>0$ is fixed; $\left.\gamma\right) Q^{\prime-t_{0} . t_{0} 1}\left(|f(t)|^{p}\right)=O(1)$, $p>1$.

Statements similar to those in Corollaries 4.2 and 4.3 have been given, under more restrictive conditions, by Jouravsky, whose considerations have certain points in common with those developed here [Jouravsky, 1].

Another direct consequence is the following theorem frequently used in the subsequent discussion.

Theorem 4.2. If, for $|t|$ sufficiently large and for $\nu \geqq \nu_{0}, f(t)$ and $R_{n, v} \circ(f)$ keep the same constant sign (zero values not excluded), then $f(t) \in F_{n,}^{Q}$. Analogous results hold in the Stieltjes case [Shohat, 3].

Assume, without loss of generality,

$$
\begin{equation*}
f(t) \geqq 0, \quad R_{n, v e}(f) \geqq 0, \quad \text { for } \quad|t| \geqq t_{0}, \quad \nu \geqq \nu_{0} \tag{4.32}
\end{equation*}
$$

In Lemma 4.4 take $G_{0}>t_{0}$. Then

$$
Q_{n,}^{\prime\left[-a_{1}, \sigma_{1}\right]}(f)+R_{n, \downarrow} \rho(f)=\left|I_{\psi} \rho(f)-Q_{n,}^{\left[-\sigma_{1}, \sigma_{1}\right]}(f)\right|<\epsilon, \quad \nu \geqq \nu_{0},
$$

and the result follows since both terms on the left are positive.
Corollary 4.4. Let $f(t) \geqq 0$ in $[a, \infty)$. If there exists a solution $\psi^{\prime}(t)$ and a certain sequence $\left\{n_{n}^{\prime}\right\}$ such that $Q_{n_{i}}(f) \rightarrow I_{\psi^{\prime}}(f)$, then for any $\psi^{Q}(t)=\lim _{p} \psi_{n_{p}}^{Q}(t)$, $\left\{n_{0}\right\} \subset\left\{n_{\nu}^{\prime}\right\}, I_{\psi^{\circ}}(f) \leqq I_{\psi^{\prime}}(f)$.

then $R_{n,, \downarrow \odot} \rho(f)>0, \nu \geqq \nu_{0}$, and $Q_{n}, f(f) \rightarrow I_{\psi} \rho(f)$, which contradicts the hypothesis

$$
\lim _{\nu} Q_{n}(f)=\lim _{\nu} Q_{n} ;(f)=I_{\psi^{\prime}}(f)
$$

5. We proceed to study the behavior of the abscissas, as $n \rightarrow \infty$. The inequalities (4.22) show that

$$
\begin{equation*}
\lim _{n} \xi_{0, n}=a_{1} \geqq a, \quad \lim _{n} \xi_{n, n}=b_{1} \leqq \infty . \tag{4.33}
\end{equation*}
$$

This implies that $\left[a_{1}, b_{1}\right]$ is the "true interval" of orthogonality for the orthonormal polynomials $\left\{\omega_{n}(z)\right\}$. This means: there exists a solution $\psi_{0}(t)$ of the moment problem (2.1) which is constant outside $\left[a_{1}, b_{1}\right]$, while no solution of the moment problem $\int_{c}^{d} t^{n} d \psi=\mu_{n}, n=0,1, \cdots$, exists if $[c, d] \subset\left[a_{1}, b_{1}\right]$.

Observe that any $\psi^{\wedge}(t)$ is a solution of the moment problem (2.1), with spectrum in $\left[a_{1}, b_{1}\right]$.

Since we are dealing with approximate quadratures pertaining to an infinite interval we assume from now on that one, at least, of the extreme roots of $\omega_{n}(z)$ increases indefinitely in absolute value. Thus, in the Stieltjes case $a_{1} \geqq 0$, $b_{1}=\infty$. Stieltjes [5] has shown that the number of $\xi_{j n}$ which tend to infinity, as $n \rightarrow \infty$, is either zero or infinite and the number of $\xi_{j n}$ which tends to $a_{1}$ is either one or infinite. It follows, by (4.23) and (4.24), that in the Stieltjes case

$$
x_{n n} \rightarrow \infty, \quad \xi_{n n}^{\prime} \rightarrow \infty ;
$$

$\xi_{\text {in }} \rightarrow a_{1}, \quad i=0,1, \quad$ implies $\quad \xi_{0, n}^{\prime} \rightarrow a_{1}$ and $x_{0, n} \rightarrow a_{1}, \quad$ if $A_{n}<0$.

$$
\xi_{0 n} \rightarrow a_{1} \quad \text { and } \quad \xi_{1 n} \rightarrow a^{\prime}>a_{1} \quad \text { implies } \quad \xi_{0 n}^{1} \rightarrow a_{1}^{1}, \quad 0 \leqq a_{1}<a_{1}^{1} \leqq a^{\prime} .
$$

The reasoning of Stieltjes may be extended to ( $-\infty, \infty$ ) and shows that the number of roots of $\omega_{n}(z)$ which $\rightarrow \pm \infty$, as $n \rightarrow \infty$, is zero or infinite. Thus, in the Hamburger case at least one of the quantities $\left|\xi_{0 n}\right|,\left|\xi_{n n}\right|$ tends to infinity. Furthermore,

$$
\xi_{n n} \rightarrow \infty \text { implies } x_{n n} \rightarrow \infty ; \quad \xi_{0 n} \rightarrow-\infty \text { implies } x_{0 n} \rightarrow-\infty .
$$

Next we study the dependence of the roots of $q_{n+1}(z)=\omega_{n+1}(z)+\alpha \omega_{n}(z)$ on the real parameter $\alpha$, for a given $n$. Let $\xi$ be such a root. By Darboux' formula [Shohat, 5]

$$
K_{n}(z)=\frac{a_{n}}{a_{n+1}}\left[\omega_{n+1}^{\prime}(z) \omega_{n}(z)-\omega_{n}^{\prime}(z) \omega_{n+1}(z)\right]
$$

we have

$$
\begin{equation*}
\frac{d \xi}{d \alpha}=-\frac{a_{n}}{a_{n+1}} \cdot \frac{\omega_{n}^{2}(\xi)}{K_{n}(\xi)}<0 \tag{4.34}
\end{equation*}
$$

It follows that the roots $x_{\text {in }}$ are decreasing functions of $\alpha$. More precisely,

$$
\begin{gathered}
x_{0, n}=-\infty ; \quad x_{j n}=\xi_{i-1, n-1}, \quad j=1,2, \cdots, n, \quad \text { if } \alpha=+\infty ; \\
x_{0, n}<a, \quad \xi_{i-1, n-1}<x_{i n}<\xi_{i n}, \quad j=1,2, \cdots, n, \quad \text { if } \alpha>-\frac{\omega_{n+1}(a)}{\omega_{n}(a)} ; \\
\xi_{i n}<x_{j n}<\xi_{j, n-1}, \quad j=0,1, \cdots, n-1, x_{n n}>b, \quad \text { if } \alpha<-\frac{\omega_{n+1}(b)}{\omega_{n}(b)} ; \\
x_{j n}=\xi_{j, n-1}, \quad j=0,1, \cdots, n-1, \quad x_{n n}=+\infty, \quad \text { if } \alpha=-\infty \\
\alpha=-\frac{\omega_{n+1}(a)}{\omega_{n}(a)} \quad \text { or }-\frac{\omega_{n+1}(b)}{\omega_{n}(b)} \text { implies } x_{0 n}=a \quad \text { or } \quad x_{n n}=b \text { respectively. }
\end{gathered}
$$

Thus, a necessary and sufficient condition for all roots of $q_{n+1}(z)$ to lie in the orthogonality interval $[a, b]$ (finite) is: $-\frac{\omega_{n+1}(a)}{\omega_{n}(a)} \geqq \alpha \geqq-\frac{\omega_{n+1}(b)}{\omega_{n}(b)}$. In the Stieltjes case all roots of $q_{n+1}(z)$ lie in $[0, \infty)$ if and only if $-\frac{\omega_{n+1}(0)}{\omega_{n}(0)} \geqq \alpha$. It also follows that $\rho_{n}\left(x_{0 n}\right)=\frac{1}{K_{n}\left(x_{0 n}\right)}$ decreases and $\rho_{n}\left(x_{n n}\right)=\frac{1}{K_{n}\left(x_{n n}\right)}$ increases, as $\alpha$ increases.

The effect of the variation of the moments $\left\{\mu_{n}\right\}$ on the roots $\left\{\xi_{i n}\right\}$ has been studied by Markoff in the Stieltjes case. His result is [Markoff, 7]:

If the even moments $\mu_{0}, \mu_{2}, \cdots, \mu_{2 n}$ do not increase and the odd moments $\mu_{1}, \mu_{3}, \cdots, \mu_{2 n+1}$ do not decrease, then $\Delta_{0}, \Delta_{1}, \cdots, \Delta_{n}$ do not increase and $\Delta_{0}^{(1)}, \Delta_{1}^{(1)}, \cdots, \Delta_{n}^{(1)}$ do not decrease as long as they all remain positive. Moreover, each root $\xi_{j n}, j=0,1, \cdots, n$, increases. It follows that the addition of a mass at $t=0$ increases all $\Delta_{n}$ and decreases all $\Delta_{n}^{(1)} ;$ also each $\xi_{i n}$ decreases.
6. We now turn to the coefficients.

Theorem 4.3. Let $c, d$ be points of continuity of $\psi^{\circ}(t)$. Denote by $\left\{x_{n}^{\prime},\right\}$ the subsequence of the roots $\left\{x_{i, n,}\right\}$ which, for $\nu \geqq \nu_{0}$, remain in $[c, d]$, by $\left\{\rho_{n_{,}}^{\prime}\right\}$ the subsequence of the corresponding coefficients $\left\{\rho_{j, n}\right\}$. Then either the largest of the $\rho_{n_{1}}^{\prime}$, say, $\rho_{n_{1}}^{*}$, tends to 0 as $\nu \rightarrow \infty$, or else, if $\lim \rho_{n_{p}}^{*}=\rho>0$, then there exists at least one point $\alpha$ in $[c, d]$ where $\psi(\alpha+0)-\psi(\alpha-0) \geqq \rho$.

The proof follows that of [Fejer, 1] and may be omitted.
Corollary 4.5. If $\psi^{\ominus}(t)$ is continuous in $[a, \infty)$, then lim $\rho_{i, n}=0$ uniformly for $j=0,1, \cdots, n$.

By 4.5,

$$
I_{\psi} \circ\left(x^{k}\right)=\mu_{k}, \quad k=0,1, \cdots, 2 n
$$

whence

$$
\begin{equation*}
\rho_{i, n} x_{j, n}^{2},<\mu_{2}, \quad j=0,1, \cdots, n_{\nu} . \tag{4.35}
\end{equation*}
$$

Choose $G>0$ so large that $\frac{\mu_{2}}{G^{2}}<\epsilon$. Our statement is proved by (4.35) and Theorem 4.3, $\psi(t)$ being continuous in $[-G, G]$. The continuity of $\psi(t)$ is essential as was shown in the case of a finite interval [Shohat, 8].

Much light is thrown on the behavior of the $\left\{\rho_{\text {in }}\right\}$ and of a solution $\psi(t)$ by Tchebycheff's inequalities [Lemma 2.13]. We write them in full, denoting by $\psi(t)$ any solution of the moment problem (2.1) or of the reduced moment problem (2.9) and by $[a, b]$ the interval of orthogonality.

$$
\begin{align*}
& \begin{cases}1 . & \rho_{0 n}+\rho_{1, n}+\cdots+\rho_{j-1, n} \\
& \leqq \int^{x_{i n}-0} d \psi \leqq \int_{a}^{x_{i n}+0} d \psi \leqq \rho_{0 n}+\rho_{1 n}+\cdots+\rho_{j n}, \quad j=1,2, \cdots, n .\end{cases} \\
& \text { 2. } \int_{x_{j+1, n+0}}^{x_{k+1, n-0}} d \psi \geqq \rho_{j n}+\rho_{j+1, n}+\cdots+\rho_{k n} \geqq \int_{x_{j n-0}}^{x_{k n+0}} d \psi, \quad k>j \text {. } \\
& \text { 3. } \int_{a}^{x_{0 n}+0} d \psi \leqq \rho_{0 n} ; \quad \int_{x_{n n}-0}^{b} d \psi \leqq \rho_{n n} \text {. } \\
& \text { 4. } \int_{x_{j-1, n+0}}^{x_{j+1, n-0}} d \psi>\rho_{j n} \geqq \int_{x_{j n}-0}^{x_{j n}+0} d \psi \text {, } \\
& j=0,1, \cdots, n, \quad x_{-1, n} \equiv a, \quad x_{n+1, n} \equiv b . \\
& \text { 5. } \int_{x_{j-1, n+0}}^{x_{j+1, n-0}} d \psi \geqq \rho_{j n}+\rho_{i+1, n} \geqq \int_{x_{j n}-0}^{x_{j+1, n+0}} d \psi \text {. }  \tag{4.36}\\
& \text { 6. } \psi\left(x_{j n}-0\right) \leqq \sigma_{j n} \equiv \rho_{1 n}+\rho_{2 n}+\cdots+\rho_{j n} \leqq \psi\left(x_{j+1, n}+0\right) \text {, } \\
& j=0,1, \cdots, n-1 . \\
& \text { 7. } \sigma_{j n}=\psi\left(\theta_{j n}\right), \quad x_{j n} \leqq \theta_{i n} \leqq x_{i+1, n} ; \quad \rho_{j n}=\psi\left(\theta_{j n}\right)-\psi\left(\theta_{j-1, n}\right) \text {, } \\
& \text { if } \psi(t) \text { is continuous in }(a, b) \text {. } \\
& \text { 8. } \rho_{0 n}+\rho_{1 n}+\cdots+\rho_{i-2, n} \leqq \int_{a}^{a} d \psi \leqq \rho_{0 n}+\rho_{1 n}+\cdots+\rho_{j n} \text {, } \\
& \text { if } x_{j-1, n} \leqq \alpha \leqq x_{j n} . \\
& \text { 9. } \rho_{i+1, n}+\rho_{i+2, n}+\cdots+\rho_{i-2, n} \leqq \int_{\alpha}^{\beta} d \psi \leqq \rho_{i-1, n}+\rho_{i n}+\cdots+\rho_{i n} \text {, } \\
& \text { if } x_{i-1, n} \leqq \alpha \leqq x_{i n} \text { and } x_{j-1, n} \leqq \beta \leqq x_{j n}, \quad j>i .
\end{align*}
$$

These inequalities, combined with the preceding statements, yield the following results.
(i) Let $\psi(t)$ be continuous in the finite interval $[c, d] \subset[a, b]$. Denote by $x_{k, n}, x_{k+1, n_{n}}, \cdots, x_{l, n}$, the roots of $q_{n,+1}(z)$ which are in $[c, d]$, for $\nu \geqq \nu_{0}$ ( $k, l$ eventually depending on $n$ ). Then $\lim _{v} \int_{x_{i}, n, n}^{x_{i}+1, n_{v}} d \psi=0$, uniformly for
$i=k, k+1, \cdots, l-1$. In particular, if $\psi^{\natural}(t)$ is continuous in [ $\left.a, b\right]$, this limiting relation holds uniformly for $i=0,1, \cdots, n-1$.
(ii) Let $\psi^{\ominus}(t)$ be continuous in the finite subinterval $[c, d]$ which contains no interval of constancy for $\psi^{0}(t)$. If, for any infinite subsequence $\left\{n_{\nu}\right\}$ and for a fixed $i, x_{i-1, n,}, x_{i+1, n}$, remain in $[c, d]$ for $\nu \geqq \nu_{0}$, then $\lim \rho_{i, n}=0$.

We may obtain various other inequalities for the coefficients by specifying $\psi(t)$ in (4.36). Thus, for $\psi(t)=\psi_{n+1}^{1}(t)$, we get

$$
\begin{aligned}
A_{0, n+1}<A_{0 n}<A_{0, n+1}+A_{1, n+1} & <A_{0 n}+A_{1 n}<\cdots<A_{0, n+1}+\cdots+A_{n, n+1} \\
& <A_{0, n}+\cdots+A_{n n}=A_{0, n+1}+\cdots+A_{n+1, n+1}
\end{aligned}
$$

More generally, take in (4.36) $\psi(t)=\psi_{n}^{\prime}(t), \psi_{n}^{\prime \prime}(t)$, corresponding respectively to $q_{n+1}^{\prime}(z)=\omega_{n+1}(z)+\alpha^{\prime} \omega_{n}(z)$ and $q_{n+1}^{\prime \prime}(z)=\omega_{n+1}(z)+\alpha^{\prime \prime} \omega_{n}(z)$. In view of the dependence of $\left\{x_{\text {in }}\right\}$ on $\alpha$, as stated above, we get
$\alpha^{\prime \prime}>\alpha^{\prime}$ implies $\rho_{O_{n}}^{\prime \prime}<\rho_{0 n}^{\prime}<\rho_{0 n}^{\prime \prime}+\rho_{1 n}^{\prime \prime}<\rho_{0 n}^{\prime}+\rho_{1 n}^{\prime}<\cdots$

$$
<\rho_{0 n}^{\prime}+\cdots+\rho_{n-1, n}^{\prime}, \quad \rho_{n n}^{\prime}<\rho_{n n}^{\prime \prime} .
$$

In particular, taking $\alpha^{\prime \prime}=0$, or $\alpha^{\prime}=0$ and $\alpha^{\prime \prime}=-\frac{\omega_{n+1}(0)}{\omega_{n}(0)}$, we have $\alpha^{\prime}<0$ implies $A_{0 n}<\rho_{0 n}^{\prime}<A_{0 n}+A_{1 n}<\rho_{0 n}^{\prime}+\rho_{1 n}^{\prime}<\cdots$

$$
<\rho_{0 n}^{\prime}+\cdots+\rho_{n-1, n}^{\prime}<A_{0 n}+\cdots+A_{n n}, \quad \rho_{n n}^{\prime}<A_{n n}
$$

$\alpha^{\prime}>0$ implies $\rho_{0 n}^{\prime}<A_{0 n}<\rho_{0 n}^{\prime}+\rho_{1 n}^{\prime}<A_{0 n}+A_{1 n}<\cdots$

$$
<A_{0 n}+\cdots+A_{n-1, n}, \quad A_{n n}<\rho_{n n}^{\prime}
$$

$\frac{\omega_{n+1}(0)}{\omega_{n}(0)}<0$ implies $\quad C_{0 n}=\frac{1}{K_{n}(0)}<A_{0 n}<C_{0 n}+C_{1 n}$

$$
<A_{0 n}+A_{1 n}<\cdots<A_{0 n}+\cdots+A_{n-1, n}, \quad A_{n n}<C_{n n}
$$

$\frac{\omega_{n+1}(0)}{\omega_{n}(0)}>0$ implies $\quad A_{0 n}<C_{0 n}=\frac{1}{K_{n}(0)}<A_{0 n}+A_{1 n}<C_{0 n}+C_{1 n}$

$$
<\cdots<C_{0 n}+\cdots+C_{n-1, n}, \quad C_{n n}>A_{n n}
$$

Thus, in the Stieltjes case, by (4.17),

$$
\begin{align*}
\frac{1}{K_{n}(0)} & <A_{0 n}<\frac{1}{K_{n}(0)}+\frac{A_{0, n-1}^{1}}{\xi_{0, n-1}^{1}}<A_{0 n}+A_{1 n} \\
& <\frac{1}{K_{n}(0)}+\frac{A_{0, n-1}^{1}}{\xi_{0, n-1}^{1}}+\frac{A_{1, n-1}^{1}}{\xi_{1, n-1}^{1}}<\cdots<A_{0, n}+\cdots+A_{n-1, n}  \tag{4.37}\\
& <\frac{1}{K_{n}(0)}+\frac{A_{0, n-1}^{1}}{\xi_{0, n-1}^{1}}+\cdots+\frac{A_{n-1, n-1}^{1}}{\xi_{n-1, n-1}^{1}}=\mu_{0}, \quad A_{n n}<\frac{A_{n-1, n-1}^{1}}{\xi_{n-1, n-1}^{1}} .
\end{align*}
$$

We see that

$$
\begin{equation*}
\sum_{i=0}^{n} \frac{A_{i, n}^{1}}{\xi_{i, n}^{1}}=\mu_{0}-\frac{1}{K_{n+1}(0)} \uparrow \mu_{0}-\rho(0) \tag{4.38}
\end{equation*}
$$

The right-hand member is the value of the associated continued fraction $Q^{1}(z)$ at $z=0$. We supplement (4.25) by
Theorem 4.4. Let $\lim _{n} \xi_{0, n}=a_{1}, \lim _{n} \xi_{n n}=b_{1}$. Then $\lim _{n} A_{0 n}=\rho\left(a_{1}\right)$ and $\lim A_{n n}=\rho\left(b_{1}\right)$.

It suffices to give a proof for $A_{0 n}$. If $a_{1}=-\infty$, the statement follows from the inequality

$$
\Lambda_{0 n}<\frac{\mu_{2}}{\xi_{0 n}^{2}} .
$$

If $a_{1}$ is finite, we use the inequalities

$$
\begin{gathered}
\xi_{0 k}>\xi_{0 n}>a_{1}, \quad \text { if } k>n ; \quad \frac{1}{K_{k}\left(\xi_{0 k}\right)}>\frac{1}{K_{k}\left(\xi_{0 n}\right)}>\frac{1}{K_{n}\left(\xi_{0 n}\right)}=A_{0 n}, \\
\rho\left(a_{1}\right)=\lim _{n} \frac{1}{K_{n}\left(a_{1}\right)}<\frac{1}{K_{n}\left(a_{1}\right)}<\frac{1}{K_{n}\left(\xi_{0 n}\right)} .
\end{gathered}
$$

The desired result follows if we choose $k$ so large that

$$
0<\frac{1}{K_{k}\left(a_{1}\right)}-\rho\left(a_{1}\right)<\frac{\epsilon}{2},
$$

and then choose $n_{0}>k$ so large that

$$
0<\frac{1}{K_{k}\left(\xi_{0 n}\right)}-\frac{1}{K_{k}\left(a_{1}\right)}<\frac{\epsilon}{2}, \quad n \geqq n_{0}>k
$$

7. We now turn to a discussion of $\psi(t)$ and of the associated and corresponding continued fractions. On putting $\lambda=0$ in Corollary 2.5 , we get

Theorem 4.5. The sequence of odd approximants to the corresponding continued frastion $\mathcal{C}(z)$ always converges (and yields the extremal solution of the moment problem (2.1) with maximal mass at $t=0$ ).

The reason for this fundamental result of Stieltjes and Hamburger [Stieltjes, 5; Hamburger, 3] lies in the fact that all $\psi_{n}^{C}(t)$ have a concentrated mass at the fixed point $t=0$.

Regarding convergence of the even approximants of $\mathcal{C}(z)$ (i.e. of the associated continued fraction $Q(z)$ ), nothing definite can be said in the general Hamburger case. In the Stieltjes case they also converge for $z$ not on $[0, \infty)$ [Stieltjes, 5]. This we shall prove later on the basis of approximate quadratures.

The convergence of $Q^{1}(z)$, for $z=0$, was previously stated. We give here a proof of convergence for $z$ not on $[0, \infty)$.

From the known relations

$$
\begin{aligned}
\frac{\chi_{n}(z)}{\omega_{n}(z)} & =\frac{Z_{2 n}(z)}{N_{2 n}(z)}, \\
N_{2 n-1}(z) & =A z \omega_{n-1}^{1}(z),
\end{aligned}
$$

where $A$ is constant, and

$$
\begin{equation*}
Z_{n}(z)=\int_{0}^{\infty} \frac{N_{n}(z)-N_{n}(t)}{z-t} d \psi \tag{4.39}
\end{equation*}
$$

we get readily

$$
\begin{align*}
A^{-1} Z_{2 n-1}(z) & =\int_{0}^{\infty} \frac{\omega_{n-1}^{1}(z)-\omega_{n-1}^{1}(t)}{z-t} d \psi^{1}+\mu_{0} \omega_{n-1}^{1}(z) \\
\frac{Z_{2 n-1}(z)}{N_{2 n-1}(z)} & =\frac{1}{z} \frac{\chi_{n-1}^{1}(z)}{\omega_{n-1}^{1}(z)}+\frac{\mu_{0}}{z} . \tag{4.40}
\end{align*}
$$

This relation connects the odd approximants of $\mathcal{C}(z)$ with the approximants of $\mathbb{Q}^{1}(z)$. The convergence of $\mathbb{Q}^{1}(z)$ now follows from Theorem 4.5. It also follows that

$$
\begin{align*}
& \int_{0}^{\infty} \frac{d \psi^{c}(t)}{z-t}=\frac{1}{z} \int_{0}^{\infty} \frac{d \psi^{1^{1}}(t)}{z-t}+\frac{\mu_{0}}{z}, \quad z \text { not on }[0, \infty) \\
& I(z ; \psi)-\frac{Z_{2 n+1}(z)}{N_{2 n+1}(z)}=\frac{1}{z}\left[I\left(z ; \psi^{1}\right)-\frac{Z_{2 n}^{1}(z)}{N_{2 n}^{1}(z)}\right] \tag{4.41}
\end{align*}
$$

8. We now return to the study of the approximate quadrature formulas. We need expressions for the remainders $R_{n, \psi}^{A}, R_{n, \psi}^{c}$. We assume that $f(t)$ has all derivatives needed, and use the relations

$$
\begin{equation*}
R_{n, \psi}^{1}(f)=R_{n, \psi}^{4}\left(f-P_{2 n+1}\right) ; \quad R_{n, \psi}^{c}(f)=R_{n, \psi}^{c}\left(f-P_{2 n}\right) . \tag{4.42}
\end{equation*}
$$

Take the polynomials $P_{2 n+1}(t)$ and $P_{2 n}(t)$ so that

$$
\begin{gather*}
P_{2 n+1}\left(\xi_{j n}\right)=f\left(\xi_{\text {jn }}\right), \quad P_{2 n+1}^{\prime}\left(\xi_{\text {in }}\right)=f^{\prime}\left(\xi_{\text {in }}\right), \quad j=0,1, \cdots, n ;  \tag{4.43}\\
P_{2 n}(0)=f(0), \quad P_{2 n}\left(\eta_{\text {jn }}\right)=f\left(\eta_{\text {jn }}\right), \quad P_{2 n}^{\prime}\left(\eta_{\text {jn }}\right)=f^{\prime}\left(\eta_{\text {jn }}\right), \quad j=1,2, \cdots, n . \tag{4.44}
\end{gather*}
$$

The following observation is due to Markoff [3]. Applying (4.10) to $P_{2 n+1}(t)$ in (4.43) (Hermite interpolation polynomial) we get an expression of the form

$$
\int_{0}^{\infty} P_{2 n+1}(t) d \psi=\sum_{i=0}^{n} E_{i} f\left(\xi_{j}\right)+\sum_{j=0}^{n} D_{i} f^{\prime}\left(\xi_{j}\right)
$$

where the constants $E_{j}$ and $D_{i}$ do not depend on $f(t)$. The explicit expression of $D$, shows at once that all $D_{j}$ vanish if and only if the $\xi_{j}$ are the roots of $\omega_{n+1}(z)$.

A similar remark applies to (4.12). Making use of (4.17), we write, with obvious notations,

$$
\begin{equation*}
Q_{n}^{c}(f)=\rho_{n}(0) f(0)+Q_{n-1}^{1^{1}}\left(\frac{f(t)}{t}\right) \tag{4.45}
\end{equation*}
$$

and employ on the right an interpolation polynomial $P_{2 n-1}(t)$ analogous to (4.43). Formula (4.43) leads to the following interpolation formula with remainder,

$$
f(t)=P_{2 n+1}(t)+\frac{\omega_{n+1}^{2}(t)}{(2 n+2)!a_{n+1}^{2}} f^{(2 n+2)}(\xi), \quad \xi \text { in }[a, \infty) .
$$

A similar formula can be written for (4.44). This gives at once desired remainders in the approximate quadrature formulas (4.10), (4.12), namely,

$$
\begin{align*}
& R_{n, \psi}^{1}(f)=\frac{f^{(2 n+2)}(\xi)}{(2 n+2)!a_{n+1}^{2}},  \tag{4.46}\\
& R_{n, \psi}^{c}(f)=\frac{f^{(2 n+1)}(\xi)}{(2 n+1)!\left(a_{n}^{1}\right)^{2}}, \quad a=0,  \tag{4.47}\\
& R_{n, \psi}^{c}(f)=\frac{f^{*(2 n)}(\xi)}{(2 n)!\left(a_{n}^{1}\right)^{2}}, \quad f^{*}(t)=\frac{f(t)-f(0)}{t}, \quad a=0 . \tag{4.48}
\end{align*}
$$

We now state
Lemma 4.5. For any $f(t)$, the two approximate quadrature sums $Q_{n}^{C}(f)$ and $Q_{n}^{1^{1}}\left(\frac{f(t)}{t}\right)$ converge or diverge simultaneously. More precisely,

$$
\lim _{n}\left[Q_{n}^{c}(f)-Q_{n-1}^{1}\left(\frac{f(t)}{t}\right)\right]=f(0) \rho(0)
$$

The following relations are direct consequences of (4.46), (4.47):

$$
R_{n, \psi}^{\Lambda}\left(P_{2 n+2}\right)=\frac{c_{2 n+2}}{a_{n+1}^{2}} ; \quad R_{n, \psi}^{c}\left(P_{2 n+1}\right)=\frac{c_{2 n+1}}{\left(a_{n}^{1}\right)^{2}}, \quad a=0,
$$

where $c_{d}$ is the highest coefficient of $P_{t}(t)$;

$$
\begin{array}{ll}
\int_{a}^{\infty} t^{20} d \psi-\int_{0}^{\infty} t^{20} d \psi_{n}^{\wedge}>0, & s \geqq n+1 ; \\
\int_{0}^{\infty} t^{2} d \psi-\int_{0}^{\infty} t^{a} d \psi_{n}^{A}>0, & s \geqq 2 n+2 ; \\
\int_{0}^{\infty} t^{2} d \psi-\int_{0}^{\infty} t^{c} d \psi_{n}^{c}>0, & s \geqq 2 n+1
\end{array}
$$

These inequalities have been used by Uspensky [2] and Jouravsky [1] in the study of $Q_{n}^{\Lambda}(f)$.

Definition 4.1. A function $f(t)$ is said to belong to the class $\left(1, n_{v}\right)$ or $\left(2, n_{v}\right)$ in $[a, \infty]$ if $f(t)$ and, respectively, an infinite sequence $\left\{f^{(2 n,+1)}(t)\right\}$ of its odd derivatives or $\left\{f^{\left(2 n_{\nu}+2\right)}(t)\right\}$ of its even derivatives keep the same and constant sign in $\left[t_{0}, \infty\right)$ (which we may take as positive, zero values not excluded), where $t_{0} \geqq 0$ is sufficiently large, if $a=0$, and $t_{0}=-\infty$, if $a=-\infty$.

Combining (4.46), (4.47), (4.48), Theorem 4.2 and Lemma 4.5, we arrive at the following fundamental convergence theorem.

Theorem 4.6. Let $f(t)=O(G(t))$ as $t$ becomes infinite. Then (i) $G(t) \in\left(2, n_{v}\right)$ implics $f(t),|f(t)| \in F_{n,}^{A}$; (ii) $G(t) \in\left(1, n_{\boldsymbol{y}}\right)$ implies $f(t),|f(t)| \in F_{n,}^{c}, a=0$; (iii) $\frac{G(t)-G\left(t_{0}\right)}{t-t_{0}} \epsilon\left(2, n_{\nu}\right)$ in $[c, \infty)$ implies $f(t),|f(t)| \in F_{n_{n}}^{A}, c \geqq a=0$.

We give a few examples of functions which belong to $(1, n)$ or $(2, n)$.
$f(t)=e^{k t}, k>0$, belongs to both $(1, n)$ and $(2, n)$ in $[0, \infty)$. The integral transcendental function $f(t)=\sum_{n=0}^{\infty} c_{n} t^{2 n}$ belongs to (2,n) in $(-\infty, \infty)$, if all $c_{n} \geqq 0$. If $f(t)$ is completely monotonic in $[0, \infty)$, then $f(t) \in(2, n)$, as is seen from the canonical representation

$$
f(t)=\int_{0}^{\infty} e^{-t x} d \alpha(x), \quad t \geqq 0
$$

where $\alpha(x)$ is bounded and non-decreasing in [ $0, \infty$ ).

$$
\begin{aligned}
& f(t)=\frac{1}{t-c} \epsilon(2, n) \quad \text { in }[0, \infty), \quad c<0 \\
& f(t)=\frac{t}{t-c} \epsilon(1, n) \quad \text { in }[0, \infty), \quad c<0 \\
& f(t)=\frac{e^{t}}{(1+t)} \epsilon(2, n) \text { in }[0, \infty), \quad \rho \geqq 0, \\
& \text { for, } \Gamma(\rho) f(t)=\int_{0}^{\infty} e^{-\theta+(1-s) t} s^{\rho-1} d s .
\end{aligned}
$$

More generally, if $f(t)$ is completely monotonic in $[c, \infty), c \geqq 0$, then $f(t) \in(2, n)$ in $(c, \infty)$. Thus,

$$
\begin{array}{r}
f(t)=\frac{e^{t}}{(1+t)^{\rho} \log ^{1+\rho_{1}}(1+t) \log _{2}^{1+\rho_{2}}(1+t) \cdots \log _{m}^{1+\rho_{m}}(1+t)} \epsilon(2, n)  \tag{4.49}\\
\text { in }[c, \infty], c \text { sufficiently large, } \rho \geqq 0 ; \rho_{1}, \rho_{2}, \cdots, \rho_{m}>0,
\end{array}
$$

for $f(t) e^{-t}$ is completely monotonic in ( $c, \infty$ ) [Hausdorff, 1, I].
9. We now state the following theorem which supplements Theorem 4.2.

Theorem 4.7. The function $f(t)$ being unrestricted as to sign, assume that $R_{n ;, \psi}(f)$ has a constant sign for all $n^{\prime}$, and all $\psi$. If there exists a solution $\psi^{\prime}$ such that $Q_{n_{\nu}}(f) \rightarrow I_{\psi^{\prime}}(f),\left\{n_{\nu}\right\} \subset\left\{n_{\nu}^{\prime}\right\}$, then $I_{\psi^{\prime}}(f)$ gives the minimum (or maximum) of $I_{\psi}(f)$, according as $R_{n ;, \psi}(f)$ is $\geqq 0$ or $\leqq 0$.

In fact,

$$
0 \leqq R_{n,, \psi}(f)=I_{\psi}(f)-Q_{n,}(f) \rightarrow I_{\psi}(f)-I_{\psi^{\prime}}(f) .
$$

We state a further result where it is assumed that $f(t) \geqq 0$.
Lemma 4.6. If there exists a sequence $\left\{n_{p}^{\prime}\right\}$ such that $R_{n ;, \psi \circ}(f) \geqq 0$ for $\psi^{\circ}=$ $\lim \psi_{n_{\nu}}^{Q},\left\{n_{v}\right\} \subset\left\{n_{p}^{\prime}\right\}$, then $I_{\psi} \odot(f)$ has the same value for all such $\psi^{\ominus}$. Moreover, $\dot{Q}_{n ;}(f) \rightarrow I_{\psi} \otimes(f)$.

Extract from $\left\{\psi_{n_{i}}\right\}$ any two convergent subsequences $\left\{\psi_{\nu}^{\prime}\right\},\left\{\psi_{\nu}^{\prime \prime}\right\}$, with limit functions $\psi^{\prime}, \psi^{\prime \prime}$ respectively. By theorem 4.2, $Q_{\nu^{\prime}}(f) \rightarrow I_{\psi^{\prime}}(f), Q_{r^{\prime \prime}}(f) \rightarrow$ $I_{\psi^{\prime \prime}}(f)$. Moreover,

$$
\begin{aligned}
& R_{\nu^{\prime}, \psi^{\prime \prime}}(f) \rightarrow I_{\psi^{\prime \prime}}(f)-\lim _{\nu^{\prime}} Q_{\nu^{\prime}}(f)=I_{\psi^{\prime \prime}}(f)-I_{\psi^{\prime}}(f) \geqq 0 . \\
& R_{\nu^{\prime \prime}, \psi^{\prime}}(f) \rightarrow I_{\psi^{\prime}}(f)-I_{\psi^{\prime \prime}}(f) \geqq 0 .
\end{aligned}
$$

The preceding general considerations may be applied to functions of classes $\left(1, n_{v}\right),\left(2, n_{v}\right)$, for which the remainder in the approximate quadrature formulas (4.10), (4.12) keeps a constant sign.

Theorem 4.8. If (i) $f(t) \epsilon\left(2, n_{\nu}^{\prime}\right)$ in $[a, \infty)$ or (ii) either $f(t) \epsilon\left(1, n_{\nu}^{\prime}\right)$ or $\frac{f(t)-f(0)}{t}$ $\epsilon\left(2, n_{\nu}^{\prime}\right)$ in $[0, \infty)$, then $I_{\psi^{\wedge}}(f)$ has the same value for any $\psi^{\wedge}=\lim \psi_{n_{\nu}}^{A},\left\{n_{\nu}\right\} \subset$ $\left\{n_{v}^{\prime}\right\}$ in (i), or $I_{\psi} c(f)$ has the same value for any $\psi^{c}=\lim \psi_{n}^{c}$, in (ii), and accordingly, $Q_{n}^{\wedge} ;(f)$ converges to $I_{\downarrow} \wedge(f)$, while $Q_{n}^{c} ;(f)$ converges to $I_{\psi} c(f)$. The minimum of $I_{\psi}(f)$, is given, correspondingly, by $I_{\downarrow} \wedge(f)$ or $I_{\downarrow} c(f)$.

Theorem 4.9. In the Stielijes case the sequence $\left\{\frac{Z_{2 n}(z)}{N_{2 n}(z)}\right\}$ of even approximants and the sequence $\left\{\frac{Z_{2 n-1}(z)}{N_{2 n-1}(z)}\right\}$ of odd approximants of the corresponding continued fraction $\mathcal{C}(z)$ both converge at any point $z$, real or complex, not on $[0, \infty)$. In other words, both sequences $\left\{\psi_{n}^{A}\right\},\left\{\psi_{n}^{C}\right\}$ converge.

The proof of this fundamental result of Stieltjes [5] is a direct application of Theorem 4.8 to the function $f(t)=\frac{1}{t-z}$. First, let $z$ be real and negative. Then $f(t) \in(2, n)$ in $[0, \infty)$. Hence $\int_{0}^{\infty} \frac{d \psi}{z-t}$ has the same value for any $\psi^{\wedge}(t)$, and the convergence of $\left\{\psi_{n}^{A}(t)\right\}$, which is equivalent to that of $Q(z)$, now follows directly. The statement concerning $\left\{\frac{Z_{2 n-1}(z)}{N_{2 n-1}(z)}\right\}$ follows, by applying similar considerations to $f(t)=\frac{1}{z-t}$ in $[0, \infty), z<0$. Theorem 4.9 now follows, by the Vitali Theorem.

In Theorem 4.8 take $f(t)=\frac{1}{z-t}$ and use (4.18). Since, by (4.46) and (4.47),

$$
R_{n, \psi}^{A}\left(\frac{1}{z-t}\right)<0, \quad R_{n, \psi}^{c}\left(\frac{1}{z-t}\right)>0, \quad z<0
$$

we get
Theorem 4.10. For any solution $\psi(t)$ and for any $z<0$,

$$
\frac{Z_{2 n-1}(z)}{N_{2 n-1}(z)}<\int_{0}^{\infty} \frac{d \psi^{c}}{z-t} \leqq \int_{0}^{\infty} \frac{d \psi}{z-t} \leqq \int_{0}^{\infty} \frac{d \psi^{\Lambda}}{z-t}<\frac{Z_{2 n}(z)}{N_{2 n}(z)}
$$

This shows immediately that the Stieltjes moment problem is determined if and only if $\mathcal{C}(z)$ converges.

In the Stieltjes case we also have the following result.
If, for a certain $\left\{n_{\triangleright}\right\}, f^{\left(2 n_{\nu}+2\right)}(t) \geqq 0$ and $f^{\left(2 n_{\nu}+1\right)}(t) \leqq 0$ in $[0, \infty)$, then $Q_{n_{,}}(f)>$ $I_{\downarrow} c(f) \geqq I_{\downarrow}(f)>Q_{n}^{\hat{n}}(f)$. In particular, this holds, $\left\{n_{\nu}\right\} \equiv\{n\}$, if $f(t)$ is completely monotonic in $[0, \infty)$.
10. We return to approximate quadratures. Theorem 4.6, combined with the example (4.49), shows that (i) $Q_{n}^{\Lambda}(f)$ based on the roots of Laguerre polynomials $L_{n}^{(\alpha)}(x)$ converges, if $f(t)=O\left(\frac{e^{t}}{t^{\alpha} \log ^{1+\rho_{1}} t \log _{2}^{1+\rho_{2}} t \cdots \log _{m}^{1+\rho_{m} t}}\right)$, as $t \rightarrow \infty ; m \geqq 1 ; \rho_{1}, \rho_{2}, \cdots, \rho_{m}>0$. (ii) $Q_{n}^{\Lambda}(f)$ based on the roots of Hermite polynomials $H_{n}(x)$ converges, if $f(t)=O\left(\frac{e^{t^{2}}}{|t| \log ^{1+\rho_{1}}|t| \cdots \log _{m}^{1+\rho_{m}}|t|}\right)$.

This includes the results of Uspensky [2], as well as those of Jouravsky [1], obtained in a different manner. In order to obtain more general results we need

Lemma 4.7. Let $f(t)=\sum_{n=0}^{\infty} c_{n} t^{n}$ be an integral transcendental function with non-negative coefficients, and let $\psi(t)$ be an arbitrary solution of the Stieltjes moment problem. A necessary and sufficient condition for the existence of $\int_{0}^{\infty} f(t) d \psi$ is the convergence of $\sum_{n=0}^{\infty} \mu_{n} c_{n}$. Moreover, $\int_{0}^{\infty} f(t) d \psi=\sum_{n=0}^{\infty} \mu_{n} c_{n}$, hence, does not depend on the choice of $\psi$. Analogous results hold in $(-\infty, \infty)$ for $f(t)=\sum_{n=0}^{\infty} c_{n} t^{2 n}$, $c_{n} \geqq 0$, and the series $\sum_{n=0}^{\infty} \mu_{2 n} c_{n}$.

Consider sections $f_{n}(t) \equiv c_{0}+c_{1} t+\cdots+c_{n} t^{n}, n=0,1, \cdots$. Evidently, $f_{n}(t) \rightarrow f(t)$, increasingly with respect to $n$, for any $t$ in $[0, \infty)$. Hence, by Lebesgue's Theorem,

$$
\sum_{n=0}^{\infty} \mu_{n} c_{n}=\lim _{n} \int_{0}^{\infty} f_{n}(t) d \psi=\int_{0}^{\infty} \lim _{n} f_{n}(t) d \psi=\int_{0}^{\infty} f(t) d \psi
$$

The proof for $(-\infty, \infty)$ is quite similar.
Corollary 4.6. In the Stieltjes case, $Q_{n}^{1}(f)$ and $Q_{n}^{c}(f)$ both converge for any integral transcendental function $f(t)=\sum_{n=0}^{\infty} c_{n} t^{n}$ with non-negative coefficients, for which $\sum_{i=0}^{\infty} \mu_{i} c_{i}$ converges, and

$$
\lim _{n} Q_{\dot{n}}^{\wedge}(f)=\lim _{n} Q_{n}^{c}(f)=\sum_{i=0}^{\infty} \mu_{i} c_{i}=\int_{0}^{\infty} f(t) d \psi
$$

Furthermore, if, as $t \rightarrow \infty, f_{0}(t)$ is dominated by a function $f(t)$ of the above type, then

$$
Q_{n}^{A}\left(f_{0}\right) \rightarrow \int_{0}^{\infty} f_{0}(t) d \psi^{A}, \quad Q_{n}^{c}\left(f_{0}\right) \rightarrow \int_{0}^{\infty} f_{0}(t) d \psi^{c}
$$

For the interval ( $-\infty, \infty$ ) Jouravsky[1] has obtained a convergence criterion under the following conditions

$$
\mu_{2 n}=O\left[(2 n+p)!l^{n}\right], \quad l, p>0 \text { fixed, } \quad \psi(t) \text { absolutely continuous }
$$

(here the moment problem is determined, by Carleman's criterion):
Theorem 4.11. Let $f(t)$ be an integral transcendental function $\sum_{n=0}^{\infty} c_{n} t^{n}, c_{n} \geqq 0$, and, as $|t| \geqq \infty$, let

$$
f_{0}(t)=O\left[\frac{f\left(t^{2}\right)}{|t|^{-}+\lambda^{2}}\right]
$$

$s=2 k+2 \sigma, k$ a positive integer, $0 \leqq \sigma<1$. Assume further that $\sum_{n=0}^{\infty} \mu_{2 n-2}^{\sigma} \mu_{2 n}^{1-\sigma} c_{n+k}$ converges. Then $f_{0}(t) \in F^{4}$.

We pass now to the Hamburger case. Here we cannot go as far as previously. In fact, although we know that $\left\{\psi_{n}^{C}(t)\right\}$ converges, we do not have an adequate expression for $R_{n, \psi}^{c}(f)$; on the other hand, an adequate expression is available for $R_{n, \psi}^{\Lambda}(f)$, but $\left\{\psi_{n}^{A}(t)\right\}$ does not converge in the general case.

The following results of a more particular character are derived from the preceding discussion, by reasoning quite similar to that developed in the Stieltjes case.
(i) If $f(t)=\sum_{n=0}^{\infty} c_{n} t^{n}$ is an integral transcendental function with non-negative coefficients, such that $\sum_{i=0}^{\infty} \mu_{2} c_{i}$ converges, then $Q_{n}^{A}(f)$ converges to $\sum_{i=0}^{\infty} \mu_{2 i} c_{i}=$ $\int_{-\infty}^{\infty} f(t) d \psi$, where $\psi(t)$ is an arbitrary solution of the moment problem.

Indeed, $I_{\psi}(f)$ exists and $f(t) \epsilon(2, n)$, hence, $Q_{n}^{\Lambda}(f)$ is bounded. If now $\psi^{\wedge}(t)=$ $\lim _{\eta} \psi_{n,}^{\wedge}(t)$, then, by Lemmas 4.6 and $4.7, Q_{n}^{\wedge},(f)$ converges to the value $\sum_{i=0}^{\infty} \mu_{2 i} c_{i}=$ $\int_{-\infty}^{\infty} f(t) d \psi$.
(ii) If $f_{0}(t)$, as $|t| \rightarrow \infty$, is dominated by $f(t)$ of (i), then $Q_{n}^{\wedge},\left(f_{0}\right) \rightarrow I_{\downarrow \wedge}\left(f_{0}\right)$, where $\left\{\psi_{n}{ }_{n},(t)\right\}$ is a convergent subsequence, with $\psi^{1}(t)$ as its limit function.
11. Approximate quadrature formulas give rise to an interesting application to the following problem: how wide can be an interval known to be free of roots $\left\{x_{j n}\right\}$, for a given $n$ ?

Consider, first, the case of a finite orthogonality interval $[a, b]$. Assume that $(c, d) \subset[a, b]$ contains no roots of $q_{n}(x)$. Define

$$
f(x)=\left\{\begin{array}{l}
(x-c)^{k}(d-x)^{k} \text { in }[c, d]  \tag{4.50}\\
0 \text { elsewhere }
\end{array}\right.
$$

where $k$ is a positive integer to be specified later. We readily verify the tolluwing relations:

$$
\left\{\begin{array}{l}
|f(x)| \leqq f\left(\frac{c+d}{2}\right)=\left(\frac{d-c}{2}\right)^{2 k}=\gamma^{2 k}, \quad \gamma=\frac{d-c}{2}, \quad a \leqq x \leqq b  \tag{4.51}\\
\left|f^{(k)}(x)\right| \leqq 2^{k} \gamma^{k} \cdot k!
\end{array}\right.
$$

The last inequality is derived by means of elementary properties of Legendre polynomials. Hence [Jackson, 1] there exists a polynomial $P_{n}(x)$, of degree $n>k-1$, such that in $a \leqq x \leqq b$

$$
\begin{equation*}
\left|f(x)-P_{n}(x)\right| \leqq\left[\frac{2 \leqq k \gamma(b-a)}{n}\right]^{k} \tag{4.52}
\end{equation*}
$$

where $\mathfrak{L}$ is an absolute constant. Moreover, a simple computation shows that $\left|f^{\prime}(x)\right|$ is maximum at

$$
\xi_{1}=\frac{c+d}{2}-\frac{\gamma}{\sqrt{2 k-1}}, \quad \xi_{2}=\frac{c+d}{2}+\frac{\gamma}{\sqrt{2 k+1}} .
$$

Consider now the subinterval

$$
I:\left[\frac{c+d}{2}-\frac{\gamma}{4 k}, \quad \frac{c+d}{2}+\frac{\gamma}{4 k}\right]
$$

or one half of it if $(c-a)(d-b)=0$. The points $\xi_{1}, \xi_{2}$ certainly fall outside $I$ for $k$ sufficiently large. Hence,

$$
\left|f^{\prime}(x)\right| \leqq f^{\prime}\left(x_{0}\right) \leqq \frac{\gamma^{2 k-1}}{2}, \quad x_{0}=\frac{c+d}{2}-\frac{\gamma}{4 k}, \quad x \in l
$$

$$
\begin{gather*}
0<f\left(\frac{c+d}{2}\right)-f\left(x_{0}\right)=\gamma^{2 k}-f\left(x_{0}^{\prime}\right) \leqq \int_{x_{0}}^{\frac{c+d}{2}} f^{\prime}\left(x_{0}\right) d x \leqq \frac{\gamma^{2 k}}{8 k}  \tag{4.53}\\
f(x) \geqq f\left(x_{0}\right)>\gamma^{2 k}\left(1-\frac{1}{8 k}\right)>\frac{3}{4} \gamma^{2 k}, \quad x \in I .
\end{gather*}
$$

Apply now the approximate quadrature formula (4.4) to the function (4.50). We have

$$
\begin{align*}
R_{n, \psi}(f)=\int_{c}^{d} f(x) d \psi & =R_{n, \psi}\left(f-P_{n}\right) \\
& =\int_{a}^{b}\left[f(x)-P_{n}(x)\right] d \psi-\int_{a}^{b}\left[f(x)-P_{n}(x) j d \psi_{n}\right. \tag{4.54}
\end{align*}
$$

By (4.51), (4.52) and (4.53),

$$
\begin{equation*}
\frac{3}{4} \gamma^{2 k} \int_{I} d \psi \leqq \int_{I} f(x) d \psi \leqq 2 \mu_{0}\left[\frac{2 £ k \gamma(b-a)}{n}\right]^{k}, \quad n>k-1 \tag{4.55}
\end{equation*}
$$

Assume now

$$
\begin{equation*}
\int_{r}^{r+l} d \psi \geqq m l \tag{4.56}
\end{equation*}
$$

where $[r, r+l]$ is any subinterval of $[c, d]$ and $m>0$ does not depend on $r, l$.
This is certainly satisfied, if

$$
\begin{equation*}
d \psi(x)=h(x) d x, \quad h(x) \geqq m>0 \quad \text { in } \quad(c, d) \tag{4.57}
\end{equation*}
$$

Taking in (4.55) $k \sim \log n$, we get the desired result

$$
d-c<\frac{\tau \log n}{n}
$$

Here, and in the subsequent discussion, we generally denote by $\tau$ a properly fixed positive quantity, independent of $c, d, n$.

The above analysis is applicable to any formula of approximate quadrature, with a positive $d \psi(x)$, which is exact for polynomials, provided the sum of the absolute values of its coefficients remains bounded with respect to $n$. It follows that if $x_{i-1, n}, x_{i, n}$ both lie in an interval $\left[k, k_{1}\right]$ where (4.56) is satisfied, then

$$
\begin{equation*}
x_{i, n}-x_{i-1, n}<\frac{r \log n}{n} \tag{4.58}
\end{equation*}
$$

By means of Tchebycheff's inequalities (4.36), this yields

$$
\begin{equation*}
\rho_{i n}<\frac{\tau \log n}{n}, \quad \text { if } x_{i-1, n}, x_{i, n}, x_{i+1, n} \text { all lie in }\left[k, k_{1}\right] . \tag{4.59}
\end{equation*}
$$

If $x_{i-2, n}, x_{i-1, n}, x_{i, n}, x_{i+1, n}$ are all in $\left[k, k_{1}\right]$ and $x_{i-1, n} \leqq \alpha \leqq x_{i, n}$, then for any two solutions $\psi^{\prime}(x), \psi^{\prime \prime}(x)$ of the reduced moment problem (2.9)

$$
\left\{\begin{array}{l}
\left|\int_{a}^{a} d \psi^{\prime}(x)-\sum^{[a, a]} \rho_{j n}\right|<\frac{\tau \log n}{n}  \tag{4.60}\\
\left|\int_{a}^{a} d \psi^{\prime}(x)-\int_{a}^{a} d \psi^{\prime \prime}(x)\right|<\frac{\tau \log n}{n}
\end{array}\right.
$$

The above considerations have many points in common with those of [Krawtchouk [1, 3] (cf. also [Netzorg, 1]). They apply to a general class of quasiorthogonal polynomials, while finer results may be obtained in special cases. Thus, if $d \psi(x)=h(x) d x$, where $0<m \leqq h(x) \leqq M<\infty$ in $[a, b]$, then, according to Erdös and Turán, [1], we have, for $[a, b]=[-1,1]$,

$$
\theta_{j n}-\theta_{j-1, n}<\frac{\tau}{n} ; \quad \xi_{i n}=\cos \theta_{j n}, \quad j=1,2, \cdots, n
$$

Estimates of $\xi_{j n}-\xi_{i-1, n}$ based on the asymptotic expression for the corresponding orthogonal polynomials are given by Szegö [2]. The case of the interval
$(-\infty, \infty)$ may be treated in a similar manner. Again introduce the function $f(x)$ as in (4.50) and an interval $\left[-A_{n}, A_{n}\right]$ increasing indefinitely with $n$ and such that $\left[-A_{n}, A_{n}\right] \supset\left[x_{n n}, x_{n n}\right]$. There exists a polynomial $P_{n}(x)$, of degree $n>k-1$, such that

$$
\left|f(x)-P_{n}(x)\right| \leqq\left[\frac{4 \Omega k \gamma A_{n}}{n}\right]^{k}, \quad-A_{n} \leqq x \leqq A_{n}
$$

whence

$$
\begin{equation*}
\left|P_{n}(x)\right| \leqq l_{k} \gamma^{k} \quad \text { in }\left[d, A_{n}\right] \quad \text { and } \quad\left[-A_{n}, c\right], \quad l_{k} \equiv\left(\frac{4 £ k A_{n}}{n}\right)^{k} \tag{4.61}
\end{equation*}
$$

We now apply to the polynomial $P_{n}(x)$ the following inequality of Tchebycheff: $\left|P_{n}(x)\right| \leqq M$ on $[\alpha, \beta]$ implies, for $\xi$ outside $[\alpha, \beta]$,

$$
\left|P_{n}(x)\right| \leqq \frac{M}{2}\left|\frac{\begin{array}{c}
{[2 \xi-\alpha-\beta+2 \sqrt{(\xi-\alpha)(\xi-\beta)}]^{n}} \\
+[2 \xi-\alpha-\beta-2 \sqrt{(\xi-\alpha)(\xi-\beta)}]^{n}
\end{array}}{(\beta-\alpha)^{n}}\right|
$$

U'sing (4.61), we readily get

$$
\left|P_{n}(x)\right|<l_{k} \gamma^{k}\left(\frac{4}{A_{n}-d}\right)^{n}|x|^{n}, . \quad|x| \geqq A_{n}, \quad 0 \leqq c<d<A_{n}
$$

For $R_{n, \psi}(f)$ we now write a relation analogous to (4.54), which vields

$$
\begin{aligned}
& 0<R_{n, \psi}(f)=\int_{c}^{d} f(x) d \psi \leqq l_{k} \gamma^{k}\left(2 \mu_{0}+d_{n}\right), \\
& d_{n}=\left(\frac{4}{A_{n}-d}\right)^{n}\left[L_{\infty}^{-A_{n}}(-x)^{n} d \psi+\int_{A_{n}}^{\infty} x^{n} d \psi\right] .
\end{aligned}
$$

Assume that (4.56) is satisfied in any subinterval of $[c, d]$, where now $c, d, m$ eventually depend on $n$. By a reasoning quite similar to that employed for a finite interval, we get

$$
d-c<\tau k\left(\frac{A_{n}}{n}\right)^{\frac{k}{k+1}} m^{-\frac{1}{k+1}}\left(2 \mu_{0}+d_{n}\right)^{\frac{1}{k+1}}
$$

whence, taking $k \sim \log n$ and assuming that $m$ and $d_{n}$ are bounded with respect to $n$,

$$
\begin{equation*}
d-c<r \frac{A_{n}}{n} \log n \tag{4.62}
\end{equation*}
$$

The inequalities (4.58), (4.59) and (4.60) now follow, with $\frac{\log n}{n}$ replaced by $\frac{A_{n}}{n} \log n$.
12. We refer to [Krawtchouk 8, 9] for a discussion of an upper bound for $\left|\int_{a}^{x} d \psi^{\prime}(t)-\int_{a}^{x} d \psi^{\prime \prime}(t)\right|$, where $\psi^{\prime}$ and $\psi^{\prime \prime}$ are two distribution functions whose first $N$ moments are "approximately" equal.
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The book was first published in 1943 and then was reprinted several times with corrections. It presents the development of the classical problem of moments for the first 50 years, after its introduction by Stieltjes in the 1890s. In addition to initial developments by Stieltjes, Markov, and Chebyshev, later contributions by Hamburger, Nevanlinna, Hausdorff, Stone, and others are discussed. The book also contains some results on the trigonometric moment problem and a chapter devoted to approximate quadrature formulas.
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[^1]:    *That is, a set of functions $x(t)$ which contains $c x(t), x(t)+y(t)$, whenever $x(t), y(t)$ belong to the set, and $c$ is a real constant.
    ${ }^{* *} \Omega_{0}$ is any given set in $\Omega$; in particular, $\Omega_{0}$ may coincide with $\Omega$.

[^2]:    - Here we have used the fact that a polynomial $P(u) \geq 0$ for $u \geqq 0$ can be written in the form $p_{1}(u)^{2}+u p_{2}(u)^{2}$.

[^3]:    - By "increasing" we mean non-decreasing.

[^4]:    * For a better understanding of this result it should be observed that conditions (i) and (ii) are respectively equivalent to the conditions $\Delta_{0}>0, \cdots, \Delta_{n}>0, \Delta_{n+1}=\Delta_{n+2}=\cdots 0$, or $\Delta_{n}>0$ for all $n=0,1, \cdots$ [see below, footnote on p. 47], so that we have obtained the same result as that of Theorem 1.2.

[^5]:    " "Apprcximate" quadratures seems to us more appropriate than "mechanical" quadratures, as used by European writers.

[^6]:    *These formulas show that the condition $\beta_{n}>0, n=1,2, \cdots$ implies $\Delta_{n}>0, n=0$, $1,2, \cdots$, and conversely. Finally, the conditions $\beta_{0}>0, \cdots, \beta_{n}>0, \beta_{n+1}=\beta_{n+2}=$ $\cdots=0$ imply the existence of the solution of the moment problem which is unique and has precisely ( $n+1$ ) points in its spectrum. Then we know that $\Delta_{0}>0, \cdots, \Delta_{n}>0, \Delta_{n+1}=$ $\Delta_{n+2}=\cdots=0$. The converse is also readily verified. This gives a direct proof of the equivalence of the conditions of Theorems 1.2 and 2.3.

[^7]:    * For the notation used, see p. 10.

[^8]:    * We do not reproduce Stieltjes' proof here since we siall give another proof, based on a different principle, in Chapter IV. It should be observed that Stieltjes considers expressions of the type $\int_{0}^{\infty} \frac{d \psi(t)}{2+t}$, so that his functions are related to those discussed here by the general transformation formula $-f(-z)$.

[^9]:    * The sequences and functions defined above are completely monotonic; the class of absolutely monotonic sequences and functions is obtained by reversing the order of terms in the differences. In the following we deal only with completely monotonir sequences and functions.

[^10]:    * This assumption is automatically satisfied when $\Phi_{n}(t, k) \geqq 0$, which includes cases treated by Hausdorff, when the transformation $T$ is $(C, 2)$ or a de la Vallée-Poussin transformation.

