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## Preface.

Matric algebra is a mathematical abstraction underlying many seemingly diverse theories. Thus bilinear and quadratic forms, linear associative algebra (hypercomplex systems), linear homogeneous transformations and linear vector functions are various manifestations of matric algebra. Other branches of mathematics as number theory, differential and integral equations, continued fractions, projective geometry etc. make use of certain portions of this subject. Indeed, many of the fundamental properties of matrices were first discovered in the notation of a particular application, and not until much later recognized in their generality.

It was not possible within the scope of this book to give a completely detailed account of matric theory, nor is it intended to make it an authoritative history of the subject. It has been the desire of the writer to point out the various directions in which the theory leads so that the reader may in a general way see its extent. While some attempt has been made to unify certain parts of the theory, in general the material has been taken as it was found in the literature, the topics discussed in detail being those in which extensive research has taken place.

For most of the important theorems a brief and elegant proof has sooner or later been found. It is hoped that most of these have been incorporated in the text, and that the reader will derive as much pleasure from reading them as did the writer.

Acknowledgment is due Dr. Laurens Earle Bush for a critical reading of the manuscript.

Cyrus Colton MacDuffee.
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## I. Matrices, Arrays and Determinants.

1. Linear algebra. A linear algebra $\mathfrak{A}$ of order $n$ over a field $\mathfrak{F}$ is composed of two or more numbers $\alpha, \beta, \gamma, \ldots$ and three operations, addition $(+)$, multiplication $(\cdot)$ and scalar multiplication such that $\alpha+\beta, \alpha \cdot \beta, \alpha a, a \alpha$ are uniquely defined numbers of $\mathfrak{U}$, where $a$ is in $\mathfrak{F}$. It is further assumed that addition is commutative and associative, and that multiplication is distributive with respect to addition. If $a$ and $b$ are in $\mathfrak{F}$ it is assumed that

$$
\begin{gathered}
a \alpha=\alpha a, \quad a(b \alpha)=(a b) \alpha, \quad(a \alpha)(b \beta)=(a b)(\alpha \beta) \\
(a+b) \alpha=a \alpha+b \alpha, \quad a(\alpha+\beta)=a \alpha+a \beta
\end{gathered}
$$

Finally it is assumed that $\mathfrak{A}$ contains a finite number of numbers $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{n}$ such that every number of $\mathfrak{A}$ is of the form

$$
a_{1} \varepsilon_{1}+a_{2} \varepsilon_{2}+\cdots+a_{n} \varepsilon_{n}
$$

where the $a^{\prime}$ s are in $\mathfrak{F}^{1}$.
2. Representation by ordered sets. If

$$
\alpha=a_{1} \varepsilon_{1}+a_{2} \varepsilon_{2}+\cdots+a_{n} \varepsilon_{n}
$$

is a number of $\mathfrak{A}$, and if the ordered set

$$
\left[a_{1}, a_{2}, \ldots, a_{n}\right]
$$

of numbers of $\mathfrak{F}$ be made to correspond to $\alpha$, addition, multiplication and scalar multiplication for such sets can be so defined that they give a representation of $\mathfrak{A}$. Thus if

$$
\alpha \sim\left[a_{1}, a_{2}, \ldots, a_{n}\right], \quad \beta \sim\left[b_{1}, b_{2}, \ldots, b_{n}\right] .
$$

then by definition

$$
\alpha+\beta \sim\left[a_{1}+b_{1}, a_{2}+b_{2}, \ldots, a_{n}+b_{n}\right], a \alpha \sim\left[a a_{1}, a a_{2}, \ldots, a a_{n}\right] .
$$

If

$$
\varepsilon_{i} \cdot \varepsilon_{j}=c_{i j 1} \varepsilon_{1}+c_{i j 2} \varepsilon_{2}+\cdots+c_{i j n} \varepsilon_{n}
$$

then
so that

$$
\alpha \cdot \beta=\sum a_{i} \varepsilon_{i} \cdot \sum b_{j} \varepsilon_{j}=\sum\left(a_{i} b_{j}\right) \cdot\left(\varepsilon_{i} \varepsilon_{j}\right)=\sum a_{i} b_{j} c_{i j k} \varepsilon_{k}
$$

$$
\alpha \cdot \beta \sim\left[\sum a_{i} b_{j} c_{i j 1}, \sum a_{i} b_{j} c_{i j 2}, \ldots, \sum a_{i} b_{j} c_{i j n}\right]
$$

For every choice of the $n^{3}$ numbers $c_{i j k}$ of $\mathfrak{F}$ an algebra over $\mathfrak{F}$ is obtained ${ }^{2}$.

[^0]If in particular the algebra is associative, then

$$
\left(\varepsilon_{i} \cdot \varepsilon_{j}\right) \cdot \varepsilon_{k}=\varepsilon_{i} \cdot\left(\varepsilon_{j} \cdot \varepsilon_{k}\right) . \quad(i, j, k=1,2, \ldots, n)
$$

This means that the $n^{3}$ numbers $c_{i j k}$ are subject to the $n^{4}$ conditions

$$
\begin{equation*}
\Sigma_{k} c_{i k r} c_{j s k}=\Sigma_{k} c_{i j k} c_{k s r} . \quad(i, j, r, s=1,2, \ldots, n) \tag{2.1}
\end{equation*}
$$

If $R_{i}$ denotes the ordered set of numbers

$$
\left.R_{i}=\left(c_{i s r}\right)=\| \begin{array}{cccc}
c_{i 11} & c_{i 21} & \ldots & c_{i n 1} \\
c_{i 12} & c_{i 22} & \ldots & c_{i n 2} \\
\cdot & \cdots & \cdots & \cdots
\end{array}\right] \text {, }
$$

and if multiplication and scalar multiplication of such sets are defined by

$$
\begin{gathered}
R_{i} R_{j}=\left(c_{i s r}\right)\left(c_{j s r}\right)=\left(\sum_{k} c_{i k r} c_{j s k}\right) \\
a R_{i}=\left(a c_{i s r}\right)
\end{gathered}
$$

then (2.1) may be written ${ }^{1}$

$$
R_{i} R_{j}=\Sigma_{k} c_{i j k} R_{k}
$$

Thus the sets $R_{i}$ combine under multiplication in the same manner as the basis numbers $\varepsilon_{i}$ of $\mathfrak{A}$. If the sets $R_{i}$ are not linearly independent with respect to $\mathfrak{F}$, the sets $R_{i}$ obtained by bordering $R_{i}$ above with a row of 0 's and on the left with $\delta_{r i}$ (Kronecker's $\delta$ ), are linearly independent and are isomorphic with the $\varepsilon_{i}$ under multiplication ${ }^{2}$.

If, finally, addition of sets is defined by the identity

$$
R_{i}+R_{j}=\left(c_{i s r}+c_{j s r}\right)
$$

it is evident that these sets give a representation of the algebra ${ }^{3}$.
It is interesting that in the same year that Poincaré's note was published, Sylvester wrote: "The Peirces (subsequently to 1858) had prefigured the universalization of Hamilton's theory, and had emitted an opinion to the effect that probably all systems of algebraical symbols subject to the associative law of multiplication would be eventually found to be identical with linear transformations of schemata susceptible of matricular representation. ... That such must be the case it would be rash to assert, but it is very difficult to conceive how the contrary can be true ${ }^{4}$."
3. Total matric algebra. The considerations of $\S 2$ suggest that a linear algebra of order $n^{2}$ over $\mathfrak{F}$ can be so defined that every algebra of order $n$ over $\mathfrak{F}$ will be isomorphic with one of its proper sub-algebras ${ }^{5}$.

[^1]More generally we define the total matric algebra $\mathfrak{M}$ of order $n^{2}$ over a ring $\Re$ to consist of the sets of $n^{2}$ number each of the type

$$
A=\left|\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n} \\
a_{21} & a_{22} & \ldots & a_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
a_{n 1} & a_{n 2} & \ldots & a_{n n}
\end{array}\right|=\left(a_{r s}\right)
$$

subject to the following operations and postulates:
Two sets $A=\left(a_{r s}\right)$ and $B=\left(b_{r s}\right)$ are equal if and only if $a_{r s}=b_{r s}$ for every $r$ and $s$.

The operation of addition is defined by

$$
A+B=\left(a_{r s}+b_{r s}\right)
$$

Evidently the sets form an abelian group with respect to addition, since the same is true of the elements of the ring $\Re$. The identity set, whose elements are all 0 , will be denoted by $O$.

The operation of multiplication is defined by

$$
A B=\left(\sum_{i} a_{r i} b_{i s}\right),
$$

that is, by "row by column" multiplication of the sets. The product is evidently unique, and $O A=A O=O$ for every $A$.

Multiplication in $\mathfrak{M}$ is associative, since multiplication in $\mathfrak{R}$ is associative.

$$
\begin{aligned}
(A B) C & =\left(\Sigma_{i, j}\left(a_{r i} b_{i j}\right) c_{j s}\right) \\
& =\left(\Sigma_{i j} a_{r i}\left(b_{i j} c_{j s}\right)\right)=A(B C) .
\end{aligned}
$$

Multiplication in $\mathfrak{M}$ is distributive with respect to addition, for the same is true in $\Re$.

$$
\begin{aligned}
(A+B) C= & \left(\sum_{i}\left(a_{r i}+b_{r i}\right) c_{i s}\right) \\
& \left(\Sigma_{i}\left(a_{r i} c_{i s}+b_{r i} c_{i s}\right)\right)=A C+B C
\end{aligned}
$$

Similarly $C(A+B)=C A+C B$.
Theorem 3.1. The total matric algebra of order $n^{2}$ over a ring $\mathfrak{R}$ is itself a ring.

Nothing is gained in this connection by specializing $\Re$, for multiplication in $\mathfrak{M}$ remains usually non-commutative even when $\mathfrak{K}$ is a commutative ring, and the inverse as to multiplication of $A \neq O$ does not always exist even for a ring without divisors of zero. If, however, $\because \pi$ is a ring with the unit element 1 , then the matrix $I=\left(\delta_{r s}\right)$ (Kronecker's delta) is such that $A I=I A=A$ for every $A$, and $\mathfrak{M}$ is a ring with unit element $I$.

We define a matrix over $\Re$ to be a number of a total matric algebra over $\mathfrak{R}$.

Suppose $A=\left(a_{r s}\right), B=\left(b_{r s}\right), A B=C=\left(c_{r s}\right)$ to be $n$-rowed matrices. Let $A$ and $B$ be separated into blocks:

$$
A=\left|\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right|, \quad B=\left|\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right|, \quad C=\left\lvert\, \begin{array}{ll}
C_{11} & C_{12} \\
C_{21} & C_{22}
\end{array}\right.,
$$

where $A_{11}$ has $i$ rows and $j$ columns, $B_{11}$ has $j$ rows and $k$ columns, and $C_{11}$ has $i$ rows and $k$ columns. It is readily verified that

$$
C_{r s}=\Sigma_{i} A_{r i} B_{i s}, \quad(r, s, i=1,2)
$$

where the rectangular blocks $A_{i j}, B_{i j}$ are multiplied "row by column". This holds for all separations of the matrices into blocks, provided the rows of $B$ are separated in the same ways as the columns of $A$.

We shall use the word array to mean an ordered set of $k$ elements such that two arrays are equal if and only if each consists of the same number of elements and if corresponding elements are equal. If $k=m n$, the array can be arranged in the form of a rectangle. Under certain circumstances the sum or product of two arrays may have meaning, for instance when they are matrices or as in the last paragraph when they are blocks cut from matrices, but no such operations are implicit in the definition of array.

A matrix is an instance of an array of $n^{2}$ elements, but it is much more than that, for it is a member of a total matric algebra for which the operations of addition and multiplication are defined. The importance of the matric theory derives from the rules of combination of matrices, while the fact that they may be represented by square arrays is incidental.

Sir Thomas Muir recently remarked: "One of the first of such extensions of usage was entirely uncalled for, especially in England, namely to make it (the word matrix) take the place already satisfactorily occupied by the word array. How satisfactory this was will be readily seen on looking through textbooks of determinants like Scott's ${ }^{1}$. A capable historian... would certainly add further to his credit if in the course of his work he made manifest by precept and example an irreproachable mode of using in each other's company the terms array, determinant, matrix ${ }^{2}$."

Writers are far from agreed on a consistent terminology. The word "matrix" was first used by Sylvester ${ }^{3}$ to denote a rectangular array from which determinants can be formed. The concept of a matrix as a hypercomplex number is due in essence to Hamilton but more directly to Cayley". Châtelet, among others, uses "matrix" for a rectangular array and "tableau" for a member of a matric algebra ${ }^{5}$. But the essential point, to which ChÂTELET agrees, is to differentiate the concepts.

[^2]4. Diagonal and scalar matrices. A matrix of the type
\[

D=\left|$$
\begin{array}{ccccc}
k_{1} & 0 & 0 & \ldots & 0 \\
0 & k_{2} & 0 & \ldots & 0 \\
0 & 0 & k_{3} & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & . \\
0 & 0 & 0 & \ldots & k_{n}
\end{array}
$$\right|=\left[k_{1}, k_{2}, ···, k_{n}\right]
\]

is called diagonal. From the definitions of addition and multiplication of matrices it follows that

$$
\begin{aligned}
{\left[k_{1}, k_{2}, \ldots, k_{n}\right]+\left[l_{1}, l_{2}, \ldots, l_{n}\right] } & =\left[k_{1}+l_{1}, k_{2}+l_{2}, \cdots, k_{n}+l_{n}\right], \\
{\left[k_{1}, k_{2}, \ldots, k_{n}\right]\left[l_{1}, l_{2}, \ldots, l_{n}\right] } & =\left[k_{1} l_{1}, k_{2} l_{2}, \ldots, k_{n} l_{n}\right] .
\end{aligned}
$$

A diagonal matrix all of whose diagonal elements are equal is called scalar ${ }^{1}$.

If $S_{k}$ denotes $[k, k, \ldots, k]$, then $S_{k}+S_{l}=S_{k+l}, \quad S_{k} S_{l}=S_{k \neq l}$, $S_{0}=O$.

Thus
Theorem 4.1. The scalar matrices of $\mathfrak{M}$ constitute a subring of $\mathfrak{M}$ isomorphic with $\Re$.

It is customary to write $k$ for $S_{k}$ and $k A$ for $S_{k} A$. If $\Re$ is a ring with unit element 1, then $S_{1}=I$.

Theorem 4.2. If $\Re$ is a commutative ring with unit element, and if $A X=X A$ for every $X$ in $\mathfrak{M}$, then $A$ is scalar.

For if $x_{h k}$ in

$$
\sum a_{r i} x_{i s}=\sum x_{r i} a_{i s}
$$

is replaced by $\delta_{h p} \delta_{k q}$, there results
$\sum a_{r i} \delta_{i p} \delta_{s q}=\sum \delta_{r p} \delta_{i q} a_{i s}, \quad a_{r p} \delta_{s q}=\delta_{r p} a_{q s} . \quad(r, s, p, q=1,2, \ldots, n)$
For $q=s$ and $r \neq p$ this gives $a_{r p}=0$, while for $q=s$ and $r=p$ it gives $a_{r r}=a_{s s}$.
5. Transpose. Symmetric and skew matrices. The matrix $A^{\mathrm{T}}=\left(a_{s r}\right)$ obtained from $A=\left(a_{r s}\right)$ by changing rows to columns is called the transpose ${ }^{2}$ of $A$. A matrix $S$ such that $S^{\mathrm{T}}=S$ is called symmetric, a matrix $Q$ such that $Q^{\mathrm{T}}=-Q$ is called skerw ${ }^{3}$ (skew-symmetric, or alternating).

[^3]Theorem 5.1.

$$
(A+B+\cdots+K)^{\mathrm{T}}=A^{\mathrm{T}}+B^{\mathrm{T}}+\cdots+K^{\mathrm{T}}
$$

Theorem 5.2. If $\Re$ is a commutative ring $(A B \ldots K)^{\mathrm{T}}=K^{\mathrm{T}} \ldots B^{\mathrm{T}} A^{\mathrm{T}}$.
For $(A B)^{\mathrm{T}}=\left(\sum a_{r i} b_{i s}\right)^{\mathrm{T}}=\left(\sum b_{i r} a_{s i}\right)=B^{\mathrm{T}} A^{\mathrm{T}}$. The general theorem follows by induction ${ }^{1}$.

Theorem 5.3. If $\Re$ is a ring in which $2 x=a$ is solvable for every $a$, every matrix of $\mathfrak{M}$ over $\Re$ is uniquely expressible as a sum of a symmetric and a skew matrix ${ }^{2}$.

Assume $\quad A=S+Q, \quad S^{\mathrm{T}}=S, \quad Q^{\mathrm{T}}=-Q$.
Then $A^{\mathrm{T}}=S^{\mathrm{T}}+Q^{\mathrm{T}}=S-Q$ so that $S=\frac{A+A^{\mathrm{T}}}{2}, Q=\frac{A-A^{\mathrm{T}}}{2}$.
Conversely for every $A$ it is possible to form a symmetric matrix $S$ and a skew matrix $Q$ in the above manner.
6. Determinants. Let $\mathfrak{M}$ be an algebra of $n$-rowed matrices with elements in a field $\mathfrak{F}$. It is desirable to have associated with every matrix $A$ of $\mathfrak{M}$ a number $\theta(A)$ of $\mathfrak{F}$ which would serve the purpose of an absolute value. This end would be attained by finding a scalar function $\theta(A)$ of the elements $a_{r s}$ of a general matrix $A$ such that,

1. For every $A, \theta(A)$ is a non-constant rational integral function of the $a_{r s}$ of lowest degree such that
2. $\theta(A B)=\theta(A) \theta(B)$.

It follows directly from (2) by taking $B=I$ that $\theta(A)=\theta(A) \theta(I)$, and since $\theta(A)$ is not constant, $\theta(I)=1$. If $B=O$, (2) gives $\theta(O)$ $=\theta(A) \theta(O)$. Again because $\theta(A)$ is not constant, $\theta(O)=0$.

When $n=3$, for instance, let

$$
\begin{array}{cc}
V=\left\|\begin{array}{ccc}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right\|, & W(t)=\left\|\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & t \\
0 & 0 & 1
\end{array}\right\|, \quad T(t)=\left\|\begin{array}{ccc}
1 & 0 & 0 \\
0 & t & 0 \\
0 & 0 & 1
\end{array}\right\| . \\
V^{2}=I, & W(t) W(-t)=I, \quad T(t) T(1 / t)=I .
\end{array}
$$

Since $\theta(W(t)) \theta(W(-t))=1$, it follows that $\theta(W(t))$ is independent of $t$, otherwise the left member of the above equation would be of degree $>0$ in $t$. Hence $\theta(W(t))$ has for every value of $t$ the same value that it has for $t=0$, namely

$$
\theta(W(t))=1
$$

Consider

$$
\left\|\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right\|\left\|\begin{array}{lll}
t & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right\|\left\|\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right\|=\left\|\begin{array}{lll}
1 & 0 & 0 \\
0 & t & 0 \\
0 & 0 & 1
\end{array}\right\|
$$

[^4]or $V T_{1} V=T_{2}$. Since $\theta(V)= \pm 1, \theta\left(T_{1}\right)=\theta\left(T_{2}\right)$. Since $\theta(T(t)) \theta(T(1 / t))$ $=1$ and $\theta(T(t))$ is of the same degree $\lambda$ in $t$ that $\theta(T(1 / t))$ is in $1 / t$, it follows that $\theta(T(t))$ must be a monomial $a_{\lambda} t^{\lambda}$ in $t$. Since $\theta(T(1))=1$, $a_{\lambda}=1$. We now invoke the minimum principle (1) and assume that $\lambda=1$. This is justified by actually obtaining under this restriction a function satisfying the given requirements. Then
$$
\theta\left(T_{i}\right)=t .
$$

Consider

$$
\left|\begin{array}{rrr}
1 & 0 & 0 \\
-1 & 1 & 0 \\
0 & 0 & 1
\end{array}\right|\left|\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right|\left|\begin{array}{rrr}
1 & 0 & 0 \\
-1 & 1 & 0 \\
0 & 0 & 1
\end{array}\right|\left|\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right|\left|=\left|\begin{array}{rrr}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{array}\right|,\right.
$$ or $W_{1} W_{2} W_{1} V=T(-1)$. Hence

$$
\theta(V)=-1 .
$$

If $A$ is a general matrix, $\theta(T A)=t \theta(A)$ so that
$1^{\prime}$. The function $\theta(A)$ is a polynomial in the elements $a_{i j}$ which is homogeneous and linear in the elements of each row.

Since $\theta(V A)=-\theta(A)$, it follows that
$2^{\prime} . O(A)$ merely changes sign when two rows are permuted.
$3^{\prime}$. $\theta(I)=1^{1}$.
The three properties just stated were called by Weierstrass the characteristic properties of a determinant. By $1^{\prime}$.

$$
\theta(A) \underset{h_{2}, h_{2}, \ldots, h_{n}=1}{=} \sum_{h_{1} h_{2} \ldots h_{n}}^{n} a_{1 h_{1}} a_{\Sigma h_{2}} \ldots a_{n h_{n}} .
$$

Permute rows 1 and 2 and add, whence by $2^{\prime}$,

$$
\sum\left(\varepsilon_{h_{1} h_{2} \ldots h_{n}}+\varepsilon_{h_{2} h_{1} \ldots h_{n}}\right) a_{1 h_{1}} a_{2 h_{2}} \ldots a_{n h_{n}}=0
$$

Hence in general $\varepsilon_{h_{1} h_{2} \ldots h_{n}}$ is 0 if two subscripts coincide, while if the $h$ 's and $k$ 's are all distinct, $\varepsilon_{h_{1} h_{2} \ldots h_{n}}= \pm \varepsilon_{k_{1} k_{2} \ldots k_{n}}$ according as the substitution

$$
\left(\begin{array}{l}
h_{1} h_{2} \ldots h_{n} \\
k_{1} k_{2}
\end{array} \ldots . k_{n}\right)
$$

is even or odd. Since $\theta(I)=1$, it follows that $\varepsilon_{1,2, \ldots, n}=1$. Hence in general

$$
\begin{equation*}
\theta(A)=\sum \varepsilon_{h_{1} h_{2} \ldots h_{n}} a_{1 h_{1}} a_{2 h_{2}} \ldots a_{n h_{n}} \tag{6.1}
\end{equation*}
$$

where the summation is over all permutations $\left(h_{1}, h_{2}, \ldots, h_{n}\right)$ of $(1,2, \ldots, n)$, and $\varepsilon_{h_{1} h_{2}, \ldots h_{n}}$ is 1 or -1 according as the permutation is even or odd ${ }^{2}$.

[^5]That this function $\theta(A)$ satisfies the demands of Hensel will follow from Corollary (7.9).

It is possible to develop the entire theory of determinants from the characteristic properties of Weierstrass ${ }^{1}$.
7. Properties of determinants. As Cayley remarked, "the idea of matrix (or square array) precedes that of determinant" ${ }^{2}$. A determinant is a number associated in a precise way with an array of $n^{2}$ ordered numbers. This point of view seems to have been clear to CaUchy who gave the first systematic treatment of determinants, a treatment which can scarcely be improved upon today ${ }^{3}$. Unfortunately the word "determinant" is often used today to mean both an array and a number associated with that array. (Note the remarks of Muir in §3, and Bennett's criticism of Bôcher ${ }^{4}$. For a very clear statement of the ordinary determinant theorems from the present point of view, see Hasse, Höhere Algebra I, de Gruyter 1926.)

There is no room in the present tract for an extended treatment of determinant theory. A practically complete bibliography is given in Muir's "Theory of determinants in the historical order of development", 4 v., Macmillan 1906-23. The early history is attractively presented by Kronecker, "Vorlesungen über die Theorie der Determinanten", Teubner 1903, p. 1-9. An excellent reference book is G. Kowalewski's "Einführung in die Determinantentheorie", Leipzig 1909.

Let $A$ be a square array with elements in a field $\mathfrak{F}$ and let $d(A)$ or $|A|$ be its determinant. A few important theorems are listed for future reference.

Theorem 7.1. $d\left(A^{\mathrm{T}}\right)=d(A)$.
Theorem 7.2. If $B$ is obtained from $A$ by the interchange of two rows or of two columns, $d(B)=-d(A)$.

Theorem 7.3. If two rows or two columns of $A$ are identical, $d(A)=0$.
The usual proof of this result, namely in noting that the hypothesis gives $2 d(A)=0$ and hence $d(A)=0$, fails when $\mathfrak{F}$ has the characteristic 2. The proof can be modified to include this case ${ }^{5}$ or the result can be proved otherwise.

Theorem 7.4. If $B$ is obtained from $A$ by multiplying any row or any column of $A$ by $k$, then $d(B)=k d(A)$.

Theorem 7.5. If $A$ is a square array each element of whose kth row is a sum

$$
d_{k s 1}+d_{k s 2}+\cdots+d_{k s m} \quad(s=1,2, \ldots, n)
$$

[^6]then
$$
d(A)=d\left(A_{1}\right)+d\left(A_{2}\right)+\cdots+d\left(A_{m}\right)
$$
where $A_{h}$ is the array obtained by replacing the elements of the $k$ th row by $d_{k 1 h}, d_{k 2 h}, \ldots, d_{k n h}$. Similarly for columns.

Theorem 7.6. If $B$ is obtained from $A$ by adding to any row (or column) a linear combination of the other rows (columns), then $d(B)=d(A)$.

If $A$ is a square array of $n$ rows,

$$
A_{s_{1} \ldots s_{k}}^{r_{1} \ldots r_{k}}=\left|\begin{array}{cccc}
a_{r_{1} s_{1}} & a_{r_{1} s_{2}} & \ldots & a_{r_{1} s_{k}} \\
a_{r_{2} s_{1}} & a_{r_{2} s_{2}} & \ldots & a_{r_{2} s_{k}} \\
\cdots & \cdots & \cdots & \ldots \\
a_{r_{k} s_{1}} & a_{r_{k} s_{2}} & \ldots & a_{r_{k} s k}
\end{array}\right|
$$

is called an $r$-rowed minor array of $A . A_{r_{1} \ldots r_{k}}^{r_{1} \ldots r_{k}}$ is a principal minor array.
Theorem 7.7.

$$
d(A)=\sum \pm d\left(A_{i_{1} \ldots i_{k}}^{r_{1} \ldots r_{k}}\right) d\left(A_{i_{k+1} \ldots i_{n}}^{r_{k+1} \ldots},\right.
$$

where the summation is over the $\binom{n}{k}$ ways of selecting the $k$ numbers $i_{1}, \ldots, i_{k}$ from among the numbers 1,..., n without regard to order, and the sign is + or - according as the substitution

$$
\left(\begin{array}{lll}
1, & 2, & \ldots, k, k+1, \ldots, n \\
r_{1}, & r_{2}, \ldots, r_{k}, r_{k+1}, & \ldots, r_{n}
\end{array}\right)
$$

is even or odd ${ }^{1}$.
In particular $d\left(A_{s}^{r}\right)=a_{r s}$. Let $A_{r s}$ denote $\pm d\left(A_{1}^{1}, \ldots, r-1, r+1, \ldots, n, s+1, \ldots, n\right)$, the sign being + or - according as

$$
\binom{r, 1, \ldots, r-1, r+1, \ldots, n}{s, 1, \ldots, s-1, s+1, \ldots, n}
$$

is even or odd. Call $A_{r s}$ the cofactor of $a_{r s}$ in $A$.
Theorem 7.8.

$$
\sum_{i=1}^{n} a_{p i} A_{q i}=\sum_{i=1}^{n} a_{i p} A_{i q}=\delta_{p q} d(A)
$$

where $\delta_{p q}$ is Kronecker's delta.
Theorem 7.9. Let $A$ and $B$ be n-rowed matrices with elements in a field $\mathfrak{F}$. Let $M_{l_{1} \ldots l_{m}}^{k_{1} \ldots k_{m}}$ be an m-rowed minor matrix of the product $A B$. Then

$$
d\left(M_{l_{1} \ldots l_{m}}^{k_{1} \ldots k_{m}}\right)=\sum d\left(A_{i_{1} \ldots i_{m}}^{k_{1} \ldots k_{m}}\right) d\left(B_{l_{1} \ldots l_{m}}^{i_{1} \ldots i_{m}},\right.
$$

where the summation is over all $\binom{n}{m}$ selections of $i_{1}, \ldots, i_{m}$ from $1, \ldots, n$ without regard to order ${ }^{2}$.

Corollary 7.9. $d(A B)=d(A) d(B)$.

[^7]8. Rank and nullity. If $A$ is an $m \cdot n$ array with elements in a field $\mathfrak{F}$, the rank $\varrho$ of $A$ is the order of a minor square array of $A$ of maximum order whose determinant is not zero ${ }^{1}$. If $A$ is square of order $n$, then $n-\varrho$ is called the nullity of $A .{ }^{2}$

Theorem 8.1. If $A$ is a square array of order $n$, with elements in a field $\mathfrak{F}$, of nullity $x$ and rank $\varrho=n-\varkappa$, there exist exactly $x$ linearly independent linear relations among the rows (columns) of $A$, and conversely.

Rearrange the columns of $A$ so that the first $r$ are linearly independent while each remaining column is linearly dependent upon these. Call the resulting matrix $B$. Then evidently $\varrho(A)=\varrho(B)$. There are exactly $n-r$ independent relations

$$
\begin{aligned}
k_{h 1} b_{k 1}+k_{h 2} b_{k 2} & +\cdots+k_{h \varrho} b_{k \varrho}=b_{k h} \\
& (k=1,2, \ldots, n ; h=r+1, \ldots, n)
\end{aligned}
$$

among the columns of $B$. By Theorems 7.5 and 7.4 every $(r+1)$ rowed minor of $A$ has a determinant which can be written as a linear combination of determinants each having at least two equal columns, and hence vanishes. Thus $\varrho \leqq r$.

Now suppose that

$$
\left|\begin{array}{ccc}
b_{11} & \ldots & b_{1 \varrho} \\
\cdots & \cdots & \cdots \\
b_{\varrho 1} & \ldots & b_{\varrho \varrho}
\end{array}\right| \neq 0 \quad\left|\begin{array}{cccc}
b_{11} & \ldots & b_{1 \varrho} & b_{1 h} \\
\cdots & \cdots & \cdots & \cdots \\
b_{\varrho 1} & \cdots & b_{\varrho \varrho} & b_{\varrho h} \\
b_{k 1} & \ldots & b_{k \varrho} & b_{k h}
\end{array}\right|=0
$$

for every $h$ and $k$. By Theorem 7.8

$$
b_{p 1} B_{k 1}^{(h)}+b_{p 2} B_{k 2}^{(h)}+\cdots+b_{p \varrho} B_{k \varrho}^{(h)}+b_{p h} B_{k h}^{(h)}=0
$$

for every $p$ and $k$. But the cofactors $B_{k i}^{(h)}$ are independent of $k$, so there is a relation

$$
b_{p 1} C_{1 h}+b_{p 2} C_{2 h}+\cdots+b_{p \varrho} C_{\varrho h}+b_{p h} C_{h h}=0
$$

for every $p$ and $h$. Moreover for $h>\varrho, C_{h h} \neq 0$ since $B$ is of rank $\varrho$. Thus the number $n-r$ of linearly independent linear relations among the columns of $B$ is at least $n-\varrho$, so $r \leqq \varrho$. Hence $\varrho=r, n-r=\varkappa$.

Corollary 8.2. If $B C=O, \varrho(B)+\varrho(C) \leqq n$. For every $B$ there exists a $C$ such that $\varrho(B)+\varrho(C)=n$.

A solution $X$ of the equation $A X=O$ of rank $n-\varrho(A)$ is called a complete solution. Denote by $(x)$ the vector or one-column array $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. Then $(y)=A(x)$ can be written for

$$
\Sigma_{j} a_{i j} x_{j}=y_{i} . \quad(i, j=1,2, \ldots, n)
$$

[^8]If $B$ is a complete solution of the equation $A B=O$, and if $(x)$ is an arbitrary vector, then $(y)=B(x)$ is the most general solution of the equation $A(y)=0$.

Lemna 8.3. If the vector $(z)$ ranges over the solutions of the equation $A B(z)=0$, then $B(z)$ represents exactly $\varrho(B)-\varrho(A B)$ linearly independent vectors.

For among the $\tau=n-\varrho(A B)$ independent solutions of the equation $A B(z)=0$ belong the $\sigma=n-\varrho(B)$ solutions $\left(z^{\prime}\right),\left(z^{\prime \prime}\right), \ldots,\left(z^{(\sigma)}\right)$ of the equation $B(z)=0$. If these are extended by the solutions $\left(z^{(\sigma+1)}\right), \ldots,\left(z^{(\tau)}\right)$ to a complete system of $\tau$ solutions, the $\tau-\sigma=\varrho(B)-\varrho(A B)$ vectors $B\left(z^{(\sigma+1)}\right), \ldots, B\left(z^{(\tau)}\right)$ are independent. For a relation

$$
C_{\sigma+1} B\left(z^{(\sigma+1)}\right)+\cdots+C_{\tau} B\left(z^{(\tau)}\right)=B\left(C_{\sigma+1}\left(z^{(\sigma+1)}\right)+\cdots+C_{\tau}\left(z^{(\tau)}\right)\right)=0
$$

would imply

$$
C_{\sigma+1}\left(z^{(\sigma+1)}\right)+\cdots+C_{\tau}\left(z^{(\tau)}\right)=C_{1}\left(z^{\prime}\right)+\cdots+C_{\sigma}\left(z^{(\sigma)}\right)
$$

and hence $C_{1}=\cdots=C_{r}=O$.
Theorem 8.3. If $A, B, C$ are three matrices of order $n$ with elements in $\mathfrak{F}$,

$$
\varrho(A B)+\varrho(B C) \leqq \varrho(B)+\varrho(A B C)
$$

In the lemma replace $B$ by $B C$. Then $\lambda=\varrho(B C)-\varrho(A B C)$ is the number of vectors $\left(y^{\prime}\right),\left(y^{\prime \prime}\right), \ldots$ for which $A B C(y)=0$ and the vectors $B C\left(y^{\prime}\right), B C\left(y^{\prime \prime}\right), \ldots$ are independent. Then $\left(z^{\prime}\right)=C\left(y^{\prime}\right)$, $\left(z^{\prime \prime}\right)=C\left(y^{\prime \prime}\right), \ldots$ satisfy the equation $A B(z)=0$, and the vectors $B\left(z^{\prime}\right)=B C\left(y^{\prime}\right), B\left(z^{\prime \prime}\right)=B C\left(y^{\prime \prime}\right), \ldots$ are independent. But since there are not more than $\varrho(B)-\varrho(A B)$ such vectors ${ }^{1}\left(z^{\prime}\right),\left(z^{\prime \prime}\right), \ldots$,

$$
\lambda \leqq \varrho(B)-\varrho(A B)
$$

Corollary 8.3. The nullity of the product of two matrices is at least as great as the nullity of either factor, and at most as great as the sum of the nullities of the factors ${ }^{2}$.

For when $C=O$, Frobenius' theorem gives $\varrho(A B) \leqq \varrho(B)$; when $A=O$ it gives $\varrho(B C) \leqq \varrho(B)$; and when $B=I$, it gives

$$
\varrho(A)+\varrho(C) \leqq n+\varrho(A C) .
$$

If $A$ is an $n$-rowed square matrix with elements in a domain of integrity $\mathfrak{D}$ containing the field $\mathfrak{F}$ as a sub-variety, the column-nullity of $A$ with respect to $\mathfrak{F}$ is the number of linearly independent linear relations among the columns of $A$ with coefficients in $\mathfrak{F}$. The columnnullity may not equal the row-nullity ${ }^{3}$.

[^9]Theorem 8.4. If $A$ is a matrix of rank $\varrho$, and $d\left(A_{j_{1} \ldots j_{\rho}}^{i_{1} \ldots i_{\rho}}\right)$ is denoted by $b_{i j}\left(i, j=1,2, \ldots, m ; m=\binom{n}{\varrho}\right)$, then the $m$-rowed square matrix $B=\left(b_{r s}\right)$ is of rank 1. ${ }^{1}$

Suppose the rows and columns of $A$ arranged so that $b_{11} \neq 0$. The last $n-\varrho$ rows are linear combinations of the first $\varrho$ rows, so if suitable linear combinations of the first $\varrho$ rows are added to each of the last $n-\varrho$ rows, these latter may be made to consist exclusively of 0 's. This process does not alter the rank of $A$ or the rank of $B$. Now $b_{r s}=0$ except when $r=1$, so the ratio

$$
b_{i 1}: b_{i 2}: \cdots: b_{i m}
$$

is independent of $i$. In other words,

$$
b_{r s}=k_{r} b_{i s}, \quad b_{11} \neq 0
$$

Theorem 8.5. In a symmetric matrix of rank @ there is at least one nonsingular principal minor of order $\varrho .{ }^{2}$

Suppose $A$ symmetric of rank $\varrho$. By Theorem 8.4 set

$$
b_{i j}=m_{i} p_{j}=b_{j i}=m_{j} p_{i}, \quad(i=1,2, \ldots, m)
$$

where some $p_{i}$, say $p_{k}$, is not 0 . Set $b_{k k} / p_{k}^{2}=m$. Then $b_{i j}=m p_{i} p_{j}$. If $m$ were $0, A$ would be of rank $<\varrho$. Hence $b_{k k} \neq 0$.

Theorem 8.6. The rank of a skew matrix is even ${ }^{3}$.
Suppose $A$ of odd rank $\varrho$ and $b_{r s}=-b_{s r}$. Set

$$
b_{i j}=m_{i} p_{j}, \quad b_{j i}=m_{j} p_{i}=-m_{i} p_{j}, \quad p_{k} \neq 0
$$

For $m=-b_{k k} / P_{k}{ }^{2}$ this implies

$$
b_{i j}=m p_{i} p_{j}=-m p_{j} p_{i}
$$

Hence every $b_{i j}=0$, contrary to the assumption that the rank of $A$ was $\varrho{ }^{4}$
9. Identities among minors. Theorem 9.1. Among the minors of order $m$ of a symmetric matrix $A$ of order $n$ there exists the relation ${ }^{5}$

$$
\left|a_{r s}\right|=\Sigma_{h}\left|a_{i k}\right|
$$

$r=1,2, \ldots, m ; s=m+1, m+2, \ldots, 2 m ; h=m+1, \ldots, 2 m$;
$i=1,2, \ldots, m-1, h ; k=m+1, \ldots, h-1, m, h+1, \ldots, 2 m$.
Let $A$ have independent elements. Let $\left|a_{r s}\right|=a$. The operation

$$
\sum_{j=m}^{2 m} a_{h j} \frac{\partial}{\partial a_{m j}}\left[\sum_{l=1}^{m} a_{l m} \frac{\partial a}{\partial a_{l h}}\right]
$$

${ }^{1}$ Kowalewski: Einführung in die Determinantentheorie, p. 124.
${ }^{2}$ Kronecker: J. reine angew. Math. Vol. 72 (1870) pp. 152-175.
${ }^{3}$ Jacobi: J. reine angew. Math. Vol. 2 (1827) pp. 347-357.
${ }^{4}$ The last three proofs are by G. A. Bliss: Ann. of Math. II Vol. 16 (1914) pp. 43-44.

5 Kronecker: S.-B. preuß. Akad. Wiss. 1882 II pp. $821-844$ - Werke Vol. II pp. 389-397.
first replaces the elements of column $h$ by elements with the same first subscript but with the second subscript $m$, and then replaces the elements of the last row of the new determinant by elements with the same second subscript but with the first subscript $h$. Consequently

$$
\sum_{h=m+1}^{2 m} \sum_{j=m}^{2 m} a_{h j} \frac{\partial}{\partial a_{m j}} \sum_{l=1}^{m} a_{l m} \frac{\partial a}{\partial a_{l h}}=\sum_{h}\left|a_{i k}\right|
$$

The left member is equal to

$$
\sum_{h=m+1}^{2 m} \sum_{j=m+1}^{2 m} a_{h j}\left[\sum_{l=1}^{m} a_{l m} \frac{\partial^{2} a}{\partial a_{m j} \partial a_{l h}}\right]+\sum_{h=m+1}^{2 m} a_{h m} \frac{\partial a}{\partial a_{m h}} .
$$

Since $\frac{\partial a}{\partial a_{m m}}=0, j \neq m$ in the second summation. For $h=j, \frac{\partial^{2} a}{\partial a_{m j} \partial a_{l h}}=0$. Now consider $A$ to be symmetric. The coefficient of $a_{h j}, h \neq j$, is

$$
\sum_{l=1}^{m} a_{l m}\left(\frac{\partial^{2} a}{\partial a_{m j} \partial a_{l h}}+\frac{\partial^{2} a}{\partial a_{m h} \partial a_{l j}}\right)
$$

Since the interchange of columns $h$ and $j$ does not alter this expression, it vanishes. Hence the entire left member reduces to ${ }^{1}$

$$
\sum_{h=m+1}^{2 m} a_{m h} \frac{\partial a}{\partial a_{m h}}=a
$$

A formal proof of Kronecker's identities was given by L. SchenDel $^{2}$. H. S. White ${ }^{3}$ proved them from known identities in algebraic invariant theory. R. Mehmee ${ }^{4}$ stated that they are implied in Grassmann's "Linealen Ausdehnungslehre" 1862, p. 131.
C. RUnGE ${ }^{5}$ proved that all linear relations among the minors of a symmetric matrix are linearly dependent upon those of Kronecker, and found linearly independent systems. He also proved that no such relations exist for skew matrices. His results are significant in connection with the generalizations of Kronecker's identities by Muir ${ }^{6}$, and Helen Barton ${ }^{7}$.

Metzler ${ }^{8}$ gave some complicated identities among the minors of a matrix which include Kronecker's in the symmetric case. A very complete account of the identities among the minors of a matrix was recently given by R. A. Beaver ${ }^{9}$.

[^10]MacMahon ${ }^{1}$, and Muir ${ }^{2}$ showed that there are just $n^{2}-n+1$ independent principal minors of a matrix. Stouffer ${ }^{3}$ showed that $\left(A_{i}\right)$, $\left(A_{i j}\right),\left(A_{1 i j}\right)$ constitute such a system, the subscripts indicating deleted rows and columns. Stouffer ${ }^{4}$ gave a method for expressing the determinant of a matrix of any order in terms of not more than 14 of its principal minors of lower order, and later ${ }^{5}$ showed that the determinant of a matrix of order $n$ is a function of four minors of order $n-1$ and one of order $n-2$. A general theorem on the expression of a determinant in terms of its subdeterminants was proved by W. W. Flexner.
10. Reducibility. Theorem 10.1. If $A$ is either a general matrix or a general symmetric matrix, there is no identity

$$
d(A)=f\left(a_{i j}\right) g\left(a_{i j}\right)
$$

where $f$ and $g$ are polynomials in the elements of $A$ neither of which is a constant.

Suppose the elements of $A$ independent and $d(A) \equiv f \cdot g$. Since $d(A)$ is linear in every element, if $a_{11}$ occurs in $f$ it does not occur in $g$. No term of $d(A)$ contains $a_{11} a_{r 1}$, hence $g$ is of degree 0 in every $a_{r 1}$. Since no term of $d(A)$ contains $a_{r s} a_{r 1}, g$ is of degree 0 in every $a_{r s}$ and is therefore constant. Only a slight modification is required to extend the proof to the general symmetric matrix ${ }^{7}$.

This is a special case of the theorem that the determinant of an irreducible group matrix is an irreducible function of the variables ${ }^{8}$.

Theorem 10.2. The determinant of the general skew matrix of even order is the square of a rational function of its elements.

The theorem is obvious for $n=2$, and the proof follows by induction. $A_{1}^{1, \ldots, n-1}$ is skew of odd order and hence its rank is $n-2$ at most. (Theorem 8.6.) Let $A_{i j}^{(n)}$ be the cofactor of $a_{i j}$ in $A_{1, \ldots, n-1}^{1, \ldots, n-1}$. As in the proof of Theorem 8.5,

$$
A_{i j}^{(n)}=m p_{i} p_{j}
$$

where $p_{i}$ is a rational function of the elements of $A$. By assumption $A_{i i}^{(n)}$ is the square of a rational function of the $a_{i j}$, so the same must be true of $m$, which may be taken as 1. By the Laplace development

$$
d(A)=\Sigma_{i, j} A_{i j}^{(n)} a_{i n} a_{j n}=\left(\Sigma_{i} p_{i} a_{i n}\right)^{2}
$$

The following more general theorem was proved by E. Zylinski ${ }^{9}$. Let $\bar{A}$ be a matrix obtained from $A=\left(a_{r s}\right)$ by replacing a certain

[^11]number of elements by 0 . Let $A^{*}$ be a matrix obtained from $A$ by replacing by 0's those of the elements which do not actually figure in the development of $d(\bar{A})$. A necessary and sufficient condition for the irreducibility of $d\left(A^{*}\right)$ is as follows: Starting from one element $a_{r s}$ of $A^{*}$, one can reach each of the other elements (not 0 ) by a closed polygon each side of which is limited by two elements $a_{r s}$ belonging to the same row or to the same column of $A^{*}$.
L. Gegenbauer ${ }^{1}$ proved that if the rows of a matrix are cyclic permutations of the first, in the field of the roots of unity the determinant is a product of linear factors. W. Burnside ${ }^{2}$ generalized this to the case where the successive rows proceed from the first by the permutations of an abelian group of order $n$.

Frobenius ${ }^{3}$ proved that if the elements of the matrix $X$ are independent variables, and those of the matrix $Y$ linear functions of these variables, and if $d(X)=c d(Y), c \neq 0$, then either $Y=A X B$ or $Y=A X^{\mathrm{T}} B$ where $A$ and $B$ are constant matrices. For $n>1$ only one of these relations can hold; $A$ and $B$ are unique up to scalar factors.
I. Schur ${ }^{4}$ generalized the above theorem as follows: Let $X$ be an array of $m$ rows and $n$ columns whose $m n$ elements are independent variables. Let $Y$ be an array of the same type whose $m n$ elements $y_{r s}$ are linear homogeneous functions of the elements $x_{r s}$ of $X$. If for a fixed $r, 2 \leqq r \leqq m, 2 \leqq r \leqq n$, it is known that the $N=\binom{m}{r}\binom{n}{r}$ minors of order $r$ of $Y$ are linearly independent linear homogeneous functions of the $N$ minors of $X$, then for $m \neq n$ the array $Y$ is of the form $A X B$ where $A$ and $B$ are non-singular constant square arrays of orders $m$ and $n$ respectively. If $m=n$, either $Y=A X B$ or $Y=A X^{\mathrm{T}} B$.
11. Arrays and determinants of higher dimension. The notion of extending the theory of determinants to cubic arrays and arrays of $n$ dimensions has occurred to many writers, beginning with Cayley ${ }^{5}$. L. Gegenbauer, M. Lecat and L. H. Rice, among others, have written extensively in that field. Lecat ${ }^{6}$ gave a chronological list of 50 papers, and in 1926 brought the list up to date ${ }^{7}$. An excellent exposition was recently given by RIce ${ }^{8}$. The subject seems to lie much closer to tensor

[^12]analysis than to the theory of matrices, as was clearly shown by C. M. Cramlet ${ }^{1}$.

A matrix is often considered as a linear vector function. J. D. BARTER ${ }^{2}$ investigated homogeneous vector functions of degree $p$. He states that no analogue for characteristic root exists for the generalized matrix.

No success has as yet been attained in extending to higher dimensions the concept of matrix in the sense of hypercomplex number in which it is used in this book. Since every associative system can be represented in terms of two-dimensional matrices, this lack of success is not surprising. But $n$-dimensional arrays have received some attention in connection with multilinear forms and tensor analysis. Their importance lies in the various generalizations of rank which can be applied to them ${ }^{3}$.
12. Matrices in non-commutative systems. Determinants of matrices whose elements are quaternions were discussed by Hamilton ${ }^{4}$. J.M. Pierce ${ }^{5}$ defined a determinant of a matrix of quaternions by writing the elements of each term in the order of their column indices. J. Brill ${ }^{6}$ represented biquaternions and triquaternions as matrices with quaternion elements. E. Study ${ }^{7}$ gave a brief discussion of matrices of quaternions.

Matrices whose elements belong to a division algebra or non-commutative field attain considerable importance from the theorem of J. H. M. Wedderburn ${ }^{8}$ that every simple algebra can be represented as a total matric algebra whose elements belong to a division algebra ${ }^{9}$.

Determinants of matrices over a division algebra in connection with the solution of systems of linear equations were considered by A. R. Richardson ${ }^{10}$, A. Heyting ${ }^{11}$, and O. Ore ${ }^{12}$. The latter defines the right-hand determinant by

$$
\mid a_{r s} \|=a_{11} A_{1}^{(1)}+a_{21} A_{1}^{(2)}+\cdots+a_{n 1} A_{1}^{(n)}
$$

where the $A_{1}{ }^{(j)}$ are a set of solutions of the homogeneous left-hand system

$$
\sum_{i=1}^{n} a_{i j} A_{\mathbf{1}}^{(j)}=0 . \quad(j=2, \ldots, n)
$$

${ }^{1}$ Cramlet, C. M.: Amer. J. Math. Vol. 49 (1927) pp. 89-96.
2 Barter, J. D.: Univ. California Publ. Math. Vol. 1 (1920) pp. 321-343.
${ }^{3}$ Hitcнсоск, F. L.: J. Math. Physics, Massachusetts Inst. Technol. Vol. 7 (1927) pp. 39-85. - Rice, L. H.: Ibid. 1928 pp. 93-96.

4 Hamilton: Elements of quaternions (Appendix). London 1889.
5 Pierce, J. M.: Bull. Amer. Math. Soc. II Vol. 5 (1899) pp. 335-337.
${ }^{6}$ Brill, J.: Proc. London Math. Soc. II Vol. 4 (1906) pp. 124-130.
7 Study, E.: Acta math. Vol. 42 (1920) pp. 1-61.
8 Wedderburn, J. H. M.: Proc. London Math. Soc. II Vol. 6 (1908) p. 99.
9 See Dickson: Algebren und ihre Zahlentheorie, p. 120. Zürich 1927.
10 Richardson, A. R.: Mess. Math. Vol. 55 (1926) pp. 145-152 - Proc. London Math. Soc. II Vol. 28 (1928) pp. 395-420.

11 Heyting, A.: Math. Ann. Vol. 98 (1927) pp. 465-490.
12 Ore, O.: Ann. of Math. II Vol. 32 (1931) pp. 463-477.

Two matrices are said to be right-equivalent if their right determinants vanish together. Two matrices $A$ and $B$ are right-equivalent if they differ by the interchange of two rows or of two columns; or if $A$ is obtained from $B$ by multiplying the elements of a column on the left, or the elements of a row on the right, with $k \neq 0$; or if $A$ is obtained from $B$ by adding one row to another row or one column to another column.

## II. The characteristic equation.

13. The minimum equation. If $A$ is a matrix of order $n$ over a field $\mathfrak{F}$, the matrices $I, A, A^{2}, \ldots, A^{n^{2}}$ constitute $n^{2}+1$ sets of $n^{2}$ numbers each, and hence are linearly dependent in $\mathfrak{F}$. Thus $A$ satisfies some equation

$$
m(\lambda)=\lambda^{\mu}+m_{1} \lambda^{\mu-1}+\cdots+m_{\mu}=0
$$

with coefficients in $\mathfrak{F}$ of minimum degree $\mu$. We shall call $\mu$ the index of $A$. The index of a scalar matrix is 1. Every matrix except $O$ has an index.

Theorem 13.1. If $f(A)=O, m(\lambda) \mid f(\lambda) .{ }^{1}$
Write $f(\lambda)=q(\lambda) m(\lambda)+r(\lambda)$ where $r(\lambda)=0$ or else $r(\lambda)$ is of degree $<\mu$. Since $f(A)=m(A)=O, r(A)=O$. Since $\mu$ was minimal, $r(\lambda)=0$.

Corollary 13.1. The minimum equation $m(\lambda)=0$ is unique.
The constant term of the minimum equation will be called the norm of $A$, written $n(A)$.
14. The characteristic equation. The matrix obtained from $A=\left(a_{r s}\right)$ by replacing every $a_{r s}$ by the cofactor $A_{s r}$ of $a_{s r}$ is called the adjoint of $A$, written

$$
A^{\mathrm{A}}=\left(A_{s r}\right)
$$

If $d(A) \neq 0$, the matrix $A^{\mathrm{A}} / d(A)$ is called the inverse of $A$, written $A^{\mathrm{I}}$ or $A^{-1}$. By Theorem 7.8,

Theorem 14.1

$$
\begin{aligned}
& A^{\mathrm{A}} A=A A^{\mathrm{A}} \\
&=I d(A) \\
& A^{\mathrm{I}} A=A A^{\mathrm{I}}
\end{aligned}=I .
$$

Theorem 14.2. If $A$ satisfies an equation

$$
p(\lambda)=C_{0} \lambda^{k}+C_{1} \lambda^{k-1}+\cdots+C_{k}=0
$$

$A$ and the $C$ 's being $n$-th order matrices with elements in a field $\mathfrak{F}$, then $A$ satisfies the equation $d p(\lambda)=0$ whose coefficients are in $\mathfrak{F}$.

Evidently $p(\lambda)$ can be considered as an $n$-th order matrix whose elements are polynomials in $\lambda$ of degree $\leqq k$. Its adjoint

$$
p^{\mathrm{A}}(\lambda)=D_{0} \lambda^{k(n-1)}+D_{1} \lambda^{k(n-1)-1}+\cdots+D_{k(n-1)}
$$

[^13]has polynomial elements of degree $\leqq k(n-1)$. Then
$$
d p(\lambda)=p_{0} \lambda^{k n}+p_{1} \lambda^{k n-1}+\cdots+p_{k n}
$$
has coefficients in $\mathfrak{F}$. Since
\[

$$
\begin{aligned}
& p^{\mathrm{A}}(\lambda) \cdot p(\lambda)=d p(\lambda) I, \\
& \sum_{i=0}^{k(n-1)} D_{k(n-1)-i} \lambda^{i} \sum_{j=0}^{k} C_{k-j} \lambda^{j}=\sum_{h=0}^{k n} p_{k n-h} \lambda^{h} I, \\
& \sum_{i=0}^{k(n-1)} D_{k(n-1)-i} \sum_{j=0}^{k} C_{k-j} \lambda^{i+j}=\sum_{h=0}^{k n} p_{k n-h} \lambda^{h} I .
\end{aligned}
$$
\]

This holds for $\lambda$ indeterminate. By equating coefficients of the powers of $\lambda, k n+1$ equations are obtained. If the $h$-th equation is multiplied on the right by $A^{h}$ and the results added, the sum may be written

$$
\sum_{h=0}^{k n} p_{k n-h} A^{h} \stackrel{k(n-1)}{=} \sum_{i=0} D_{k(n-1)-i}\left[\sum_{j=0}^{k} C_{k-j} A^{j}\right] A^{i}=O
$$

or $d p(A)=0$.
This is a special case of a theorem of H. B. Phillips ${ }^{1}$ who proved that if $A_{1}, \ldots, A_{k}$ are $n$-th order matrices, and $B_{1}, \ldots, B_{k}$ are matrices commutative in pairs such that

$$
A_{1} B_{1}+\cdots+A_{k} B_{k}=O,
$$

and if $p\left(\beta_{1}, \ldots, \beta_{k}\right)=d\left(A_{1} \beta_{1}+\cdots+A_{k} \beta_{k}\right)$ where $\beta_{1}, \ldots, \beta_{k}$ are indeterminates of $\mathfrak{F}$, then

$$
p\left(B_{1}, \ldots, B_{k}\right)=O .
$$

The proof which we have given is similar to Frobenius' ${ }^{2}$ proof for the linear case. Frobenius attributes the idea to $\mathrm{PaSCh}^{3}$.

Corollary 14.21. Every matrix satisfies its characteristic equation $d(\lambda I-A)=0$.

This is the famous Hamilton-Cayley theorem, established for quaternions by W. R. Hamilton ${ }^{4}$, and proved for $n=2,3$ by A. CayLEY ${ }^{5}$ who stated the theorem in the general case with the comment that it was not necessary to undertake its proof. Many proofs, more or less satisfactory, have been given ${ }^{6}$. A. R. Forsyth ${ }^{7}$ applied difference equations to the proof. A. Buchheim made the proof essentially in the manner of Frobenius ${ }^{8}$, stating that it was taken in concept from Tait's Quaternions, p. 81.

[^14]In connection with Theorem 14.2, it should be noted that BuchHEIm $^{1}$ stated that the roots of the equation $|\lambda I-A|=0$ are roots of $|p(\lambda)|=0$.

Corollary 14.22. The index $\mu$ of $A$ is $\leqq n$.
The name characteristic equation of $A$ for the equation $|\lambda I-A|=0$ is due to Cauchy ${ }^{2}$. The left member is called the characteristic function of $A$.

Theorem 14.3. If

$$
f(\lambda)=\lambda^{n}-t_{1} \lambda^{n-1}+t_{2} \lambda^{n-2}-\cdots \pm t_{n}=0
$$

is the characteristic equation of $A$, then $t_{i}$ is the sum of all the principal $i$-rowed minors of $A$.

For the coefficient of $\lambda^{n-i}$ in $|\lambda I-A|=0$ is the sum of the determinants of all minors obtained by suppressing $n-i$ rows of $-A$ and the corresponding columns.

The first coefficient $t_{1}=t(A)=a_{11}+\cdots+a_{n n}$ is called the trace of $A$. It is a scalar function of $A$ second only in importance to $\pm t_{n}=d(A)$.

Theorem 14.4. Every equation of degree $n$ with coefficients in $\mathfrak{F}$ is the characteristic equation of some matrix of order $n$ with elements in $\mathfrak{F}$.

Let the given equation be

$$
f(\lambda)=\lambda^{n}+b_{1} \lambda^{n-1}+\cdots+b_{n}=0
$$

The matrix

$$
\left.B=\| \begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\cdots & \cdots & \ldots & \cdots & \cdots
\end{array}\right) \cdot .
$$

has $f(\lambda)=0$ as its characteristic equation. For if in the matrix $\lambda I-B$ one multiplies the last column by $\lambda$ and adds to the $(n-1)$-th, multiplies the $(n-1)$-th column of the new matrix by $\lambda$ and adds to the $(n-2)$-th and so on, there results

$$
\left|\begin{array}{rrrr}
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
\cdots & \cdots & \cdots & \cdot \\
f(\lambda) & * & * & *
\end{array}\right| .
$$

By the Laplace development, the determinant of this matrix is seen to be $\pm f(\lambda) .{ }^{3}$

[^15]A. Loewy ${ }^{1}$ called $B$ (or its negative) a "Begleitmatrix". We shall take the liberty of calling it the companion matrix of the equation $f(\lambda)=0$.

If $f(\lambda)$ is completely reducible in $\mathfrak{F}$, say

$$
f(\lambda)=\left(\lambda-\lambda_{1}\right)^{l_{1}} \ldots\left(\lambda-\lambda_{k}\right)^{l_{k}},
$$

where the $\lambda_{i}$ are distinct, let

$$
J=\left\|\begin{array}{llll}
J_{1} & 0 & \ldots & 0 \\
0 & J_{2} & \ldots & 0 \\
\cdots & \cdots & \cdots & \cdot \\
0 & 0 & \ldots & J_{k}
\end{array}\right\|
$$

where

$$
J_{i}=\left\|\begin{array}{ccccc}
\lambda_{i} & 1 & 0 & \ldots & 0 \\
0 & \lambda_{i} & 1 & \ldots & 0 \\
\ldots & \ldots & . & . & . \\
0 & 0 & 0 & \ldots & \lambda_{i}
\end{array}\right\|
$$

is of order $l_{i}$. It is evident that $d(\lambda I-J)=f(\lambda)$. This matrix $J$ will be called a Jordan matrix ${ }^{2}$.
15. Determination of the minimum equation. Theorem 15.1. Let $f(\lambda)=0$ be the characteristic equation of $A$, and let $h(\lambda)$ be the greatest common divisor of the $(n-1)$-rowed minors of $\lambda I-A$. Then

$$
g(\lambda)=f(\lambda) / h(\lambda)=0
$$

is the minimum equation of $A .^{3}$
Let $\lambda I-A=C(\lambda)$. Then $C^{\mathrm{A}}(\lambda)=h(\lambda) K(\lambda)$ where the elements of $K(\lambda)$ are relatively prime. Since $f(\lambda) I=C(\lambda) C^{\mathrm{A}}(\lambda)$,

$$
g(\lambda) h(\lambda) I=C(\lambda) h(\lambda) K(\lambda),
$$

and, since $h(\lambda) \neq 0$,

$$
\begin{equation*}
g(\lambda) I=C(\lambda) K(\lambda) \tag{15.1}
\end{equation*}
$$

Since $C(A)=0, g(A)=0$ and $m(\lambda) \mid g(\lambda)$ where $m(\lambda)=0$ is the minimum equation of $A$.

From $m(\lambda)-m(\mu)=(\lambda-\mu) k(\lambda, \mu)$, we obtain $m(\lambda) I-m(A)=m(\lambda I)-m(A)=C(\lambda) k(\lambda I, A)$.
But $m(A)=0$. Hence

$$
\begin{aligned}
C^{\mathrm{A}}(\lambda) m(\lambda) & =f(\lambda) k(\lambda I, A), \\
h(\lambda) K(\lambda) m(\lambda) & =h(\lambda) g(\lambda) k(\lambda I, A) .
\end{aligned}
$$

Since $h(\lambda) \neq 0$, it may be canceled. Since $g(\lambda)$ divides every element of $K(\lambda) m(\lambda)$, and the elements of $K(\lambda)$ are relatively prime ${ }^{4}, g(\lambda) \mid m(\lambda)$.

[^16]Corollary 15.1. If $B$ is the companion matrix (or $J$ the Jordan matrix) of $f(\lambda)=0$, then $f(\lambda)=0$ is the minimum equation of $B($ or $J)$.

Since $B_{n 1}=1$, the minimum equation of $B$ is likewise its characteristic equation.

By crosing out of $\lambda I-J$ the first column and last row of $\lambda I_{i}-J_{i}$, a minor of order $n-1$ is obtained whose determinant is free of $\lambda-\lambda_{i}$. Hence the g.c.d. of the $(n-1)$-rowed minor determinants of $\lambda I-J$ is 1 , and the minimum equation of $J$ is likewise its characteristic equation.

Theorem 15.2. The distinct factors of the characteristic function $f(\lambda)$ of $A$ which are irreducible in $\mathfrak{F}$ coincide with the distinct irreducible factors of the minimum function $m(\lambda)$.

As in the proof of Theorem 15.1,

$$
f(\lambda)=m(\lambda) h(\lambda)
$$

Hence every root of $m(\lambda)=0$ is a root of $f(\lambda)=0$, so every irreducible factor of $m(\lambda)$ divides $f(\lambda)$. From (15.1)

$$
C(\lambda) K(\lambda)=m(\lambda) I
$$

Taking determinants,

$$
f(\lambda) d K(\lambda)=[m(\lambda)]^{n}
$$

Hence every root of $f(\lambda)=0$ is a root of $m(\lambda)=0$, and every irreducible factor of $f(\lambda)$ divides $m(\lambda) .{ }^{1}$

Corollary 15.2. If either $d(A)$ or $n(A)$ vanishes, both vanish.
Hence a matrix $A$ is singular or non-singular according as $n(A)=0$ or $n(A) \neq 0$.

A matrix is called derogatory ${ }^{2}$ if its index $\mu$ is less than $n$.
Theorem 15.3. If $A$ is non-singular of order $n$ and index $\mu, A^{\mathrm{I}}$ is a polynomial in $A$ of degree $\mu-1 .^{3}$

Let the minimum equation of $A$ be

$$
m(\lambda)=\lambda^{\mu}+m_{1} \lambda^{\mu-1}+\cdots+m_{\mu-1} \lambda+n(A)=0
$$

Set $B=-\left(A^{\mu-1}+m_{1} A^{\mu-2}+\cdots+m_{\mu-1} I\right) / n(A)$.
Then $\quad A B=B A=I$. But $\quad A A^{\mathrm{I}}=A^{\mathrm{I}} A=I, \quad$ so $\quad A B=A A^{\mathrm{I}}$, $A^{\mathrm{I}} A B=A^{\mathrm{I}} A A^{\mathrm{I}}, B=A^{\mathrm{I}}$.

Theorem 15.4. If $A$ is singular of order $n$ and index $\mu$, there exists a matrix $B$ expressible as a polynomial in $A$ of degree $\mu-1$ such that $A B=B A=O$.

For if $B=-\left(A^{\mu-1}+m_{1} A^{\mu-2}+\cdots+m_{\mu-1} I\right), A B=B A=n(A) I=O$.
Corollary 15.4. Every matrix is either non-singular or a divisor of zero.
Theorem 15.5. If $m(\lambda)=0$ is the minimum equation of $A$, then $d f(A)=0$ if and only if $m(\lambda)$ and $f(\lambda)$ have a common factor of degree $\geqq 1 .{ }^{4}$

[^17]Suppose $m(\lambda)=h(\lambda) k(\lambda), f(\lambda)=h(\lambda) l(\lambda), h(\lambda)$ of degree $\geqq 1$. Then $k(\lambda)$ is of degree $<\mu$ and $k(A) \neq O$. Then

$$
m(A)=O=h(A) k(A)
$$

and $h(A)$ is singular. Then $f(A)$ is also singular.
Let $h(\lambda)$ be a g.c.d. of $m(\lambda)$ and $f(\lambda)$ so that

Then

$$
\begin{gathered}
h(\lambda)=p(\lambda) m(\lambda)+q(\lambda) f(\lambda) . \\
h(A)=q(A) f(A) .
\end{gathered}
$$

If $f(A)$ is singular, $h(A)$ is also singular, and $h(\lambda)$ is not a constant.
Theorem 15.6. Let $r(x, y, z, \ldots)=\frac{p(x, y, z, \ldots)}{q(x, y, z, \ldots)}$ be a rational function of the scalar indeterminates $x, y, z, \ldots$, where $p$ and $q$ are polynomials. Let $A$ of index $\lambda, B$ of index $\mu, C$ of index $\nu, \ldots$ be commutative matrices such that $q(A, B, C, \ldots)$ is non-singular. Then $r(A, B, C, \ldots)$ is uniquely defined, and can be represented as a polynomial of degree $<\lambda$ in $A$, of degree $<\mu$ in $B$, of degree $<v$ in $C, \ldots$

A polynomial in $A, B, C, \ldots$ is built up by the operations of addition, multiplication and scalar multiplication. Since $A, B, C, \ldots$ are commutative, the result at each step is unique. Since $q(A, B, C, \ldots)$ is non-singular, $q^{1}$ exists and is a polynomial in $q$, and therefore in $A, B, C, \ldots$ Hence $p q^{\mathrm{I}}=q^{\mathrm{I}} p$, and $r$ is uniquely defined. By using the minimum equations of $A, B, C, \ldots$, the degree of $r$ may be reduced as stated.
16. Characteristic roots. Let $A$ be a matrix of order $n$ with elements in a field $\mathfrak{F}$, and let $f(\lambda)=|\lambda I-A|$ be its characteristic function. Let $\mathfrak{F}^{\prime}$ be an extension of $\mathfrak{F}$ in which $f(\lambda)=0$ is completely reducible. The $n$ roots in $\mathfrak{F}^{\prime}$ of $f(\lambda)=0$ are called the characteristic roots ${ }^{\mathbf{1}}$.

Theorem 16.1. Let $A, B, C, \ldots$ be commutative matrices, and let $f(x, y, z, \ldots)$ be any rational function. The characteristic roots $a_{1}, \ldots, a_{n}$ of $A, b_{1}, \ldots, b_{n}$ of $B$ etc. can be so ordered that the characteristic roots of $f(A, B, C, \ldots)$ are $f\left(a_{1}, b_{1}, c_{1}, \ldots\right), \ldots, f\left(a_{n}, b_{n}, c_{n}, \ldots\right)$. This ordering is the same for every function $f .{ }^{2}$
$\begin{gathered}\text { Let } \\ \alpha(\omega)\end{gathered} \prod_{i=1}^{\lambda}\left(\omega-a_{i}\right), \quad \beta(\omega)=\prod_{j=1}^{\mu}\left(\omega-b_{j}\right), \quad \gamma(\omega)=\prod_{k=1}^{\nu}\left(\omega-c_{k}\right), \quad \ldots$
be the minimum equations of $A, B, C, \ldots$ respectively. Write $f(x, y, z, \ldots)-f\left(a_{i}, b_{j}, c_{k}, \ldots\right)=\left[f\left(x, b_{j}, c_{k}, \ldots\right)-f\left(a_{i}, b_{j}, c_{k}, \ldots\right)\right]$ $+\left[f\left(x, y, c_{k}, \ldots\right)-f\left(x, b_{j}, c_{k}, .,.\right)\right]+\cdots=\left(x-a_{i}\right) f_{i j k \ldots}+\left(y-b_{j}\right) g_{i j k \ldots}$ $+\left(z-c_{k}\right) h_{i j k \ldots}$. Therefore

$$
\begin{gathered}
\prod_{i, j, k}\left[f(x, y, z, \ldots)-f\left(a_{i}, b_{j}, c_{k}, \ldots\right)\right]=K \alpha(x)+L \beta(y)+M \gamma(z)+\cdots, \\
\quad i=1, \ldots, \lambda, \quad j=1, \ldots, \mu, \quad k=1, \ldots, \nu, \ldots
\end{gathered}
$$

[^18]Since $A, B, C, \ldots$ are commutative, these two polynomials give equal matrices when $x=A, y=B, z=C, \ldots$ Hence

$$
\prod_{i, j, k, \ldots}\left[\omega-f\left(a_{i}, b_{j}, c_{k}, \ldots\right)\right]=0
$$

is satisfied by the matrix $f(A, B, C, \ldots)$. Therefore the minimum function of $f(A, B, C, \ldots)$, of degree $\sigma \leqq n$, is equal to a product of $\sigma$ linear factors

$$
\omega-f\left(a_{i}, b_{j}, c_{k}, \ldots\right)
$$

By Theorem 15.2 these include all the distinct factors of the characteristic equation. The roots of $A, B, C, \ldots$ are ordered by calling the $i$-th root of $|\omega I-f|=0 \quad f\left(a_{i}, b_{i}, c_{i}, \ldots\right)$.

The above process can be carried through when $f$ is a polynomial in $x$ of degree $\lambda-1$, in $y$ of degree $\mu-1$, in $z$ of degree $\lambda-1, \ldots$ with indeterminate coefficients, and an ordering of the roots of $A, B, C, \ldots$ so obtained. By Theorem 15.6 every rational function of $A, B, C, \ldots$ can be obtained by specializing the coefficients of this $f$. Hence the ordering is the same for all rational functions ${ }^{1}$.
C. W. Borchardt ${ }^{2}$ proved that the characteristic roots of $A^{n}$ are the $n$-th powers of the characteristic roots of $A$. The special case for $A$ symmetric was rediscovered by J. J. Sylvester ${ }^{3}$. W. Spottiswoode ${ }^{4}$ knew that the roots of $A^{\mathrm{I}}$ are the reciprocals of the roots of $A$. G. FroBENIUS ${ }^{5}$ proved Theorem 16.1 first for a single matrix and later in the form above ${ }^{6}$. Sylvester rediscovered Spottiswoode's ${ }^{7}$ result and Frobenius' ${ }^{8}$ theorem of 1878.
T. J. I'A. Bromwich ${ }^{9}$ noted that Frobenius' theorem need not hold when $f$ is not a rational function.

Theorem 16.2. The characteristic roots of $A B$ are the same as those of $B A .{ }^{10}$

By Theorems 14.3 and 7.9 the coefficient of $\pm \lambda^{n-i}$ in the characteristic equation of $A B$ is

$$
t_{i}=\sum A_{h_{1}, \ldots, h_{i}}^{r_{1}, \ldots, r_{i}} B_{r_{1}, \ldots, r_{i}}^{h_{1}}, \ldots, h_{i}
$$

${ }^{1}$ Proof by I. Schur: S.-B. preuß. Akad. Wiss. 1902 I pp. 120-125.
2 Borchardt, C. W.: J. reine angew. Math. Vol. 30 (1846) pp. 38-46 J. Math. pures appl. I Vol. 12 (1847) pp. 50-67.
${ }^{3}$ Sylvester, J. J.: Nouv. Ann. math. Vol. 11 (1852) pp. 439-440.
${ }^{4}$ Spottiswoode, W.: J. reine angew. Math. Vol. 51 (1856) pp. 209-271 and 328-381.
${ }^{5}$ Frobenius, G.: J. reine angew. Math. Vol. 84 (1878) pp. 1-63.
${ }^{6}$ Frobenius, G.: l.c.
7 Spottiswoode: C. R. Acad. Sci., Paris Vol. 94 (1882) pp. 55-59.
${ }^{8}$ Frobenius, G.: Philos. Mag. V Vol. 16 (1883) pp. 267-269.
${ }^{9}$ Bromwich, T. J. I'A.: Proc. Cambridge Philos. Soc. Vol. 11 (1901) pp. 75 to 89 .

10 Sylvester: Philos. Mag. V Vol. 16 (1883) pp. $267-269$.
where both $\left(r_{1}, \ldots, r_{i}\right)$ and $\left(h_{1}, \ldots, h_{i}\right)$ range over all $\binom{n}{i}$ selections of $i$ distinct numbers of the set $1,2, \ldots, n$ without regard for order. The theorem follows upon interchanging the summation indices.

Sylvester stated the theorem without proof. A proof based upon considerations of continuity was given by H. S. Thurston ${ }^{1}$. A proof is sketched by H. W. Turnbull and A. C. Aitken ${ }^{2}$.
A. Châtelet ${ }^{3}$ noted that the theorem of Frobenius affords an easy method of applying a Tschirnhausen transformation. Let it be required to find the equation whose roots are the rational function $\varphi$ of the roots of $f(x)=0$. Let $B$ be the companion matrix of $f(x)=0$. Then $|y I-\varphi(B)|=0$ is the required equation.

If $f(x)=0$ has algebraic integral roots, the elements of $B$ are rational integers. If $\varphi$ is a polynomial with rational integral coefficients, $\varphi(B)$ has rational integral elements, so that the roots of $|y I-\varphi(B)|=0$ are algebraic integers. This is a short proof that a polynomial function with rational integral coefficients of an integral algebraic number is integral.
$A^{\mu}=I$ if and only if the characteristic roots of $A$ are roots of unity ${ }^{4}$.
If in the series $A, A^{2}, A^{3}, \ldots$ the same matrix appears more than once, then the system contains $I$. If $v$ is the minimum integer for which $A^{v}=I$, then the only different matrices in the set are $I, A, \ldots, A^{\nu-1} .{ }^{5}$
A. Ranum ${ }^{6}$ gave a method for expressing all the powers of $A$ as linear combinations of $I, A, \ldots, A^{n-1}$.

If for some $\boldsymbol{v} N^{\nu}=O$, then $d(N+A)=d(A) .{ }^{7}$
17. Conjugate sets. If the characteristic equation of the $n$-th order matrix $A_{1}$ is $f(\lambda)=0$, a set of matrices $A_{2}, \ldots, A_{n}$ form with $A_{1}$ a complete set of conjugates if

1. They have the same characteristic equation,
2. They are commutative,
3. The elementary symmetric functions of these matrices are multiples of $I$ by the corresponding elementary symmetric functions of the algebraic roots of $f(\lambda)=0 .{ }^{8}$ If the elementary divisors of $\lambda I-A_{1}$ are linear, the conjugates always exist.

The product of the conjugates $A_{2} A_{3} \ldots A_{n}$ is $A_{1}{ }^{\mathrm{A}}$. A. A. Bennett ${ }^{9}$

[^19]called $A_{2}+\cdots+A_{n}$ the adjoint-trace of $A_{1}$, since its sum with $A_{1}$ is $t\left(A_{1}\right) I$.
P. Franklin ${ }^{1}$ modified the definition of conjugate set by the omission of the first condition, and showed that for every $A_{1}$ a set of generalized conjugate matrices exists, not always uniquely, however. Later ${ }^{2}$ he gave a systematic method for finding all sets of conjugates for a given matrix.
J. Williamson ${ }^{3}$ noted a particular matrix $B$ such that $\omega^{i} B$ form a complete set of conjugate matrices in the sense of TABER, where $\omega$ is a primitive $n$-th root of unity.
T. A. Pierce ${ }^{4}$ proved that the field generated by the roots of any cyclic equation is isomorphic with the field generated by the matric roots of this equation.
18. Limits for the characteristic roots. In this paragraph $\mathfrak{F}$ is the complex field. Let $A^{\mathrm{C}}$ denote $\left(\bar{a}^{r s}\right)$, obtained from $A$ by replacing every element by its conjugate complex number.

The matrix $H$ is hermitian if $H=H^{\mathrm{CT}} .^{5}$ A real hermitian matrix is symmetric.

The matrix $K$ is skew-hermitian if $K=-K^{\text {CT }}{ }^{6}$ A real skewhermitian matrix is skew.

The matrix $U$ is unitary if $U^{\mathrm{I}}=U^{\mathrm{CT}} .7$ A real unitary matrix is orthogonal.

A matrix $V$ is involutory if $V^{\mathrm{I}}=V$, i.e., if $V^{2}=I .{ }^{8}$
Theorem 18.1. If a matrix has two of the three properties in a set, it has all three.

1. Real, orthogonal, unitary.
2. Symmetric, orthogonal, involutory.
3. Hermitian, unitary, involutory.

The first of these is due to Autonne ${ }^{9}$, the last two to H. Hilton ${ }^{10}$.
Theorem 18.2. Every matrix is uniquely expressible $A=H+K$ where $H$ is hermitian and $K$ is skew-hermitian.

The proof is like that of theorem 5.3.
Theorem 18.3. If $A=H+K$ where $H$ is hermitian and $K$ is skewhermitian, and if $a, h, k$, are the maxima of the absolute values of the

[^20]elements of $A, H, K$, respectively, and if $\sigma=\alpha+\beta i$ is a characteristic root of $A$, then
$$
|\sigma| \leqq n a, \quad|\alpha| \leqq n h, \quad|\beta| \leqq n k .
$$

Since $A-\sigma I$ is singular, there exists a vector $(x)=\left(x_{1}, \ldots, x_{n}\right)$ whose coördinates are not all 0 such that $(A-\sigma I)(x)=0$. Hence

$$
\sigma x_{i}=\Sigma_{j} a_{i j} x_{j} . \quad(i, j=1,2, \ldots, n)
$$

It then follows that

$$
\begin{aligned}
& \sigma \Sigma_{i} x_{i} \bar{x}_{i}=\Sigma_{i, j} a_{i j} \bar{x}_{i} x_{j}, \\
& \bar{\sigma} \Sigma_{i} x_{i} \bar{x}_{i}=\Sigma_{i, j} \bar{a}_{j i} \bar{x}_{i} x_{j} .
\end{aligned}
$$

Hence, adding and subtracting,

$$
\begin{align*}
\alpha \sum_{i} x_{i} \bar{x}_{i} & =\sum_{i, j} \frac{a_{i j}+\bar{a}_{j i}}{2} \bar{x}_{i} x_{j}  \tag{18.1}\\
\beta \sum_{i} x_{i} \bar{x}_{i} & =\sum_{i, j} \frac{a_{i j}-\bar{a}_{j i}}{2 i} \bar{x}_{i} x_{j} \tag{18.2}
\end{align*}
$$

Now

$$
|\sigma| \sum x_{i} \bar{x}_{i} \leqq \sum_{i, j}\left|a_{i j}\right| \cdot\left|x_{i}\right| \cdot\left|x_{j}\right| \leqq a \sum\left|x_{i}\right| \cdot\left|x_{j}\right|=a\left[\sum_{i}\left|x_{i}\right|\right]^{2}
$$

From the inequality

$$
\begin{equation*}
\left(k_{1}+\cdots+k_{m}\right)^{2} \leqq m\left(k_{1}^{2}+\cdots+k_{m}^{2}\right) \tag{18.3}
\end{equation*}
$$

it follows that

$$
\left[\sum\left|x_{i}\right|\right]^{2} \leqq n \sum x_{i} \bar{x}_{i}, \quad|\sigma| \leqq n a
$$

Similarly ${ }^{1}$

$$
|\alpha| \leqq n h, \quad|\beta| \leqq n k
$$

Corollary 18.31. The characteristic roots of an hermitian matrix are all real.

For if $A$ is hermitian, $K=O, k=0$, and every $|\beta|=0$.
The first proof that the roots of a real symmetric matrix are all real is due to A. Cauchy ${ }^{2}$. Many later proofs have been given by Jacobi, Sylvester, Buchheim etc. The extension to matrices such that $A^{\mathrm{T}}=A^{\mathrm{C}}$ was made by Hermite ${ }^{3}$ and resulted in such matrices being named for him.

Corollary 18.32. The characteristic roots of a skew-hermitian matrix are all pure imaginaries ${ }^{4}$.

For in this case $h=0,|\alpha|=0$.
This theorem was proved for skew matrices by A. $\mathrm{ClebSCH}^{5}$ and later by Weierstrass ${ }^{6}$.

[^21]Theorem 18.4. If $H$ in the last theorem is real, then

$$
|\beta| \leqq \sqrt{\frac{n(n-1)}{2}} k
$$

From (18.2),

$$
\begin{gathered}
\beta \sum_{i} x_{i} \bar{x}_{i}=\sum_{i<j}\left[\frac{a_{i j}-\bar{a}_{j i}}{2}\right]\left[\frac{\bar{x}_{i} x_{j}-x_{i} \bar{x}_{j}}{i}\right], \\
|\beta| \sum_{i} x_{i} \bar{x}_{i} \leqq k \sum_{i<j} \frac{\bar{x}_{i} x_{j}-x_{i} \bar{x}_{j}}{i} .
\end{gathered}
$$

Since $\left(\bar{x}_{i} x_{j}-x_{i} \bar{x}_{j}\right) / i$ are all real, the inequality (18.3) may be applied to give

$$
\begin{aligned}
& \text { give }\left[\sum_{i<j}\left|\frac{\bar{x}_{i} x_{j}-x_{i} \bar{x}_{j}}{i}\right|\right]^{2} \leqq-\frac{n(n-1)}{2} \sum_{i<j}\left(x_{i} x_{j}-x_{i} \bar{x}_{j}\right)^{2} \\
& =\frac{n(n-1)}{2}\left\{\left[\sum x_{i} \bar{x}_{i}\right]^{2}-\sum x_{i}{ }^{2} \cdot \sum \bar{x}_{i}^{2}\right\}<\frac{n(n-1)}{2}\left[\sum x_{i} \bar{x}_{i}\right]^{2} .
\end{aligned}
$$

Hence $|\beta| \leqq \sqrt{\frac{n(n-1)}{2}} k$, ${ }^{1}$
The case when $A$ is real was proved by I. Bendixson ${ }^{2}$, and the paper of Bendixson seems to have inspired the work of Hirsch.

Theorem 18.5. Let $\sigma=\alpha+i \beta$ be a characteristic root of $A=H+K$. Then $m \leqq \alpha \leqq M$ where $m$ is the least and $M$ the greatest of the characteristic roots of $H$.

Let the elements of the hermitian matrix $H$ be denoted by $h_{r s}$. By (18.1) $\alpha$ is a value of the ratio

$$
f(x)=\sum_{i, j} h_{i j} x_{i} \bar{x}_{j} \mid \sum_{i} x_{i} \bar{x}_{i},
$$

where the $x_{1}, \ldots, x_{n}$ are independent complex variables. The greatest and least values which $f(x)$ assumes are characteristic roots of $H$, for upon setting $x_{j}=u_{j}+i v_{j}$, the conditions

$$
\frac{\partial f}{\partial u_{j}}=\frac{\partial f}{\partial v_{j}}=0 \quad(j=1,2, \ldots, n)
$$

lead to the equation

$$
\sum_{i, j} h_{i j} x_{i} \bar{x}_{j}-f \sum_{i} x_{i} \bar{x}_{i}=0 .
$$

Hence $m$ is the minimum value which $f(x)$ assumes and $M$ is the maximum value. Then $m \leqq \alpha \leqq M .{ }^{3}$

Bromwich ${ }^{4}$ found an explicit expression for $\alpha$ and $\beta$ from which Hirsch's inequalities may be derived.
I. Schur ${ }^{5}$ derived the inequalities by another method.

[^22]E. T. Browne ${ }^{1}$ proved that if $\lambda$ is a characteristic root of $A$ and if $m$ is the least and $M$ the greatest characteristic root of the hermitian matrix $A A^{\mathrm{CT}}$, then $m \leqq \lambda \bar{\lambda} \leqq M$.

Frobenius ${ }^{2}$ proved that if the elements of $A$ are all real and positive, it has a characteristic root which is real, positive, simple, and greater in absolute value than any other characteristic root.

Theorem 18.6. The roots of the minimum equation of an hermitian matrix are distinct.

If the hermitian matrix $H$ has the minimum equation

$$
m(\lambda)=\left(\lambda-\lambda_{1}\right)^{k} h(\lambda)
$$

where $k>1$, define

$$
m_{1}(\lambda)=\left(\lambda-\lambda_{1}\right)^{k-1} h(\lambda)
$$

Then $m(\lambda) \mid\left[m_{1}(\lambda)\right]^{2}$. The matrix $H_{1}=\left(h_{r s}\right)=m_{1}(H)$ is hermitian, and $H_{1}{ }^{2}=O$ so that $t\left(H_{1}{ }^{2}\right)=0$. But

$$
t\left(H_{1}^{2}\right)=\sum_{i, j} h_{i j} h_{j i}=\sum_{i, j} h_{i j} \bar{h}_{i j}
$$

so that $H_{1}=O$ and $m_{1}(H)=O$. But $m_{1}(\lambda)$ is of lower degree than $m(\lambda)$. Hence the assumption $k>1$ leads to a contradiction ${ }^{3}$.
19. Characteristic roots of unitary matrices. Theorem 19.1. The characteristic roots of a unitary matrix are of absolute value unity.

If $x$ is a characteristic root of the unitary matrix $U, x+1 / x$ is a root of the hermitian matrix $U+U^{\mathrm{I}}=U+U^{\mathrm{CT}}$, and $x-1 / x$ is a root of the skew-hermitian matrix $U-U^{\mathrm{I}}=U-U^{\mathrm{CT}}$ by Theorem 16.1. Hence by Corollaries 18.31 and 18.32,

$$
x+1 / x=2 r, \quad x-1 / x=2 i s
$$

where $r$ and $s$ are real. That is,

$$
x=r+i s, \quad 1 / x=r-i s
$$

whence $r^{2}+s^{2}=1 .{ }^{4}$
Another short proof was given by R. Brauer ${ }^{5}$. If $U=\left(u_{r s}\right)$ is unitary, $\Sigma_{i} u_{r i} \bar{u}_{r i}=1$, so the elements of $U$ are bounded in absolute value. The same is therefore true of the coefficients of the characteristic equation of $U$, and of its roots. But $U^{\mathrm{I}}$ and $U^{k}$ are likewise unitary, and the characteristic roots of $U^{\mathrm{I}}$ are the reciprocals of those of $U$, the characteristic roots of $U^{k}$ are the $k$-th powers of those of $U .{ }^{6}$ Unless each characteristic root of $U$ were of absolute value unity, some positive or negative power of it could be made arbitrarily large, thus leading to a contradiction.

[^23]If $U$ is unitary, and if $V V^{\mathrm{CT}}=V^{\mathrm{CT}} V$, and if $\varrho$ is a root of $|U-\varrho V|=0$, then $\left|t_{1}\right| \geqq 1 /|\varrho| \geqq\left|t_{2}\right|$ where $t_{1}$ is the greatest in absolute value and $t_{2}$ the least in absolute value of the characteristic roots of $V$. Each characteristic root of a principal minor of a unitary matrix is $\leqq 1$ in absolute value ${ }^{1}$.

Corollary 19.1. The complex characteristic roots of an orthogonal matrix occur in reciprocal pairs ${ }^{2}$.

Since the characteristic equation of an orthogonal matrix has real coefficients, the complex roots occur in conjugate pairs, which by Theorem 19.1 are reciprocal pairs.

Other proofs of this theorem have been given by A. E. Rahusen ${ }^{3}$ and A. Colucci ${ }^{4}$. In connection with this latter paper see also G. Vitali ${ }^{5}$.
P. Burgatti ${ }^{6}$ proved that if $|A+x I|=0$ has reciprocal roots, $A$ is either orthogonal or involutory.
L. Toscano ${ }^{7}$ proved that if the coefficients equidistant from the ends of the characteristic equation of $A$ are equal, $\left|A+A^{\mathrm{A}}+x I\right|=0$ has all real roots, while ${ }^{8}$ if these coefficients occur in pairs with opposite signs, $\left|A-A^{\mathrm{A}}+x I\right|=0$ has all real roots.

## III. Associated Integral Matrices.

20. Matrices with elements in a principal ideal ring. A commutative ring without divisors of zero is called a domain of integrity. A domain of integrity with unit element 1 in which every pair of elements not both 0 has a greatest common divisor representable linearly in terms of the elements is called a principal ideal ring ${ }^{9}$.

In a principal ideal ring $\mathfrak{F}$, a number which divides 1 is called a unit. The relation $a=u b$ where $u$ is a unit is reciprocal, and two numbers $a$ and $b$ so related are called associates. A set of numbers of $\mathfrak{B}$ no two of which are associated but such that every number of $\mathfrak{B}$ is associated with one of them is called a complete set of non-associates in $\mathfrak{B}$. Thus the positive integers and 0 constitute a complete set of nonassociates in the ring of rational integers.

A number $a$ of $\mathfrak{B}$ neither 0 nor a unit is prime or composite according as $a=b c$ implies or does not imply that $b$ or $c$ is a unit.

[^24]An important instance of a principal ideal ring is a euclidean ring defined by the following properties:

1. Associated with every element $a$ (except possibly 0 ) of the ring, there is a positive or 0 integer $s(a)$ called the stathm of $a$.
2. For every pair of numbers $a$ and $b, b \neq 0$, there exist two numbers $r$ and $q$ such that $a=b q+r$, and either $r=0$ or else $s(r)<s(b)$.

Thus for the Gaussian complex numbers $a+i b$, a stathm is $a^{2}+b^{2}$. For the polynomial domain $\mathfrak{F}(x)$ of a commutative field $\mathfrak{F}$, the degree of the polynomial serves as a stathm. For the trivial instance of a field, $s(a)$ may be taken as 1 for every $a$. A euclidean greatest common divisor process exists in every euclidean ring.

The euclidean ring $\mathfrak{F}$ is proper if it is not a field and if a stathm can be determined such that $s(a b)=s(a) s(b)$ for every $a$ and $b$. Since $s(0 \cdot b)=s(0) s(b)$, either $s(b)=1$ for every $b$ so that division is always possible and $\mathfrak{C}$ is a field, or else $s(0)=0$. Conversely let $s(a)=0$. Either $a=0$ or else for every $b, b=q a$, and $\mathfrak{C}$ is again a field.

Since $s(1 \cdot b)=s(1) s(b)$, either $s(b)=0$ (and $\mathfrak{F}$ is a field) or $s(1)=1$. Let $u$ be a unit, and $u v=1$. Then $s(u) s(v)=1$ so that $s(u)=1$. Conversely if $s(a)=1, a$ is a unit, for the stathm of the remainder upon dividing any number by $a$ must be $<1$ and hence be 0 . Thus in a proper euclidean ring $s(a)=0$ if and only if $a=0, s(u)=1$ if and only if $u$ is a unit, and $s(a)=s(b)$ if and only if $a$ and $b$ are associated ${ }^{1}$.

Let $\mathfrak{M}$ constitute the set of all $n$-th order matrices whose elements belong to a principal ideal ring $\mathfrak{P}$ subject to the operations of addition and multiplication as in $\S 3 . \mathfrak{M}$ is a ring but not a principal ideal ring.

A matrix $U$ of $\mathfrak{M}$ is called unimodular or a unit matrix if and only if there exists a matrix $U^{\prime}$ of $\mathfrak{M}$ such that $U U^{\prime}=I$.

Theorem 20.1. $U$ is a unit matrix if and only if $d(U)$ is a unit of $\mathfrak{B}$.
For $U U^{\prime}=I$ implies $d(U) d\left(U^{\prime}\right)=1$ so that $d(U)$ is a unit of $\mathfrak{B}$. Conversely if $U$ is in $\mathfrak{M}$ and $d(U)$ is a unit of $\mathfrak{P}$, then $U^{\mathrm{I}}$ is in $\mathfrak{M}$ and serves as the $U^{\prime}$ of the definition.

Theorem 20.2. A matrix $A$ of $\mathfrak{M}$ is a divisor of zero if and only if $d(A)=0$.

For if $A$ is in $\mathfrak{M}$, the matrix $B$ of Theorem 15.4 (such that $A B$ $=B A=0$ ) is also in $\mathfrak{M}$.

A matrix $A$ neither a divisor of zero nor a unit is called prime if every relation $A=B C$ implies that either $B$ or $C$ is a unit. Matrices neither divisors of zero nor units nor primes are called composite.

Theorem 20.3. A composite matrix can be expressed as a product of at most a finite number of primes.

For
$A=A_{1} A_{2} A_{3} \ldots$,

[^25]where no $A_{i}$ is a unit matrix implies
$$
d(A)=d\left(A_{1}\right) d\left(A_{2}\right) d\left(A_{3}\right) \ldots
$$
where no $d\left(A_{i}\right)$ is 0 or a unit. That is, each element in the sequence
$$
d\left(A_{1}\right) d\left(A_{2}\right) d\left(A_{3}\right) \ldots, \quad d\left(A_{2}\right) d\left(A_{3}\right) \ldots, \quad d\left(A_{3}\right) \ldots
$$
is a proper divisor of the preceding. Such a sequence can contain but a finite number of elements ${ }^{1}$.
21. Construction of unimodular matrices. Theorem 21.1. Let $a_{1}, a_{2}, \ldots, a_{n}$ be numbers of a principal ideal ring $\mathfrak{B}$ with greatest common divisor $d_{n}$. There exists a matrix of determinant $d_{n}$ having $a_{1}, a_{2}, \ldots, a_{n}$ as its first row ${ }^{2}$.

The theorem is evidently true for $n=2$. Suppose it true for $n-1$, and let $D_{n-1}$ be a matrix which has $a_{1}, a_{2}, \ldots, a_{n-1}$ as its first row, and whose determinant is the g.c. d. $d_{n-1}$ of $a_{1}, a_{2}, \ldots, a_{n-1}$. Determine $p$ and $q$ so that $p d_{n-1}-q a_{n}=d_{n}$. Consider the matrix $D_{n}$ obtained by bordering $D_{n-1}$ on the right by $a_{n}, 0, \ldots, 0,0$ and then below by $a_{1} q \mid d_{n-1}, a_{2} q / d_{n-1}, \ldots, a_{n-1} q / d_{n-1}, p$. Then $d\left(D_{n}\right)=d_{n} .{ }^{3}$

Other proofs have been given by K. Weihrauch ${ }^{4}$, Bianchi ${ }^{5}$, and H. Hancock ${ }^{6}$.

Hermite ${ }^{7}$ proved more generally that a matrix can be found with a given last row $a_{n 1}, a_{n 2}, \ldots, a_{n n}$ and a determinant $k_{1} a_{n 1}+k_{2} a_{n 2}+\cdots$ $+k_{n} a_{n n}$ where the $k$ 's are arbitrary.

The theorem has been generalized as follows. A $p \cdot n$ array of rational integers is given, $p<n$, and the g.c.d. of the $p$-rowed minor determinants is $d$. It is always possible to add $n-p$ rows of integers to this array so that the resulting square array shall be of determinant $d . \mathrm{H} . \mathrm{J} . \mathrm{S}$. Smith $^{8}$ and T. J. Stieltjes ${ }^{9}$ proved this theorem and determined all possible borders. Bloch ${ }^{3}$ gave a short proof by induction.
22. Associated matrices. Two matrices $A$ and $B$ are called left associates if there exists a unit matrix $U$ such that $A=U B$. The notation $A \xlongequal{\mathrm{~L}} B$ will be used to express this relationship, which possesses the prerequisites for an equality relationship, namely ${ }^{\mathbf{1 0}}$ :

[^26]1. Determination. Either $A \xlongequal[=]{\mathrm{L}} B$ or $A \stackrel{\mathrm{~L}}{\neq} B$.
2. Reflexivity. $A \xlongequal{\mathrm{~L}} A$.
3. Symmetry. $A \xlongequal{\mathrm{~L}} B$ implies $B \xlongequal{\mathrm{~L}} A$.
4. Transitivity. If $A \xlongequal{\mathrm{~L}} B$ and $B \xlongequal{\mathrm{~L}} C$, then $A \xlongequal{\mathrm{~L}} C$.

A similar theory holds for the relation $A \xlongequal{\mathrm{R}} B$, or $A=B U$.
The following elementary operations upon the rows of a matrix can be accomplished by multiplying the matrix on the left by an elementary matrix, namely the matrix obtained by performing the elementary operation under consideration upon the identity matrix $I$.

1. The interchange of any two rows.
2. The multiplication of the elements of a row by a unit $u$ of $\mathfrak{P}$.
3. The addition to the elements of any row of $k$ times the corresponding elements of any other row, where $k$ is in $\mathfrak{P}$.

Every elementary matrix is a unit matrix whose inverse is an elementary matrix of the same type. If $B$ is obtainable from $A$ by a finite number of elementary transformations, $B \stackrel{\mathrm{~L}}{=} A .^{1}$

Theorem 22.1. Every matrix $A$ with elements in $\mathfrak{F}$ is the left associate of a matrix having 0 's above the main diagonal, each diagonal element lying in a prescribed system of non-associates, and each element below the main diagonal lying in a prescribed residue system modulo the diagonal element above it.

A matrix of this type will be said to be in Hermite's normal form.
Let $A=\left(a_{r s}\right)$ have elements in $\mathfrak{B}$. Either every element of the last column is 0 or there is at least one non-zero element which by a permutation of the rows can be put into the $(n, n)$-position. Let $d_{n}$ be a g.c.d. of the elements of the last column, and suppose that

$$
b_{1} a_{1 n}+b_{2} a_{2 n}+\cdots+b_{n} a_{n n}=d_{n} .
$$

By Theorem 21.1 there exists a unimodular matrix $U$ having $b_{1}, b_{2}, \ldots, b_{n}$ as its last row. Then $A_{1}=U A \xlongequal{\mathrm{~L}} A$ has $d_{n}$ in the $(n, n)$-position, where $d_{n}$ divides every $a_{i n}$. By subtracting a proper multiple of the last row from each of the other rows, a matrix $A_{1}$ is obtained whose last column has only 0 's above the main diagonal.

In the ( $n-1$ )-th column either every element of the first $n-1$ rows is 0 , or by a permutation of the first $n-1$ rows a non-zero element can be put into the ( $n-1, n-1$ )-position. Let $d_{n-1}$ be a g.c.d. of $a_{1, n-1}, a_{2, n-1}, \ldots, a_{n-1, n-1}$ and let

$$
b_{1} a_{1, n-1}+b_{2} a_{2, n-1}+\cdots+b_{n-1} a_{n-1, n-1}=d_{n-1}
$$

Let

$$
U_{1}=\left\|\begin{array}{ccccc}
u_{11} & u_{12} & \ldots & u_{1, n-1} & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
b_{1} & b_{2} & \cdots & b_{n-1} & 0 \\
0 & 0 & \ldots & 0 & 1
\end{array}\right\|
$$

[^27]be unimodular. Then $U_{1} A_{1}$ has 0 's above the main diagonal in the last column, $d_{n-1}$ in the ( $n-1, n-1$ )-position, and each element above $d_{n-1}$ divisible by $d_{n-1}$, so that these can be made equal to 0 by elementary transformations. The process is continued until a matrix is obtained which has only 0 's above the main diagonal.

In order to make $a_{i i}$ lie in any prescribed system of non-associates, it is at most necessary to multiply it by a unit. This is accomplished by an elementary transformation of the second type.

By subtracting a multiple of the $(n-1)$-th row from the $n$-th row, $a_{n, n-1}$ can be made to lie in any prescribed residue system modulo $a_{n-1, n-1}$. Similarly every element can be reduced modulo the diagonal element above it. It is understood that $a \equiv b \bmod 0$ if and only if $a=b$.

Theorem 22.2. If $d(A) \neq 0$, the normal form of Hermite is unique. The proof will be made for $n=3$, but the process is general. Suppose

$$
\left\|\begin{array}{lll}
l_{11} & l_{12} & l_{13} \\
l_{21} & l_{22} & l_{23} \\
l_{31} & l_{32} & l_{33}
\end{array}\left|\left\|\begin{array}{lll}
a_{11} & 0 & 0 \\
a_{21} & a_{22} & 0 \\
a_{31} & a_{32} & a_{33}
\end{array}\right\|=\| \begin{array}{lll}
b_{11} & 0 & 0 \\
b_{21} & b_{22} & 0 \\
b_{31} & b_{32} & b_{33}
\end{array}\right|\right.
$$

where both $A=\left(a_{r s}\right)$ and $B=\left(b_{r s}\right)$ are in normal form and $L=\left(l_{r s}\right)$ is unimodular.

$$
b_{13}=l_{13} a_{33}=0, \quad b_{23}=l_{23} a_{33}=0
$$

Since $d(A) \neq 0, a_{33} \neq 0$ and $l_{13}=l_{23}=0$. Similarly every element of $L$ above the main diagonal is 0 .

Since $d(L)$ is a unit of $\mathfrak{P}, l_{11}, l_{22}, l_{33}$ are all units of $\mathfrak{B}$. Then $l_{i i} a_{i i}=b_{i i}$, and since $a_{i i}$ and $b_{i i}$ belong to the same system of non-associates, $l_{i i}=1$. Then $\quad b_{32}=l_{32} a_{22}+a_{32}$.
Since $b_{32}$ and $a_{32}$ lie in the same residue system modulo $a_{22}, l_{32}=0$. Then

$$
b_{31}=l_{31} a_{11}+a_{31},
$$

and similarly $l_{31}=0$. Thus $L=I$.
Corollary 22.2. Every non-singular matrix whose elements are rational integers is the left associate of a matrix whose diagonal elements $a_{i i}$ are positive, $a_{r i}=0$ for $r<i$, and $0 \leqq a_{r i}<a_{i i}$ for $r>i$. This form is unique ${ }^{1}$.

Theorem 22.3. If $A$ has elements in a euclidean ring $\mathfrak{F}$, the reduction to normal form can be accomplished by elementary transformations.

Let $A=\left(a_{r s}\right)$ have elements in $\mathfrak{E}$. Either every element of the last column is 0 or there is at least one non-zero element with minimum positive stathm which by an interchange of the rows can be put into the $(n, n)$-position. If $a_{n n}$ does not divide some $a_{i n}$, set

$$
a_{i n}=q a_{n n}+r . \quad\left(s(r)<s\left(a_{n n}\right)\right)
$$

[^28]Then by an elementary transformation of the third type, $a_{i n}$ can be replaced by $r$. Again interchange rows if necessary so that the element in the $(n, n)$-position is of minimum stathm and proceed as before. Eventually $a_{n n}$ will divide every $a_{i n}$. The proof now proceeds as in Theorem 22.1.

Theorem 22.4. Every unimodular matrix with elements in a euclidean ring $\mathfrak{G}$ is a product of a finite number of elementary matrices.

Let $U$ be unimodular. By Theorem 22.3 there exist elementary matrices $E_{i}$ such that

$$
E_{1} E_{2} \ldots E_{k} U=U^{\prime}
$$

where $U^{\prime}$ is unimodular and reduced. Since $d\left(U^{\prime}\right)$ is a unit of $\mathfrak{E}$, each diagonal element of $U^{\prime}$ is a unit of $\mathfrak{F}$, and may be taken to be 1 . Since 0 constitutes a complete system of residues modulo $1, U^{\prime}=I$. Then

$$
U=E_{k}{ }^{\mathrm{I}} E_{k-1}^{\mathrm{I}} \ldots E_{2}{ }^{\mathrm{I}} E_{1}{ }^{\mathrm{I}},
$$

where each $E_{i}{ }^{\mathrm{I}}$ is an elementary matrix.
Corollary 22.4. Every unimodular matrix with elements in a euclidean ring having but a finite number of units is a product of a finite number of matrices of a certain finite set.

This was proved for rational integers by Kronecker ${ }^{1}$.
Theorem 22.5. Every unimodular matrix with elements in a euclidean ring $\mathfrak{G}$ is a product of matrices of the types

$$
\begin{aligned}
U_{1}=\left\|\begin{array}{ccccc}
0 & 0 & \ldots & 0 & 1 \\
1 & 0 & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots & . & . \\
0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 1 & 0
\end{array}\right\|, \quad U_{2}=\left\|\begin{array}{ccccc}
0 & 1 & \ldots & 0 & 0 \\
1 & 0 & \ldots & 0 & 0 \\
. & \ldots & \ldots & . & . \\
0 & 0 & \ldots & 1 & 0 \\
0 & 0 & \ldots & 0 & 1
\end{array}\right\|, \\
U_{3}(k)=\left\|\begin{array}{ccccc}
1 & k & \ldots & 0 & 0 \\
0 & 1 & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots & . \\
0 & 0 & \ldots & 1 & 0 \\
0 & 0 & \ldots & 0 & 1
\end{array}\right\|, \quad U_{4}(\varepsilon)=\left\|\begin{array}{ccccc}
\varepsilon & 0 & \ldots & 0 & 0 \\
0 & 1 & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots & . \\
0 & 0 & \ldots & 1 & 0 \\
0 & 0 & \ldots & 0 & 1
\end{array}\right\| .
\end{aligned}
$$

The effect of $U_{1}$ is to permute the rows cyclicly. The effect of $U_{2}$ is to interchange the first two rows. By repeated use of these two operations any two rows of a matrix can be brought into positions one and two. Then by use of $U_{2}$ or $U_{3}$ or $U_{4}$ the desired elementary operation can be performed, and the rows then restored to their original positions.

This theorem is essentially that of A. Krazer ${ }^{2}$ who proved that

[^29]every matrix with rational integral elements and of determinant 1 is a product of just three, namely
\[

\left|$$
\begin{array}{cccc}
1 & 1 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\ldots & \ldots & . & . \\
0 & 0 & \ldots & 1
\end{array}
$$\right|, \quad\left\|$$
\begin{array}{cccc}
0 & -1 & \ldots & 0 \\
1 & 0 & \ldots & 0 \\
\cdots & \ldots & . & . \\
0 & 0 & \ldots & 1
\end{array}
$$\right\|, \quad\left\|$$
\begin{array}{ccccc}
0 & 0 & \ldots & 0 & (-1)^{n} \\
1 & 0 & \ldots & 0 & 0 \\
\cdots & \ldots & . & \cdots & \cdot \\
0 & 0 & \ldots & 1 & 0
\end{array}
$$\right\| .
\]

23. Greatest common divisors. If three matrices with elements in a principal ideal ring $\mathfrak{P}$ are in the relation $A=C D$, then $D$ is called a right divisor of $A$, and $A$ is called a left multiple of $D$. A greatest common right divisor (g.c.r.d.) $D$ of two matrices $A$ and $B$ is a common right divisor which is a left multiple of every common right divisor of $A$ and $B$. A least common left multiple (l.c.l.m.) of two matrices $A$ and $B$ is a common left multiple which is a right divisor of every common left multiple of $A$ and $B$.

Theorem 23.1. Every pair of matrices $A$ and $B$ with elements in $\mathfrak{B}$ have a g.c.r.d. $D$ expressible in the form

$$
D=P A+Q B
$$

Consider the matrix

$$
F=\left\|\begin{array}{ll}
A & O \\
B & O
\end{array}\right\|
$$

of order $2 n$. As in the proof of Theorem 22.1, a unimodular matrix $U$ of order $2 n$ can be found such that the g.c.d. of the elements of the $n$-th column of $F$ is in the $(n, n)$-position in $U F$. Then elementary transformations will reduce to 0 every element of this column below $a_{n n}$. This process may be continued to obtain an equation

$$
\left\|\begin{array}{ll}
X_{11} & X_{12}  \tag{23.1}\\
X_{21} & X_{22}
\end{array}\right\|\left\|\begin{array}{ll}
A & O \\
B & O
\end{array}\right\|=\left\|\begin{array}{ll}
D & O \\
O & O
\end{array}\right\|,
$$

where the first factor $X$ is unimodular. Thus

$$
X_{11} A+X_{12} B=D
$$

so that every common right divisor of $A$ and $B$ is a right divisor of $D$. Since $X$ is unimodular, there exists a matrix $Y=X^{\mathrm{I}}$ with elements in $\mathfrak{B}$ such that
whence

$$
\begin{gathered}
\left\|\begin{array}{ll}
A & O \\
B & O
\end{array}\right\|=\left\|\begin{array}{ll}
Y_{11} & Y_{12} \\
Y_{21} & Y_{22}
\end{array}\right\|\left\|\begin{array}{ll}
D & O \\
O & O
\end{array}\right\|, \\
A=Y_{11} D, \quad B=Y_{21} D
\end{gathered}
$$

Hence $D$ is a g.c.r.d. of $A$ and $B$.
Corollary 23.11. If the $2 n \cdot n$ array $\binom{A}{B}$ is of rank $n$, the matrices $A$ and $B$ have a non-singular g.c.r.d.

Corollary 23.12. If $A$ and $B$ have a non-singular g.c.r.d. $D$, every g.c.r.d. of $A$ and $B$ is of the form $U D$ where $U$ is unimodular.

For if $D_{1}$ is another g.c.r.d.,

$$
D=P D_{1}, \quad D_{1}=Q D, \quad D=P Q D, \quad P Q=I
$$

Theorem 23.2. Every pair of non-singular matrices $A$ and $B$ with elements in $\mathfrak{F}$ have a l.c.l.m. $M$ unique up to a unit left factor.

The relation

$$
X_{21} A+X_{22} B=O
$$

follows from (23.1). Therefore

$$
M=X_{21} A=-X_{22} B
$$

is a common left multiple of $A$ and $B$. If $M_{1}$ is another c.l.m. their g.c.r.d.

$$
M_{2}=P M+Q M_{1}
$$

is a c.l.m., so there exists a c.l.m. $M_{2}$ such that $M=H M_{2}$. Suppose

$$
M_{2}=K A=L B
$$

Then

$$
X_{21} A=H K A, \quad-X_{22} B=H L B
$$

and since $A$ and $B$ are non-singular,

$$
X_{21}=H K, \quad X_{22}=-H L
$$

But $I=X_{21} Y_{12}+X_{22} Y_{22}=H\left[K Y_{12}-L Y_{22}\right]$, so $H$ is a unit matrix, and $M$ is a right divisor of $M_{1}{ }^{1}$

Lemma 23.3. Let $A$ denote an $n$-th order matrix with elements in a proper euclidean ring $\mathfrak{C}$. For every element $m$ of $\mathfrak{C}$ there exist matrices $Q$ and $R$ such that either (1) $A=m Q$ or else (2) $A=m Q+R$ where

$$
0<s[d(R)]<s\left(m^{n}\right)
$$

By multiplying $A$ on the left by a unimodular matrix, it can be put into Hermite's normal form. Determine $Q=\left(q_{r s}\right), R=\left(r_{r s}\right)$ such that

$$
a_{i j}=m q_{i j}+r_{i j}
$$

where $0 \leqq s\left(r_{i j}\right)<s(m)$ for $i>j$, while $0<s\left(r_{i j}\right) \leqq s(m)$ for $i=j$. Unless every

$$
s\left(r_{i i}\right)=s(m),
$$

$s[d(R)]=s\left[r_{11} r_{22} \ldots r_{n n}\right]=s\left(r_{11}\right) s\left(r_{22}\right) \ldots s\left(r_{n n}\right)<[s(m)]^{n}=s\left(m^{n}\right)$, and

$$
A \xlongequal{\mathrm{~L}} m Q+R
$$

is in form (2).
If every $s\left(r_{i i}\right)=s(m)$ and every other element of $R$ is $0, R=m E$ where $E$ is diagonal, and

$$
A \xlongequal{\mathrm{~L}} m(Q+E)
$$

is in form (1).
If every $s\left(r_{i i}\right)=s(m)$ and some element of $R$ below the main diagonal is not 0 , e.g.,

$$
R=\left\|\begin{array}{lll}
r_{11} & 0 & 0 \\
0 & r_{22} & 0 \\
r_{31} & 0 & r_{33}
\end{array}\right\|,
$$

[^30]it is always possible to obtain form (2). Let the last column having a non-zero element below the main diagonal be the $i$-th, and let $r_{k i}$ be the first such element in that column. Add row $k$ to row $i$. Then $U R=R_{1}+m E_{1}$ where $s\left[d\left(R_{1}\right)\right]<s\left(m^{n}\right)$.

If $A \xlongequal{\perp} m Q_{1}+R_{1}$, then $A=m U Q_{1}+U R_{1}$ where $s\left[d\left(U R_{1}\right)\right]<s\left(m^{n}\right)$.
Theorem 23.3. If $A$ and $B$ are matrices with elements in a proper euclidean ring $\mathfrak{F}$, and if $d(B) \neq 0$, there exist matrices $Q$ and $C$ such that $A=Q B+C$ and either $C=0$ or else $0<s[d(C)]<s[d(B)]$.

By the lemma there exist matrices $Q$ and $R$ such that

$$
A B^{\mathrm{A}}=b Q+R, \quad b=d(B)
$$

and either $R=0$ or else $0<s[d(R)]<s\left(b^{n}\right)$. If $R=O, A=Q B$ and the theorem holds with $C=0$. If $R=0, R=A B^{\mathrm{A}}-b Q=A B^{\mathrm{A}}-Q B B^{\mathrm{A}}$ $=(A-Q B) B^{\mathrm{A}} \equiv C B^{\mathrm{A}}$. Then

$$
\begin{aligned}
A B^{\mathrm{A}} & =b Q+C B^{\mathrm{A}} \\
A & =Q B+C
\end{aligned}
$$

But $s[d(R)]=s[d(C)] s\left[d\left(B^{\mathrm{A}}\right)\right]=s[d(C)] s\left[b^{n-1}\right]=s[d(C)][s(b)]^{n-1}$. Therefore

$$
0<s[d(C)]<s(b)=s[d(B)] .
$$

The lemma and theorem were proved for rational integers by L. G. DU PASQUIER ${ }^{1}$, who proceeded by this means to establish the existence of the g.c.r.d.
24. Linear form moduls. Let $\mathbb{Z}$ be a linear form modul of order $n$ with respect to a ring $\Re$. That is, $\mathfrak{Z}$ consists of all numbers of the form

$$
a_{1} \varepsilon_{1}+a_{2} \varepsilon_{2}+\cdots a_{n} \varepsilon_{n}
$$

where the $a$ 's range independently over $\Re$, and the $\varepsilon$ 's are linearly independent with respect to $\Re$. The $\varepsilon$ 's are called a basis of $\mathfrak{R}$.

The basis is not unique, for any other set

$$
\varepsilon_{i}^{\prime}=\sum u_{i j} \varepsilon_{j}, \quad(i, j=1,2, \ldots, n)
$$

where $U=\left(u_{r s}\right)$ is unimodular with elements in $\Re$ is also a basis for $\Omega$; for every linear combination of the $\varepsilon$ 's is a linear combination of the $\varepsilon^{\prime \prime}$ s, and vice versa. Conversely, every two bases of a linear form modul are related by such a transformation. The following discussion is relative to a fixed basis $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{n}$ of $\mathcal{Z}$.

Let $\Omega_{1}$ be a linear form submodul of order $n$ of $\Omega,{ }^{2}$ and let $\mathcal{Z}_{1}$ have the basis $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$. Then

$$
\lambda_{i}=\sum g_{i j} \varepsilon_{j}, \quad(i, j=1,2, \ldots, n)
$$

[^31]where $G_{1}=\left(g_{r s}\right)$ is a non-singular matrix with elements in $\mathfrak{R}$. We shall say that the matrix $G_{1}$ is associated with the basis $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ of $\mathfrak{L}$. Every non-singular matrix $G_{1}$ determines in this way a basis of a linear form submodul of $\mathfrak{L}$.

If $\Omega_{2}$ with basis $\mu_{1}, \mu_{2}, \ldots, \mu_{n}$ is a linear form submodul of order $n$ of $\Omega_{1}$, every number of $\Omega_{2}$ is in $\Omega_{1}$, and

$$
\mu_{i}=\sum c_{i j} \lambda_{j}=\sum c_{i j} g_{j k} \varepsilon_{k}
$$

The matrix $G_{2}$ associated with the basis $\mu_{1}, \mu_{2}, \ldots, \mu_{n}$ of $\Omega_{2}$ is $C G_{1}$, where $C$ is a non-singular matrix with elements in $\Re$. This proves

Theorem 24.1. $\Omega_{1}$ contains $\Omega_{2}$ if and only if $G_{1}$ is a right divisor of $G_{2}$.

Corollary 24.1. Two moduls $\mathfrak{\Omega}_{1}$ and $\mathcal{\Omega}_{2}$ are equal if and only if $G_{1} \xlongequal{\mathbf{L}} G_{2}$.

For if $G_{2}=C_{1} G_{1}$ and $G_{1}=C_{2} G_{2}$, then $C_{1} C_{2}=I$ so that $C_{1}$ and $C_{2}$ are both unimodular.

We shall say that the matrix $G_{1}$ corresponds to the modul $\Omega_{1}\left(G_{1} \sim \Omega_{1}\right)$, understanding that $G_{1}$ is determined only up to a unit left factor.

Now specialize $\mathfrak{R}$ to a principal ideal ring $\mathfrak{P}$. The set of numbers common to two moduls $\Omega_{1}$ and $\Omega_{2}$ constitute a modul $\Omega_{d}$ called the greatest common submodul (or logical product) of the two moduls $\Omega_{1}$ and $\Omega_{2}$. It may also be defined as that submodul of $\Omega_{1}$ and $\Omega_{2}$ which contains every common submodul of $\Omega_{1}$ and $\Omega_{2}$.

The set of all numbers contained in either $\Omega_{1}$ or $\Omega_{2}$ or both, together with their sums and differences, constitutes a modul $\mathfrak{R}_{m}$ called the least common supermodul (or logical sum) of $\mathfrak{\Omega}_{1}$ and $\mathfrak{R}_{2}$. It may also be defined as that modul containing $\Omega_{1}$ and $\Omega_{2}$ which is contained in every modul containing $\mathfrak{\Omega}_{1}$ and $\mathfrak{R}_{2}$.

Theorem 24.2. Let $G_{1} \sim \Omega_{1}, G_{2} \sim \Omega_{2}, G_{d} \sim \Omega_{d}, G_{m} \sim \Omega_{m}$. Then $G_{d}$ is the g.c.r.d. of $G_{1}$ and $G_{2}$, and $G_{m}$ is the l.c.l.m. of $G_{1}$ and $G_{2}$.

It is proper to speak of the g.c.r.d. and l.c.1.m. for each is determined up to a unit left factor, the same latitude of definition as that of $G_{d}$ and $G_{m}$. The proof follows directly from Theorem 24.1.

The application of matrices with rational integral elements to the theory of moduls is in large part due to $A$. Châtelet ${ }^{1}$. His work is summarized in two books, Leçons sur la théorie des nombres, Paris 1913, and Groupes abéliens finis, Paris 1924.
25. Ideals. Let $\Re$ be a ring with unit element, and let $\mathbb{S}$ be a linear form modul with respect to $\Re$ which is also a ring, and whose elements are commutative with those of $\Re$. An instance of such a system is a domain of integrity of a linear associative algebra in the sense of Dickson ${ }^{2}$.

[^32]As in §1 let the constants of multiplication of $\subseteq$ be $c_{i j k}$, and define

$$
R_{i}=\left(c_{i s r}\right)
$$

A submodul of $\mathfrak{S}$ which is closed under multiplication on the left by numbers of $\mathbb{S}$ is called a left ideal ${ }^{1}$. Similarly there may be defined right ideals and two-sided ideals.

Theorem 25.1. A modul $\mathfrak{Z}$ of $\mathfrak{S}$ is a left ideal if and only if its corresponding matrix $G$ satisfies the conditions

$$
G R_{i}{ }^{\mathrm{T}}=D_{i} G, \quad(i=1,2, \ldots, n)
$$

where the $D_{i}$ are matrices with elements in $\Re$.
Assume that $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ constitute a basis for a left ideal $\mathfrak{F}$, where

$$
\lambda_{i}=\sum g_{i j} \varepsilon_{j}
$$

Every number $k$ of $\mathfrak{J}$ is of the form

$$
k=\sum k_{i} \lambda_{i}=\sum k_{i} g_{i j} \varepsilon_{j}
$$

while every number $s$ of $\mathbb{S}$ is of the form

$$
s=\sum s_{l} \varepsilon_{l}
$$

Since $s k$ is in $\Im$ for every $s_{l}$ and $k_{i}$, there exist numbers $d_{r}$ of $\Re$ such that

$$
s k=\sum s_{l} k_{i} g_{i j} c_{l j h} \varepsilon_{h}=\sum d_{r} g_{r t} \varepsilon_{t}
$$

Since the $\varepsilon$ 's are linearly independent,

$$
\sum s_{l} k_{i} g_{i j} c_{l j h}=\sum d_{r} g_{r h}
$$

In particular there exist values $d_{p q r}$ of $d_{r}$ when $s_{l}=\delta_{l p}$ and $k_{i}=\delta_{i q}$.
For these values
or

$$
\begin{aligned}
\sum g_{q j} c_{p j h}=\sum d_{p q r} g_{r h} \\
G R_{p}{ }^{\mathrm{T}}=D_{p} G, \quad D_{p}=\left(d_{p r s}\right) . \quad(p=1,2, \ldots, n)
\end{aligned}
$$

Conversely, the condition is sufficient. Let $d_{p q r}$ and $g_{q j}$ be numbers of $\Re$ satisfying the above conditions. Define

$$
\lambda_{i}=\sum g_{i j} \varepsilon_{j}
$$

The set of numbers $k=\sum k_{i} \lambda_{i}$ is evidently a modul. Let $s$ be any number of $\mathbb{S}$. Then

$$
s k=\sum s_{l} k_{i} g_{i j} c_{l j r} \varepsilon_{r}=\sum s_{l} k_{i} d_{l i s} \lambda_{s}
$$

is again in the modul, which is therefore a left ideal ${ }^{2}$.
Châtelet ${ }^{3}$ set up a correspondence between ideals in an algebraic field and matrices with rational integral elements. If $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$

[^33]are the conjugates of $\lambda$ in $\mathfrak{F}(\lambda)$, and $E=\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right]$ is a diagonal matrix, he proved that a necessary and sufficient condition that $A E A^{\text {I }}$ be integral is that $A$, apart from a diagonal matrix as a factor, correspond to a basis of an ideal.

Now specialize $\mathfrak{R}$ to a principal ideal ring $\mathfrak{B}$. If two left ideals $\mathfrak{J}_{1}$ and $\mathfrak{J}_{2}$ of $\mathbb{S}$ have bases $\lambda_{1}, \ldots, \lambda_{n}$ and $\mu_{1}, \ldots, \mu_{n}$ respectively, the set of numbers

$$
\sum d_{i j} \lambda_{i} \mu_{j}
$$

where $d_{i j}$ range over $\mathfrak{F}$ is evidently a modul. Since $\mathfrak{F}$ is a principal ideal ring, it is a linear form modul. It is readily seen to be closed under multiplication on the left by a number of $\mathbb{S}$, so it is a left ideal. The ideal so defined is called the product of the ideals $\mathfrak{J}_{1}$ and $\mathfrak{J}_{2}$ in that order.
H. Poincare ${ }^{1}$ set up a correspondence between matrices and quadratic ideals which is an instance of the correspondence of this paragraph, and called the matrix corresponding to the ideal product the second product or commutative product of the matrices corresponding to the factors. He noted the isomorphism of ideal multiplication with composition of quadratic forms.

The matrix corresponding to the product of the two left ideals $\mathfrak{J}_{1}$ and $\mathfrak{J}_{2}$ is the g.c.r.d. of the matrices

$$
G_{2} R^{\mathrm{T}}\left(\lambda_{i}\right), \quad(i=1,2, \ldots, n)
$$

where $G_{2}$ corresponds to $\tilde{J}_{2}$, and $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ is a basis of $I_{1}{ }^{2}$
If $\alpha_{1}, \ldots, \alpha_{k}$ are numbers of an algebraic field of order $n$, a minimal basis of the ideal $\left(\alpha_{1}, \ldots, \alpha_{k}\right)$ is readily determined from its associated matrix $A$, which is a g.c.r.d. of

$$
R\left(\alpha_{1}\right), R\left(\alpha_{2}\right), \ldots, R\left(\alpha_{k}\right) .^{3}
$$

## IV. Equivalence.

26. Equivalent matrices. Let $A=P B Q$, where each matrix has its elements in a principal ideal ring $\mathfrak{P}$. Then $A$ is a multiple of $B .{ }^{4}$

Theorem 26.1. If $A$ is a multiple of $B$, the g.c.d. $d_{i}$ of the $i$-rowed minor determinants of $B$ divides the g.c.d. $d_{i}^{\prime}$ of the $i$-rowed minor determinants of $A$.

This follows immediately from Theorem 7.9.
Two matrices $A$ and $B$ with elements in $\mathfrak{F}$ are equivalent $(A \xlongequal[\underline{\mathrm{E}}]{ } B)$ if there exist two unimodular matrices $U$ and $V$ such that $A=U B V$.

[^34]The relation of equivalence is determinative, reflexive, symmetric and transitive. (Cf. § 22.) The present chapter has to do with those properties of matrices which are invariant under this relationship.

Corollary 26.1. If $A \xlongequal{\mathrm{E}} B$, every g.c.d. $d_{i}$ of the $i$-rowed minor determinants of $B$ is associated with every g.c.d. $d_{i}^{\prime}$ of the $i$-rowed minor determinants of $A .^{1}$

Elementary operations on the rows of a matrix are defined as in § 22, each being accomplished by multiplying the matrix on the left by a unimodular matrix. Elementary operations on the columns are defined in an analogous manner, each being accomplished by multiplying the matrix on the right by a unimodular matrix. The inverse of an elementary operation is an elementary operation of the same type.

Theorem 26.2 Every matrix $A$ of rank $\varrho$ with elements in $\mathfrak{\$}$ is equivalent to a diagonal matrix $\left[h_{1}, h_{2}, \ldots, h_{\varrho}, 0, \ldots, 0\right]$ where $h_{i} \mid h_{i+1} .{ }^{2}$

This diagonal form will be called Smith's normal form.
If $A$ is of rank $\varrho$, the rows and columns can be shifted by elementary transformations so that the minor determinant of order $\varrho$ in the upper left corner is $\neq 0$. Then as in the proof of Theorem 22.1, the element in the ( 1,1 )-position can be made $\neq 0$ and a g.c.d. of the elements of the first column. The elements of the first column below the first row can then be made 0's by elementary transformations on the rows. If the element which now stands in the (1, 1)-position divides every other element of the first row, these other elements can all be made 0's by elementary transformations on the columns so as not to disturb the first column of 0 's. If they are not all divisible by this element $a_{11}$, then $a_{11}$ can be replaced by the g.c.d. of the elements of the first row, and this g.c.d. will contain fewer prime factors than $a_{11}$. The process is now repeated until an element in the $(1,1)$-position is obtained which divides every other element of the first row and every other element of the first column. Since every number of $\mathfrak{B}$ is factorable into a finite number of primes, this stage is reached in a finite number of steps ${ }^{3}$.

By working with the last $n-1$ rows and columns, then with the last $n-2$ rows and columns etc., $A$ can be reduced to an equivalent matrix

$$
\left\|\begin{array}{ll}
D & O \\
O & M
\end{array}\right\|, \quad D=\left[h_{1}, h_{2}, \ldots, h_{e}\right], \quad h_{i} \neq 0
$$

Now $M=0$, for if one element of $M$ were not 0 , it could be shifted into the $(\varrho+1, \varrho+1)$-position, and $A$ would have a non-vanishing minor determinant of order $\varrho+1$.

[^35]By adding column 2, column 3, ..., column $\varrho$ to column 1, $D$ is made to assume the form

$$
\left\|\begin{array}{lllll}
h_{1} & 0 & 0 & \ldots & 0 \\
h_{2} & h_{2} & 0 & \ldots & 0 \\
h_{3} & 0 & h_{3} & \ldots & 0 \\
\cdots & \ldots & \cdots & \ldots & . \\
h_{\varrho} & 0 & 0 & \ldots & h_{\varrho}
\end{array}\right\| .
$$

As in the proof of Theorem 22.1, there is a unimodular matrix $U$ which, used as a left factor, replaces $h_{1}$ by the g.c.d. of $h_{1}, \ldots, h_{\rho}$. The new matrix $U D$ has every element a homogeneous linear combination of $h_{1}, \ldots, h_{\varrho}$, so each element of $U D$ is divisible by the new $h_{1}$. Again reduce to the diagonal form $\left[h_{1}, h_{2}, \ldots, h_{\varrho}\right]$ where now $h_{1}$ divides $h_{2}, \ldots, h_{\varrho}$. Continue until $h_{i} \mid h_{i+1}, i=1,2, \ldots, \varrho-1$.

Now consider a matrix $A$ with elements in a ring $\mathfrak{E}^{\prime}$, with unit element and no divisors of zero, in which both left and right division transformations exist. That is, a stathm is defined for every number of $\mathbb{E}^{\prime}$ except 0 , and for every pair of numbers $a$ and $b, b \neq 0$, there exist numbers $q, q^{\prime}, r, r^{\prime}$, such that

$$
\begin{array}{ll}
a=b q+r, & r=0 \quad \text { or } \quad s(r)<s(b), \\
a=q^{\prime} b+r^{\prime}, & r^{\prime}=0 \quad \text { or } \quad s\left(r^{\prime}\right)<s(b) .
\end{array}
$$

(Cf. § 20.) If $\mathfrak{F} \prime$ ' is commutative, it is a euclidean principal ideal ring $\mathfrak{F}$. If $s(a b)=s(a) s(b), \mathscr{E}^{\prime}$ is proper.

An elementary transformation is one of five types:

1. The addition to the elements of any row of the products of any element $k$ of $\mathbb{C}^{\prime}$ by the corresponding elements of another row, $k$ being used as a left factor.
2. The addition to the elements of any column of the products of any element $k$ of $\mathfrak{C}^{\prime}$ by the corresponding elements of another column, $k$ being used as a right factor.
3. The interchange of two rows or of two colums.
4. The insertion of the same unit factor before each element of any row.
5. The insertion of the same unit factor after each element of any column.

Each of these elementary operations can be effected by multiplying the given matrix either on the left or on the right by a certain elementary matrix. A product of elementary matrices is called a unit matrix, in spite of the fact that the concept of determinant is not defined for matrices with elements in a non-commutative ring.
J. H. M. Wedderburn ${ }^{1}$ has proved that if $A$ has elements in $\mathfrak{F}^{\prime}$, there exist unit matrices $P$ and $Q$ such that

$$
P A Q=\left[h_{1}, h_{2}, \ldots, h_{\varrho}, 0, \ldots, 0\right]
$$

[^36]$\varrho$ being defined as the rank of $A$, and if $\mathfrak{G}^{\prime}$ is proper, $h_{i}$ is both a right and a left divisor of $h_{i+1} .{ }^{1}$

This last result for §' $^{\prime}$ proper had been given essentially by L. E. DickSON ${ }^{2}$. Since the resulting diagonal matrices are factorable into prime matrices in but one way apart from unit factors, the same is true for all matrices with elements in $\mathscr{C}$ ' which are of rank $n$.
27. Invariant factors and elementary divisors. Let $A$ be a matrix with elements in a principal ideal ring $\mathfrak{P}$, and let

$$
D=\left[h_{1}, h_{2}, \ldots, h_{\varrho}, 0, \ldots, 0\right]
$$

be its equivalent normal form (Theorem 26.2). It has been seen (Theorem 26.1) that the g.c.d. $d_{i}$ of the $i$-rowed minor determinants of $A$ is associated with the g.c.d. $d_{i}^{\prime}$ of the $i$-rowed minor determinants of $D$. Since $h_{i} \mid h_{i+1}$, it follows that

Theorem 27.1. The g.c.d. $d_{i}=h_{1} h_{2} \ldots h_{i}$ of the $i$-rowed minor determinants of $A$ divides the g.c.d. $d_{i+1}=h_{1} h_{2} \ldots h_{i+1}$ of the $(i+1)$ rowed minor determinants of $A$.

The quotients $h_{1}=d_{1}, h_{2}=d_{2} / d_{1}, h_{3}=d_{3} / d_{2}, \cdots$ are called the in variant factors of $A$. They are invariants under the relation of equivalence, and are determined up to a unit factor.

In a principal ideal ring every element neither 0 nor a unit can be factored uniquely (except for unit factors) into a product of powers of primes ${ }^{3}$. Suppose

$$
h_{i}=p_{1}^{l_{i 1}}, p_{2}^{l_{i 2}}, \ldots, p_{k}^{l_{i k}}
$$

Since $h_{i} \mid h_{i+1}$, the exponents of each prime factor form a sequence

$$
e_{n l} \geqq e_{n-1, l} \geqq \ldots \geqq e_{1 l} . \quad(l=1,2, \ldots, k)
$$

Such of these powers $p_{l}^{l_{i l}}$ as are not units are called the elementary divisors of $A$ [Weierstrass]. They are defined up to a unit factor.

The elementary divisors are simple if each is a prime ${ }^{4}$.
Theorem 27.2. $A \xlongequal{\mathrm{E}} B$ if and only if $A$ and $B$ have the same elementary divisors (invariant factors).

If $A$ and $B$ have the same invariant factors, they can be reduced to the same normal form and hence are equivalent. If they are equivalent, they have the same invariant factors, for these are invariants. The invariant factors determine the elementary divisors uniquely, and conversely.

Corollary 27.2. Two matrices $A$ and $B$ with elements in a commutative field $\mathfrak{F}$ are equivalent if and only if they have the same rank.

[^37]For in this case every element of $\mathfrak{F}$ except 0 is a unit, and a normal form $[1, \ldots, 1,0, \ldots, 0]$ may be chosen where the number of 1 's is the rank $\varrho$.

The theory of elementary divisors is one of the oldest and most thoroughly exploited branches of matric theory. The literature is so extensive that the reader is referred to P. Muth's Theorie und Anwendungen der Elementarteiler ${ }^{1}$ for the early papers. The theory was initiated by K. Weierstrass ${ }^{2}$ for the polynomial domain of the complex field, by H. J. S. Smith ${ }^{3}$ and G. Frobenius ${ }^{4}$ for matrices with rational integral elements, and by Frobenius ${ }^{5}$ for matrices with elements in a modular field. Frobenius ${ }^{6}$ later gave a rational treatment of the Weierstrass theory.
A. Châtelet ${ }^{7}$ proved that if $A$ and $B$ have rational integral elements, and if $D$ is their g.c.r.d. and $M$ their l.c.l.m., then $M A^{1}$ and $M B^{\mathrm{I}}$ have, respectively, the same invariant factors as $B D^{\mathrm{I}}$ and $A D^{\mathrm{I}}$.
28. Factorization of a matrix. Let $A$ be a matrix of rank $\varrho$ with elements in a principal ideal ring $\mathfrak{P}$. By Theorem $26.2, A$ is a product by unit matrices of a diagonal matrix

$$
D=\left[h_{1}, h_{2}, \ldots, h_{\varrho}, 0, \ldots, 0\right]
$$

By $\S 4, D$ is a product of matrices of the type

$$
\left[1,1, \ldots, p_{i}, \ldots, 1\right]
$$

where $p_{i}$ is an irreducible factor of $h_{i}$, and a diagonal matrix $[1,1, \ldots, 1,0, \ldots, 0]$ of rank $\varrho$. The matrices $\left[1, \ldots, p_{i}, \ldots, 1\right]$ have prime determinants and are therefore irreducible ${ }^{8}$.
L. Kronecker ${ }^{9}$ gave the following decomposition for a unimodular matrix with elements in a field for the case $\alpha \neq 0$ :

$$
\left(\begin{array}{cc}
1 & -\gamma / \alpha \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)^{3}\left(\begin{array}{cc}
\alpha & 0 \\
0 & 1 / \alpha
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
1 & \beta / \alpha \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
\alpha & \beta \\
\gamma & \frac{\beta \gamma+1}{\alpha}
\end{array}\right)
$$

and another decomposition when $\alpha=0$.
H. Laurent ${ }^{10}$ discussed the factorization of a matrix into elementary matrices.

[^38]J. Wellstein ${ }^{1}$ showed that every matrix is a product of elementary matrices of three types: $E_{i j}(x)$ is obtained by replacing the 0 in row $i$ and column $j$ of the identity matrix by $x . E_{k}(x)$ is obtained by replacing the 1 in row $k$ and column $k$ of the identity matrix by $x . \Gamma$ is the identity matrix with the rows cyclicly permuted.
C. Cellitti ${ }^{2}$ noted that every second order integral matrix is a product of powers of
\[

\left($$
\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}
$$\right), \quad\left($$
\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}
$$\right), \quad\left($$
\begin{array}{ll}
a & 0 \\
0 & 1
\end{array}
$$\right)
\]

29. Polynomial domains. An important instance of a principal ideal ring is the polynomial domain $\mathfrak{P}(\lambda)$ of all polynomials in $\lambda$ with coefficients in a commutative field $\mathfrak{F}$. The elements of $\mathfrak{F}$ (except 0 ) are the units of $\mathfrak{B}(\lambda)$. Moreover $\mathfrak{B}(\lambda)$ is euclidean, for if $a$ and $b \neq 0$ are two numbers of the domain, there exist two other numbers $q$ and $r$ such that

$$
a=b q+r
$$

where either $r=0$ or else $r$ is of lower degree in $\lambda$ than $q$. If $\mathfrak{F}$ is algebraically closed ${ }^{3}$ (e.g., the complex field), the primes in $\mathfrak{P}(\lambda)$ are the linear polynomials in $\lambda$.

A matrix $A=\left(a_{r s 0}+a_{r s 1} \lambda+\cdots+a_{r s k} \lambda^{k}\right)$ with elements in $\mathfrak{P}(\lambda)$ can be written as a polynomial in $\lambda$,

$$
A=\left(a_{r s 0}\right)+\left(a_{r s 1}\right) \lambda+\cdots+\left(a_{r s k}\right) \lambda^{k}
$$

whose coefficients are matrices with elements in $\mathfrak{F}$. The matrix $A$ is of degree $k$ if $\left(a_{r s k}\right) \neq 0$. It is proper if it is of degree $k$ and $d\left(a_{r s k}\right) \neq 0$.

Theorem 29.1. If $A$ and $B$ are matrices with elements in $\mathfrak{B}(\lambda)$, and if $B$ is proper of degree $l$, then there exist matrices $Q$ and $R\left(Q_{1}\right.$ and $\left.R_{1}\right)$ such that

$$
A=B Q+R, \quad A=Q_{1} B+R_{1}
$$

where either $R=O\left(R_{\mathbf{1}}=O\right)$ or else $R\left(R_{\mathbf{1}}\right)$ is of degree $<l$.
Let

$$
A=A_{k} \lambda^{k}+\cdots+A_{0}, \quad B=B_{l} \hat{\lambda}^{l}+\cdots+B_{0}, \quad l<k .
$$

Since $d\left(B_{l}\right) \neq 0$, the equation $B_{l} X=A_{k}$ has a solution $X=C_{k-l}$. Then $A-B C_{k-l} \lambda^{k-l}$ is of degree $k-1$ at most. Continue as in ordinary long division until a remainder is obtained of degree $<l$.

Theorem 29.2. If $A$ and $B$ are proper of degrees $k$ and $l$ respectively, and if $A P_{1}=P_{2} B$, there exists a matrix $Q$ and two matrices $R_{1}$ and $R_{2}$, of degrees $r_{1}$ and $r_{2}$ respectively, such that
$A R_{1}=R_{2} B, \quad P_{1}=Q B+R_{1}, \quad P_{2}=A Q+R_{2}, \quad r_{1}<l, \quad r_{2}<k .{ }^{4}$
1 Wellstein, J.: Nachr. Ges. Wiss. Göttingen 1909 pp. 77-99.
${ }^{2}$ Cellitti, C.: Atti Accad. naz. Lincei, Rend. V Vol. 23 II (1914) pp. 208-212.
3 van der Waerden: Moderne Algebra Vol. I p. 198.
${ }^{4}$ Frobenius, G.: S.-B. preuß. Akad. Wiss. 1910 pp. 3-15.

Determine $Q_{1}, Q_{2}, R_{1}, R_{2}$ so that

$$
P_{2}=A Q_{2}+R_{2}, \quad P_{1}=Q_{1} B+R_{1}
$$

where $R_{1}$ is $O$ or of degree $<l$, and $R_{2}$ is $O$ or of degree $<k$. Then

$$
A R_{1}-R_{2} B=A\left(Q_{2}-Q_{1}\right) B
$$

The left member is either $O$ or of degree $<k+l$ while the right member is either $O$ or of degree $\geqq k+l$. Hence $A R_{1}=R_{2} B$ and, since $A$ and $B$ are non-singular, $Q_{2}=Q_{1}$.

Theorem 29.3. If $A$ and $B$ are proper, of degree 1, and equivalent, then there exist non-singular matrices $P$ and $Q$ with elements in $\mathfrak{F}$ such that $A=P B Q$.

Since $A$ and $B$ are equivalent in $\mathfrak{B}(\lambda)$, there exist non-singular matrices $P_{1}$ and $P_{2}$ whose determinants are in $\mathfrak{F}$ such that

$$
A P_{1}=P_{2} B
$$

Since $A$ and $B$ are each of degree 1 , the matrices $R_{1}$ and $R_{2}$ of Theorem 29.2 have elements in $\mathfrak{F}$. It remains only to show that $R_{1}$ and $R_{2}$ are non-singular. Let

$$
P_{1}{ }^{\mathrm{I}}=Q_{3} A+R_{3},
$$

where $R_{3}$ is either $O$ or of degree $r_{3}=0$. Then

$$
\begin{aligned}
I=P_{1}{ }^{\mathrm{I}} P_{1} & =\left(Q_{3} A+R_{3}\right)\left(Q B+R_{1}\right) \\
& =Q_{3} A Q B+Q_{3} A R_{1}+R_{3} Q B+R_{3} R_{1}, \\
I-R_{3} R_{1} & =\left(Q_{3} A Q+Q_{3} R_{2}+R_{3} Q\right) B .
\end{aligned}
$$

The left member is either $O$ or of degree 0 in $\lambda$, while the right member is $O$ or of degree $\geqq 1$ in $\lambda$. Hence each member is $O, R_{2} R_{1}=I, d\left(R_{1}\right) \neq 0$. Similarly $d\left(R_{2}\right) \neq 0$. Then $A=P B Q$, where $P=R_{2}$ and $Q=R_{1}{ }^{1}$.
J. A. de Seguier ${ }^{1}$ showed how to reduce $A_{1} \lambda+A_{2} \mu$ to diagonal form directly by means of constant matrices $P$ and $Q$.

The characteristic matrix $I \lambda-A$ of the matrix $A$ with elements in a commutative field $\mathfrak{F}$ is an important instance of a matrix in $\mathfrak{P}(\lambda)$ whose elements are linear. Let

$$
I \lambda-A \stackrel{\mathrm{E}}{=}\left[h_{1}(\lambda), h_{2}(\lambda), \ldots, h_{n}(\lambda)\right]
$$

where the second member is the normal form of Theorem 26.2.
Theorem 29.4. The minimum equation of $A$ is $h_{n}(\lambda)=0$.
This follows from Theorems 15.1 and 27.1.
Corollary 29.4. A matrix is not derogatory when and only when the elementary divisors of its characteristic matrix are powers of distinct primes.

[^39]A matrix of the form

$$
A=\left\|\begin{array}{llll}
A_{1} & O & \ldots & O \\
O & A_{2} & \ldots & O \\
\cdots & \cdots & \cdots & \cdot \\
O & O & \ldots & A_{k}
\end{array}\right\|
$$

will be called the direct sum of the matrices $A_{1}, A_{2}, \ldots, A_{k}$, and will be written ${ }^{1}$

$$
A=A_{1} \dot{+} A_{2} \dot{+} \cdots \dot{+} A_{k}
$$

Theorem 29.5. Ih $-A$ is equivalent to the matrix

$$
B(\lambda)=B_{n}(\lambda)+B_{n-1}(\lambda)+\cdots+B_{n-k}(\lambda),
$$

where $\left[1, \ldots, 1, h_{n-k}(\lambda), \ldots, h_{n}(\lambda)\right]$ is the Smith normal form of $I \lambda-A$, and $B_{i}(\lambda)$ is any matrix whose invariant factors are all 1's but the last which is $h_{i}(\lambda)$.

Suppose $P_{i} B_{i}(\lambda) Q_{i}==\left[1, \ldots, 1, h_{i}(\lambda)\right]$. If
$P=P_{n} \dot{+} P_{n-1}+\cdots+P_{n-k}, \quad Q=Q_{n}+Q_{n-1}+\cdots+Q_{n-k}$,
then a suitable permutation of the rows and columns of $P B Q$ gives $\left[1, \ldots, 1, h_{n-k}, \ldots, h_{n}\right]$.

In particular $B_{i}(\lambda)$ may be chosen to be

$$
\left|\begin{array}{rrrrr}
\lambda & -1 & 0 & \ldots & 0 \\
0 & \lambda & -1 & \ldots & 0 \\
\ldots & \cdots & \cdots & \cdots & . \\
h_{l} & h_{l-1} & h_{l-2} & \ldots & h_{1}
\end{array}\right|,
$$

where $h_{i}(\hat{\lambda})=\lambda_{l}^{l}+h_{1} \hat{\imath}^{l-1}+\cdots+h_{l}$.
If $h_{i}(\lambda)$ is completely reducible in $\mathfrak{F}$, say

$$
h_{i}(\lambda)=\left(\lambda-\lambda_{1}\right)^{l_{i 1}} \ldots\left(\lambda-\lambda_{k}\right)^{l_{i k}}
$$

$B_{i}(\lambda)$ may be chosen in the form $I \lambda-J$, where $J$ is the Jordan form discussed in §14. (See Corollary 15.1.)

If $\mathfrak{F}$ is an algebraically closed field $\mathfrak{C}$, every $h_{i}(\lambda)$ being completely reducible, the Jordan normal form corresponding to each invariant factor is a direct sum of Jordan forms each corresponding to an elementary divisor of $I \lambda-A$. By a shifting of the rows and columns these forms can be arranged in any order. Thus $B(\lambda)$ can be chosen

$$
B(\lambda)=J_{11}(\lambda) \dot{+} J_{12}(\lambda)+\cdots \dot{+} J_{n k}(\lambda)
$$

where each $J_{i l}(\lambda)$ is the Jordan form corresponding to an elementary divisor $\left(\lambda-\lambda_{l}\right)^{l_{i l}}$.

It will be seen that there are two types of invariant for the field $\mathfrak{C}$, the distinct roots of the characteristic equation, $\lambda_{1}, \ldots, \lambda_{j}$, which may

[^40]be called numerical invariants, and the exponents $e_{i l}$ of the elementary divisors, which may be called invariants of structure ${ }^{1}$. The exponents written in the array

$\left.\begin{array}{cccc}e_{11} & e_{21} & \ldots & e_{j 1} \\ e_{12} & e_{22} & \cdots & e_{j 2} \\ \cdots & \cdot & \cdot & \cdot\end{array}\right) \cdot$.
or $\left[\left(e_{11}, e_{12}, \ldots\right),\left(e_{21}, e_{22}, \ldots\right), \ldots\right]$ constitute the SEGRE characteristic of the matrix ${ }^{2}$.
30. Equivalent pairs of matrices. Two pairs of matrices $A_{1}, A_{2}$ and $B_{1}, B_{2}$ with elements in a commutative field $\mathfrak{F}$ are said to be equivalent if and only if there exist two non-singular matrices $P$ and $Q$ with elements in $\mathfrak{F}$ such that

$$
A_{1}=P B_{1} Q, \quad A_{2}=P B_{2} Q
$$

Theorem 30.1. If $A_{1}$ and $B_{1}$ are non-singular, the pairs of matrices $A_{1}, A_{2}$ and $B_{1}, B_{2}$ are equivalent if and only if the matrices $A_{1} \lambda+A_{2}$ and $B_{1} \lambda+B_{2}$ in the polynomial domain $\mathfrak{P}(\lambda)$ have the same invariant factors (or elementary divisors) ${ }^{3}$.

Let $A_{1} \lambda+A_{2}=A, B_{1} \lambda+B_{2}=B$. If $A_{1}=P B_{1} Q$ and $A_{2}=P B_{2} Q$, then evidently $A=P B Q$ for every $\lambda$. In the domain $\mathfrak{B}(\lambda), P$ and $Q$ are unimodular since their determinants are non-zero numbers of $\mathfrak{F}$, so by Theorem 27.2 the invariant factors of $A$ and $B$ coincide.

If, conversely, $A$ and $B$ have the same invariant factors, there exist two matrices $P_{1}$ and $Q_{1}$ whose determinants are non-zero numbers of $\mathfrak{F}$, but whose elements may involve $\lambda$, such that $A=P_{1} B Q_{1}$. Since $A$ and $B$ are proper, there exist by Theorem 29.3 two non-singular matrices $P$ and $Q$ with elements in $\mathfrak{F}$ such that

$$
A_{1} \lambda+A_{2}=P\left(B_{1} \lambda+B_{2}\right) Q
$$

for $\lambda$ indeterminate. Hence $A_{1}=P B_{1} Q$ and $A_{2}=P B_{2} Q$.
In treating the case where both $A_{1}$ and $A_{2}$ are singular, it is more convenient to use the symmetric linear combination $A_{1} \lambda+A_{2} \mu$ whose elements lie in the polynomial domain $\mathfrak{P}(\lambda, \mu)$ of homogeneous polynomials with coefficients in $\mathfrak{F}$. $\mathfrak{P}(\lambda, \mu)$ is isomorphic with $\mathfrak{P}(\lambda)$. The invariant factors of $A_{1} \lambda+A_{2} \mu$ will be called the invariant factors of the pair $A_{1}, A_{2}$. The pair of matrices $A_{1}, A_{2}$ is said to be a nonsingular pair if $d\left(A_{1} \lambda+A_{2} \mu\right)$ is not zero in $\mathfrak{P}(\lambda, \mu)$.

Lemma 30.2. If $A_{1}{ }^{\prime}=A_{1} p+A_{2} q, A_{2}{ }^{\prime}=A_{1} r+A_{2} s$, where $p, q, r, s$ and the elements of $A_{1}$ and $A_{2}$ are in $\mathfrak{F}$, and if $p s-r q \neq 0$, then the invariant factors of $A_{1}{ }^{\prime} \lambda+A_{2}{ }^{\prime} \mu$ are obtained from those of $A_{1} u+A_{2} v$ by the substitution

$$
u=p \lambda+r \mu, \quad v=q \lambda+s \mu .
$$

[^41]This substitution, having an inverse, defines an automorphism of the domain $\mathfrak{P}(\lambda, \mu) \sim \mathfrak{B}(u, v)$ by which $A_{1}{ }^{\prime} \lambda+A_{2}{ }^{\prime} \mu \sim A_{1} u+A_{2} v$.

Theorem 30.2. Two non-singular pairs of matrices $A_{1}, A_{2}$ and $B_{1}, B_{2}$ with elements in a field $\mathfrak{F}$ are equivalent if and only if they have the same invariant factors.

If they are equivalent, they have the same invariant factors. This follows as in the proof of Theorem 30.1.

If $A_{1}, A_{2}$ is a non-singular pair, there exists a non-singular matrix $A_{1}{ }^{\prime}=A_{1} p+A_{2} q$. Choose $r$ and $s$ in any way so that $p s-r q \neq 0$, and define $A_{2}{ }^{\prime}=A_{1} r+A_{2} s$. Define $B_{1}{ }^{\prime}, B_{2}{ }^{\prime}$ cogrediently. Then by the lemma $A_{1}{ }^{\prime}, A_{2}{ }^{\prime}$ have the same invariant factors as $B_{1}{ }^{\prime}, B_{2}{ }^{\prime}$, since $A_{1}, A_{2}$ have the same invariant factors as $B_{1}, B_{2}$. In this case the pairs $A_{1}{ }^{\prime}, A_{2}{ }^{\prime}$ and $B_{1}{ }^{\prime}, B_{2}{ }^{\prime}$ are equivalent by Theorem 30.1. Then the pairs $A_{1}, A_{2}$ and $B_{1}, B_{2}$ are equivalent.

Corollary 30.21. If $A_{1}$ is non-singular, the pair $A_{1}, A_{2}$ with elements in $\mathfrak{F}$ is equivalent to the canonical pair $I,-B$ where

$$
B=B_{n} \dot{+} B_{n-1} \dot{+} \cdots \dot{+} B_{n-k}
$$

and $B_{i}$ is the companion matrix of the $i$-th invariant factor of $A_{1}, A_{2}$.
Corollary 30.22. If $A_{1}$ is non-singular the pair $A_{1}, A_{2}$ with elements in an algebraically closed field $\mathfrak{C}$ is equivalent to the canonical pair $I,-J$ where

$$
J=J_{n} \dot{+} J_{n-1} \dot{+} \cdots \dot{+} J_{n-k}
$$

and $J_{i}$ is the Jordan matrix of the $i$-th invariant factor of $A_{1}, A_{2}$.
The problem of the equivalence of singular pairs of matrices presents more difficulty. M. Pasch ${ }^{1}$ and P. Muth ${ }^{2}$ treated singular pairs of third order matrices. Muth ${ }^{3}$ treated the general case. L. E. Dickson ${ }^{4}$ proved that two singular pairs are equivalent by rational transformations if and only if they have the same invariant factors and the same minimal numbers $M_{i}$, which he defines. Turnbull and Aitken ${ }^{5}$ have an original treatment of the singular case.

Since a polynomial in more than one variable is usually not factorable into linear factors, the Weierstrass elementary divisor theory does not generalize so as to be applicabie ic the problem of the equivalence of sets of more than two matrices. S. Kantor ${ }^{6}$ generalized the concept of elementary divisor by geometric methods to handle this problem.

A new method in the equivalence of pairs of matrices was developed by R. G. D. Richardson ${ }^{7}$. First suppose that $\lambda_{1}, \ldots, \lambda_{n}$ are the roots

[^42]of $|A-\lambda B|=0$ and are all distinct. Let $A=\left(a_{r s}\right), B=\left(b_{r s}\right)$. There exist sets or poles $\left(x_{1 k}, \ldots, x_{n k}\right),\left(y_{l 1}, \ldots, y_{l n}\right)$, no one of which consists entirely of zeros, such that
\[

$$
\begin{array}{ll}
\sum_{j}^{\prime}\left(a_{i j}-\lambda_{k} b_{i j}\right) x_{j k}=0, & (i, k=1,2, \ldots, n) \\
\sum_{i}\left(a_{i j}-\lambda_{l} b_{i j}\right) y_{l i}=0 . & (j, l=1,2, \ldots, n)
\end{array}
$$
\]

These poles may be normalized so that $\sum_{i, j} y_{k i} b_{i j} x_{j k}=1$. Since

$$
\sum_{i, j} y_{l i} a_{i j} x_{j k}=\lambda_{k} \sum_{i, j} y_{l i} b_{i j} x_{j k}=\lambda_{l} \sum_{i, j} y_{l i} b_{i j} x_{j k}
$$

it follows that if $k \neq l$,

$$
\sum_{i, j} y_{l i} a_{i j} x_{j k}=0, \quad \sum_{i, j} y_{l i} b_{i j} x_{j k}=0
$$

The matrices $X=\left(x_{r s}\right)$ and $Y=\left(y_{r s}\right)$ are orthogonal relative to $A$ and $B$. Then

$$
Y B X=I, \quad Y A X=\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right]
$$

In case the roots of $|A-\lambda B|=0$ are not all distinct, various cases arise. If $\lambda_{k}$ is multiple, the number of linearly independent poles $\left(x_{1 k}^{(i)}, \ldots, x_{n k}^{(i)}\right)$ may still be equal to the multiplicity. In this case the argument proceeds as before. The case when there are fewer linearly independent poles than the multiplicity $p$ is called the irregular case. Then the solutions of the equations

$$
\sum_{j}\left(a_{i j}-\lambda_{k} b_{i j}\right) \frac{d^{h-1} x_{j k}}{d \lambda^{h-1}}=\sum_{j} b_{i j} \frac{d^{h-2} x_{j k}}{d \lambda^{h-2}} \quad(h=2, \ldots, p)
$$

are used to fill out the rows of $X$ and $Y$. If $\lambda_{k}$ is a root of multiplicity 3 , for instance, and if the number of linearly independent poles is 1 , the normal form attained for $A-\lambda B$ is

$$
\left\|\begin{array}{ccc}
0 & 0 & \lambda_{k}-\lambda \\
0 & \lambda_{k}-\lambda & 1 \\
\lambda_{k}-\lambda & 1 & 0
\end{array}\right\|
$$

31. Automorphic transformations. If $P A Q=A$, the elements of each matrix being in a commutative field $\mathfrak{F}$, the matrices $P$ and $Q$ determine an automorphic transtormation of $A$ with respect to the relation of equivalence.

Theorem 31.1. If $d(A) \neq 0$ and $M$ is an arbitrary matrix such that $d(A+M) d(A-M) \neq 0$ then

$$
P=(A+M)(A-M)^{\mathrm{I}}, \quad Q=(A+M)^{\mathrm{I}}(A-M)
$$

define an automorphic transformation of $A$. There are no others for which $d(I+P) d(I+Q) \neq 0 .{ }^{1}$

[^43]Evidently

$$
\begin{aligned}
\left(I+A^{1} M\right)\left(I-A^{\mathrm{I}} M\right) & =\left(I-A^{\mathrm{I}} M\right)\left(I+A^{\mathrm{I}} M\right) \\
(A+M) A^{\mathrm{I}}(A-M) & =(A-M) A^{\mathrm{I}}(A+M)
\end{aligned}
$$

By taking the inverse of each member it follows that

$$
\begin{aligned}
& (A-M)^{\mathrm{I}} A(A+M)^{\mathrm{I}}=(A+M)^{\mathrm{I}} A(A-M)^{\mathrm{I}} \\
& (A+M)(A-M)^{\mathrm{I}} A(A+M)^{\mathrm{I}}(A-M)=A
\end{aligned}
$$

Hence if $P$ and $Q$ both exist, both are non-singular, and they define an automorph of $A$.

Solving the equations defining $P$ and $Q$ yields, respectively,

$$
M=(P+I)^{\mathrm{I}}(P-I) A, \quad M=A(I-Q)(Q+I)^{\mathrm{I}}
$$

If $P A Q=A$,

$$
(P-I) A(Q+I)=(P+I) A(I-Q)
$$

and the two values for $M$ are equal. Hence for every $P$ and $Q$ such that $P A Q=A$, and $(P+I)^{\mathrm{I}}$ and $(Q+I)^{1}$ exist, there is an $M$ in terms of which $P$ and $Q$ may be defined as in the statement of the theorem.

The restriction that $P+I$ and $Q+I$ be non-singular is a serious one, however, and is not easily avoided.

Frobenius ${ }^{1}$ noted that if $P A Q=B, d(Q) \neq 0$, then $f(P) A\left[f\left(Q^{\mathrm{I}}\right)\right]^{1}=B$, where $f$ is any rational function such that $f\left(Q^{\mathrm{I}}\right)$ is non-singular. He also proved that a necessary and sufficient condition in order that $P$ and $Q$ be capable of transforming a non-singular matrix into itself is that it be possible so to order the elementary divisors of $I \lambda-P$ and $I \lambda-Q$ that corresponding elementary divisors are of the same degree and vanish for reciprocal values of $\lambda$.

## V. Congruence.

32. Matrices with elements in a principal ideal ring. If $A=P^{\mathrm{T}} B P$ where each matrix has elements in a principal ideal ring $\mathfrak{B}$, and if $P$ is unimodular, then $A$ is congruent with $B$, written $A \xlongequal{C} B$. Congruence is an instance of equivalence, and is determinative, reflexive, symmetric, and transitive. (Cf. § 22.)

If a bilinear form $\sum b_{i j} x_{i} y_{j}$ of matrix $B$ be transformed by cogredient transformations of matrix $P$ into a form of matrix $A$, then $A=P^{\mathrm{T}} B P$. It is the purpose of the writer to present the subject as pure matric theory free from the notion of bilinear form, but the reader will have no difficulty in translating the results into the notation of form theory if he so desires. Thus Theorem 34.1 states that

[^44]the normal form for a quadratic form is $g_{1} x_{1}{ }^{2}+g_{2} x_{2}{ }^{2}+\cdots+g_{\rho} x_{\varrho}{ }^{2}$, and Theorem 32.2 states that the alternating form can be reduced to $h_{1}\left(x_{1} y_{2}-x_{2} y_{1}\right)+h_{2}\left(x_{3} y_{4}-x_{4} y_{3}\right)+\cdots$.

Theorem 32.1. If $S$ is symmetric and $S_{1} \xlongequal{\text { C }} S$, then $S_{1}$ is symmetric. If $Q$ is skew and $Q_{1} \xlongequal{c} Q$, then $Q_{1}$ is skew.

For if $S_{1}=P^{\mathrm{T}} S P$, then $S_{1}{ }^{\mathrm{T}}=P^{\mathrm{T}} S^{\mathrm{T}} P$. If $S^{\mathrm{T}}=S$, then $S_{1}{ }^{\mathrm{T}}=S_{1}$. Similarly for $Q$.

A matrix $A$ with elements in $\mathfrak{B}$ cannot as a rule be written as a sum of a symmetric matrix and a skew matrix (Theorem 5.3) but $2 A$ can always be so expressed.

Corollary 32.11. If $S+Q \xlongequal{\mathrm{C}} S_{1}+Q_{1}$ where $S$ and $S_{1}$ are symmetric and $Q$ and $Q_{1}$ are skew, then $S \stackrel{C}{=} S_{1}$ and $Q \stackrel{\text { C }}{=} Q_{1}$.

For by Theorem 5.3 the expression of a matrix as a sum of a symmetric matrix and a skew matrix is unique.

Corollary 32.12. If $A=S+Q$, the invariants of $S$ and $Q$ are invariants of $A$.

Kronecker ${ }^{1}$ noted that $b-c$ is a cogredience invariant of

$$
M=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

Its square is the determinant of the skew component of $2 M$.
Theorem 32.2. Every skew matrix $Q$ of rank $\varrho=2 \mu$ is congruent with a direct sum

$$
\left(\begin{array}{rr}
0 & h_{1} \\
-h_{1} & 0
\end{array}\right) \dot{+}\left(\begin{array}{rr}
0 & h_{2} \\
-h_{2} & 0
\end{array}\right)+\cdots \dot{+}\left(\begin{array}{rr}
0 & h_{\mu} \\
-h_{\mu} & 0
\end{array}\right)+\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) \dot{+}, \cdots,
$$

where $h_{1}\left|h_{2}\right| \ldots \mid h_{\mu} .{ }^{2}$
If every element of the first column of

$$
\left.Q=\left\lvert\, \begin{array}{cccc}
0 & q_{12} & q_{13} & \cdots \\
-q_{12} & 0 & q_{23} & \cdots \\
-q_{13} & -q_{23} & 0 & \ldots \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right.\right)
$$

is 0 , the columns and corresponding rows may be permuted until this is not so. Let

$$
k_{12}=b_{2} q_{12}+b_{3} q_{13}+\cdots+b_{n} q_{1 n}
$$

be a g.c.d. of the elements of the first row. Choose

$$
P=\left\|\begin{array}{cccc}
1 & 0 & 0 & \ldots \\
0 & b_{2} & * & \ldots \\
0 & b_{3} & * & \ldots \\
. & . & . & .
\end{array}\right\|
$$

[^45]unimodular with elements in $\mathfrak{B}$ (Theorem 21.1). Then $P^{\mathrm{T}} Q P$ is of the form $Q$ with the further property that $q_{12} \neq 0$ and divides every other element of the first row. By elementary transformations these other elements can be made 0 's. The process may be continued until a matrix
\[

K=\left|$$
\begin{array}{ccccc}
0 & k_{12} & 0 & 0 & \ldots \\
-k_{12} & 0 & k_{23} & 0 & \ldots \\
0 & -k_{23} & 0 & k_{34} & \ldots \\
0 & 0 & -k_{34} & 0 & \ldots \\
\ldots & . & . & . & .
\end{array}
$$\right| .
\]

is reached.
Either $k_{12}$ divides every other element of $K$, or another congruent matrix of the same type can be obtained in which the element in the $(1,2)$-position has fewer prime factors than $k_{12}$. By adding row 2 , row $3, \ldots$, row $n$ to row 1 , and then adding columns similarly, a new congruent matrix is obtained whose first row consists of

$$
l_{11}=0, \quad l_{12}=k_{12}-k_{23}, \quad l_{13}=k_{23}-k_{34}, \quad \ldots, \quad l_{1 n}=k_{n-1, n} .
$$

Every g.c.d. of ( $k_{12}, \ldots, k_{n-1, n}$ ) is a g.c.d. of $\left(l_{12}, \ldots, l_{1 n}\right)$ and conversely. As in the first part of this proof, a congruent matrix can be obtained similar in form to $K$ but with the element in the $(1,2)$-position a g.c.d. of $\left(k_{12}, \ldots, k_{n-1, n}\right)$. Unless $k_{12} \mid k_{i-1, i}$ for every $i$, this g.c.d. will have fewer prime factors than $k_{12}$.

Thus in a finite number of steps a matrix $K$ can be reached in which $k_{12}$ divides every element. By proceeding similarly with the last $n-1$ rows and columns, a matrix $K$ is obtained in which

$$
k_{12}\left|k_{23}\right| k_{34}|\ldots| k_{\underline{Q}-1, \varrho} .
$$

Now by adding a proper multiple of row 1 to row $3, k_{23}$ can be made 0 . Every $k_{i, i+1}$ with $i$ even can be made 0 in succession. This proves the theorem.

It is again evident that $Q$ is singular if $n$ is odd (Theorem 8.6). Let $\varrho=2 \mu$.

Theorem 32.3. The numbers $h_{1}, h_{1}, h_{2}, h_{2}, \ldots, h_{\mu}, h_{\mu}$ of the canonical form of $Q$ are the invariant factors of $Q$.

The non-vanishing minor determinants are $\pm h_{k_{1}} h_{k_{2}} \ldots h_{k_{i}}$, where each subscript is an integer of the set $1,2, \ldots, \mu$ no integer of which can appear more than twice. It is evident then that the g.c.d. of the $i$-rowed minor determinants is $d_{i}=h_{1} h_{1} h_{2} h_{2} h_{3} \ldots$ to $i$ factors. Thus $d_{1}=h_{1}, d_{2} / d_{1}=h_{1}, d_{3} / d_{2}=h_{2}, \cdots$, which proves the theorem ${ }^{1}$.

Corollary 32.31. The skew canonical form is unique except that the elements may be replaced by associates.

For the invariant factors are invariants (§27).

[^46]Corollary 32.32. Two skew matrices with elements in $\mathfrak{P}$ are congruent if and only if they have the same invariant factors.

Corollary 32.33. If two skew matrices with elements in $\mathfrak{B}$ are equivalent, they are congruent ${ }^{1}$.

Corollary 32.34. In a skew matrix the $2 i$-th invariant factor is equal to the $(2 i-1)-t^{2}$.

Corollary 32.35. The g.c.d. of the minors of the same even order of a skew matrix is a perfect square ${ }^{3}$.

Matrices congruent with each other constitute a class.
Corollary 32.36. There is but a finite number of classes of non-singular skew matrices with a given determinant.

Since factorization into primes in a principal ideal ring is unique except for unit factors, there is but a finite number of choices for each invariant factor.

The theory of congruent symmetric matrices is by no means as simple as that of skew matrices. This theory occurs in the literature principally in connection with quadratic forms. The relation $A=P^{\mathrm{T}} B P$ was first given by A. Eisenstein ${ }^{4}$, who noted that if a quadratic form of matrix $B$ be transformed by a transformation of matrix $P$, the new quadratic form is of matrix $A$.

Theorem 32.4. Every symmetric matrix $S$ of rank $\varrho$ with elements in a principal ideal ring $\mathfrak{F}$ is congruent with a matrix of the form

$$
\left.\| \begin{array}{llll}
s_{11} & s_{12} & 0 & \cdots \\
s_{12} & s_{22} & s_{23} & \cdots \\
0 & s_{23} & s_{33} & \cdots \\
\cdot & \cdot & \cdot & \cdot
\end{array}\right)
$$

where $s_{i-1, i}=s_{i i}=0$ if $i>\varrho$.
The proof is practically identical with that of the first part of the proof of Theorem 32.2.

This reduced form is not unique, and indeed the problem of finding a unique symmetric canonical form is one of extreme difficulty if it is not actually impossible. It has not been attained even for two-rowed matrices whose elements are rational integers, as will appear in the next section.
33. Matrices with rational integral elements. This topic, which constitutes a large and important chapter in the theory of numbers, can only be touched upon here. Complete references up to the date of their publication are given in articles by K. T. VAhLen ${ }^{5}$, and

[^47]L. E. Dickson ${ }^{1}$. The treatises by P. Bachmann ${ }^{2}$ and Dickson ${ }^{3}$ cover the field quite thoroughly.

The following fundamental theorem was stated by C. Hermite ${ }^{4}$ and proved much later by Stouff ${ }^{5}$.

Theorem 33.1. There is but a finite number of classes of symmetric matrices with rational integral elements of given non-zero determinant. (Cf. Corollary 32.36.)

The proof is too long for inclusion here.
Let

$$
A=\| \begin{array}{ll}
a & b \\
b & c
\end{array}, \quad d(A)>0, \quad a>0
$$

Such a matrix is positive definite. If

$$
-a<2 b \leqq a, \quad c \geqq a
$$

with $b \geqq 0$ if $c=a$, the matrix $A$ is called reduced. Every positive definite symmetric matrix of order 2 is congruent with one and only one reduced matrix ${ }^{6}$.

If $d(A)<0, A$ is called indefinite. If $f$ is that root of

$$
a x^{2}+2 b x+c=0
$$

which involves the positive radical, and $s$ is the other root, then $A$ is reduced if $|f|<1,|s|>1, t s<0$. Here again there is at least one reduced form in every class, and usually more than one, but never more than a finite number. By a method of Gauss these can be arranged into chains of reduced forms so that each chain corresponds to one and only one class.

These results are sufficient to indicate the general situation. Canonical forms have been defined in various ways so that every class shall be represented at least once and at most a finite number of times. The goal of defining a unique canonical form has been attained only in special instances.

Theorem 33.2. If $B=\left(b_{r s}\right)$, where $b_{r s}$ is the positive g.c.d. of $r$ and $s$, then

$$
B^{\mathrm{C}}=[\varphi(1), \varphi(2), \ldots, \varphi(n)]
$$

where $\varphi(i)$ is the EULER $\varphi$-function of $i .{ }^{7}$
Let $\varphi(m)$ be the number of integers in a reduced set of residues modulo $m$. Then $m=\sum \varphi(d)$ summed over all divisors $d$ of $m$. Let
${ }^{1}$ Dickson, L. E.: History of the theory of numbers Vol. III pp. 284-288. Washington 1923.

2 Bachmann, P.: Die Arithmetik der quadratischen Formen. Teubner 1923.
3 Dickson: Studies in the theory of numbers. Univ. of Chicago Press 1930.
${ }^{4}$ Hermite, C.: J. reine angew. Math. Vol. 47 (1854) p. 336.
5 Stouff: Ann. Ècole norm. III Vol. 19 (1902) pp. 89-118.
${ }^{6}$ Kronecker: Abh. preuß. Akad. Wiss. 1883 II pp. 1-60.
7 Smith, H. J. S.: Proc. London Math. Soc. VII 1876 pp. 208 - 212.
$p_{i j}=1$ if $i \mid j$, otherwise $p_{i j}=0$. Since $p_{i i}=1$ and $p_{i j}=0$ for $j<i$, $d\left(p_{r s}\right)=1$. Let $P=\left(p_{r s}\right), \Phi=[\varphi(1), \varphi(2), \ldots, \varphi(m)], B=\left(b_{r s}\right)=P^{\mathrm{T}} \Phi P$. Then

$$
b_{r s}=\sum p_{i r} \varphi(i) p_{i s}=\sum \varphi\left(d_{r s}\right)
$$

summed over all common divisors $d_{r s}$ of $r$ and $s$. Hence $b_{r s}$ is the positive g.c.d. of $r$ and $s .{ }^{1}$
34. Matrices with elements in a field. Theorem 34.1. Every symmetric matrix of rank @ with elements in a field $\mathfrak{F}$ not of characteristic 2 is congruent in $\mathfrak{F}$ with a diagonal matrix $\left[g_{1}, g_{2}, \ldots, g_{\varrho}, 0, \ldots, 0\right], g_{i} \neq 0 .{ }^{2}$

Consider

$$
A=\left\|\begin{array}{cccc}
a_{11} & a_{12} & a_{13} & \ldots \\
a_{12} & a_{\mathrm{z} 2} & a_{23} & \ldots \\
a_{13} & a_{23} & a_{33} & \ldots \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right\|
$$

Assume the minor of order $\varrho$ in principal position (upper left corner) to be non-singular. If $a_{11}=0$, some $a_{1 k} \neq 0$. After adding row $k$ to row 1 and column $k$ to column 1, the new element in the $(1,1)$-position is $2 a_{1 k} \neq 0$, so we assume $a_{11} \neq 0$. Add $-a_{1 k} / a_{11}$ times the first row to the $k$-th row, and similarly for columns, thus reducing all elements of the first row and column to 0 except the first. Now proceed similarly with the lower right minor of order $n-1$, and so on until the diagonal form is reached.

Corollary 34.1. If $A_{i}$ is the principal minor of order $i$ in the upper left corner of the symmetric matrix $A$, and if $p_{i}=d\left(A_{i}\right) \neq 0$, then $g_{i}$ can be determined as a rational function of the elements of $A_{i}$ alone.

For in this case none of the first $i$ rows and columns need be interchanged with any of the last $n-i$ rows and columns.

A commutative field $\mathfrak{F}$ is called ordered if for every element $a$ of the field one and only one of the relations

$$
a=0, \quad a>0, \quad-a>0
$$

holds, and if further $a>0$ and $b>0$ imply $a+b>0$ and $a b>0 .{ }^{3}$
Theorem 34.2. If $\mathfrak{F}$ is an ordered field, and if $G=\left[g_{1}, \ldots, g_{\varrho}, 0, \ldots, 0\right]$ is congruent with $H=\left[h_{1}, \ldots, h_{e}, 0, \ldots, 0\right]$, then the number of $g$ 's which are $>0$ is exactly equal to the number of $h$ 's which are $>0$.

This theorem is Sylvesters's" "Law of inertia". It was rediscovered by Jacobi ${ }^{5}$.

[^48]Let $A$ and $B$ be any two congruent matrices and suppose that $A=P^{\mathrm{T}} B P$ or

$$
a_{r s}=\sum_{i, j} p_{i r} b_{i j} p_{j s} .
$$

Let $x_{1}, \ldots, x_{n}$ be at present undetermined. Then

$$
\sum_{r, s} x_{r} a_{r s} x_{s}=\sum_{i, j}\left(\sum_{r} p_{i r} x_{r}\right) b_{i j}\left(\sum_{s} p_{j s} x_{s}\right) .
$$

Denote $\sum_{r} p_{i r} x_{r}$ by $y_{i}$. If in particular $A=H$ and $B=G$,

$$
\sum_{r} h_{r} x_{r}^{2}=\sum_{i} g_{i} y_{i}^{2}
$$

Now suppose $h_{1}>0, \ldots, h_{\varkappa}>0, h_{\varkappa+1}<0, \ldots, h_{g}<0, g_{1}>0, \ldots$, $g_{\lambda}>0, g_{\lambda+1}<0, \ldots, g_{g}<0, \lambda<\pi$. Then

$$
\begin{aligned}
& h_{1} x_{1}{ }^{2}+\cdots+h_{\varkappa} x_{\varkappa}{ }^{2}-g_{\lambda+1} y_{\lambda+1}^{2}-\cdots-g_{\varrho} y_{\varrho}{ }^{2} \\
= & g_{1} y_{1}{ }^{2}+\cdots+g_{\lambda} y_{\lambda}{ }^{2}-h_{\varkappa+1} x_{\varkappa+1}^{2}-\cdots-h_{\varrho} x_{2}{ }^{2} .
\end{aligned}
$$

Choose $x_{\varkappa+1}=\cdots=x_{n}=0$ and $x_{1}, \ldots, x_{\varkappa}$ not all zero so that the $\lambda<x$ linear forms $y_{1}, \ldots, y_{z}$ are all zero. Since this implies $h_{1} x_{1}{ }^{2}+\cdots+h_{\varkappa} x_{\varkappa}{ }^{2}=0$ for the $x$ 's not all 0 , a contradiction is reached, and it must be true that $\lambda \geqq x$. Since the relationship between $H$ and $G$ is mutual, $\lambda=\chi$.

The number $2 \varkappa-\varrho=\sigma$ is called the signature of $H$, and is the number of positive terms diminished by the number of negative terms in the normal form ${ }^{1}$. The two invariants $\varrho$ and $\sigma$ determine the number of positive and the number of negative terms in the canonical form.

Corollary 34.21. Two symmetric matrices in the real field are congruent if and only if they have the same rank $\varrho$ and the same signature $\sigma$.

For every positive $h_{i}$ can be reduced to 1 , and every negative $h_{i}$ to -1 , by an elementary transformation in the real field.

Corollary 34.22. Two symmetric matrices in an algebraically closed field $\mathbb{C}_{5}$ are congruent if and only if they have the same rank $\varrho$.

For in this case each $h_{i}$ can be reduced to 1 .
A symmetric matrix $A$ in an ordered field is called positive definite if $\varrho=\sigma=n$, and negative definite if $\varrho=-\sigma=n$. It is semi-definite if $\varrho=\sigma$ or $\varrho=-\sigma$.

If $A$ is symmetric and $x_{1}, \ldots, x_{n}$ indeterminate, $t=\sum a_{i j} x_{i} x_{j}$ is called a quadratic form. If $B=P^{\mathrm{T}} A P$, then $f=\sum b_{i j} y_{i} y_{j}$ where $x_{i}=\sum p_{i j} y_{j}$. If $A$ is positive definite (or negative definite), then $f>0$ (or $t<0$ ) except for $x_{1}=x_{2}=\cdots=x_{n}=0$. If $A$ is positive (or negative) semi-definite, then $f \geqq 0(f \leqq 0)$ except for $x_{1}=x_{2}=\cdots=x_{n}=0$. These properties of $f$ characterize $A$.

A symmetric matrix $A$ of rank $\varrho$ is regularly arranged if no two consecutive principal minor determinants $p_{1}=a_{11}, \quad p_{2}=\left|a_{11} a_{22}\right|$,

[^49]$p_{3}=\left|a_{11} a_{22} a_{33}\right|, \ldots$ are zero. Such an arrangement is always possible, and if $p_{i}=0$, then $p_{i-1} p_{i+1}<0 .{ }^{1}$

Theorem 34.3. If $A$ is regularly arranged, the signature $\varrho$ of $A$ is equal to the number of permanences minus the number of variations of sign in the sequence

$$
1, p_{1}, p_{2}, \ldots, p_{g}
$$

where either sign may be attributed to a $p$ which vanishes ${ }^{2}$.
It was remarked in Corollary 34.1 that it is possible to reduce $A$ to diagonal form in such a way that $\left[g_{1}, \ldots, g_{i}\right]$ is obtained from $A_{i}=\left\|a_{11} \ldots a_{i i}\right\|$ by elementary transformations in case the latter is non-singular. That is, $\left[g_{1}, \ldots, g_{i}\right]=K_{i}{ }^{\mathrm{T}} A_{i} K_{i}$. Hence $g_{1} g_{2} \ldots g_{i}$ has the same sign as $p_{i}=d\left(A_{i}\right)$ in case the latter is not 0 , and $g_{i}<0$ if and only if $p_{i-1}$ and $p_{i}$ have opposite signs. In case $p_{i}=0$, then $p_{i-1}$ and $p_{i+1}$ have opposite signs, so one permanence and one variation is obtained whether $p_{i}$ is counted positive or negative. Also $g_{1} \ldots g_{i-1}$ and $g_{1} \ldots g_{i+1}$ have opposite signs, so one of $g_{i}, g_{i+1}$ is positive and the other negative. Since $\sigma$ is invariant, the result is true independently of the method of reduction to normal form.

Corollary 34.3. If $A$ is any matrix, $A^{\mathrm{T}} A$ is positive semi-definite.
For

$$
p_{i}=\sum\left(A_{1}^{j_{1} \ldots j_{i}}\right)^{2} \geqq 0
$$

H. Minkowski ${ }^{3}$ proved that two non-singular symmetric matrices with rational elements are congruent in the rational field if and only if three invariants $J, A, B$ coincide. Here $J$ is the number of negative elements in the diagonal form, $A$ is $(-1)^{J}$ times the product of the primes occuring in the determinant to an odd exponent, and $B$ is a certain product of odd primes. This theory was extended to singular matrices by H. Hasse ${ }^{4}$.
L. E. Dickson ${ }^{5}$ proved that in the rational field a non-singular symmetric matrix can be reduced to the diagonal form

$$
[a, b, c, 1, \ldots, 1,-1, \ldots,-1]
$$

where the -1 's are absent unless $a, b$ and $c$ are all negative.
Theorem 34.4. Every skew matrix of rank $\varrho=2 \mu$ with elements in a field $\mathfrak{F}$ is congruent with a matrix of the form ${ }^{6}$

$$
\left(\begin{array}{cc}
0 & a_{12} \\
-a_{12} & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & a_{34} \\
-a_{34} & 0
\end{array}\right)+\ldots+\left(\begin{array}{cc}
0 & a_{\mu-1, \mu} \\
-a_{\mu-1, \mu} & 0
\end{array}\right)+\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)+\ldots
$$

${ }^{1}$ Gundelfinger, S.: J. reine angew. Math. Vol. 91 (1881) pp. 221 -237.
${ }^{2}$ Darboux, G.: J. Math. pures appl. II Vol. 19 (1874) pp. 347-396. Gundelfinger: 1. c.
${ }^{3}$ Minkowski, H.: J. reine angew. Math. Vol. 106 (1890) pp. 5-29.
${ }^{4}$ Hasse, H.: J. reine angew. Math. Vol. 152 (1923) pp. 205-224.
${ }^{5}$ Dickson, L. E.: Trans. Amer. Math. Soc. Vol. 7 (1906) pp. 275-292.
${ }^{5}$ Muth, P.: J. reine angew. Math. Vol. 122 (1900) pp. 89-96.

This is a special case of Theorem 32.2.
O. Veblen and P. Franklin ${ }^{1}$ stated that the analogous form for symmetric matrices does not hold for all fields, but does hold for modular fields.

Corollary 34.4. In the real field every skew matrix of rank $\varrho=2 \mu$ is congruent with

$$
\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right)+\cdots \dot{+}\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right) \dot{+}\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)+\cdots+\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right),
$$

where just $\mu$ blocks are not zero ${ }^{2}$.
Theorem 34.5. If $\mathfrak{F}$ is a field not of characteristic 2, there exist two $n$-th order symmetric matrices $A$ and $B, d(B) \neq 0$, with elements in such that $A+\lambda B$ has as invariant factors any prescribed polynomials

$$
P_{1}, P_{2}, \ldots, P_{k}
$$

with coefficients in $\mathfrak{F}$ such that $P_{i} \mid P_{i+1}$ and such that the sum of the degrees of the P's is $n .{ }^{3}$

Let $\quad P_{i}(\lambda)=\lambda^{m}+b_{1} \lambda^{m-1}+b_{2} \lambda^{m-2}+\cdots+b_{m}$.
Let $h$ be the greatest integer in $\frac{1}{2}(m+1)$, and form the matrix

$$
C=\| \begin{array}{cccccccc|}
c_{11} & c_{12} & 0 & 0 & \ldots & 0 & 0 & -\lambda \\
c_{12} & c_{22} & c_{23} & 0 & \ldots & 0 & -\lambda & 1 \\
0 & c_{23} & c_{33} & c_{34} & \ldots & -\lambda & 1 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & . & . & . \\
0 & -\lambda & 1 & 0 & \ldots & 0 & 0 & 0 \\
-\lambda & 1 & 0 & 0 & \ldots & 0 & 0 & 0
\end{array}
$$

of $m$ rows and columns, where the last $c$ is $c_{h h}$, the $c$ 's being for the moment undefined. For $m$ odd, the element in position $(h, h)$ is $c_{h h}-\lambda$, while for $m$ even it is $c_{h h}$.

For $m$ odd, add $\lambda$ times column $h$ to column $h-1, \lambda$ times row $h$ to row $h-1, \lambda$ times column $h-1$ to column $h-2, \lambda$ times row $h-1$ to row $h-2$, etc. For $m$ even, start with column $h+1$ and proceed as before. The result in either case is

$$
C_{1}=\left\|\begin{array}{lllllll}
f(\lambda) & c_{12}^{\prime} & \ldots & c_{1 h}^{\prime} & 0 & \ldots & 0 \\
c_{12}^{\prime} & c_{22}^{\prime} & \ldots & c_{2 h}^{\prime} & 0 & \ldots & 1 \\
\cdots & \cdots & \ldots & \cdots & \cdots & . & \cdot \\
c_{1 h}^{\prime} & c_{2}^{\prime} & \ldots & c_{h h}^{\prime \prime} & \ldots & \ldots & 0 \\
\cdots & \cdots & \ldots & \cdots & \cdots & . & \cdot \\
0 & 1 & \ldots & 0 & \ldots & & 0
\end{array}\right\|,
$$

[^50]where
$$
\pm d\left(C_{1}\right)= \pm f(\lambda)=\lambda^{m}-\sum_{j=1}^{h} c_{j j} \lambda^{2 j-2}-2 \sum_{j=2}^{h} c_{j-1, j} \lambda^{2 j-3}
$$

For $m$ odd, $\pm f(\lambda)$ may be identified with $P_{i}(\lambda)$ by choosing

$$
c_{h h}=-b_{1}, \quad c_{h-1, h}=-\frac{1}{2} b_{2}, \quad \ldots
$$

In case $m=2 h$, the coefficient of $\lambda^{m-1}$ in $\pm f(\lambda)$ is 0 . But if $P_{i}(\lambda)$ be written

$$
P_{i}(\lambda)=(\lambda-l)^{m}+b_{2}^{\prime}(\lambda-l)^{m-2}+\cdots+b_{m}^{\prime}
$$

its coefficients may be identified with those of $\pm f(\lambda)$ similarly.
Define $A_{i}$ to be $C$ with the $-\lambda$ 's replaced by 0 's for $m$ odd and by $l$ 's for $m$ even. Define $B_{i}$ to have -1 's in the secondary diagonal and 0 's elsewhere. Then

$$
d\left(A_{i}+\lambda B_{i}\right)=P_{i}(\lambda), \quad d\left(B_{i}\right) \neq 0
$$

Since the cofactor of $a_{11}$ in $A+\lambda B$ is $\pm 1$, the invariant factors of $A+\lambda B$ are $1,1, \ldots, P_{i}(\lambda)$.

Now define

$$
A=A_{1} \dot{+} \cdots \dot{+} A_{k}, \quad B=B_{1} \dot{+} \cdots \dot{+} B_{k}
$$

Then $d(B)= \pm 1$, and $A+\lambda B$ has the prescribed invariant factors.
35. Matrices in an algebraically closed field. The results of this section are restricted to matrices with elements in an algebraically closed field ${\mathbb{C},{ }^{1} \text { due principally to the fact that the following theorem }}^{\text {d }}$ is not valid for a general field, although its analogue for skew matrices (Corollary 32.33) holds for a principal ideal ring.

Theorem 35.1. If $A$ and $B$ are symmetric matrices with elements in $\mathfrak{C}$, and if $A \xlongequal{\mathrm{E}} B$, then $A \xlongequal{\mathrm{C}} B$ in $\mathfrak{C}$.

By Corollary $27.2 A \xlongequal{\mathrm{E}} B$ if and only if they have the same rank. By Corollary $34.3 A \xlongequal{\subseteq} B$ if and only if they have the same rank.

Corollary 35.1. Every non-singular symmetric matrix $A$ with elements in $\mathbb{C}$ can be written $A=R^{\mathrm{T}} R$.

For if $A$ is non-singular, $A \xlongequal[=]{C} I$ by Corollary 34.3, and $A=R^{\mathrm{T}} I R$.
Theorem 35.1 is not, however, sufficiently explicit to be useful. The following more explicit theorem is due to Frobenius ${ }^{2}$.

Lemma 35.21. ${ }^{\text {I }}$ If $f(\lambda)$ is a polynomial of degree $n>0$, with coetficients in $\mathfrak{C}$, whose constant term is not 0 , there exists a polynomial $g(\lambda)$ of degree $<n$ such that

$$
[g(\lambda)]^{2} \equiv \lambda, \quad \bmod f(\lambda)
$$

Lemma 35.22. If $A$ is non-singular with elements in $\mathfrak{C}$, there exists a non-singular matrix $X=f(A)$ with elements in $\mathbb{C}$ such that $X^{2}=A$.

[^51]Let $f(\lambda)$ be the characteristic function of $A$, and let $g(\lambda)$ be determined as in Lemma 35.21. Let $g(A)=X$.

Theorem 35.2. If $A=P B Q$ where $A$ and $B$ are both symmetric or both skew and $P$ and $Q$ non-singular, then there exists a non-singular matrix $R$ which depends upon $P$ and $Q$ but not upon $A$ and $B$ such that $A=R^{\mathrm{T}} B R$.

If $A=P B Q$ where $A$ and $B$ are both symmetric or both skew, then $A=Q^{\mathrm{T}} B P^{\mathrm{T}}$, and

$$
P B Q=Q^{\mathrm{T}} B P^{\mathrm{T}}, \quad Q^{\mathrm{IT}} P B=B P^{\mathrm{T}} Q^{\mathrm{I}}
$$

If $U$ is defined as $Q^{\mathrm{IT}} P$, then

$$
U B=B U^{\mathrm{T}}, \quad f(U) B=B f\left(U^{\mathrm{T}}\right)
$$

for every polynomial $f$. Let $f(U)=X$, where $X^{2}=U$ (Lemma 35.22). Then

$$
R^{\mathrm{T}} B R=Q^{\mathrm{T}} X B X^{\mathrm{T}} Q=Q^{\mathrm{T}} X^{2} B Q=Q^{\mathrm{T}} Q^{\mathrm{IT}} P B Q=P B Q
$$

Corollary 35.2. If $P A Q=A_{1}$ and $P B Q=B_{1}$ where $A$ and $A_{1}$, also $B$ and $B_{1}$, are both symmetric or both skew, there exists a non-singular matrix $R$ such that

$$
R^{\mathrm{T}} A R=A_{1}, \quad R^{\mathrm{T}} B R=B_{1}
$$

Theorem 35.3. If $d(A) \neq 0$, a necessary and sufficient condition that $A \subseteq B$ in the field $\mathfrak{C}$ is that $\varkappa A+\lambda A^{\mathrm{T}}$ and $\varkappa B+\hat{\lambda} B^{\mathrm{T}}$ have the same invariant factors ${ }^{1}$.

If $A \subseteq B$, then $A=R^{\mathrm{T}} B R$, and $A^{\mathrm{T}}=R^{\mathrm{T}} B^{\mathrm{T}} R$. Hence

$$
\varkappa A+\lambda A^{\mathrm{T}}=R^{\mathrm{T}}\left(\varkappa B+\lambda B^{\mathrm{T}}\right) R
$$

for $\varkappa$ and $\lambda$ indeterminate, and $\varkappa A+\lambda A^{\mathrm{T}}$ has the same invariant factors as $\chi B+\lambda B^{\mathrm{T}}$ (Theorem 27.2).

If, conversely, $\varkappa A+\lambda A^{\mathrm{T}}$ has the same invariant factors as $\varkappa B+\lambda B^{\mathrm{T}}$, then by Theorem 30.1,

$$
A=P B Q, \quad A^{\mathrm{T}}=P B^{\mathrm{T}} Q
$$

Then

$$
A+A^{\mathrm{T}}=P\left(B+B^{\mathrm{T}}\right) Q, \quad A-A^{\mathrm{T}}=P\left(B-B^{\mathrm{T}}\right) Q
$$

But $A+A^{\mathrm{T}}$ and $B+B^{\mathrm{T}}$ are symmetric, while $A-A^{\mathrm{T}}$ and $B-B^{\mathrm{T}}$ are skew. Hence there exists a non-singular matrix $R$ such that

$$
A+A^{\mathrm{T}}=R^{\mathrm{T}}\left(B+B^{\mathrm{T}}\right) R, \quad A-A^{\mathrm{T}}=R^{\mathrm{T}}\left(B-B^{\mathrm{T}}\right) R
$$

by Corollary 35.2. Hence, adding ${ }^{2}$,

$$
A=R^{\mathrm{T}} B R
$$

This theorem is valid also for the case $d(A)=0$, but the proof is too long for inclusion here ${ }^{3}$.

[^52]Theorem 35.4. Two pairs of matrices $(A, B)$ and $\left(A_{1}, B_{1}\right)$, where all are symmetric, or all are skew, or $A, A_{1}$ are symmetric and $B, B_{1}$ are skew, are congruent if and only if they are equivalent.

This follows directly from Corollary 35.2.
P. Muth ${ }^{1}$ proved that two congruent pairs of real symmetric matrices $A, B$ and $A_{1}, B_{1}$ such that $\varkappa A+\lambda B$ has only imaginary elementary divisors, are congruent with respect to the real field. If $\varkappa A+\lambda B \xlongequal{C} \varkappa A_{1}+\lambda B_{1}$, and if $B$ and $B_{1}$ are semi-definite of the same sign, the pencils are congruent with respect to the real field if they have no linear elementary divisors with basis $\varkappa$; otherwise if and only if $A$ and $A_{1}$ have the same signature.
L. E. Dickson ${ }^{2}$ gave necessary and sufficient conditions for the congruence of pairs of symmetric matrices, both singular and nonsingular, with respect to the real field. Also ${ }^{3}$ he gave conditions for the congruence of pairs of two-rowed symmetric matrices in any field.
36. Hermitian matrices. This theory is an abstraction of the theory of hermitian forms $\sum a_{i j} x_{i} \bar{x}_{j}\left(a_{i j}=\bar{a}_{j i}\right)$ under conjunctive transformations, and the theorems may be so interpreted. Let $\mathfrak{F}$ be any field, and $k$ any number of $\mathfrak{F}$ which is not a square in $\mathfrak{F}$. The field $\mathfrak{F}\left(\xi_{1}\right)=\mathfrak{F}$ obtained by adjoining to $\mathfrak{F}$ a root $\xi_{1}$ of the equation $\xi^{2}=k$ is identical with its conjugate field $\mathfrak{F}\left(\xi_{2}\right)$ obtained by adjoining to $\mathfrak{F}$ the other root $\xi_{2}$. Thus the substitution of $\xi_{2}$ for $\xi_{1}$ defines an automorphism of the field $\mathfrak{H}$. If $h$ is a number of $\mathfrak{F}$, we shall denote by $\bar{h}$ the number of $\mathfrak{F}$ to which $h$ corresponds under this automorphism. Evidently $\bar{h}=h$ if and only if $h$ is in $\mathfrak{F}$.

Let $A=\left(a_{r s}\right)$ be any matrix with elements in H . The conjugate of $A$ is by definition

$$
A^{\mathrm{C}}=\left(\bar{a}_{r s}\right) .
$$

If $A^{\mathrm{T}}=A^{\mathrm{C}}, A$ is called hermitian ${ }^{4}$. The diagonal elements of an hermitian matrix are in $\mathfrak{F}$.

If $A^{\mathrm{T}}=-A^{\mathrm{C}}, A$ is called skew hermitian. (Cf. § 18.) The diagonal elements of a skew hermitian matrix are multiples of $\xi_{1}$ by a number of $\mathfrak{F}$.

Some properties of the characteristic roots of an hermitian matrix when $\mathfrak{F}$ is the complex field were developed in § 18.

Two matrices $A$ and $B$ are conjunctive or congruent in the hermitian sense (written $A \xlongequal{\mathrm{H}} B$ ) if and only if there exists a non-singular matrix $P$ with elements in $\mathfrak{F}$ such that

$$
A=P^{\mathrm{T}} B P^{\mathrm{C}}
$$

[^53]This relationship is determinative, reflexive, symmetric and transitive. If $A, B$ and $P$ have elements in $\mathfrak{F}, A \xlongequal{\mathrm{H}} B$ becomes $A \xlongequal{C} B$.

Theorem 36.1. If $A$ is hermitian (skew hermitian) and $B^{\prime \prime} A$, then $B$ is hermitian (skew hermitian).

For $B=P^{\mathrm{T}} A P^{\mathrm{C}}$ implies

$$
B^{\mathrm{C}}=P^{\mathrm{CT}} A^{\mathrm{C}} P, \quad B^{\mathrm{CT}}=P^{\mathrm{T}} A^{\mathrm{CT}} P^{\mathrm{C}}, \quad P^{\mathrm{T}} A P^{\mathrm{C}}=B
$$

and similarly for the skew hermitian case.
There is a marked parallelism between the properties of hermitian matrices under conjunctive transformations and symmetric matrices under cogredient transformations. The proofs also are parallel and will be omitted.

Theorem 36.2. Every hermitian matrix of rank $\varrho$ with elements in a field $\mathfrak{F}$ without characteristic 2 is conjunctive in $\mathfrak{F}$ with a diagonal matrix $\left[g_{1}, g_{2}, \ldots, g_{g}, 0, \ldots, 0\right], g_{i}$ in $\mathfrak{F}$ and $\neq 0$.

The proof is similar to that of Theorem 34.1.
Theorem 36.3. If $\mathfrak{F}$ is an ordered field and $\xi^{2}<0$, and if $G=\left[g_{1}, \ldots, g_{\varrho}, 0, \ldots, 0\right]$ is conjunctive with $H=\left[h_{1}, \ldots, h_{\varrho}, 0, \ldots, 0\right]$ in the field $\mathfrak{\mathfrak { j }}=\mathfrak{F}(\xi)$, then the number of $g$ 's which are $>0$ is exactly equal to the number of h's which are $>0$.

For if $\xi^{2}<0, x \bar{x} \geqq 0$, and $x \bar{x}=0$ if and only if $x=0$. The proof proceeds as in the proof of Theorem 34.2 with $x_{r}{ }^{2}$ replaced by $x_{r} \bar{x}_{r}$, etc.

If $\mathfrak{F}$ is the real field so that $\mathfrak{y}$ is the complex field, then each element of the diagonal form can be reduced to +1 or -1 . Hence

Theorem 36.4. Two hermitian matrices are conjunctive in the complex field $\mathfrak{C}$ if and only if they have the same rank and the same signature.

Theorem 36.5. A necessary and sufficient condition in order that two pairs of hermitian matrices $A, B$ and $A_{1}, B_{1}, A$ and $A_{1}$ non-singular, be conjunctive in $\mathfrak{C}$ is that $\lambda A+B$ and $\lambda A_{1}+B_{1}$ have the same invariant jactors.

Theorem 36.6. There exist pairs of hermitian matrices of order $n$, one of which is non-singular, having any given admissible elementary divisors.

Only minor changes in the proofs of the corresponding theorems for symmetric matrices is necessary to obtain proofs of the above theorems ${ }^{1}$. In fact symmetric and hermitian matrices are considered simultaneously by L. E. Dickson ${ }^{2}$.

If $\lambda$ is a characteristic root of $A=\left(a_{r s}\right)$, there exist $n$ numbers $\left(x_{1}, \ldots, x_{n}\right)$ in the field of the elements of $A$ such that

$$
\sum_{j}\left(a_{i j}-\lambda \delta_{i j}\right) x_{j}=0 . \quad(i=1,2, \ldots, n)
$$

[^54]These numbers $x_{1}, \ldots, x_{n}$ constitute a pole of $A$ corresponding to the characteristic root $\lambda$. They are defined only up to a non-zero factor. If $\Sigma_{i} x_{i} \bar{x}_{i}=d^{2}$, then $\left(x_{1} / d, x_{2} / d, \ldots, x_{n} / d\right)$ is a normalized pole. If $X$ is a matrix whose $i$-th row is a normalized pole of $A$ corresponding to the characteristic root $\lambda_{i}$, then $X$ is a polar matrix of $A$.

Theorem 36.7. If $A$ is hermitian (symmetric) with distinct characteristic roots $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$, its polar matrix is unitary (orthogonal) ${ }^{1}$.

Let $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}$ be any numbers of $\mathfrak{F}$ and define

$$
\xi_{i}=\sum a_{i j} x_{j}, \quad \eta_{i}=\sum a_{i j} y_{j} .
$$

If $A$ is hermitian,

$$
\sum \xi_{i} \bar{y}_{i}=\sum a_{i j} x_{j} \bar{y}_{i}=\sum \bar{a}_{j i} \bar{y}_{i} x_{j}=\sum \bar{\eta}_{j} x_{j} .
$$

If in particular $\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1 p}, \ldots, x_{n p}\right)$ is a normalized pole corresponding to $\lambda_{p}$ and $\left(y_{1}, \ldots, y_{n}\right)=\left(x_{1 q}, \ldots, x_{n q}\right)$ is a normalized pole corresponding to $\lambda_{q}$,

$$
\begin{gathered}
\xi_{i}=\lambda_{p} x_{i p}, \quad \eta_{i}=\lambda_{q} x_{i q} \\
\sum_{i} \lambda_{p} x_{i p} \bar{x}_{i q}=\sum_{j} \lambda_{q} x_{j q} \bar{x}_{j q}
\end{gathered}
$$

since the $\lambda$ 's are real. Then

$$
\left(\lambda_{p}-\lambda_{q}\right) \sum_{i} x_{i p} \bar{x}_{i q}=0 .
$$

If $\lambda_{p} \neq \lambda_{q}, \Sigma_{i} x_{i p} \bar{x}_{i q}=0$, and if $p=q, \Sigma_{i} x_{i p} \bar{x}_{i q}=1$. Hence $X$ is unitary, and if it is real, it is orthogonal ${ }^{2}$.

Corollary 36.7. If $A$ is hermitian with distinct characteristic roots $\lambda_{i}$, and if $X$ is its polar matrix, then

$$
X^{\mathrm{T}} A X=D=\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right] .
$$

For

$$
\sum_{j}\left(a_{i j}-\lambda_{k} \delta_{i j}\right) x_{j k}=0
$$

may be written $A X=X D$. Then

$$
X^{\mathrm{T}} A X=X^{\mathrm{T}} X D=D
$$

since $X$ is unitary.
Theorem 36.8. The elementary divisors of the characteristic matrix of every hermitian matrix are simple ${ }^{3}$.

This follows immediately from Theorem 18.6.
If a matrix is of order $n$ and signature $\sigma$, its characteristic is $q=\frac{1}{2}(n-|\sigma|)$. [LOEWY.]

[^55]Theorem 36.9. If $H$ and $K$ are hermitian with $d(H) \neq 0$, and if $q$ is the characteristic of $K$, then

$$
q \geqq s+\sum\left[\frac{h}{2}\right]+\sum\left[\frac{h^{\prime}-1}{2}\right],
$$

where $2 s$ is the sum of the exponents of the elementary divisors of $\varrho H-K$ which vanish for imaginary values of $\varrho, h$ varies over the exponents of those elementary divisors which vanish for real non-zero values of $\varrho$, and $h^{\prime}$ varies over those which vanish for $\left.\varrho=0 . k\right]$ signifies the greatest integer in $k .{ }^{1}$

The proof is too long for inclusion here. T. J. I'A. Bromwich ${ }^{2}$ gave a proof for the real case, and extended the theorem to include the cases $d(H)=0$ and $d(\varrho H-K) \equiv 0$.

Corollary 36.91. If $H$ and $K$ are hermitian, $H$ non-singular of signature $\sigma$, then $d(\varrho H-K)=0$ has at least $|\sigma|$ real roots ${ }^{3}$.

For Loewy's inequality gives $n-|\sigma| \geqq 2 s$ or $n-2 s \geqq|\sigma|$.
Corollary 36.92. If $H$ and $K$ are hermitian, $H$ positive definite, then $d(\varrho H-K)=0$ has only real roots ${ }^{4}$.

This is a special case of Klein's theorem. Corollary 18.31 is in turn a special case of the last corollary.

It had been shown by Sylvester ${ }^{5}$ that the number of real roots of $d(\varrho H-K)=0$ was $\geqq$ the signature of every matrix of the family, $H$ and $K$ symmetric.
37. Automorphs. If $P^{C T} A P=A$, then $P$ is a conjunctive automorph of $A$. A unitary matrix may be considered as an automorph of $I$. If $P^{\mathrm{T}} A P=A, P$ is a cogredient automorph of $A$. If $A=I, P$ is orthogonal.
L. Autonne ${ }^{6}$ called lorenzian any real automorph of a non-singular real symmetric matrix $A$. Previously Laue ${ }^{7}$ and A. Brill ${ }^{8}$ had called a matrix lorenzian if it was a cogredient automorph of the diagonal matrix $[1,1,1,-1]$.

Theorem 37.1. If $A$ is symmetric and non-singular with elements in a field $\mathfrak{F}$, and if $Q$ is an arbitrary skew matrix such that $d(A+Q)(A-Q)$ $\neq 0$, then

$$
P=(A+Q)^{\mathrm{I}}(A-Q)
$$

[^56]is a cogredient automorph of $A .^{1}$ If $d(I+P) \neq 0$, there are no others ${ }^{2}$.

For

$$
\begin{aligned}
P^{\mathrm{T}} & =(A-Q)^{\mathrm{T}}(A+Q)^{\mathrm{IT}} \\
& =\left(A^{\mathrm{T}}-Q^{\mathrm{T}}\right)\left(A^{\mathrm{T}}+Q^{\mathrm{T}}\right)^{\mathrm{I}} \\
& =(A+Q)(A-Q)^{\mathrm{I}} .
\end{aligned}
$$

That $P^{\mathrm{T}} A P=A$ now follows from Theorem 31.1.
If the equation defining $P$ be solved for $Q$, there results

$$
Q=A \frac{I-P}{I+P}
$$

This expression exists if $d(I+P) \neq 0$, and is well-defined by Theorem 15.6. It remains to be shown that $Q$ is skew if $P^{\mathrm{T}} A P=A$.

$$
\begin{aligned}
Q^{\mathrm{T}} & =\left(\frac{I-P}{I+P}\right)^{\mathrm{T}} A^{\mathrm{T}}=\frac{I-P^{\mathrm{T}}}{I+P^{\mathrm{T}}} A \\
& =\frac{I-A P^{\mathrm{I}} A^{\mathrm{I}}}{I+A P^{\mathrm{I}} A^{\mathrm{I}}} A=A \frac{I-P^{\mathrm{I}}}{I+P^{\mathrm{I}}} \\
& =A \frac{P-I}{P+I}=-Q
\end{aligned}
$$

Many attempts have been made to remove the restriction $d(I+P) \neq 0$, which is not trivial. H. TABER ${ }^{3}$ showed that such an automorph can be represented as the product of two automorphs of the Cayley type.
A. Voss ${ }^{4}$ extended the above theorem to a non-singular $A$ not necessarily symmetric as follows: Every $P$ such that $P^{\mathrm{T}} A P=A$ for which $d(P+\eta I) \neq 0, \eta= \pm 1$, can be uniquely expressed in the form

$$
P=\eta(I-B A)(I+B A)^{\mathrm{I}}
$$

where $B A+B^{\mathrm{T}} A^{\mathrm{T}}=0$. He also found the number of linearly independent solutions $B$ of this latter equation, and proved that the number of parameters in $P$ for $A$ non-singular is $m-\mu$ where $m$ is the number of linearly independent matrices $C$ such that $A C^{\mathrm{T}}=C A$. He showed later ${ }^{5}$ that $m-\mu=\frac{1}{2} n(n-1)-\frac{1}{2}(n-\varrho)(n-\varrho-1)$ where $A$ is of order $n$ and rank $\varrho$.
A. Loewy ${ }^{6}$ showed that if $d(P+\eta I)=0$, two transformations of the type given by Voss will generate $P$.
J. H. M. Wedderburn ${ }^{7}$ used the exponential function of a matrix to obtain the general solution $X$ of $X^{\mathrm{T}} P X=P$ for $P$ non-singular, the parameters entering transcendentally.

[^57]Hermite ${ }^{1}$ proved that if $A$ is symmetric and non-singular with rational integral elements, every automorph $P$ with rational integral elements is of the form

$$
P_{1}^{e_{1}} P_{2}^{e_{2}} \ldots P_{k}^{e_{k}}
$$

where $k$ is finite and the $P$ 's commutative, and the exponents are positive or negative integers or zero.
H. Poincaré ${ }^{2}$ stated without proof that if $A$ has rational integral elements and $A S A^{\mathrm{T}}=S$ where $S$ is the skew normal form of Brioschi (Corollary 34.4), then $A$ is a product of elementary matrices of two simple types. This was proved by H. R. Brahana ${ }^{3}$ and extended to the case where $S$ is not in normal form.

Theorem 37.2. In the complex field a necessary and sutficient condition that a matrix $P$ be a congruent automorph of some non-singular matrix is that $P=A B$ where $A$ and $B$ are involutory ${ }^{4}$.

It will first be shown that there exists a non-singular matrix $H$ such that $P H P=H$ if and only if $P=A B$ where $A$ and $B$ are involutory. Evidently

$$
P A P=A B A^{2} B=A B^{2}=A
$$

so the condition is sufficient. If $P H P=H$, then $P H P H P=H^{2} P$ and $P H^{2}=H^{2} P$, so $H^{2}$ is commutative with $P$. Then $P f\left(H^{2}\right)=f\left(H^{2}\right) P$ for every rational function $f$. Choose $f$ so that $f\left(H^{2}\right)=K$ (Lemma 35.22) where $K^{2}=H^{2}$. Define $A=H K^{\mathrm{I}}$. Since $K^{\mathrm{I}}$ is a polynomial in $H$, $A=K^{\mathrm{I}} H$. Then $A^{2}=H^{2} H^{-2}=I$ so that $A$ is involutory. Define $B=A P=A^{\mathrm{I}} P$ so that $P=A B$. Then $B^{2}=A P A^{\mathrm{I}} P=K^{\mathrm{1}} H P H^{\mathrm{I}} K P$ $=K^{\mathrm{I}} P^{\mathrm{I}} K P=K^{\mathrm{I}} P^{\mathrm{I}} P K=I$, so $B$ also is involutory.

It will be shown, secondly, that there exists a non-singular matrix $L$ such that $P L P^{\mathrm{T}}=L$ if and only if there exists a non-singular $H$ such that $P H P=H$. Since for any $M, M-\lambda I$ and $M^{\mathrm{T}}-\lambda I$ have the same invariant factors, the pairs $\left(M, M^{\mathrm{I}}\right)$ and $(I, I)$ are equivalent (Theorem 30.2). Thus there exist matrices $R$ and $S$ such that

$$
R M S=M^{\mathrm{T}}, \quad R I S=I
$$

Hence $R M R^{\mathrm{I}}=M^{\mathrm{T}}$. Take $M=P^{\mathrm{IT}}$ so that

$$
\begin{aligned}
H^{\mathrm{I}} P H=P^{\mathrm{I}} & =R P^{\mathrm{IT}} R^{\mathrm{I}} \\
R^{\mathrm{I}} H^{\mathrm{I}} P H R & =P^{\mathrm{IT}} \\
P(H R) P^{\mathrm{T}} & =H R
\end{aligned}
$$

The converse of this step follows similarly ${ }^{5}$.

[^58]P. F. Smith ${ }^{1}$ had previously shown that a cogredient automorph is a product of not more than $n$ involutory matrices.
H. Hilton ${ }^{2}$ called quasi-unitary a conjunctive automorph of a nondefinite canonical hermitian matrix.
L. Autonne gave a systematic treatment of lorenzian matrices ${ }^{3}$. A necessary and sufficient condition that $A$ be lorenzian is that it be an automorph of a diagonal matrix whose diagonal elements are +1 or -1 . The most general lorenzian is of the form
$$
K=L F M, \quad F=I_{u-v}+K \dot{+} I_{n-u-v}
$$
where $L$ and $M$ are direct sums of orthogonal matrices, and
\[

K=\left\|$$
\begin{array}{cc}
T & H \\
H & T
\end{array}
$$\right\|, \quad T^{2}-H^{2}=I_{v}
\]

$T$ and $H$ being canonical hermitians. For $n=4$ he obtained Brill's canonical form ${ }^{4}$ :

$$
F=\left\|\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \theta & \eta \\
0 & 0 & \eta & \theta
\end{array}\right\|, \quad \theta^{2}-\eta^{2}=1
$$

where $\theta=k, \eta=k q, k=1 / \sqrt{1-q^{2}}$.

## VI. Similarity.

38. Similar matrices. Two matrices $A$ and $B$ with elements in a principal ideal ring $\mathfrak{B}$ are called similar (written $A=B$ ) if there exists a unimodular matrix $P$ such that $A=P^{\mathrm{I}} B P .{ }^{5}$ Similarity is an instance of equivalence, and is determinative, reflexive, symmetric and transitive (§22). More than this, every unimodular matrix $P$ determines an automorphism of the ring of matrices with elements in $\mathfrak{B}$, for if

$$
A_{1}=P^{\mathrm{I}} B_{1} P, \quad A_{2}=P^{\mathrm{I}} B_{2} P,
$$

then

$$
A_{1}+A_{2}=P^{\mathrm{I}}\left(B_{1}+B_{2}\right) P, \quad A_{1} A_{2}=P^{\mathrm{I}}\left(B_{1} B_{2}\right) P
$$

A matrix may be interpreted as a linear homogeneous transformation in vector space. From this point of view similar matrices represent the same transformation referred to different bases. All the theorems of this chapter may be interpreted from this standpoint.

[^59]Theorem 38.1. The coefficients of the characteristic equation of a matrix $A$ are similarity invariants ${ }^{1}$.

For if $A=P^{\mathrm{I}} B P$, then $A-\lambda I=P^{\mathrm{I}}(B-\lambda I) P$, and $d(A-\lambda I)$ $=d(B-\lambda I)$.

Corollary 38.1. If $A \xlongequal{s} B$ in an algebraically closed field, the characteristic roots of $A$ coincide with those of $B$, and each has the same multiplicity for $A$ as for $B$.

The number theory of similar matrices has received relatively little attention as compared with the number theory of congruent matrices. What has been done has been mainly concerned with linear transformations and groups.
C. Jordan ${ }^{2}$ defined a canonical form using integral algebraic numbers, and gave a necessary and sufficient condition that two such matrices be commutative.
L. E. Dickson ${ }^{3}$ generalized to Galois fields the canonical form of Jordan. He also gave ${ }^{4}$ an explicit form of all $m$-ary linear homogeneous substitutions in $G F\left(p^{n}\right)$ commutative with a particular one.
39. Matrices with elements in a field. Theorem 39.1. A necessary and sufficient condition that two matrices $A$ and $B$ with elements in a field $\mathfrak{F}$ be similar is that, in the polynomial domain $\tilde{F}(\hat{\lambda}), I \hat{\lambda}-A$ and $I \hat{\lambda}-B$ have the same invariant factors.

If $A=P^{\mathrm{I}} B P$, then evidently $I \lambda-A=P^{\mathrm{I}}(I \lambda-B) P$, so that $I \lambda-A$ and $I \lambda-B$ have the same invariant factors (Theorem 27.2).

If, conversely, $I \lambda-A$ and $I \lambda-B$ have the same invariant factors, there exist two non-singular matrices $Q$ and $P$ whose elements are independent of $\lambda$ such that

$$
I \lambda-A=Q(I \lambda-B) P
$$

by Theorem 30.1. Hence

$$
I=Q P, \quad Q=P^{\mathrm{I}}, \quad A=P^{\mathrm{I}} B P .
$$

Corollary 39.11. In an algebraically closed field,

$$
A \stackrel{\mathrm{~s}}{=} J=J_{n} \dot{+} J_{n-1} \dot{+} \cdots \dot{+} J_{n-k}
$$

where $J_{i}$ is the Jordan matrix of the $i$-th invariant factor of $A .{ }^{5}$
Cf. Corollary 30.22.

[^60]Corollary 39.12. In any field,

$$
A \stackrel{\mathrm{~s}}{=} B=B_{n} \dot{+} B_{n-1} \dot{+} \cdots \dot{+} B_{n-k}
$$

where $B_{i}$ is the companion matrix of the $i$-th invariant factor of $A$.
Cf. Corollary 30.21.
Weierstrass ${ }^{1}$ noted that $A$ can be reduced to diagonal form if and only if its elementary divisors are simple.

Various methods of reduction to the Jordan form have been given by E. Netto ${ }^{2}$, H. Hilton ${ }^{3}$, and G. Voghera ${ }^{4}$.

The second form $B$ was introduced by Frobenius ${ }^{5}$ for the complex field. Derivations of the normal form (which, however, introduce irrationalities in the derivation) were given by G. Landsberg ${ }^{6}$, W. BurnSide ${ }^{7}$, and H. Hilton ${ }^{8}$.

A number of writers have given a priori proofs of Corollary 39.12 and have used this as a starting point in the development of the entire theory of matrices. The first complete proof valid for a general field, but restricted to non-singular matrices, was given by S. Lattès ${ }^{9}$. The method is partly geometric, having been suggested, the author states, by a paper of C. Segre ${ }^{10}$ and a book by E. Bertini ${ }^{11}$. If $A=\left(a_{r s}\right)$ is non-derogatory, it has a finite number of poles, and $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ are so chosen that the hyperplane

$$
y_{1}=\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}=0
$$

does not contain a pole of $A$. Let $\left(\beta_{r s}^{(i)}\right)=A^{i}$ and set $P=\sum_{i} \alpha_{i} \beta_{i s}^{(r-1)}$. Then

$$
P^{\mathrm{I}} A P=\left\|\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\cdots & \ldots & \ldots & \ldots & \cdots \\
-a_{n} & -a_{n-1} & -a_{n-2} & -a_{1}
\end{array}\right\| .
$$

If $A$ has an infinite number of poles-i.e., is derogatory-the rows of $P$ are not independent. If the first $m$ rows are independent, $A$ can be reduced to the form

$$
\left.\left\|\begin{array}{ll}
B & O \\
C & D
\end{array}\right\|, \quad B=\| \begin{array}{cccc}
0 & 1 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right) \cdot c \mid
$$

[^61]Then by a proper choice of the $\alpha$ 's $C$ can be made $O$, and the reduction continued until

$$
A \stackrel{\mathrm{~s}}{=} B_{1}+B_{2} \dot{+} \cdots \dot{+} B_{p}
$$

each $B$ being of the form of $B$ above, and such that $\left|B_{i}-\lambda I\right|$ divides $\left|B_{i+1}-\lambda I\right|$. The form is shown to be unique.
G. Kowalewski ${ }^{1}$ sketched an alternative treatment of the same problem, stating that the investigation had been prompted by a remark of Sophus Lie that such a reduction would be desirable. Let the point $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be denoted by $(x)$, and write

$$
x_{i}^{\prime}=\sum l_{i j} x_{j}, \quad L=\left(l_{r s}\right)
$$

in the notation $\left(x^{\prime}\right)=(x) L$. If $f(\omega)$ is a polynomial of degree $m$, denote

$$
(x) f(L)=(y)=k_{0}(x)+k_{1}(x) L+\cdots+k_{m}(x) L^{m} .
$$

Let $(\xi)$ be a definite point. Let $\alpha$ be such that $(\xi),(\xi) L,(\xi) L^{2}, \ldots$, $(\xi) L^{\alpha-1}$ are linearly independent, while

$$
(\xi) L^{\alpha}=a_{0}(\xi)+a_{1}(\xi) L+\cdots+a_{\alpha-1}(\xi) L^{\alpha-1}
$$

Choose ( $\xi$ ) so that $\alpha$ is as large as possible. Then

$$
A(\omega)=a_{0}+a_{1} \omega+\cdots+a_{\alpha-1} \omega^{\alpha-1}-\omega^{\alpha}
$$

is called the first characteristic polynomial of $L$. In case $\alpha<n$, take $(\eta)$ a point not dependent upon $(\xi),(\xi) L, \ldots,(\xi) L^{\alpha-1}$ and choose $\beta$ so that

$$
(\eta) L^{\beta}=b_{0}(\eta)+b_{1}(\eta) L+\cdots+b_{\beta-1}(\eta) L^{\beta-1}+(\xi) P(L)
$$

for some polynomial $P$, while no such relation holds for a smaller $\beta$. Take $(\eta)$ so that $\beta$ is maximal. If

$$
B(\omega) \equiv b_{0}+b_{1} \omega+\cdots+b_{\beta-1} \omega^{\beta-1}-\omega^{\beta}
$$

then

$$
(\eta) B(L)+(\xi) P(L)=0
$$

Call $B$ a second characteristic polynomial. If $\alpha+\beta<n$, continue and get

$$
(\zeta) C(L)+(\eta) R(L)+(\xi) Q(L)=0 \text {. }
$$

Continue until $\alpha+\beta+\gamma+\cdots=n$. It is now possible to take new points

$$
\left(\eta^{\prime}\right)=(\eta)+(\xi) \varphi(L),
$$

$$
\left(\zeta^{\prime}\right)=(\zeta)+(\eta) \psi(L)+(\xi) \chi(L), \quad \text { etc. }
$$

so that

$$
(\xi) A(L)=\left(\eta^{\prime}\right) B(L)=\left(\zeta^{\prime}\right) C(L)=\cdots=0 .
$$

Then $B|A, C| B, \ldots$ Now transform
$(\xi)$,
(छ) $L, \ldots$,
$(\xi) L^{\alpha-1}, \quad\left(\eta^{\prime}\right), \quad\left(\eta^{\prime}\right) L, \quad \ldots \quad\left(\eta^{\prime}\right) L^{\beta-1}, \quad \ldots$

[^62]into $(1,0, \ldots, 0),(0,1, \ldots, 0), \ldots$ respectively. Then the transform of $L$ is a direct sum of blocks of the type
\[

\left\|$$
\begin{array}{ccccc}
0 & 0 & \ldots & 0 & a_{0} \\
1 & 0 & \ldots & 0 & a_{1} \\
\ldots & \ldots & \ldots & \cdots & \cdot \\
0 & 0 & \ldots & 1 & a_{k}
\end{array}
$$\right\|
\]

Another treatment of the same problem was given by W. Krull ${ }^{1}$ at the suggestion of A. Loewy. An arbitrary matrix $A$ is similar to one of the form

$$
\left\lvert\, \begin{array}{ll}
A_{1}^{*} & O \\
B & A_{2}
\end{array}\right. \|
$$

where $A_{1}{ }^{*}$ is the companion matrix of the minimum equation of $A$. The above matrix is shown to be similar to

$$
\left\|\begin{array}{ll}
A_{1} * & O \\
O & A_{2}
\end{array}\right\|
$$

The process is continued with $A_{2}$ until it is shown that

$$
A \xlongequal{\mathrm{~s}} A_{1}^{*} \dot{+} A_{2}^{*}+\cdots \dot{+} A_{m}^{*}
$$

where $\left|I \lambda-A_{i}{ }^{*}\right|=0$ is the minimum equation of $A_{i}{ }^{*} \dot{+} \cdots \dot{+} A_{m}{ }^{*}$. The form is shown to be unique.
L. E. Dickson ${ }^{2}$ gave an independent development which is comparatively brief. Instead of the planes used by Lattès, he used polynomial chains, and the restriction $d(A) \neq 0$ is removed.
A. A. Bennett ${ }^{3}$ discussed the computational aspects of the methods of Lattès, Kowalewski and Dickson.

A clear presentation and refinement of the method of Kowalewski was given by H. W. Turnbull and A. C. Aitken ${ }^{4}$.

A very short derivation of this normal form using ideals and group theory was given by van der Waerden ${ }^{5}$.

Other derivations of the normal form have been given by W. O. Menge ${ }^{6}$, J. H. M. Wedderburn ${ }^{7}$, O. Schreier and E. Sperner ${ }^{8}$, and M. H. Ingraham ${ }^{9}$.

[^63]The relation between the rational and irrational canonical forms in the case of a matrix having distinct characteristic roots was clearly indicated by I. SchUR ${ }^{1}$. If $A$ has the distinct characteristic roots $\varrho_{1}, \varrho_{2}, \ldots, \varrho_{n}$ and the characteristic equation
and if $\quad \varphi(x)=x^{n}-c_{1} x^{n-1}-c_{2} x^{n-2}-\cdots-c_{n}=0$,

$$
R=\left|\begin{array}{ccccc}
c_{1} & c_{2} & \ldots & c_{n-1} & c_{n} \\
1 & 0 & \ldots & 0 & 0 \\
\cdots & \ldots & \ldots & \ldots & . \\
0 & 0 & \ldots & 1 & 0
\end{array}\right|, \quad P=\left|\begin{array}{cccc}
\varrho_{1} & 0 & \ldots & 0 \\
0 & \varrho_{2} & \ldots & 0 \\
\cdots & \cdots & \cdots & . \\
0 & 0 & \ldots & \varrho_{n}
\end{array}\right|,
$$

then $P=Q^{1} R Q$ where

$$
Q=\left\{\begin{array}{cccc}
\varrho_{1}{ }^{n-1} & \varrho_{2}{ }^{n-1} & \ldots & \varrho_{n}{ }^{n-1} \\
\varrho_{1}{ }^{n-2} & \varrho_{2}{ }^{n-2} & \ldots & \varrho_{n}{ }^{n-2} \\
\cdots & \ldots & \cdots & \ldots
\end{array}\right)
$$

The transforming matrix which corresponds to $Q$ when $A$ is general was given explicitly by Turnbull and Aitken ${ }^{2}$.
40. Weyr's characteristic. Let $A$ be a matrix with elements in an algebraically closed field $\mathfrak{F}$, and having the characteristic roots $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}$. If $\lambda_{i}$ is of multiplicity $\alpha_{i}$, let

$$
\alpha_{i 1}, \quad \alpha_{i 1}+\alpha_{i 2}, \quad \alpha_{i 1}+\alpha_{i 2}+\alpha_{i 3}, \quad \ldots, \quad \alpha_{i 1}+\cdots+\alpha_{i p}=\alpha_{i}
$$

be the nullities ( $\S 8$ ) of the succesive powers

$$
A-\lambda_{i} I, \quad\left(A-\lambda_{i} I\right)^{2}, \quad \ldots, \quad\left(A-\lambda_{i} I\right)^{p}
$$

respectively, where $p$ is the first integer giving the maximum nullity $\alpha_{i}$. The set of numbers $\alpha_{i 1}, \ldots, \alpha_{i g}$ is called the WEYR characteristic of $A$ relative to $\lambda_{i} \cdot{ }^{3}$

If the elementary divisors of $A$ are $\left(\lambda-\lambda_{i}\right)^{e_{i l}}(i=1, \ldots, k)$, then $A$ is similar to a direct sum of matrices

$$
J_{i l}=\left\{\begin{array}{ccccc}
\lambda_{i} & 1 & 0 & \ldots & 0 \\
0 & \lambda_{i} & 1 & \ldots & 0 \\
. & \cdots & \ldots & . & . \\
0 & 0 & 0 & \ldots & \lambda_{i}
\end{array}\right.
$$

(Corollary 39.11) where $J_{i l}$ is of order $l$. Write $J_{i l}=\lambda_{i} I_{l}+N_{l}$ where $I_{l}=\left(\delta_{r s}\right)$ and $N_{l}=\left(\delta_{r+1, s}\right)$. Then

$$
\begin{aligned}
I_{l}^{2} & =I_{l}, \quad I_{l} N_{l}=N_{l} I_{l}=N_{l} \\
N_{l}^{2} & =\left(\sum_{t} \delta_{r+1, t} \delta_{t+1, s}\right)=\left(\delta_{r+2, s}\right)
\end{aligned}
$$

[^64]which is of nullity $\boldsymbol{v}\left(N_{l}{ }^{2}\right)=2$. And in general
$$
\boldsymbol{v}\left(N_{l}{ }^{h}\right)=h . \quad(h=1,2, \ldots, l)
$$

One may call $I_{l}$ the idempotent and $N_{l}$ the nilpotent matrix corresponding to the elementary divisor $\left(\lambda-\lambda_{i}\right)^{e_{i l}} .{ }^{1}$

Theorem 40.1. The Weyr characteristic and the Segre characteristic (§ 29) of A relative to the characteristic root $\lambda_{i}$ of multiplicity $\alpha_{i}$ are conjugate partitions of $\alpha_{i} .{ }^{2}$

Suppose the SEGRE characteristic of $A$ relative to $\lambda_{i}$ to be written as the rows of a Ferrers diagram ${ }^{3}$.

For instance if ( $\left.e_{i 1}, e_{i 2}, e_{i 3}, e_{i 4}\right)=(5,4,2,2$, $)$ we write

The drop in rank (or increase in nullity) in the successive powers of $A-\lambda_{i} I$ is evidently the number of dots in the successive columns of the diagram, for every block corresponding to an elementary divisor drops one in rank with successively increasing exponents until 0 is reached, after which no change occurs.

Corollary 40.1. The Weyr characteristics of a matrix A constitute a complete set of invariants of structure. (Cf. § 29.)

In other words, two matrices are similar if and only if they have the same characteristic roots and the same Weyr characteristic ${ }^{4}$.

Expositions of Weyr's theory have been given by W. H. Metzler ${ }^{5}$, K. Hensel ${ }^{6}$, and J. Wellstein ${ }^{7}$.
W. O. Menge ${ }^{8}$ proved that if $h_{i}(\lambda)$ of degree $d_{i}$ is the $i$-th invariant factor of $\lambda I-A$, then $h_{i}(A)$ has the minimum rank of all matrices $f(A)$ where $f(\lambda)$ is a polynomial in $\lambda$ of degree $\leqq d_{i}$.
L. Autonne ${ }^{9}$ proved that a necessary and sufficient condition in order that $A B \underline{\underline{s}} B A$ is that $A^{i}$ and $B^{i}$ have the same ranks for $i=1$, $2, \ldots, n$.
W. Krull ${ }^{10}$ extended Weyr's theory to a general field.

[^65]41. Unitary and orthogonal equivalence. If there exists a unitary matrix (§18) $U$ such that
$$
A=U^{\mathrm{CT}} B U
$$
then $A$ is both conjunctive with and similar to $B$. We shall write $A \xlongequal{\mathrm{U}} B$ to mean that $A$ is conjunctive with $B$ by a unitary transformation. If all the matrices are real so that $U$ is an orthogonal matrix, we say that $A$ is congruent with $B$ by an orthogonal transformation, and write $A \xlongequal{\circ} B$. Many properties of the relation 0 are implied by the corresponding properties of the relation $\underline{\underline{U}}$.

Theorem 41.1. If $A$ and $B$ are hermitian in the complex field $\mathfrak{C}$, a necessary and sufficient condition in order that $A \xlongequal{\mathrm{U}} B$ is that $\lambda I-A \underline{\underline{\mathrm{E}}} \lambda I-B$.

By Theorem 36.5 the condition $\lambda I-A \underline{\mathrm{E}} \lambda I-B$ implies the existence of a non-singular matrix $P$ such that

$$
P^{\text {СТ }} I P=I, \quad P^{\text {СT }} B P=A
$$

The first equation indicates that $P$ is unitary. Then, from the second, $A \xlongequal{\mathrm{U}} B$.

Conversely, if $A \cup B$, there exists a unitary matrix $U\left(U^{\mathrm{CT}} I U=I\right)$ such that $U^{\mathrm{CT}} B U=A$. Then by Theorem 36.5, $\lambda I-A \xlongequal{\mathrm{E}} \lambda I-B$.

Corollary 41.1. If $A$ and $B$ are orthogonal in the real field $\Re$, a necessary and sufficient condition in order that $A \xlongequal{\mathrm{O}} B$ is that $\lambda I-A{ }^{\mathrm{E}} \lambda I-B$.

Theorem 41.2. If $H$ is hermitian,

$$
H^{U}\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right]
$$

where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are the characteristic roots of $H$.
By Theorem 36.8 the elementary divisors of $H$ are simple, so the cogredient normal form is the diagonal matrix $\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right]$.

Direct proofs of this theorem for $H$ real and symmetric and $U$ orthogonal were given by L. Stickelburger ${ }^{1}$ and, using infinitesimal transformations, by J. J. Sylvester ${ }^{2}$.

Theorem 41.3. If $A$ is any matrix with complex elements, then $A \stackrel{\cup}{\cup} B$, where ${ }^{3}$

$$
B=\left|\begin{array}{ccccc}
\lambda_{1} & 0 & 0 & \ldots & 0 \\
b_{21} & \lambda_{2} & 0 & \ldots & 0 \\
b_{31} & b_{32} & \lambda_{3} & \ldots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdot \\
b_{n 1} & b_{n 2} & b_{n 3} & \ldots & \lambda_{n}
\end{array}\right|
$$

Let $\lambda_{1}$ be a characteristic root of $A$, and $\left(q_{1}, q_{2}, \ldots, q_{n}\right)$ the corresponding pole, so that

$$
\sum_{i=1}^{n} a_{i j} q_{i}=\lambda_{1} q_{j} . \quad(j=1,2, \ldots, n)
$$

[^66]The sum $\sum \bar{q}_{j} q_{j}=q^{2}$ is positive. Set $q_{j 1}=q_{j} / q$. Then

$$
\sum a_{i j} q_{i 1}=\lambda_{1} q_{j 1}, \quad \sum \bar{q}_{i 1} q_{i 1}=1
$$

It is possible to determine $q_{i 2}, \ldots, q_{i n}$ so that $Q=\left(q_{r s}\right)$ is unitary. Then $Q^{\mathrm{T}} A Q^{\mathrm{C}}$ is of the form

$$
\left\|\begin{array}{ccccc}
\lambda_{1} & 0 & 0 & \ldots & 0 \\
b_{21} & b_{22} & b_{23} & \ldots & b_{2 n} \\
\cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right\|
$$

Continue with the last $n-1$ rows and columns. Since the product of unitary matrices is unitary, we have the theorem.

Theorem 41.1 also appears as a corollary to this theorem. For if $A$ is hermitian, so is $B$, so that $B$ is diagonal.

A matrix $A$ is called normal if $A^{\mathrm{CT}} A=A A^{\mathrm{CT}} .{ }^{1}$
Evidently $A$ is normal if $A^{\mathrm{CT}}$ is equal to a rational function of $A$, so normal matrices include hermitian, skew hermitian, unitary, orthogonal, symmetric and skew matrices as special instances.

Theorem 41.4. A necessary and sufficient condition in order that $A \xlongequal{\mathrm{U}} D$ where $D$ is diagonal is that $A$ be normal ${ }^{2}$.

The property of being normal is a unitary invariant, for if $A=U^{\mathrm{CT}} B U$, then

$$
A A^{\mathrm{CT}}=U^{\mathrm{CT}} B B^{\mathrm{CT}} U, \quad A^{\mathrm{CT}} A=U^{\mathrm{CT}} B^{\mathrm{CT}} B U
$$

If $B B^{\mathrm{CT}}=B^{\mathrm{CT}} B$, then $A A^{\mathrm{CT}}=A^{\mathrm{CT}} A$.
By Theorem 41.3 we may take

$$
B=\left\|\begin{array}{llll}
\lambda_{1} & 0 & 0 & \cdots \\
b_{21} & \lambda_{2} & 0 & \cdots \\
b_{31} & b_{32} & \lambda_{3} & \cdots \\
\cdots & \cdots & \cdots & .
\end{array}\right\|
$$

The element in the (1, 1)-position in $B B^{C T}$ is $\lambda_{1}{ }^{2}$, the corresponding element in $B^{\mathrm{CT}} B$ is $\lambda_{1}{ }^{2}+\bar{b}_{21} b_{21}+\bar{b}_{31} b_{31}+\cdots$ Hence $b_{21}=b_{31}=\cdots=0$. Comparison of elements in the $(2,2)$-position now shows that $b_{32}=b_{42}$ $=\cdots=0$, etc. Hence if $A$ is normal, it can be reduced to diagonal form. Since two diagonal matrices are commutative, the converse is obvious.

Theorem 41.4. If $A$ is positive semi-definite hermitian, and $m$ is any positive integer, there exists a unique positive semi-definite hermitian matrix $B$ such that $B^{m}=A$. It is of the same rank as $A .^{3}$

By Theorem 41.4 there exists a unitary matrix $U$ such that

$$
U^{\mathrm{CT}} A U=\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right]=L, \quad \lambda_{i} \geqq 0
$$

[^67]Let

$$
M=\left[\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right], \quad \mu_{i}^{m}=\lambda_{i}, \quad \mu_{i} \leqq 0
$$

Set $P=U M U^{\mathrm{CT}}$. Then $P^{m}=A$.
Suppose that $Q$ is another semi-definite hermitian matrix such that $Q^{m}=A$. Then $N^{m}=L$ where $N=U Q U^{\text {CT }}$. By Theorem 16.1 the characteristic roots of $L$ are the $m$-th powers of the roots of $N$, and since the latter are all $\geqq 0$, they are the $\mu$ 's. Hence by Theorem 41.2 there exists a unitary matrix $V$ such that

$$
N=V^{\mathrm{cT}} M V
$$

Since $V N^{m}=M^{m} V, V$ is commutative with $L$. Suppose that the $\lambda$ 's are grouped into sets of distinct roots so that

$$
\lambda_{1}=\lambda_{2}=\cdots=\lambda_{\alpha}, \quad \lambda_{\alpha+1}=\cdots=\hat{\lambda}_{\alpha+\beta}
$$

It follows from $V L=L V$ that $v_{i j}=0$ if $\lambda_{i} \neq \lambda_{j}$, so that

$$
V=V_{1}+V_{2}+\cdots+V_{k}
$$

where $V_{1}$ is of order $\alpha, V_{2}$ of order $\beta$, etc. Evidently each $V_{i}$ is unitary. Then

$$
N=V_{1}{ }^{\mathrm{CT}} \mu_{\alpha} I_{\alpha} V_{1} \dot{+} V_{2}{ }^{\mathrm{CT}} \mu_{\alpha+\beta} I_{\beta} V_{2} \dot{+} \cdots=M
$$

Hence $Q=U^{\mathrm{CT}} N U=U^{\mathrm{CT}} M U=P$, and $P$ is unique.
Corollary 41.4. If $A$ is positive semi-definite hermitian, there exists a unique positive semi-definite hermitian matrix $P$ of the same rank as $A$ such that $A=P^{\mathrm{CT}} P .{ }^{1}$

Theorem 41.5. Every non-singular matrix is uniquely expressible as a product of a unitary matrix by a positive definite hermitian matrix ${ }^{2}$.

For $A^{\mathrm{CT}} A$ is positive definite hermitian and hence by Corollary 41.4 equals $B^{\mathrm{CT}} B$, where $B$ is positive definite hermitian. Then $A B^{\mathrm{I}}=U$ is unitary, since $U^{\mathrm{CT}} U=I$, and $A=U B$. If $A=V C$ where $V$ is unitary, then $A^{\text {CT }} A=C^{\mathrm{CT}} C$. If $C$ is positive definite hermitian, $C=B$ by Corollary 41.4.

Every normal matrix can be represented as a product of a semidefinite symmetric matrix $P$ and an orthogonal matrix, and conversely, every such product is normal ${ }^{3}$.
R. Weitzenböck ${ }^{4}$ gave two methods for solving the equation $X X^{\mathrm{T}}=A$ for $A$ symmetric and non-singular.

[^68]Theorem 41.6. If $A$ is non-singular, there exist two unitary matrices $U$ and $V$ such that

$$
U A V=\left[\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right]
$$

where $\mu_{1}, \mu_{2}, \ldots, \mu_{n}$ are the positive square roots of the characteristic roots of $A A^{\mathrm{CT}} .{ }^{1}$

Since $A^{\mathrm{CT}} A$ is positive semi-definite hermitian, there exists a unitary matrix $V$ such that

$$
V^{\mathrm{CT}} A^{\mathrm{CT}} A V=L=\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right], \quad \lambda_{i} \geqq 0 .
$$

Set $A V=K$ so that $K^{\mathrm{CT}} K=L$. Set

$$
\mu_{i}=+\sqrt{\lambda_{i}}, \quad k_{r s}=w_{r s} \mu_{s}, \quad K=W M
$$

where $M=\left[\mu_{1}, \mu_{2}, \cdots, \mu_{n}\right]$. Then

$$
\sum \bar{w}_{i r} w_{i s}=\sum k_{i r} k_{i s} / \mu_{r} \mu_{s}=\delta_{r s},
$$

so that $W$ is unitary. Let $U=W^{\mathrm{I}}$. Then $U A V=M$.
This theorem was first proved for the real case, $U$ and $V$ being orthogonal, by E. Beltrami ${ }^{2}$ and C. Jordan ${ }^{3}$. It was treated again by J. J. Sylvester ${ }^{4}$.

Corollary 41.6. If $U$ and $V$ are unitary matrices such that $U A V=M$ is diagonal and real, then

For

$$
V^{\mathrm{CT}} A^{\mathrm{CT}} A V=M^{2}=U A A^{\mathrm{CT}} U^{\mathrm{CT}} .5
$$

and

$$
M=M^{\mathrm{CT}}=V^{\mathrm{CT}} A^{\mathrm{CT}} U^{\mathrm{CT}}
$$

$$
M^{2}=V^{\mathrm{CT}} A^{\mathrm{CT}} U^{\mathrm{CT}} U A V=V^{\mathrm{CT}} A^{\mathrm{CT}} A V .
$$

Schläfli ${ }^{6}$ discussed the reduction of an orthogonal matrix by a similarity transformation.
H. Hilton ${ }^{7}$ showed that an orthogonal matrix can be transformed by orthogonal matrices into a direct sum of orthogonal matrices each of which has a characteristic matrix with elementary divisors (1) $(\lambda-a)^{r}$ and $(\lambda-1 / a)^{r}, a \neq 0$, or $(2)(\lambda-1)^{r}$ or $(\lambda+1)^{r}, r$ odd, or $(3)(\lambda+1)^{r}$ and $(\lambda+1)^{r}, r$ even.
42. The structure of unitary and orthogonal matrices. A unitary matrix is both a conjunctive automorph and a similarity automorph of the identity matrix $I$. An orthogonal matrix is a real unitary matrix.

[^69]The literature of orthogonal matrices and their determinants is extensive. Rather complete bibliographies are given by E. Pascal ${ }^{1}$ and T. Muir ${ }^{2}$.

Theorem 42.1. If $K$ is a skew-hermitian matrix, then

$$
U=(I+K)^{1}(I-K)
$$

is unitary. There are no other unitary matrices $U$ having $d(I+U) \neq 0 .{ }^{3}$
This is a special case of Theorem 37.1. The hypothesis of the latter that $d(I+K) \neq 0$ and $d(I-K) \neq 0$ is automatically fulfilled, since (Corollary 18.32) the skew-hermitian $K$ has only purely imaginary characteristic roots.

The exceptional case $d(I+U)=0$ makes considerable difficulty, and as the characteristic roots of a unitary matrix have absolute value unity, it is not very exceptional. Since Cayley ${ }^{4}$ first proved the above theorem for orthogonal matrices of order 4 by long calculation, many ways of avoiding the difficulty have been suggested ${ }^{5}$.
L. Loewy ${ }^{6}$ showed that every unitary matrix is of the form

$$
U=\theta(I+K)^{\mathrm{I}}(I-K),
$$

where $K$ is skew-hermitian and $\theta$ is a root of unity.
The representation of an orthogonal matrix as a product of orthogonal matrices of simple type was discussed geometrically by A. Voss ${ }^{7}$ and E. Goursat ${ }^{8}$, and algebraically by L. Kronecker ${ }^{9}$.

Defining an inversion to be a real orthogonal matrix $S$ such that $d(S)=-1, \quad d(\lambda I-S)=(\lambda-1)^{n-1}(\lambda+1), \quad$ L. Autonne ${ }^{10}$ proved that every real orthogonal matrix is a product of inversions.
G. Vitali ${ }^{11}$ showed that a real orthogonal matrix is a product of rotations in a space of $n-2$ dimensions, and a reflection if its determinant is -1 .

[^70]T. J. Stieltjes ${ }^{\mathbf{1}}$ showed that if $A$ and $B$ are third order orthogonal matrices of determinant +1 , then $A+B$ is never of rank 2. E. Netto ${ }^{2}$ extended this to show that if $A=\left(a_{r s}\right)$ and $B=\left(b_{r s}\right)$ are orthogonal, $\varepsilon_{r}$ can be chosen +1 or -1 so that $d\left(a_{r s}+\varepsilon_{r} b_{r s}\right)$ vanishes for $n$ even only if every element is 0 , and for $n$ odd only if all minors of order 2 vanish.
A. Loewy ${ }^{3}$ showed that Stieltjes' theorem is a consequence of the following theorem of Frobenius ${ }^{4}$ : The elementary divisors of the characteristic matrix of an orthogonal matrix vanish for reciprocal values except that $\lambda-1$ and $\lambda+1$ may occur with odd exponents.
L. Toscano ${ }^{5}$ established for involutory matrices a theorem analogous to that of Stieltjes for orthogonal matrices.
A. Voss ${ }^{6}$ proved that every non-singular matrix may be represented as a product of two symmetric matrices in infinitely many ways. Frobenius ${ }^{7}$ proved that every matrix may be represented as a product of two symmetric matrices, one of which is non-singular.
H. Hilton ${ }^{8}$ proved the above theorem of Frobenius, and also proved that a matrix can be represented as a product of two skew matrices if and only if the elementary divisors of its characteristic matrix occur in pairs $(\lambda-a)^{r}$, $(\lambda-a)^{r}$; and as a product of a symmetric matrix and a skew matrix if and only if the elementary divisors occur in pairs $(\lambda-a)^{r},(\lambda+a)^{r}$. This same conclusion was reached by H. Stenzel ${ }^{9}$.
O. Toeplitz ${ }^{10}$ proved that, if $H$ is hermitian, there exists a matrix $P$ with 0's above the main diagonal such that $H=P P^{\text {CT }}$.
E. Schmidt ${ }^{11}$ showed that for every $A$ there is a $K$ with 0 's above the main diagonal such that $K A$ is unitary. This is equivalent to Toeplitz' theorem.

Frobenius ${ }^{12}$ defined the span (Spannung) of $A$ to be $s(A)=t\left(A A^{\mathrm{CT}}\right)$. If $U$ is unitary, $s(U A)=s(A)=s(A U)$, and $s(A-U)=s\left(I-U^{\mathrm{I}} A\right)$.
J. Radon ${ }^{13}$ determined the maximum number $v(n)$ of matrices such that $x_{1} A_{1}+\cdots+x_{v} A_{v}$ is orthogonal for all $x$ 's. If $n=2^{4 \alpha+\beta} n^{\prime}, n^{\prime}$ odd, $\beta=0,1,2,3$, this value is $\nu=2^{\beta}+8 \alpha$.

[^71]F. D. Murnaghan ${ }^{1}$ found that a matrix of order $n$ has $2 n+(n-1)^{2}$ independent functions of its elements which are invariant under unitary transformation.

## VII. Composition of matrices.

43. Direct sum and direct product. The present chapter is concerned with the set of all matrices of finite order with elements in a ring or field. The operations of addition and multiplication can be applied only to matrices of the same order, but other operations will be defined according to which matrices of different orders may be combined. Also invariant matric functions $T(A)$ will be defined, where $T(A)$ is not necessarily of the same order as $A$, which have the property that $T(A B)=T(A) T(B)$.

A brief treatment of this topic with many references to original sources is given by A. Loewy in Pascal's Repertorium der höheren Mathematik Vol. I pp. 138-153. Teubner 1910.

Let $A=\left(a_{r s}\right)$ of order $\alpha$ and $B=\left(b_{r s}\right)$ of order $\beta$ be two matrices with elements in a ring $\Re$. The direct sum (cf. §29) of $A$ and $B$ is defined to be

It is of order $\alpha+\beta$.

$$
A+B=\left\|\begin{array}{ll}
A & O \\
O & B
\end{array}\right\|
$$

Theorem 43.1. The following identities hold:
(a) $(A \dot{+} B)+C=A \dot{+}(B+C)$,
(b) $\left(A_{1}+A_{2}\right) \dot{+}\left(B_{1}+B_{2}\right)=\left(A_{1}+B_{1}\right)+\left(A_{2} \dot{+} B_{2}\right)$,
(c) $\left(A_{1} \dot{+} B_{1}\right)\left(A_{2} \dot{+} B_{2}\right)=A_{1} A_{2}+B_{1} B_{2}$,
(d) $(A+B)^{\mathrm{T}}=A^{\mathrm{T}}+B^{\mathrm{T}}$,
(e) $\quad(A \dot{+} B)^{\mathrm{I}}=A^{\mathrm{I}} \dot{+} B^{\mathrm{I}}$,
(f) $\quad d(A \dot{+} B)=d(A) d(B)$,
(g) $t(A \dot{+} B)=t(A)+t(B)$.

The proofs follow directly from the definition of direct sum. Of course (e) holds only when $A^{\mathrm{I}}$ and $B^{\mathrm{I}}$ exist.

The left direct product is defined as

$$
A \cdot \times B=\left\|\begin{array}{ccc}
A b_{11} & \ldots & A b_{1 \beta} \\
\cdots & \cdots & \cdots \\
A b_{\beta 1} & \ldots & A b_{\beta \beta}
\end{array}\right\|
$$

The right direct product $A \times \cdot B$ is defined similarly and has similar properties. The order of each direct product is $\alpha \beta$. Evidently $A \cdot \times B$ $=B \times \cdot A$ if $A$ and $B$ have elements in a commutative ring.

[^72]The concept of direct product of matrices arises naturally from the concept of direct product in group theory ${ }^{\mathbf{1}}$.

Theorem 43.2. The following identities hold:
(a) $(A \cdot \times B) \cdot \times C=A \cdot \times(B \cdot \times C)$,
(b) $\left(A_{1}+A_{2}\right) \cdot \times B=A_{1} \cdot \times B+A_{2} \cdot \times B$,
(c) $(A \cdot \times B)^{\mathrm{T}}=A^{\mathrm{T}} \cdot \times B^{\mathrm{T}}$,
(d) $t(A \cdot \times B)=t(A) t(B)$.

These are all evident from the definition of direct product.
Theorem 43.3. If $A$ is of order $\alpha$ and $B$ is of order $\beta$, and if $A \cdot \times B$ $=C=\left(c_{r s}\right)$, then
where

$$
c_{r s}=a_{r_{1} s_{1}} b_{r_{2} s_{2}}
$$

$$
\begin{array}{ll}
r-1=\alpha\left(r_{2}-1\right)+r_{1}-1, & 0 \leqq r_{1}-1<\alpha \\
s-1=\alpha\left(s_{2}-1\right)+s_{1}-1, & 0 \leqq s_{1}-1<\alpha
\end{array}
$$

This also follows directly from the definition.
Theorem 43.4. If $\mathfrak{R}$ is commutative ${ }^{2}$,

$$
A_{1} A_{2} \cdot \times B_{1} B_{2}=\left(A_{1} \cdot \times B_{1}\right)\left(A_{2} \cdot \times B_{2}\right)
$$

For by Theorem 43.3

$$
\begin{aligned}
\left(A_{1} \cdot \times B_{1}\right)\left(A_{2} \cdot \times B_{1}\right) & =\left(a_{1 r_{1} s_{1}} b_{1 r_{2} s_{2}}\right)\left(a_{2 r_{1} s_{1}} b_{2 r_{2} s_{2}}\right) \\
& =\left(\sum_{h} a_{1 r_{1} h_{1}} b_{1 r_{2} h_{2}} a_{2 h_{1} s_{1}} b_{2 h_{2} s_{2}}\right) \\
& =\left(\sum_{h_{1}} a_{1 r_{1} h_{1}} a_{2 h_{1} s_{2}} \Sigma_{h_{2}} b_{1 r_{2} h_{2}} b_{2 h_{2} s_{2}}\right) \\
& =A_{1} A_{2} \cdot \times B_{1} B_{2},
\end{aligned}
$$

where it is understood that

$$
h-1=\alpha\left(h_{2}-1\right)+h_{1}-1, \quad 0 \leqq h_{1}-1<\alpha .
$$

Corollary 43.4. If $A$ of order $\alpha$ and $B$ of order $\beta$ have elements in a field, then
(a) $A \cdot \times B=\left(A \cdot X I_{\beta}\right)\left(I_{\alpha} \cdot \times B\right)$,
(b) $d(A \cdot \times B)=d(A)^{\beta} d(B)^{\alpha}$,
(c) $(A \cdot \times B)^{\mathrm{I}}=A^{\mathrm{I}} \cdot \times B^{\mathrm{I}}$,
where $I_{\alpha}$ is the identity matrix of order $\alpha$.
Property (b) was proved by K. Hensel ${ }^{3}$, E. Netto ${ }^{4}$, and R. D. von Sterneck ${ }^{5}$.

[^73]Property (c), originally given by Stéphanos ${ }^{1}$, was proved in tensor notation by L. H. RICE ${ }^{2}$.

Theorem 43.5. If $P A P_{1}=A_{1}$, and $Q B Q_{1}=B_{1}$, where each matrix has elements in a commutative ring, then
(a) $(P \dot{+} Q)(A+B)\left(P_{1} \dot{+} Q_{1}\right)=A_{1} \dot{+} B_{1}$.
(b) $(P \cdot \times Q)(A \cdot \times B)\left(P_{1} \cdot \times Q_{1}\right)=A_{1} \cdot \times B_{1}$.

The proof of (a) follows from Theorem 43.1 c , and that of (b) follows from Theorem 43.4.

Corollary 43.5. In a principal ideal ring

$$
\begin{aligned}
& \varrho(A+B)=\varrho(A)+\varrho(B) \\
& \varrho(A \cdot \times B)=\varrho(A) \varrho(B)
\end{aligned}
$$

where $\varrho(A)$ denotes the rank of $A$.
For, by Theorem 26.2, $A_{1}$ and $B_{1}$ may be chosen in the form $\left[h_{1}, \ldots, h_{\varrho}, 0, \ldots, 0\right]$.

Theorem 43.6. If $A$ and $B$ are symmetric with elements in an ordered field with characteristic $\pm 2$,

$$
\begin{aligned}
& \sigma(A+B)=\sigma(A)+\sigma(B), \\
& \sigma(A \cdot \times B)=\sigma(A) \sigma(B),
\end{aligned}
$$

where $\sigma(A)$ denotes the signature of $A$.
For it may be assumed that $A$ and $B$ are in diagonal form with $p_{1}$ and $p_{2}$ positive elements, and $n_{1}$ and $n_{2}$ negative elements, respectively. Then

$$
\sigma(A \dot{+} B)=p_{1}+p_{2}-n_{1}-n_{2}=\sigma(A)+\sigma(B) .
$$

Since $A \cdot \times B$ is diagonal, and since its diagonal elements are the $\alpha \beta$ products of the diagonal elements of $A$ by those of $B$,

$$
\begin{aligned}
\sigma(A \cdot X B) & =\left(p_{1} p_{2}+n_{1} n_{2}\right)-\left(p_{1} n_{2}+p_{2} n_{1}\right) \\
& =\left(p_{1}-n_{1}\right)\left(p_{2}-n_{2}\right)=\sigma(A) \sigma(B) .
\end{aligned}
$$

In the rest of this section we shall understand that all matrices have elements in an algebraically closed field ©

Theorem 43.7. The characteristic roots of $A+B$ are the characteristic roots of $A$ together with those of $B$.

This is obvious from the definition of direct sum.
Let $\varphi(\xi, \eta)=\sum c_{i j} \xi^{i} \eta^{j}$ be a polynomial in $\xi$ and $\eta$, and define

$$
\varphi(A ; B)=\sum c_{i j} A^{i} \cdot>B^{j} .
$$

Theorem 43.8. The characteristic roots of $\varphi(A ; B)$ are the $\alpha \beta$ functions $\varphi\left(a_{p}, b_{q}\right)$ where the $a$ 's are the characteristic roots of $A$ and the $b$ 's are those of $B .^{3}$
${ }^{1}$ Stéphanos: 1.c.
${ }^{2}$ Rice, L. H.: J. Math. Physics, Massachusetts Inst. Technol. Vol. 5 (1925) pp. 55-64.
${ }^{3}$ Stephanos, C.: J. Math. pures appl. V Vol. 6 (1900) pp. 73-128.

Determine $P$ and $Q$ so that $P A P^{\mathrm{I}}=A_{1}$ and $Q B Q^{\mathrm{I}}=B_{1}$ have $0^{\prime}$ s above the main diagonal (Corollary 39.1) and their characteristic roots in the main diagonal. This form is maintained under addition, multiplication, scalar multiplication, and direct multiplication. If the characteristic roots of $A_{1}$ are $a_{1}, \ldots, a_{\alpha}$ and those of $B_{1}$ are $b_{1}, \ldots, b_{\beta}$, those of $\sum c_{i j} A^{i} \cdot \times B^{j}$ are $\sum c_{i j} a_{p}{ }^{i} b_{p}{ }^{j}$. Since

$$
A_{1} \cdot \times B_{1}=(P \cdot \times Q)(A \cdot \times B)(P \cdot \times Q)^{\mathrm{I}}
$$

the characteristic roots of $A \cdot \times B$ are the same as those of $A_{1} \times B_{1}$.
Corollary 43.81. The characteristic roots of $A \cdot \times B$ are the $\alpha \beta$ products $a_{i} b_{j}$ of a characteristic root of $A$ by one of $B$.

The above corollary was applied by Stéphanos ${ }^{1}$ to find the equation whose $\alpha \beta$ roots are the $\alpha \beta$ values of the function $\varphi(x, y)$ where $x$ and $y$ are determined by

$$
\begin{aligned}
& f(x)=x^{\alpha}+a_{1} x^{\alpha-1}+\cdots+a_{\alpha}=0 \\
& g(y)=y^{\beta}+b_{1} y^{\beta-1}+\cdots+b_{\beta}=0
\end{aligned}
$$

Let $A$ have the characteristic equation $f(x)=0$, and $B$ the characteristic equation $g(y)=0$. The solution of the problem is the equation

$$
\left|\varphi(A ; B)-\lambda I_{\alpha \beta}\right|=0 .
$$

This theorem yields a proof of the theorem that every polynomial with rational coefficients in two algebraic numbers is itself a algebraic number. If $\varphi$ has rational integral coefficients, and if $x$ and $y$ are integral algebraic numbers (so that $A$ and $B$ have rational integral elements), then $\varphi(x, y)$ is integral.

Corollary 43.82. The resultant of $f(x)=0$ and $g(x)=0$ is

$$
\left|A \cdot X I_{\beta}-I_{\alpha} \cdot \times B\right|=0,
$$

where $f(x)=0$ is the characteristic equation of $A$ and $g(x)=0$ is the characteristic equation of $B$.

This is the special case of Theorem 43.8 where $\varphi(\xi, \eta)=\xi-\eta$.
Another method of composing two matrices was given by Sylvester ${ }^{2}$ and Stéphanos ${ }^{3}$, and called by the latter bialternate composition. Let $A$ and $B$ be each of order $n$, and let $\left(r_{1}, r_{2}\right)$ be the $r$-th pair of integers in the sequence
$(1,2),(1,3), \ldots,(1, n),(2,3), \ldots,(2, n),(n-2, n-1), \ldots,(n-1, n)$ and $\left(s_{1}, s_{2}\right)$ the $s$-th pair. Then by definition the bialternate product of $A$ and $B$ is

$$
A \cdot B=C=\left(c_{r s}\right)
$$

where

$$
c_{r s}=\frac{1}{2}\left(a_{r_{1} s_{1}} b_{r_{2} s_{2}}-a_{r_{1} s_{2}} b_{r_{2} s_{1}}-a_{r_{2} s_{1}} b_{r_{1} s_{2}}+a_{r_{2} s_{2}} b_{r_{1} s_{1}}\right) .
$$

[^74]It was shown by Stéphanos that

$$
A \cdot B=B \cdot A, \quad\left(A_{1}+A_{2}\right) \cdot B=A_{1} \cdot B+A_{2} \cdot B
$$

and, if $A \cdot A$ be written $A^{\dot{2}}$, that

$$
(A+B)^{\dot{2}}=\dot{A^{2}}+2 A \cdot B+B^{\dot{2}}
$$

Bialternate composition cannot be associative, for $A \cdot B$ is of order $\frac{1}{2} n(n-1)$, and composition is defined only for matrices of the same order.
44. Product-matrices and power-matrices. If $A$ and $B$, of orders $\alpha$ and $\beta$ respectively, are the matrices of the transformations

$$
x_{i}^{\prime}=\sum a_{i j} x_{j}, \quad y_{i}^{\prime}=\sum b_{i j} y_{j},
$$

and if the $x$ 's and $y$ 's are independent variables, the products

$$
x_{1} y_{1}, x_{2} y_{1}, \ldots, x_{\alpha} y_{1}, x_{1} y_{2}, \ldots, x_{\alpha} y_{2}, \ldots, x_{\alpha} y_{\beta}
$$

are the variables of a transformation whose matrix is $A \cdot \times B$, called the product transformation of the two given transformations.

By Theorem 43.2a,

$$
D_{m}(A)=A \cdot \times A \cdot \times \ldots \cdot \times A
$$

to $m$ factors is well-defined, and is called the $m$-th product-matrix of $A$.
Theorem 44.1.

$$
D_{m}(A B)=D_{m}(A) D_{m}(B) .
$$

This follows from Theorem 43.4.
Now let the two transformations be identical, and consider the $\frac{1}{2} \alpha(\alpha+1)$ distinct products

$$
x_{1}^{2}, x_{1} x_{2}, \ldots, x_{1} x^{\alpha}, x_{2}^{2}, x_{2} x_{3}, \ldots, x_{\alpha}^{2} .
$$

They define a transformation whose matrix $P_{2}(A)$ is called the second power-matrix of $A$. That is, $x_{1}^{\prime 2}, x_{1}^{\prime} x_{2}^{\prime}, \ldots$ are linear homogeneous functions of $x_{1}{ }^{2}, x_{1} x_{2}, \ldots$ whose coefficients are polynomials in the elements of $A$. Such a system $x_{1}{ }^{2}, \ldots$ of polynomials was called a transformable system by J. Deruyts ${ }^{1}$. The $m$-th power-matrix $P_{m}(A)$ is similarly defined.

Theorem 44.2.

$$
P_{m}(A B)=P_{m}(A) P_{m}(B)
$$

Consider the corresponding transformable system

$$
X_{i_{1}, \ldots, i_{\alpha}}=x_{1}^{i_{1}} \ldots x_{\alpha}^{i_{\alpha}} \quad i_{1}+\cdots+i_{\alpha}=m
$$

Let $A$ be the matrix by which the $x^{\prime \prime \prime}$ 's are given in terms of the $x^{\prime \prime}$ 's, and $B$ the matrix by which the $x^{\prime \prime}$ s are given in terms of the $x$ 's. Then $A B$ is the matrix by which the $x^{\prime \prime \prime}$ 's are given in terms of the $x$ 's. The matrix by which the $X^{\prime \prime \prime}$ 's are given in terms of the $X^{\prime \prime}$ 's is $P_{m}(A)$,

[^75]and the matrix by which the $X^{\prime}$ 's are given in terms of the $X$ 's is $P_{m}(B)$. The matrix by which the $X^{\prime \prime}$ 's are given in terms of the $X^{\prime}$ 's may be obtained as $P_{m}(A) P_{m}(B)$ by eliminating the $X^{\prime \prime} s$ from the induced transformations, or as $P_{m}(A B)$ by calculating the transformation induced on the $X$ 's by the product transformation $A B$.

Theorem 44.3. If $A$ is of order $\alpha$,

$$
d P_{m}(A)=d(A)^{k}, \quad k=\binom{m+\alpha-1}{\alpha}
$$

Let the elements of $A$ be indeterminates. The power transformation has an inverse if and only if $d(A) \neq 0$. Hence $d P_{m}(A)$ vanishes when and only when $d(A)=0$, and since $d(A)$ is irreducible (Theorem 10.1), $d P_{m}(A)=c d(A)^{k}$, where $c \neq 0$. When $A=I$, the power transformation becomes the identity, so $c=1$. If $A$ is of order $\alpha$, then $P_{m}(A)$ is of order $\binom{\alpha+m-1}{m}$, and each element is of degree $m$ in the elements of $A$. Hence $k$ is the product of this order by $m / \alpha$.

This theorem was given for $\alpha=4$ and $m=2$ by E. Hunyady ${ }^{1}$. The fact that $d P_{m}(A)$ is some power of $d(A)$ was proved by B. IGEL ${ }^{2}$. The theorem as stated was proved by G. von Escherich ${ }^{3}$.

Theorem 44.4. The characteristic roots of $P_{m}(A)$ are the $\binom{\alpha+m-1}{\alpha}$ products of the $m$-th degree of the characteristic roots of $A .^{4}$

By Theorem 41.3 it is possible to determine a unitary matrix $U$ such that $U^{\mathrm{CT}} A U=B$ has 0 's above the main diagonal and its characteristic roots in the main diagonal. By Theorem 44.2,

$$
P_{m}\left(U^{\mathrm{CT}}\right) P_{m}(A) P_{m}(U)=P_{m}(B) .
$$

Since the elements $x_{1}^{i_{1}} \ldots x_{\alpha}^{i_{\alpha}}$ of the transformable system corresponding to $P_{m}(B)$ are arranged in the lexacographic order, $P_{m}(B)$ also has 0's above the main diagonal. If the conjugate-transpose of the transformation on the $x$ 's is equal to the inverse, the same is true of the transformation induced on the products $x_{1}^{i_{1}} \ldots x_{\alpha}^{i_{\alpha}}$. Hence

$$
P_{m}\left(U^{\mathrm{CT}}\right)=P_{m}(U)^{\mathrm{CT}}=P_{m}(U)^{\mathrm{I}}
$$

Thus the characteristic roots of $P_{m}(A)$ are the same as those of $P_{m}(B)$, namely the products $a_{1}^{i_{1}} \ldots a_{\alpha}^{i_{\alpha}}$.
45. Adjugates. Let $A$ be a matrix of order $n$, and let its $r$-rowed minor determinants be represented by $a_{j_{1} \ldots i_{r}}^{i_{1} \ldots i_{r}}$. The matrix of order $m=\binom{n}{r}$ whose elements are the numbers $a_{j_{1} \ldots j_{r}}^{i_{1} \ldots i_{r}}$ in the lexacographic

[^76]order is called the $r$-th adjugate $C_{r}(A)$ of $A$. The first adjugate of $A$ is $A$ itself. The $(n-1)$-th adjugate differs from $A^{\text {A }}$ only by a permutation of the rows and columns. The $n$-th adjugate of $A$ is $d(A)$.

Theorem 45.1.

$$
d C_{r}(A)=d(A)^{k}, \quad k=\binom{n-1}{r-1} \cdot{ }^{1}
$$

Theorem 45.2.

$$
C_{r}(A B)=C_{r}(A) C_{r}(B)
$$

The proofs of these theorems can be made similarly to those of Theorems 44.3 and 44.2 by using as the transformable system the $\gamma$-rowed minor determinants of the matrix

$$
\left|\begin{array}{cccc}
x_{1}{ }^{(1)} & x_{1}{ }^{(2)} & \cdots & x_{1}{ }^{(n)} \\
\cdots \cdots & \cdots & \cdots & \cdots \\
x_{n}^{(1)} & x_{n}^{(2)} & \cdots & x_{n}^{(n)}
\end{array}\right|
$$

whose columns are $n$ independent sets of variables which are transformed cogrediently by the transformation ${ }^{2}$

$$
x_{i}^{(k) \prime}=\sum a_{i j} x_{j}^{(k)} \quad A=\left(a_{r s}\right) .
$$

In fact, Theorem 45.2 is but a restatement of Theorem 7.9.
Theorem 45.3. The characteristic roots of $C_{r}(A)$ are the $\binom{n}{r}$ products of the characteristic roots of $A$ taken $r$ at a time ${ }^{3}$.

The proof can be made similarly to that of Theorem 44.4.
O. Niccoletti ${ }^{4}$ proved that if $A$ is of rank $\varrho \geqq r$, then $C_{r}(A)$ is of rank $\binom{\varrho}{r}$ 。
W. Burnside ${ }^{5}$ gave another proof of Theorem 45.3.
J. Williamson ${ }^{6}$ proved that if $A$ has the characteristic roots $a_{1}, \ldots, a_{\alpha}$, and if $C$ is a matrix composed of $m^{2}$ blocks $t_{r s}(A)$, then the characteristic roots of $C$ are the $m \alpha$ characteristic roots of the $\alpha m$-rowed matrices $\left(f_{r s}\left(a_{k}\right)\right)$.

The following comments were made by K. Hensel ${ }^{7}$ : "There are associated with the ring $\mathfrak{R}[A, B, \ldots]$ of all $n$-th order matrices, $n$ derived rings

$$
\Re\left[C_{1}(A), C_{1}(B), \ldots\right], \quad \Re\left[C_{2}(A), C_{2}(B), \ldots\right], \ldots
$$

which are isomorphic with $\Re$ under multiplication, and of which the last is identical with the determinants of the matrices $A, B, \ldots$ All

[^77]properties of the matrices of $\Re[A, B, \ldots]$ in so far as they relate only to their combination and decomposition by multiplication... have unique counterparts in each of the derived rings. Thus if $A$ is a divisor of zero, so are $C_{2}(A), C_{3}(A), \ldots$ If $A$ is a divisor of one, so are $C_{2}(A)$, $C_{3}(A), \ldots$ To every equivalence relation under multiplication, and to every division into classes in $\Re$ based on such a relation, correspond the same equivalence relation and the same class division in each derived ring. . . . In order to find the complete system of invariant classes for a class division in $\Re(A, B, \ldots)$, it is sufficient in very many cases to seek out the most trivial invariants for the same class division for all derived rings. For these taken together furnish the complete system of invariants for $\Re$."
J. Williamson ${ }^{\mathbf{1}}$ defined Reiss's matrix to be a matrix of order $\binom{n}{r}$ whose elements in any row are the determinants of the matrices obtained by replacing all sets of $r$ columns of $X^{\mathrm{T}}$ by a definite set of $r$ columns of $Y^{\mathrm{T}}$, and whose elements in any column are the determinants of the matrices obtained by replacing one set of $r$ columns of $X^{\mathrm{T}}$ by the $\binom{n}{r}$ sets of $r$ columns of $Y^{\mathrm{T}}$ in turn. He investigated the characteristic roots of this matrix.
I. SCHUR ${ }^{2}$ made an exhaustive investigation of invariant matrices. If $A$ and $B$ have independent elements, and if the elements of $T(A)$ are rational integral functions of the elements of $A$, and if $T(A) T(B)$ $=T(A B)$, then $T(A)$ is an invariant matric function of $A$. Productmatrices (Theorem 44.1), power-matrices (Theorem 44.2), and adjugates (Theorem 45.2) are instances of invariant matric functions. Schur called a matrix irreducible if it is not similar to a direct sum of matrices of lower order, and proved that every invariant matric function $T(A)$ can be uniquely expressed similar to a direct sum of irreducible invariant matric functions each of which is homogeneous in the elements of $A$. Two invariant matrices $T_{1}(A)$ and $T_{2}(A)$ are similar if and only if they have equal traces. If $T(A)$ is of degree $m$ in the elements of $A$, the characteristic roots of $T(A)$ are the products $m$ at a time of the characteristic roots of $A$. If $A$ has linear elementary divisors, the same is true of $T(A)$.

The theory of invariant matrices has had considerable development in connection with the theory of group characteristics, where it is of prime importance ${ }^{3}$.

[^78]
## VIII. Matric equations.

46.The general linear equation. If $A_{1}, A_{2}, \ldots, A_{h}, B_{1}, B_{2}, \ldots, B_{h}, C$ are matrices of order $n$ with elements in a field $\mathfrak{F}$, the general linear equation is of the form

$$
\begin{equation*}
A_{1} X B_{1}+A_{2} X B_{2}+\cdots+A_{h} X B_{h}=C \tag{46.1}
\end{equation*}
$$

where $X$ is a matrix of order $n$, with elements in $\mathfrak{F}$, to be found. By replacing $C$ by $O$ we obtain the corresponding auxiliary equation. It is evident that if $X_{1}$ and $X_{2}$ are solutions of (46.1), their difference is a solution of the auxiliary equation. Hence the sum of a particular solution of (46.1) and the general solution of the corresponding auxiliary equation gives the general solution of (46.1).

Equation (46.1) may be considered as a system of $n^{2}$ equations for the $n^{2}$ elements $x_{r s}$ of $X$. The matrix of this system of equations, if the $x_{r s}$ are arranged in the proper order, is

$$
\begin{equation*}
A_{1} \cdot \times B_{1}+A_{2} \cdot \times B_{2}+A_{n} \cdot \times B_{n} \| \tag{46.2}
\end{equation*}
$$

The theory of systems of linear equations now gives
Theorem 46.1. A necessary and sufficient condition in order that (46.1) have a solution $X_{0}$ is that the rank @ of (46.2) be the same as the rank of the $n^{2} \times\left(n^{2}+1\right)$ array obtained by bordering (46.2) with the elements of $C$. The general solution of (46.1) is then of the form

$$
X=X_{0}+\mu_{1} X_{1}+\cdots+\mu_{n^{2}-\varrho} X_{n^{2}-\varrho}
$$

where $\left(X_{1}, \ldots, X_{n^{2}-\varrho}\right)$ is a fundamental system of solutions of the auxiliary equation, and $\mu_{1}, \ldots$ vary independently over $\mathfrak{F}$.

This equation was first studied by Sylvester ${ }^{1}$. The matrix (46.2) was called by him the nivellateur, although he did not recognize it as a sum of direct products.
J. H. M. Wedderburn ${ }^{2}$ gave`a method of solution by infinite series. F. L. Hitchсоск ${ }^{3}$ applied Gibbs' dyadics to obtain the coefficients of the characteristic equation of (46.2), and thus to solve (46.1).

In the special case

$$
\begin{equation*}
A X=B \tag{46.3}
\end{equation*}
$$

there is the unique solution $A^{\mathrm{I}} B$ if $d(A) \neq 0$. Since (46.3) is equivalent to the $n$ systems of $n$ linear equations each

$$
\sum a_{r i} x_{i s}=b_{r s}, \quad(r, s=1,2, \ldots, n)
$$

[^79]it has a solution if and only if the $n \times 2 n$ array $(A, B)$ has the same rank as $A .^{1}$

A necessary condition that $A X=B$ and $X C=D$ have a common solution is that $A D=B C$, for $A X C=B C=A D$. If either $A$ or $B$ is non-singular, the condition is also sufficient ${ }^{2}$.

The equation

$$
\begin{equation*}
A X=X B \tag{46.4}
\end{equation*}
$$

was first discussed (merely for quaternions) by Cayley ${ }^{3}$. A necessary and sufficient condition that it have a non-singular solution is that $\lambda I-A$ and $\lambda I-B$ have the same invariant factors (Theorem 39.1). On the other hand, $X=0$ is always a solution. By Theorem 46.1 the nivellateur is

$$
\|A \cdot \times I-I \cdot \times B\|,
$$

whose determinant is, by Corollary 43.82 , the resultant of the characteristic equations of $A$ and $B$. Thus:

Theorem 46.2. The equation $A X=X B$ has a non-zero solution if and only if $A$ and $B$ have a characteristic root in common ${ }^{4}$.

The following important theorem, which generalizes the preceding theorem and gives a complete solution of (46.4), seems to have been discovered independently by Cecioni ${ }^{5}$ and Frobenius ${ }^{6}$. The following proof is adapted from that of Frobenius.

Theorem 46.3. The number of linearly independent solutions of the equation $A X=X B$ is $\sum e_{i j}$ where $e_{i j}$ is the degree of the greatest common divisor of the invariant factor $a_{i}$ of $\lambda I-A$ and the invariant factor $b_{j}$ of $\lambda I-B$.

Let

$$
\lambda I-B=B_{1}, \quad \lambda I-A=B_{2}
$$

Let $L_{1}, L_{2}, M_{1}, M_{2}$ be unimodular matrices, at present undetermined. Let

$$
L_{1} B_{1} M_{1}^{\mathrm{I}}=A_{1}, \quad L_{2} B_{2} M_{2}^{\mathrm{I}}=A_{2}
$$

Let $P$ and $Q$ be any two matrices whose elements are polynomials in $\lambda$ such that
(46.5)

$$
P A_{1}=A_{2} Q
$$

Then

$$
\begin{aligned}
P\left(L_{1} B_{1} M_{1} \mathrm{I}\right) & =\left(L_{2} B_{2} M_{2}^{\mathrm{I}}\right) Q \\
\left(L_{2}^{\mathrm{I}} P L_{1}\right) B_{1} & =B_{2}\left(M_{2}^{\mathrm{I}} Q M_{1}\right)
\end{aligned}
$$

[^80]Since the coefficients of the highest powers of $\lambda$ in $B_{1}$ and $B_{2}$ are nonsingular, we can by Theorem 29.1 determine unique matrices $U_{1}, U_{2}$, $R_{1}, R_{2}$ such that

$$
\begin{aligned}
L_{2}{ }^{\mathrm{I}} P L_{1} & =B_{2} U_{2}+R_{2}, \\
M_{2}{ }^{\mathrm{I}} Q M_{1} & =U_{1} B_{1}+R_{1},
\end{aligned}
$$

where $R_{2}$ and $R_{1}$ have elements free from $\lambda$. Then

$$
\begin{aligned}
& \left(B_{2} U_{2}+R_{2}\right) B_{1}=B_{2}\left(U_{1} B_{1}+R_{1}\right) \\
& B_{2}\left(U_{2}-U_{1}\right) B_{1}=B_{2} R_{1}-R_{2} B_{1}
\end{aligned}
$$

If $U_{2}-U_{1}$ were not $O$, the left side would be of at least the second degree in $\lambda$ and the right side of at most the first degree. Hence $U_{2}=U_{1}$ and

$$
(\lambda I-A) R_{1}=R_{2}(\lambda I-B) .
$$

Since $A, B, R_{\mathbf{1}}, R_{\mathbf{2}}$ are independent of $\lambda$,

$$
R_{1}=R_{2} \equiv R, \quad A R==R B
$$

From every pair of matrices $P$ and $Q$ which satisfy (46.5) there arise, if $L$ and $M$ are fixed, a unique constant matrix $R$ satisfying (46.4).

If, conversely, $R$ is any matrix such that $A R=R B$, then $R B_{1}=B_{2} R$.
Let $U$ be an arbitrary matrix whose elements are polynomials in $\lambda$, and set

$$
\begin{aligned}
& P=L_{2}\left(B_{2} U+R\right) L_{1}{ }^{\mathrm{I}} \\
& Q=M_{2}\left(U B_{1}+R\right) M_{1}{ }^{\mathrm{I}}
\end{aligned}
$$

or

$$
L_{2}{ }^{\mathrm{I}} P L_{1}=B_{2} U+R, \quad M_{2}{ }^{\mathrm{I}} Q M_{1}=U B_{1}+R
$$

Then

$$
\begin{aligned}
& \left(L_{2}{ }^{\mathrm{I}} P L_{1}\right) B_{1}=B_{2}\left(M_{2}{ }^{\mathrm{I}} Q M_{1}\right), \\
& P\left(L_{1} B_{1} M_{1}^{\mathrm{I}}\right)=\left(L_{2} B_{2} M_{2}{ }^{\mathrm{I}}\right) Q,
\end{aligned}
$$

and hence $P A_{1}=A_{2} Q$.
To the matrix $R$ correspond infinitely many pairs $P, Q$. If $P, Q$ is a definite pair obtained by means of the matrix $U$, and if $P-P_{0}$, $Q-Q_{0}$ are any others obtained by means of $U-U_{0}$, then

$$
\begin{aligned}
& L_{2}{ }^{\mathrm{I}} P_{0} L_{1}=B_{2} U_{0}=\left(L_{2}{ }^{\mathrm{I}} A_{2} M_{2}\right) U_{0}, \\
& M_{2}{ }^{\mathrm{I}} Q_{0} M_{1}=U_{0} B_{1}=U_{0}\left(L_{1}{ }^{1} A_{1} M_{1}\right),
\end{aligned}
$$

or if we set $M_{2} U_{0} L_{1}{ }^{\mathrm{I}}=T$,

$$
P_{0}=A_{2} T, \quad Q_{0}=T A_{1}
$$

If therefore $T$ is an arbitrary matrix,

$$
P-A_{2} T, \quad Q-T A_{1}
$$

is the most general pair of matrices which corresponds to the constant matrix $R$ such that $R B_{1}=B_{2} R$.

Now let $A_{1}=\left(a_{1 r s}\right), A_{2}=\left(a_{2 r s}\right)$ be the normal forms of $B_{1}$ and $B_{2}$ respectively. Then $a_{1 r s}=\delta_{r s} b_{r}, a_{2 r s}=\delta_{r s} a_{r}$ where $a_{r}$ and $b_{r}$ are the invariant factors of $A$ and $B$ respectively (§27). The condition $P A_{1}=A_{2} Q$ gives

$$
p_{r s} b_{s}=a_{r} q_{r s}, \quad P=\left(p_{r s}\right), \quad Q=\left(q_{r s}\right)
$$

or

$$
p_{r s}=\frac{a_{r}}{b_{s}} q_{r s}
$$

The elements of $P-A_{2} T$ and $Q-T A_{1}$ are therefore

$$
p_{r s}-a_{r} t_{r s}=\frac{a_{r}}{b_{s}}\left(q_{r s}-b_{s} t_{r s}\right), \quad T=\left(t_{r s}\right) .
$$

By a suitable choice of $t_{r s}$, the degree of $q_{r s}-b_{s} t_{r s}$ can be made less than the degree of $b_{s}$. Then $t_{r s}$ and $q_{r s}-b_{r} t_{r s}$ are uniquely determined. Let $e_{r s}$ be the degree of the greatest common divisor $d_{r s}$ of $a_{r}$ and $b_{s}$. In order to obtain the most general $p_{r s}-a_{r} t_{r s}$ which is a polynomial, it is necessary and sufficient that $q_{r s}-b_{s} t_{r s}$ be the product of $b_{s} / d_{r s}$ by an arbitrary polynomial of degree $e_{r s}-1$ - that is, a polynomial with $e_{r s}$ arbitrary coefficients. Hence there are exactly $\sum e_{r s}$ linearly independent matrices $P$ (and for each $P$ a unique $Q$ ), each of which corresponds to a unique $R$. Hence the number of linearly independent matrices $R$ satisfying (46.4) is $\sum e_{r s}$.

The solution of the equation $A X=X B$ has been discussed by G. Landsberg ${ }^{1}$, R. Wilson ${ }^{2}$, and H. W. Turnbull and A. C. Aitken ${ }^{3}$.

Corollary 46.31. In a field $\mathfrak{F}$ containing the elements of $A, B$ and $C$, the equation

$$
A X+X B=C
$$

has no solution unless the rank of $A \cdot \times B$ is the same as the rank of this matrix augmented with the elements of $C$. If these ranks are the same, every solution is of the form

$$
X_{0}+\sum \lambda_{i} X_{i}
$$

where $X_{0}$ is a particular solution of the given equation, the $X_{i}$ are $\sum e_{r s}$ linearly independent solutions of the auxiliary equation $A X+X B=0$, the $\lambda_{i}$ are arbitrary in $\mathfrak{F}$, and $e_{r s}$ is the degree of the g.c.d. of the invariant factor $a_{r}$ of $\lambda I-A$ and the invariant factor $b_{s}$ of $\lambda I-B$.

This equation has been discussed by CeCioni ${ }^{4}$, D. E. Rutherford ${ }^{5}$, and R. Weitzenböck ${ }^{6}$.

[^81]Corollary 46.32. The number of linearly independent solutions of the equation $A X=X A$ is

$$
n+2\left(m_{1}+\cdots+m_{n}\right),
$$

where $m_{i}$ is the degree of the g.c.d. $d_{i}$ of the $i$-rowed minor determinants of $\lambda I-A$.

Let $e_{r}$ be the degree of the invariant factor $a_{r}$ of $\lambda I-A$. Let $e_{r s}$ be the degree of the g.c.d. of $a_{r}$ and $a_{s}$. Then

Hence

$$
e_{r r}=e_{r}, \quad e_{r s}=e_{s r}=e_{s}, \quad r>s
$$

$$
\begin{aligned}
\sum e_{r s} & =e_{1}+e_{2}+\cdots+e_{n}+2\left[e_{1}+\left(e_{1}+e_{2}\right)+\left(e_{1}+e_{2}+e_{3}\right)+\cdots\right. \\
& \left.+\left(e_{1}+e_{2}+e_{n-1}\right)\right] \\
& =n+2\left(m_{1}+\cdots+m_{n}\right)
\end{aligned}
$$

by Theorem 27.1.
This theorem was stated by Frobenius ${ }^{1}$ and proved by Maurer ${ }^{2}$, A. Voss ${ }^{3}$, G. Landsberg ${ }^{4}$, K. Hensel ${ }^{5}$, F. Cecioni ${ }^{6}$, and U. Amaldi ${ }^{7}$.
W. K. Clifford ${ }^{8}$ attempted to prove that every matrix commutative with $A$ is a polynomial in $A$. Sylvester ${ }^{9}$ showed that this is not so.
H. Laurent ${ }^{10}$ gave a false proof that if $A B=B A$, then both $A$ and $B$ are polynomials in the same matrix. An example to show that this is not always so was given by H. B. Phillips ${ }^{11}$.
A. Voss ${ }^{12}$ proved that if $A P=Q A$, where $P=P_{1}+P_{2}, Q=Q_{1}+Q_{2}$, $P_{1}$ and $Q_{1}$ of the same order, then $A=A_{1} \dot{+} A_{2}$ where $A_{1}$ is of the same order as $P_{1}$.
J. Plemelj ${ }^{13}$ proved that if certain matrices $A_{i}$ are commutative in pairs, a matrix $T$ exists such that $T^{\mathrm{I}} A_{i} T$ are simultaneously equal to a direct sum of matrices having equal characteristic roots.
H. TABER ${ }^{14}$ wrote out explicitly the most general matrix commutative with $A$ in terms of its characteristic roots, and later ${ }^{15}$ "proved the

[^82]surmise of Sylvester ${ }^{1}$ that if $A$ is not derogatory (§ 15) the only matrices commutative with $A$ are polynomial functions of $A^{\prime \prime}$. An equivalent theorem had, however, been previously given by Frobenius ${ }^{2}$, namely that if the first minors of the characteristic determinant of $A$ are relatively prime, the only matrices commutative with $A$ are polynomials in $A$. (See Theorem 15.1.)

Explicit solutions of $A X=X B$ were given by $\mathrm{H} . \mathrm{KreIs}^{3}$ and L. Autonne ${ }^{4}$. Numerical examples of commutative matrices were given by H. Hilton ${ }^{5}$.
M. Krawtchouk ${ }^{6}$ found the number of linearly independent matrices in a commutative group of matrices.
I. SchUR ${ }^{7}$ proved that the order of a commutative group of $n$-th order matrices is $\leqq\left[n^{2} / 4+1\right]$.
A. Ranum ${ }^{8}$ found necessary and sufficient conditions that a singular matrix belong to a group.
47. Scalar equations. Let

$$
\begin{equation*}
p(X)=p_{0} X^{m}+p_{1} X^{m-1}+\cdots+p_{m} I=O \tag{47.1}
\end{equation*}
$$

be an equation of degree $m$ with coefficients in a field $\mathfrak{F}$, where $X$ is an $n$-th order matrix to be determined. If $X_{1}$ is a solution with elements in $\mathfrak{F}$, so is $X_{2}=P^{\mathrm{I}} X_{1} P$ where $P$ is an arbitrary non-singular matrix with elements in $\mathfrak{F}$. Hence all solutions are determined by those in canonical form.

If $X$ satisfies $p(\lambda)=0$, the minimum equation of $X$ divides $p(\lambda)$ and conversely (Theorem 13.1). Equation (47.1) is completely solved, then, by finding the factors of $p(\lambda)$ which are irreducible in $\mathfrak{F}$, and setting up those matrices $X_{1}, X_{2}, \ldots, X_{k}$ in canonical form (Corollary 39.12) whose minimum equations divide $p(\lambda)$. The number of dissimilar solutions is finite.

Sylvester ${ }^{9}$ discussed the equations $X^{m}=I$ and $X^{m}=O$. There exists an integer $m$ such that $A^{m}=I$ if and only if the characteristic roots of $A$ are roots of unity ${ }^{\mathbf{1 0}}$, in which event the elementary divisors of $A$ are simple (§ 26$)^{11}$.

A necessary and sufficient condition that there exist an integer $m>1$ such that $A^{m}=A$, whether $A$ be singular or not, is that the

[^83]characteristic roots of $A$ be 0 or roots of unity, and that the elementary divisors of $A$ be simple ${ }^{1}$.
H. W. Turnbull ${ }^{2}$ found that if
then $X^{3}=\left(x_{r s}\right)^{3}=I$.
$$
x_{r s}=(-1)^{n-s}\binom{n-s}{r-1},
$$
R. Vaidyanathaswamy ${ }^{3}$ proved that if $r=2^{m} p_{1}^{e_{1}} \ldots p_{\lambda}^{e_{2}}$ where the $p$ 's are distinct odd primes, a necessary and sufficient condition for the existence of an integral matrix of order $n$ and period $r$ is that
\[

$$
\begin{aligned}
\varphi\left(2^{m}\right)+\varphi\left(p_{1}^{e_{1}}\right)+\cdots+\varphi\left(p_{\lambda}^{e \lambda}\right) \leqq n, & m>1 \\
\varphi\left(p_{1}^{e_{1}}\right)+\cdots+\varphi\left(p_{\lambda}^{e \lambda}\right) \leqq n, & m=0,1,
\end{aligned}
$$
\]

where $\varphi$ is the totient.
48. The unilateral equation. We now consider the equation

$$
\begin{equation*}
F(X)=A_{0} X^{m}+A_{1} X^{m-1}+\cdots+A_{m-1} X+A_{m}=O \tag{48.1}
\end{equation*}
$$

where the $A_{i}$ are $n$-th order matrices with elements in $\mathfrak{F}$. Let $F(\lambda)$ denote the matrix

$$
A_{0} \lambda^{m}+A_{1} \lambda^{m-1}+\cdots+A_{m-1} \lambda+A_{m}
$$

where $\lambda$ is indeterminate. Then by the theorem of Phillips (Theorem 14.2), $X$ satisfies the scalar equation

$$
\begin{equation*}
f(\lambda)=d F(\lambda)=0 \tag{48.2}
\end{equation*}
$$

which, unless it vanish identically, is of degree $\leqq n m$.
Let $Y_{1}, Y_{2}, \ldots, Y_{k}$ be the solutions of (48.2) determined as in §47. Then every solution of (48.1) is of the form $X_{i}=P_{i} Y_{i} P_{i}{ }^{\text {I }}$ where $P_{i}$ must be non-singular. With this substitution (48.1) becomes

$$
A_{0} P_{i} Y_{i}^{m}+A_{1} P_{i} Y_{i}^{m-1}+\cdots+A_{m-1} P_{i} Y_{i}+A_{m} P_{i}=O
$$

which is a linear equation of the form (46.1) with $C=O$ for the matrix $P_{i}$.
In case $f(\lambda) \equiv 0$, there are more than a finite number of dissimilar solutions ${ }^{4}$.

Cayley first discussed the equation $X^{2}=A$ for matrices of orders 2 and 3.5 Sylvester showed ${ }^{6}$ that every characteristic root of a solution $X$ of $P X^{2}+Q X+R=O$, where all matrices are of the second order, is a root of $\left|P \lambda^{2}+Q \lambda+R\right|=0$. He made several attempts to determine the number of solutions of the equation (48.1) for special cases ${ }^{7}$.

[^84]A. Bucheim ${ }^{1}$ proved in general that if $X$ satisfies (48.1), each of its characteristic roots satisfies (48.2).

Frobenius ${ }^{2}$ found all solutions of $X^{2}=A$ in the complex field, when $d(A) \neq 0$, which are expressible as polynomials in $A$ (see Lemma 35.22). The same method was extended by H. F. Baker ${ }^{3}$ and L. E. DickSON $^{4}$ to find all solutions of $X^{m}=A$ in the complex field which are polynomials in $A$.
H. KREIS ${ }^{5}$ treated the equation $p(X)=A$ where $p(\lambda)$ is a polynomial with complex coefficients, $d(A) \neq 0$, and obtained solutions which are polynomials in $A$. Later ${ }^{6}$ he found necessary and sufficient conditions for the solvability of this equation when $d(A)=0$.
W. E. Roth ${ }^{7}$ proved that a necessary and sufficient condition that the equation $p(X)=A$ have a solution in the complex field expressible as a polynomial in $A$ is that the equation $p(x)=a_{i}$ have at least one simple root for each characteristic root of $A$ corresponding to a nonlinear elementary divisor. The number of distinct solutions of $p(X)=A$ which are expressible as polynomials in $A$ is $\sum_{j=1}^{s} \mu_{j}$ where $s$ is the number of distinct roots of the minimum equation $m(\lambda)=0$ of $A$, and $\mu_{j}$ is the number of distinct roots of $p(\lambda)-a_{j}=0$ when $a_{j}$ is a simple root of $m(\lambda)=0$, and is the number of simple roots of $p(\lambda)-a_{j}$ $=0$ when $a_{j}$ is a multiple root of $m(\lambda)=0$.

A method for finding the solutions of $p(X)=A$ which are not polynomials in $A$ was given by P. Franklin ${ }^{8}$.
D. E. Rutherford ${ }^{9}$ gave a more explicit form of solution. Let $U_{n}=\left(\delta_{r, s-1}\right)$ be a matrix of order $n$. Let $a_{1}, a_{2}, \ldots$ be the characteristic roots of $A$. Then $A \xlongequal{\mathrm{~s}} N_{1} \dot{+} N_{2} \dot{+} \cdots \dot{+} N_{\varrho}$ where

$$
N_{h}=C_{\xi_{h}}\left(a_{h}\right)_{\vartheta_{h}} \equiv a_{h} I_{\xi_{h}}+U_{\xi_{\xi} h}^{\theta_{h}} .
$$

If for any arrangement of the $N$ 's there is for every $h$ a $\theta_{h}$-fold repeated root $b_{h}$ of $p(\lambda)=a_{h}$, then a solution

$$
Y=C_{\xi_{1}}\left(b_{1}\right) \dot{+}+\dot{+} C_{\xi_{e}}\left(b_{e}\right)
$$

of $p(X)=A$ exists. Comparing this with Roтн's result indicates that the solution is a polynomial in $A$ if and only if $\theta_{h}=1$.

[^85]R. Weitzenböck ${ }^{1}$ showed that the method of Frobenius may be extended so as to yield all solutions of $X^{m}=A$.
W. E. Roth ${ }^{2}$ considered the general unilateral equation (48.1) where the $A_{i}$ are $m \times n$ arrays and $X$ an $n \times n$ matrix with elements in the complex field. Necessary conditions for a solution are given, and it is indicated how a solution, if it exists, can be computed. Several examples are given, as well as a quite complete bibliography.
A. Hurwitz ${ }^{3}$ found the most general system of $p$ matrices, each of order $n$, which satisfy the conditions
$$
B_{h}^{2}=I, \quad B_{h} B_{k}=-B_{k} B_{h}, \quad h \neq k
$$
and the number of dissimilar systems.
A. S. Eddington ${ }^{4}$ proved that if $B_{1}, B_{2}, \ldots, B_{p}$ are four-rowed matrices such that
$$
B_{h}^{2}=-I, \quad B_{h} B_{k}=-B_{k} B_{h}, \quad k \neq h,
$$
then $p \leqq 5$. If the elements of each matrix are all real or all imaginary, then there are 2 real and 3 imaginary matrices in every set of 5 .
M. H. A. Newman ${ }^{5}$ generalized Eddington's result and simplified the proof. If $B_{1}, B_{2}, \ldots, B_{p}$ are a set of $n$-rowed matrices, $n=2^{\prime \prime} r$, $r$ odd, and if
$$
B_{h}^{2}=-I, \quad B_{h} B_{k}=-B_{k} B_{h}, \quad k \neq h,
$$
then $p \leqq 2 q+1$; and the maximum is attained. If in a maximal set there are $\varrho$ with real elements and the remaining $\sigma$ with purely imaginary elements, then $\varrho-\sigma=-1$ or 7 . He extended these considerations to hermitian matrices.

## IX. Functions of Matrices.

49. Power series in matrices. Let $P(\lambda)=\sum_{i=0}^{\infty} a_{i} \lambda^{i}$ be an ordinary power series with complex coefficients in the complex variable $\lambda$. If for a matrix $A$ of order $n$ with complex elements every element of

$$
P_{m}(A)=\sum_{i=0}^{m} a_{i} A^{i}
$$

approaches a finite limit as $m \rightarrow \infty$, the matrix

$$
P(A)=\sum_{i=0}^{\infty} a_{i} A^{i}
$$

[^86]is said to exist and to be equal to the matrix of these limiting values.

Theorem 49. The power series $P(A)$ converges if and only if every characteristic root of $A$ lies inside or on the circle of convergence of $P(\lambda)$, and for every $\nu$-fold characteristic root $\lambda_{i}$ which lies on the circle of convergence, the $(\nu-1)$-th derivative $P^{(\nu-1)}\left(\lambda_{i}\right)$ converges.

This theorem and proof are due to K. Hensel ${ }^{1}$. E. Weyr ${ }^{2}$ had previously proved the theorem for the case where no characteristic root lies on the circle of convergence.

Let us write

$$
A \xlongequal{\mathrm{~s}} A_{1} \dot{+} A_{2} \dot{+} \cdots \dot{+} A_{k}
$$

where

$$
A_{i}=\left\|\begin{array}{ccccc}
\lambda_{i} & 1 & 0 & \ldots & 0 \\
0 & \lambda_{i} & 1 & \ldots & 0 \\
\ldots & \ldots & . & . & \cdot \\
0 & 0 & 0 & \ldots & \lambda_{i}
\end{array}\right\|
$$

is of order $\boldsymbol{\nu}_{i}$ (Corollary 39.11). Then

$$
P(A) \xlongequal{\mathrm{s}} P\left(A_{1}\right) \not \subset P\left(A_{2}\right) \dot{+} \cdots \dot{+} P\left(A_{k}\right),
$$

so that $P(A)$ converges if and only if every $P\left(A_{i}\right)$ converges.
Write $\boldsymbol{\nu}$ for $\boldsymbol{\nu}_{i}$, and let

$$
A_{i}-\lambda_{i} I=U, \quad U^{v-1} \neq 0, \quad U^{v}=0
$$

Then for $m \geqq \nu$

$$
\begin{aligned}
P_{m}\left(A_{i}\right) & =\sum_{j=0}^{m} a_{j}\left(\lambda_{i} I+U\right)^{j} \\
& =\sum_{j=0}^{m} a_{j} \sum_{h=0}^{j}\binom{j}{h} \lambda_{i}^{j-h} U^{h} \\
& =\sum_{h=0}^{m} U^{h}\left[\sum_{j=h}^{m} a_{j}\binom{j}{h} \lambda_{i}^{j-h}\right] \\
& =\sum_{h=0}^{v-1} \frac{1}{h!} P_{m}^{(h)}\left(\lambda_{i}\right) U^{h} .
\end{aligned}
$$

Hence

$$
P\left(A_{i}\right)=\sum_{h=0}^{\nu-1} \frac{1}{h!} P^{(h)}\left(\lambda_{i}\right) U_{h}
$$

where $P^{(h)}$ denotes the $h$-th derivative.
1 Hensel, K.: J. reine angew. Math. Vol. 155 (1926) pp. 107-110.
2 Weyr, E.: Bull. Sci. math. II Vol. 11 (1887) pp. 205-215.

Evidently $P\left(A_{i}\right)$ converges if and only if

$$
P\left(\lambda_{i}\right), P^{\prime}\left(\lambda_{i}\right), \ldots, P^{(\nu-1)}\left(\lambda_{i}\right)
$$

all converge. If $\lambda_{i}$ is outside the circle of convergence of $P\left(\lambda_{i}\right), P\left(\lambda_{i}\right)$ diverges, while if $\lambda_{i}$ is inside this circle, all derivatives converge. If $\lambda_{i}$ is on the circle, all these derivatives converge if and only if $P^{v-1}\left(\lambda_{i}\right)$ converges.
G. Peano ${ }^{1}$ and E. Carvallo ${ }^{2}$ discussed the function $e^{A}$, and the former discussed the Taylor series in matrices.
H. Taber ${ }^{3}$ defined trigonometric functions of a matrix. He also proved ${ }^{4}$ that every real proper orthogonal matrix can be represented in the form $e^{A}$ where $A$ is skew.
W. H. Metzler ${ }^{5}$ considered transcendental functions of a matrix.

The following results are due to H. B. Phillips ${ }^{6}$. If $A, B, \ldots, P$ are commutative matrices whose characteristic roots $a_{i}, b_{i}, \ldots p_{i}$ are ordered as in Theorem 16.1, and if $f(a, b, \ldots, p)$ is an infinite series, then $f(A, B, \ldots, P)$ converges if the series $f\left(a_{i}, b_{i}, \ldots, p_{i}\right)$ and their partial derivatives of proper orders converge. The Taylor series

$$
f(Z)=f(A)+f^{\prime}(A)(Z-A)+\cdots+f^{(m)}(A) \frac{(Z-A)^{m}}{m!}+\cdots
$$

is valid for a matrix $Z$ commutative with $A$ if each characteristic root of $Z$ lies within a circle with center at the corresponding root of $A$ in which $f(z)$ is analytic, $z$ being an ordinary complex variable.
50. Functions of matrices. That the definition of analytic function of a matrix as a power series in that matrix with scalar coefficients is too restrictive can be seen at once from the example

$$
A=\left|\begin{array}{ll}
2 & -1 \\
3 & -2
\end{array}\right|, \quad A^{2}=I
$$

Surely $A$ is an analytic function of $I$, yet every power series in $I$ is scalar.

The first attempt to define an analytic function of a matrix $A$ having distinct characteristic roots was made by Sylvester ${ }^{7}$ by means of the "interpolation formula"

$$
f(A)=\sum \frac{\left(A-\lambda_{2} I\right)\left(A-\lambda_{3} I\right) \cdots\left(A-\lambda_{n} I\right)}{\left(\lambda_{1}-\lambda_{2}\right)\left(\lambda_{1}-\lambda_{3}\right) \ldots\left(\lambda_{1}-\lambda_{n}\right)} f\left(\lambda_{1}\right)
$$

[^87]summed over all characteristic roots. The case where the roots are not distinct was considered by A. Buchheim ${ }^{1}$. Evidently this definition yields only polynomials in $A$.
P. A. M. Dirac ${ }^{2}$ proposed to define as an analytic function of $A$ any matrix which is commutative with all matrices which are commutative with $A$. This again yields only polynomials in $A .^{3}$
L. Fantappié ${ }^{4}$ suggested that a satisfactory definition of analytic function of a matrix must satisfy the following conditions. If $f(x)$ and $g(x)$ are functions of a function field (real or complex) and if $f(A)$ and $g(A)$ are analytic functions of a matrix $A$, there must exist a correspondance $\sim$ such that, if $f(A) \sim f(x)$ and $g(A) \sim g(x)$, then

1. $f(A)+g(A) \sim f(x)+g(x)$,
2. $f(A) g(A) \sim f(x) g(x)$,
3. $f(x)=k \sim k I$ and $f(x)=x \sim A$,
4. If $f(x)$ is analytic in a parameter $t$, and if $f(x, t) \sim f(A, t)$, then the elements of $f(A, t)$ depend analytically upon $t$.

He then proved that the elements $t_{r s}$ of $f(A)$ are the sums of the residues of $-\frac{D_{s r}(t)}{D(t)} f(t)$ at the characteristic roots of $A$. Here $D_{s r}(t)$ is the cofactor of $f_{s r}$, and $D(t)=d(A)$. If $\lambda_{i}$ is a characteristic root of $A$ of multiplicity $\nu_{i}$, the elements $t_{r s}$ of $f(A)$ may be expressed as linear combinations of the values at the points $x=\lambda_{i}$ of the function $f(x)$ and its derivatives up to order $\nu_{i}-1$ at most. The coefficients depend only upon $A$.
G. Giorgi ${ }^{5}$ suggested the following definition. If
where

$$
A=P^{\mathrm{I}}\left(A_{1} \dot{+} \cdots \dot{+} A_{k}\right) P
$$

$$
A_{i}=\left\|\begin{array}{cccc}
\lambda_{i} & 1 & 0 & \ldots \\
0 & \lambda_{i} & 1 & \ldots \\
0 & 0 & \lambda_{i} & \ldots \\
\ldots & \ldots & \ldots & .
\end{array}\right\|, \quad f\left(A_{i}\right)=\left\|\begin{array}{cccc}
f\left(\lambda_{i}\right) & f^{\prime}\left(\lambda_{i}\right) & \frac{1}{2!} f^{\prime}\left(\lambda_{i}\right) & \ldots \\
0 & f\left(\lambda_{i}\right) & f^{\prime}\left(\lambda_{i}\right) & \ldots \\
0 & 0 & f\left(\lambda_{i}\right) & \ldots \\
\ldots & \ldots & \ldots & \ldots
\end{array}\right\|,
$$

then

$$
f(A)=P^{\mathrm{I}}\left[f\left(A_{1}\right) \dot{+} \cdots \dot{+} f\left(A_{k}\right)\right] P
$$

He also stated that the definition

$$
f(A)=\frac{1}{2 \pi i} \int \frac{f(x) I}{x I-A} d x
$$

had been suggested to him in a letter by Cartan. The formula means that the element in the $(r, s)$-position in $f(A)$ is the integral around a

[^88]small closed path of the element in the $(r, s)$-position in the matrix $f(x)(x I-A)^{\perp}$.

Neither of these definitions takes care of the example given at the beginning of this section.

What seems to be the most satisfactory definition so far proposed for a multiple-valued analytic function of a matrix is the one given by M. Cipolla ${ }^{1}$. It is an extension of the definition of Giorgi, and differs from it only in the respect that different determinations for $t$ may be used in the matrices $f\left(A_{1}\right), \ldots, f\left(A_{k}\right)$, and $P$ must range over all matrices such that $A=P^{\mathrm{I}}\left(A_{1}+\ldots\right) P$ holds. If the same determination for $f$ is used throughout, a principal value of $f(A)$ results. This definition and this only is sufficiently broad to include as functions of $I$ all solutions of the matric equation $X^{2}=I$.

Explicit results in certain special cases have been obtained. Thus M. Botasso ${ }^{2}$ found $A^{n}$ explicitly when the minimum equation of $A$ is quadratic.
S. Martis-Biddau ${ }^{3}$ gave an explicit form of $A^{n}$ where $A$ is of the second order according to Fantappié's definition of function. Later ${ }^{4}$ she treated $e^{t A}$ for $A$ of the second order by Giorgr's definition, and ${ }^{5}$ the function $A^{n}$ where $A$ is of the third order.
E. Porcu-Tortrini ${ }^{6}$ gave $f(A)$ explicitly for $A$ of the second order according to Giorgi's definition of function.
S. Amante ${ }^{7}$ used Fantappié's results to solve $f(X)=0$ where $f(z)$ is a complex function.
51. Matrices whose elements are functions of complex variables. To consider this topic in detail would take us into the theory of differential equations. Only a few results of interest in pure matric theory will be given.
J. H. M. Wedderburn ${ }^{8}$ considered matric functions-i.e., matrices whose elements are analytic functions of a single complex variable. His principal result (the analog of Theorem 26.2) is that if $A(\hat{\lambda})$ is such a matric function of rank $r$ which is holomorphic in a region $\mathfrak{R}$, there

[^89]exist two matrix functions $P(\lambda)$ and $Q(\lambda)$, which are holomorphic and non-singular in $\Re$, and are such that
$$
P(\lambda) A(\lambda) Q(\lambda)=E_{1}(\lambda) \dot{+} E_{2}(\lambda) \dot{+} \cdots+E_{r}(\lambda) \dot{+} O
$$
where $E_{1}(\lambda), \ldots, E_{r}(\lambda)$ are functions of $\lambda$ which are holomorphic in $\Re$ and are such that $E_{s}$ is a factor of $E_{t}$ when $s<t$.
G. D. Birkhoff ${ }^{1}$ gave the following theorem. Let $L=\left\|l_{r s}(x)\right\|$ be a matrix of functions which are single-valued and analytic for $|x| \geqq R$ (but not necessarily at $x=\infty$ ), and such that $d(L) \neq 0$ for $|x| \geqq R$. Then there is a matrix $A=\left\|a_{r s}(x)\right\|$ of functions analytic at $x=\infty$. reducing to $I$ at $x=\infty$, and a matrix $E=\left\|e_{r s}(x)\right\|$ of entire functions of determinant nowhere 0 in the finite plane such that $L=A \cdot\left\|e_{r s}(x) x^{k_{s}}\right\|$ where the $k$ 's are integers.

Birkhoff ${ }^{2}$ considered infinite products of analytic matrices. If every element of $A(x)$ and $B(x)$ are analytic near $x=x_{0}$ but perhaps not at $x=x_{0}$, and if $M(x)$ has elements analytic at $x=x_{0}$, and if $A(x)=M(x) B(x)$, then $A(x)$ is left-equivalent to $B(x)$ at $x=x_{0}$. The relation of left-equivalence is determinative, reflexive, symmetric and transitive. A matrix $U_{i}(x)$ is elementary if it is the identity matrix with the $i$-th column replaced by $c_{1}, c_{2}, \ldots, c_{i-1}, x-x_{0}, c_{i+1}, \ldots, c_{n}$. The following equivalence problem is considered. Given polynomial matrices, each having its only finite singular point at $x_{i}$ (these being assumed distinct), to construct a polynomial matrix $P(x)$ equivalent to these matrices at $x_{i}$ and having no other finite singular point. The most general solution is

$$
P_{0}(x) U_{1}(x) U_{2}(x) \ldots U_{n}(x)
$$

where $U_{i}(x)$ is an elementary matrix with a singular point at $x=x_{i}$, and $P_{0}(x)$ is any polynomial matrix of order 0 .

The absolute value of a matrix whose elements are complex numbers. or functions was defined by J. H. M. Wedderburn ${ }^{3}$ to be

$$
\lfloor A\rceil=\left(\sum a_{p q} \bar{a}_{p q}\right)^{\frac{1}{2}} \quad A=\left(a_{r s}\right)
$$

The following inequalities were obtained, $\lambda$ being scalar.

$$
\begin{gathered}
{[A+B\rceil \leqq\lfloor A\rceil+\lfloor B\rceil, \quad[\lambda\rceil=n^{\frac{1}{2}}|\lambda|} \\
{[\lambda A\rceil=|\lambda|[A\rceil, \quad\lfloor A B\rceil \leqq\lfloor A\rceil\lfloor B\rceil}
\end{gathered}
$$

52. Derivatives and integrals of matrices. These concepts were first considered by V. Volterra ${ }^{4}$. Let $S(x)$ be a matrix of order $n$ whose

[^90]elements are finite continuous functions of the real or complex variable $x$. Assume $d S(x) \neq 0$. If the two limits
$$
\lim _{\Delta x \rightarrow 0} \frac{S^{\mathrm{I}}(x) S(x+\Delta x)-I}{\Delta x}, \quad \lim _{\Delta x \rightarrow 0} \frac{S(x+\Delta x) S^{\mathrm{I}}(x)-I}{\Delta x}
$$
exist, they are called the right and left derivatives of $S(x)$, respectively.
It is to be noted, however, that since $I=S^{1}(x) S(x)=S(x) S^{1}(x)$, the right and left derivatives are merely $S^{\mathrm{I}}(x) S^{\mathrm{D}}(x)$ and $S^{\mathrm{D}}(x) S^{\mathrm{I}}(x)$, respectively, where $S^{\mathrm{D}}(x)$ is obtained from $S(x)$ by replacing each element by its derivative.

Let $T(x)$ be a matrix of order $n$ whose elements are finite continuous functions of the real variable $x$ on the range $a \leqq x \leqq b$. Let the interval of definition be divided into $n$ segments $h_{1}, h_{2}, \ldots, h_{n}$, and consider the matrices $T_{1}, T_{2}, \ldots, T_{n}$, each $T_{i}$ corresponding to a value of $x$ contained in the interval $h_{i}$. Set $R_{i}=h_{i} T_{i}+I$. Then if the limits

$$
\lim _{\text {norm } h_{i} \rightarrow 0} R_{1} R_{2} \ldots R_{n}, \lim _{\text {norm } h_{i} \rightarrow 0} R_{n} R_{n-1} \ldots R_{1}
$$

exist, they are called the right and left Riemann integrals, respectively, of $T(x)$.

Volterra further showed that if differentiation and integration are both right, or both left,

$$
\frac{d}{d u} \int_{a}^{u} T(x) d x=T(u)
$$

and that if $M$ is non-singular with elements free from $x$, then $S(x)=M^{\mathrm{I}} T(x) M$ implies

$$
\frac{d}{d x} S(x)=M^{\mathrm{I}}\left[\frac{d}{d x} T(x)\right] M, \quad \int S(x) d x=M^{\mathrm{I}}\left[\int T(x) d x\right] M
$$

The constant of integration is multiplicative instead of additive. That is, if differentiation is on the right,

$$
\frac{d}{d x} C S(x)=\frac{d}{d x} S(x), \quad d C \neq 0
$$

where $C$ is a matrix with constant elements; and if, conversely,

$$
\frac{d}{d x} T(x)=\frac{d}{d x} S(x)
$$

then there exists a non-singular constant matrix $C$ such that $T(x)=C S(x)$. If differentiation is on the left, the constant matrix $C$ is a right factor.

Volterra ${ }^{1}$ generalized the theorem of Cauchy to matrices by proving that if $s$ is a closed path inside which each element of $T(z)$ is holomorphic, then

$$
\int_{s} T(z) d z=I
$$

He extended this theorem to Riemann surfaces.

[^91]L. Schlesinger ${ }^{1}$ defined the integral
$$
\underset{p}{x}\left(a_{r s}\right)=\int_{p}^{q}\left(a_{r s} d x+\delta_{r s}\right)
$$
so that every row satisfies the system of differential equations
$$
\frac{d y_{r}}{d x}=\sum_{i=1}^{n} a_{i r}(x) y_{i} .
$$

Later ${ }^{2}$ he used Wedderburn's definition of absolute value (§51) to define an $L$-integrable matrix. He showed that the $L$-integral of $A$ has a derivative almost everywhere, and that this coincides almost everywhere with $A$.
H. W. Turnbuld ${ }^{3}$ investigated the properties of the operator $\left|\frac{\partial}{\partial x_{s r}}\right|$ applied to matrices whose elements are functions of the $x_{r s}$.
A. Loewy ${ }^{4}$ defined a new relation between two matrices whose elements are functions of a variable $x$. Let $P=\left(p_{r s}\right), P^{D}=\left(\frac{d p_{r s}}{d x}\right)$. Then we may write $A \xlongequal{\text { Lo }} B$ ( $A$ is similar to $B$ in the sense of Loewy) if there exists a matrix $P$ whose elements are functions of $x$ and whose determinant does not vanish identically such that

$$
B=-P^{\mathrm{D}} P^{\mathrm{I}}+P A P^{\mathrm{I}}
$$

It may be shown that this relationship is determinative, reflexive, symmetric and transitive. The author uses it in the factorization theory of differential expressions.

## X. Matrices of infinite order.

53. Infinite determinants. The concept of infinite determinant was introduced by G.W. Hill ${ }^{5}$ in connection with the solution of differential equations. If

$$
A=\left\|\begin{array}{cccc}
a_{11} & a_{12} & a_{13} & \ldots \\
a_{21} & a_{22} & a_{23} & \ldots \\
a_{31} & a_{32} & a_{33} & \ldots \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right\|
$$

is a doubly infinite array, and if

$$
A_{1}=a_{11}, \quad A_{2}=\left|\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right|, \quad A_{3}=\left|\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right|, \ldots
$$

then if $\lim _{n \rightarrow \infty} A_{n}$ exists, it is called the determinant $d(A)$.

[^92]The procedure of Hill was placed upon a rigorous foundation by Poincaré ${ }^{1}$, who considered only arrays whose diagonal elements are 1's. He proved the existence of Hill's limit under the assumption that $\sum_{p, q=1}^{\infty}\left|a_{p q}\right|$ converges.
H. von $\mathrm{Koch}^{2}$ gave an extended and systematic treatment of infinite determinants. If $A_{n}$ is of order $n$, set $B_{n}=\left(b_{r s}\right)=A_{n}-I_{n}$. Then (Theorem 14.3)

$$
\left|A_{n}\right|=1+\sum_{i=1}^{n} b_{i i}+\sum_{\substack{i, j=1 \\
i<j}}^{n}\left|\begin{array}{ll}
b_{i i} & b_{i j} \\
b_{j i} & b_{j j}
\end{array}\right|+\cdots
$$

A determinant of infinite order is said to be absolutely convergent if $\left|A_{n}\right|$ and each of the terms in the above expansion converge as $n \rightarrow \infty$.

St. Bóbr ${ }^{3}$ proved that a necessary and sufficient condition that $|A|$ be absolutely convergent is that $\prod_{i=1}^{\infty}\left|a_{i i}\right|$ converge absolutely, and that there exist an integer $p \geqq 2$ such that

$$
\sum_{i=1}^{\infty}\left[\sum_{k=1}^{\infty}\left|a_{i k}\right|^{p}\right]^{\frac{1}{p-1}}, \quad i \neq k
$$

converges. A simplified proof of this theorem was given by L. W. Cohen ${ }^{4}$.
Systems of linear equations in infinitely many variables have been discussed by several writers since Hill, for example, E. Schmidt ${ }^{5}$, Toeplitz ${ }^{6}$, Wintner ${ }^{7}$ and L. W. Cohen ${ }^{4}$.

Application of infinite determinants in the theory of continued fractions was made by T. J. Stieltjes ${ }^{8}$ and by von Koch ${ }^{9}$.

Summaries of results up to the date of publication are given by E. Pascal ${ }^{10}$, Kowalewski ${ }^{11}$, F. Riesz ${ }^{12}$, and Hellinger and Toeplitz ${ }^{13}$. The latter has practically complete references to the literature.

[^93]More recent papers on infinite determinants are by D.C. Gillespie ${ }^{1}$ and A. A. Shaw ${ }^{2}$.
54. Infinite matrices. The modern theory of matrices of infinite order is almost entirely an out-growth of the theory of integral equations. This theory had its inception in a series of six papers by David Hilbert ${ }^{3}$ published in the Göttinger Nachrichten under the title "Grundzüge einer allgemeinen Theorie der linearen Integralgleichungen". This was later issued in book form ${ }^{4}$. Subsequent papers by Hilbert, Fredholm, Hellinger, Toeplitz, E. Schmidt, Wintner, von Neumann and others have greatly extended the theory.

In spite of the extent and importance of this theory, it will be very briefly treated here because it belongs so fundamentally to the theory of integral equations, and also because it has been so thoroughly expounded in recent years by Hellinger and Toeplitz ${ }^{5}$ and by A. WintNER ${ }^{6}$. Both books have extended references to the literature.

The purpose of our brief remarks on the subject of infinite matrices is to point out a few analogies with the theory of matrices of finite order, and also a few ways in which they are fundamentally different.
55. A matric algebra of infinite order. If $\mathfrak{F}$ is the real or complex field, denote by $A_{n}$ an array $\left(a_{r s}\right)$ of $n$ rows and columns, and by $A$ an array with a denumerable infinity of rows and columns. If multiplication of arrays is defined according to the identity

$$
A B=\left(\lim _{n \rightarrow \infty} \sum_{i=1}^{n} a_{r i} b_{i s}\right),
$$

it is at once evident that closure is not usually obtained. Hence it is not possible to define the total matric algebra of order $n$ over $\mathfrak{F}$ for $n$ infinite as was done for $n$ finite.

We shall call a matric algebra of infinite order a system of arrays, with elements in a field $\mathfrak{F}$, which satisfies the following postulates? ${ }^{7}$ :

1. The system is closed under addition.
2. For every two arrays $A=\left(a_{r s}\right), B=\left(B_{r s}\right)$, the infinite series

$$
\begin{equation*}
\sum_{i=1}^{\infty} a_{r i} b_{i s} \tag{54.1}
\end{equation*}
$$

[^94]converges absolutely, and the product matrix $A B=\left(\sum a_{r i} b_{i s}\right)$ is in the system.

For some purposes it is convenient to add
3. The system is maximal.

We shall define a matrix of infinite order as a member of a matric algebra of infinite order.

There can be more than one maximal system.
Theorem 55.1. Multiplication is associative, and distributive with respect to addition.

Both of these results follow from the assumption that the series (55.1) is absolutely convergent, and hence

$$
\begin{aligned}
\sum_{i=1}^{\infty} a_{r i}\left(\sum_{j=1}^{\infty} b_{i j} c_{j s}\right) & =\sum_{j=1}^{\infty}\left(\sum_{i=1}^{\infty} a_{r i} b_{i j}\right) c_{j s} \\
\sum_{i=1}^{\infty} a_{r i}\left(b_{i s}+c_{i s}\right) & =\sum_{i=1}^{\infty} a_{r i} b_{i s}+\sum_{i=1}^{\infty} a_{r i} c_{i s}
\end{aligned}
$$

Theorem 55.2. If $A$ has both a right and a left inverse, they are equal and unique.

Let

$$
A X=I, \quad Y A=I
$$

Then

$$
Y=Y(A X)=(Y A) X=X
$$

For a matrix of finite order the existence of a left inverse implies the existence of a right inverse and vice versa. That this is not necessarily so for matrices of infinite order may be seen from the following example ${ }^{1}$ :

$$
A=\left\|\begin{array}{lllll}
0 & 1 & 0 & 0 & \ldots \\
0 & 0 & 1 & 0 & \ldots \\
0 & 0 & 0 & 1 & \ldots \\
\ldots & \ldots & \ldots & \ldots & .
\end{array}\right\|, \quad X=\left\|\begin{array}{lllll}
x_{1} & x_{2} & x_{3} & x_{4} & \ldots \\
1 & 0 & 0 & 0 & \ldots \\
0 & 1 & 0 & 0 & \ldots \\
. & \cdots & \ldots & \ldots & \ldots
\end{array}\right\| .
$$

These matrices belong to a matric algebra of infinite order to be defined in the next paragraph. Evidently $A X=I$, while for every $Y, Y A$ has only 0 's in its first column. It is to be noted that the right inverse of $A$ is not unique, for the $x$ 's are arbitrary.

Theorem 55.3. If $A$ has a unique right inverse, this right inverse is also a left inverse ${ }^{2}$.

Suppose $A X=I$. Then

$$
\begin{gathered}
A X A=A, \quad A X+A X A-A=I \\
A(X+X A-I)=I
\end{gathered}
$$

If the right inverse is unique,

$$
X+X A-I=X, \quad X A=I
$$

[^95]A matrix of infinite order is said to be non-singular if it has both a left and a right inverse, i.e., if it has a unique inverse.

The failure for infinite matrices of the fundamental theorem of the first chapter (Corollary 7.9), namely that the determinant of the product of two matrices is equal to the product of their determinants, is particularly to be noted. In the example given above with each $x$ equal to zero, we have $A X=I$, while by the definition of determinant due to Hill,

$$
d(A)=0, \quad d(X)=0, \quad d(I)=1
$$

By von Koch's definition, $d(X)$ does not exist.
56. Bounded matrices. Let $\mathfrak{F}$ be the real field, and consider all matrices $A=\left(a_{r s}\right)$ of infinite order such that there exists a positive number $m$ independent of $n$ so that for

$$
x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2} \leqq 1, \quad y_{1}^{2}+y_{2}^{2}+\cdots+y_{n}^{2} \leqq 1
$$

it is true that

$$
\left|\sum_{p, q=1}^{n} a_{p q} x_{p} y_{q}\right| \leqq m
$$

Such matrices are called bounded ${ }^{1}$.
Hilbert proved that the product of two bounded matrices exists and is bounded, and that the associative law holds for bounded matrices. Bounded matrices constitute a matric algebra of infinite order ${ }^{2}$.

Let $\sum_{i=0}^{\infty} c_{i} z^{i}$ be a power series convergent for $|z|<\sigma$. We may consider $1, z, z^{2}, \ldots$ to constitute a basis for an algebra of infinite order, the constants of multiplication being $c_{i j k}=\delta_{i+j, k}$. (Cf. § 2.) Hence $S_{i}=\left(\delta_{r+i, s}\right)$. That is,
$S_{0}=\left\|\begin{array}{cccc}1 & 0 & 0 & \ldots \\ 0 & 1 & 0 & \ldots \\ 0 & 0 & 1 & \ldots \\ . & . & . & .\end{array}\right\|, S_{1}=\left\|\begin{array}{cccc}0 & 1 & 0 & \ldots \\ 0 & 0 & 1 & \ldots \\ 0 & 0 & 0 & \ldots \\ . & . & . & .\end{array}\right\|, S_{2}=\left\|\begin{array}{cccc}0 & 0 & 1 & \ldots \\ 0 & 0 & 0 & \ldots \\ 0 & 0 & 0 & \ldots \\ . & . & . & .\end{array}\right\|, \ldots$
The matrix corresponding to $\sum c_{i} z^{i}$ is

$$
\sum c_{i} S^{i}=\left\|\begin{array}{llll}
c_{0} & c_{1} & c_{2} & \ldots \\
0 & c_{0} & c_{1} & \ldots \\
0 & 0 & c_{0} & \ldots \\
. & . & . & .
\end{array}\right\|
$$

As in § 2, these matrices of infinite order are isomorphic under addition and multiplication with the series to which they correspond. Hence the set of all such matrices corresponding to series convergent for

[^96]$|z|<\sigma$ constitute a matric algebra, and are commutative, associative and distributive.

In fact, if the radius of convergence is $\sigma>1$, these matrices are bounded ${ }^{1}$.

The theory of bounded matrices constitutes the major portion of the known theory of infinite matrices. In particular, all unitary infinite matrices are bounded.

Many of the theorems for bilinear and quadratic forms carry over to forms of infinite order with the understanding that a non-singular matrix is one with a unique inverse ${ }^{2}$.

Toeplitz ${ }^{3}$ gave a method for reducing a bounded quadratic form to canonical form.
H. Hahn ${ }^{4}$ gave a necessary and sufficient condition that two bounded quadratic forms in infinitely many variables be equivalent by orthogonal transformations. F. H. Murray ${ }^{5}$ gave a method for reducing such a form to canonical form by orthogonal transformations.
J. Hyslop ${ }^{6}$ gave an extension of Weierstrass' theorem on pairs of quadratic forms.
I. SchUR ${ }^{7}$ proved that if $H$ is bounded semi-definite hermitian, there exists a $P$ with 0 's above the main diagonal such that $H=P P^{\mathrm{CT}}$.
A. Wintner ${ }^{8}$ proved that if $A$ is non-singular and bounded, there exists exactly one positive definite matrix $P$ and exactly one unitary matrix $U$ such that $A=P U$.

The theory of infinite orthogonal matrices was developed by M. H. Martin ${ }^{9}$.

Even if $\sum_{i=1}^{\infty} a_{r i}^{2}$ converges, $A$ need not be bounded. T. Carleman ${ }^{10}$ showed how the study of such matrices may be brought under the theory of bounded matrices.
J. von Neumann ${ }^{11}$ considered matrices which are not bounded.

Suppose that $Q$ is a given matrix, and that there exists a matrix $P$ such that $Q P-P Q=I$. This condition is never satisfied by matrices of finite order (since the trace of the left member is 0 ), but is satisfied

[^97]by an important class of infinite matrices used in quantum mechanics. If $R$ is another matrix, then $R P-P R=R^{\prime}$ is called the derivative $d R / d Q$ of $R$ with respect to $Q$. From this definition the more important properties of the derivative may be shown to hold for $R^{\prime} .{ }^{1}$
57. Matrices with a non-denumerable number of rows and colums. Each element $a_{r s}$ of $A$ may be considered as a function of the two variables $r$ and $s$. From this point of view, every function of two independent variables is a matrix ${ }^{2}$.

A matric algebra of non-denumerably infinite order is, then, composed of a set of functions $A=a(x, y), B=b(x, y), \ldots$ which is closed under addition, and under "multiplication", or composition of the type

$$
A B=\int_{a}^{b} a(x, t) b(t, y) d t .^{3}
$$

It is readily seen that multiplication is associative and distributive, but usually not commutative ${ }^{4}$.

Application of such matrices to physics was made by P. A. M. DIrac ${ }^{5}$.
A. D. Michal ${ }^{6}$ considered the equivalence of "quadratic forms" of the type

$$
\int_{a}^{b} \int_{a}^{b} g(\alpha, \beta) y(\alpha) y(\beta) d \alpha d \beta+\int_{a}^{b}[y(\alpha)]^{2} d \alpha
$$

under Fredholm transformations

$$
y(i)=\bar{y}(i)+\int_{a}^{b} K(\alpha, i) \bar{y}(\alpha) d \alpha
$$

of non-vanishing Fredholm determinant. It is here assumed that $y(\alpha)$ and $K(\alpha, \beta)$ are continuous real functions of $\alpha$ and $\beta$ over the interval $(a, b)$, and that Riemann integration is used.
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