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PREFACE

E main difference between this text and others on the

subject, published in the English language, consists in

election of the material. In proceeding from the ele-

iry to the more advanced properties of equations, the

",t of invariants and covariants is here omitted, to make

for a discussion of the elements of substitutions and

tution-groups, ,of domains of rationality, and of their

oation to equations. Thereby the reader acquires some

iarity with the fundamental results on the theory of

ions, reached by Gauss, Abel, Galois, and Kronecker.

e Galois theory of equations is usually found by the

ner to be quite difficult of comprehension. In the pres-

ext the effort is made to render the subject more concrete

lie insertion of numerous exercises. If, in the work of

lass room, this text be found to possess any superiority,

'1 be due largely to these exercises. Most of them are

vn
;
some are caken from the treatises named below.

the mode of presentation T can claim no originality
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THEORY OF EQUATIONS

CHAPTER I

SOME ELEMENTARY PROPERTIES OP EQUATIONS

1. Functions, in the study of the theory of equations we
shall employ a class of fimo.tions called algebraic. An algebraic

function is one which involves only the operations of addition,

subtraction, multiplication, division, involution, and evolution

in expressions with constant exponents. Thus, x2 + ax + b,

V2 of' + 1,

x
r

are examples of algebraic functions
;
while

X ~y~ t)

sin#, <?*, log(l+#), tan '* are examples of functions which

are not algebraic, but transcendental.

A rational function of a quantity is one which involves only
the operations of addition, subtraction, multiplication, and

division upon that quantity. If root-extraction with respect

to any operand containing that quantity is involved, then the

function is irrational. An integral function of a quantity is

one in which the quantity never appears in the denominator of

a fraction. Tims, ay
2 + by + c is a rational, y* -f y* +1 is an

irrational function of y\ f or-f x is an integral function of

x, while - is not an integral function. The expression /(#)>
o?

defined thus,

f(x)
== a<p

n
4- a^- 1 + a&n-2 + + <*>n-i% + a*, I

is a rational integral algebraic function of x of the nth degree, n

being assumed to be a positive integer. The coefficients OD, al9
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Ooj ,
an are numbers independent of x. A variety of furthet

assumptions relating to these coefficients may be made.

Thus, we may assume that they are variables, varying inde-

pendently of each other. It will be seen that, in this case, the

roots of the equation /(&) = are quantities independent of

each other. We may also assume that the variable coefficients

are rational functions of one or more other variables. Thus, in

tx2
-f t~x -f- (t

2+ /),
the coefficients are functions of the variable t.

Or, we may assume the coefficients to be constants either

particular algebraic numbers or letters which stand for such

numbers.

The nature of the assumptions relating to the coefficients

will be stated definitely as we proceed. In some theorems the

coefficients are confined to real, rational, integral numbers; in

others, the coefficients may be fractions or complex numbers
;

in the development of the Galois Theory of Equations, radical

expressions will be admitted. But in no case- are the coeffi-

cients supposed to be transcendental numbers, such as TT or

c = 2.718 ....

Whenever, in the next ten chapters, the coefficients are rep-

resented by letters, they may be regarded either as independent
variables or as constants. Not until we enter upon the Galois

theory is it essential to discriminate between the two.

2. The equation obtained by putting the polynomial I in 1

equal to zero is called an algebraic equation of the nth degree.

We designate it briefly by f(x) = 0. A value of x which

reduces this equation to an identity is called a root.

When all the coefficients are independent variables, the equa-

tion is the so-called general equation of the nth degree. Viewed

from the standpoint of the Galois theory, it will be seen, 111,

that the so-called general equation is not the true general case,

but really only a very special one.

3. Theorem. If a is a root of the equation f(x) = 0, then the

quantic f(x) is divisible Ity x a, without a remainder.
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Divide the polynomial /(,*) by x a until a remainder is

obtained which does not involve x. Designate the quotient

by Q, the remainder by E. Then

By hypothesis, a is a root
; hence, substituting a for x, we have

(Consequently, 72 = 0, and the theorem is proved. The follow-

ing theorem is the converse of this.

4. Theorem. If the qnantic f(x) is divisible by x a without

a remainder) then a in a root of f(x) = 0.

By hypothesis, /(.) = (jc ) Q.

The equation f(x) = may, therefore, be written (x a)Q = 0,

and the latter is seen to be satisfied when a is substituted for x.

Hence a is a root of f(x) = 0.

5. The preceding theorem is a special case of the following

Theorem. The value of the <juantic /(#), when h is substituted

for x, is equal to the remainder which does not involve x, obtained

in the operation of dividinyf(x) by x h.

Let R be the remainder which does not involve x
;
then

Substitute h for x and we obtain f(h) = JB.

6. Divisions of polynomials by binomials, with numerical

coefficients, may be performed expeditiously by the process

called synthetic division. Suppose ar
3 + 5 x2 + 4 x 23 is to be

divided by x 3. We exhibit the ordinary process, and also

that of synthetic division.
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-3 1 + 5+ 4~23|,3

8.r'+ 4.x* 1 + 8 + 28+61

28 a;- 84

61

We notice that in synthetic division the coefficients are

detached, the first term of each partial product is omitted, the

second term of the divisor has its sign changed so that the sec-

ond term of each partial product may be added to the correspond-

ing term of the dividend. Moreover, the process is compressed
so that the coefficients of the quotient and the remainder appear
all in the same line.

The process is as follows :

Multiply 1 by 3 and add the product to 5, giving 8.

Multiply 8 by 3 and add the product to 4, giving 28.

Multiply 28 by 3 and add the product to 23, giving 61.

The quotient is x2 + 8 x + 28
;
the remainder is 61.

If in the dividend any powers of x are missing, their places

are to be supplied by zero coefficients.

Divide or
5 2 a?

3 + x 5 by x + 5.

1 + 0- 2+ 0+ 1- 5 -5
- 5 + 25 - 115 + 575 - 2880

1 _ 5 + 23 - 115 + 576 - 2885

Hence the quotient is x* 5 or
3 + 23 #2 115 x + 576

;
the

remainder is 2885.

Ex. 1. Show that x* - 5 tf -8x4- l r> has 5 as a root.

1-6+0- 3 + 16 16 X- *)

+64.04.0.1 ir> r
0+~0-84-

The remainder is ; hence, by 4, 6 is a root.

Ex. 2 Show that x6 - x4 -f 10 3s - 9 x2 4- 8 x -f 699 = is satisfied

by x = - 3.
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Ex. 3. Divide x* - 101 a5
-f

* - 60 & -f x by x -f- 4.

Ex. 4. If /() = a5 - 6 x4
-f 7 a3

4- x2 + a + 2, find the value of /(10).

Ex. 5. Determine the value of the quantic x1 3 x& + 4 x4 -f 6 a;
8
-f 11,

when se = 6.

Ex. 6. If - 4 is a root of 2 x3
-f G & + 7 x -f GO = 0, find the other

roots.

Ex. 7. Show that, if f(x) is divided by a- /*, each successive remain-

der is equal to /(/), when /i is substituted, throughout, for x.

7. Theorem. Every equation f(x) = o/ Me ?i/i degrree has n

roots, and no more.

We assume here that every such equation has at least one

root. Let ecj be a root of f(x)
= 0. Then f(x) is divisible by

x
!
without remainder, 3

;
so that

where the quotient ^(a?) is a rational integral algebraic func-

tion of x of the (n 3 )th degree.

Again <f>\(x)
= has a TqoL Denote it by a2, then <i(oj) is

divisible by x 2 without f^Hluler, so that

and /(a?)
=

(a? j) (a? <

Now ^2(a?)
is a rational integral algebraic function of x of

the (n 2)th degree ;
hence < 2(a>)

= has a root. By continu-

ing in this way we shall obtain n factors of /(#), viz., x b

a? rta, x
,
and the only other factor is a

,
which is the

coefficient of x" in the quantic /(a;). Thus,

/(a?)
=

Oo(aj
-

!)( -) (?- .).

As the quantic /(a?) vanishes when we put for a? any one

of the n numbers 1? 2 <*> it follows that /(a?)
= has

n roots. If x is assigned a value different from any one

of these n roots, then no factor of f(x) can vanish and the

equation is not satisfied. Hence f(x)
= cannot have more

than n roots.



8 THEORY OF EQUATIONS

The denotes an ambiguity ; that is, the sign of a term so

affected is here undetermined. We see that the dots which

follow are ambiguities ;
that is, each permanence of sign in

f(x) is here replaced in
(a? ) /(.T) by an ambiguity. We

see also that to every variation of sign in f(x) there corresponds
a variation in (a; a) /(/). In the product there is, in addi-

tion, a variation introduced at the end. Hence the product
contains at least one more variation than does /(or). It may
contain more; for, successive permanences like -f- -f- -f- or

, occurring in f(x) and replaced in (x ) /(/) by ambi-

guities, may in reality be* replaced by the signs H h or

_l . Hnt such changes in sign always increase* the varia-

tions by an even numbor. Hence in (x a) /(#) the total num-

ber of variations exceeds that in J(x) by the odd number 1 or

1+27*.
The same conclusion is reached when the last term in f(x)

is negative.

Descartes' Ilule follows now easily. Suppose the product of

all the factors, corresponding to negative and complex roots of

/(a?)
= 0, to be already formed. Designate this product by

F(x). Since F(x) = has no positive roots, the first and last

terms in F(x) have like signs. Hence the number of varia-

tions in F(x) is an even number, 2 ft, where k is zero or a posi-

tive integer. .Now, if F(x) is multiplied by the factor x
j,

where
t
is a positive root, we get in the product 2^ + 1 vari-

ations, where k
} ^> k. In the same way a second factor x a2

gives rise to 2&2+2 variations, and so on. Thus, the intro-

duction of v positive roots results in 2 Jev+ v variations, where

kv is zero or a positive integer. Hence, the theorem is

established.

12. Negative Roots. To apply Descartes' Eule to negative

roots of /(a?)
= we write down an equation whose roots are

those of f(x) = with their signs changed The new equation

can be derived by substituting in f(x) = 0, x for x. The
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process merely alters the signs of all the terms involving odd

powers of x. It is readily seen that if a satisfies the equation

/(,r) =0, then a satisfies the equation /( x) = 0. Hence,
each negative root of f(x) = 0, with its sign changed, is a posi-

tive root of /( x) = 0. Descartes' Eule may now be applied

Ex. 1. Determine the nature of the roots of x* -f 3 x + 7 = 0.

There is no variation
; therefore, no positive root. Transtorin the equa-

tion by changing the signs of the terms containing odd powers of .r. We
get x3 + 3 7 = 0. The new equation has one variation

; hence,

cannot have more than one positive root. Consequently, the original

equation cannot have more than one negative root. The real root of the

given cubic is thus seen to be negative; the other two roots must be

complex.

Ex. 2. Apply Descartes1 Rule to f(x) = x* - ,r* + 7 x -f = 0. Here

/(ar) has two variations, and /( re) has two variations. Hence /(x) =
cannot have more than two positive roots nor more than two negative

roots.

Ex. 3. Apply Descartes' Rule to ae
8n -1=0. Since r*n - 1 has one

variation and ( ,x)
2" 1 has one variation, the given equation cannot

have more than one positive root nor more than one negative root. We
readily see that 4- 1 and 1 are roots. Hence there are 2 2 complex
roots.

Ex. 4. Prove that if the roots of a complete equation are all real, the

"number of positive roots is equal to the number of variations, and the

number of negative roots is equal to the number of permanences.

Ex. 5. An equation with only positive terms cannot have a positive

root. If the number of variations is odd, the equation has at least one

positive root, but it cannot have an even number of positive roots.

Ex. 6, A Complete equation with alternating signs cannot have a

negative root.

Ex. 7. If all the terms of an equation arejBcgjtiYe_and the equation

involves no
_

odd powers of y, then all its roots are complexT
~" ~" "

Ex, 8. Tf all the terms of an equation lire, positive and all involve odd

powers of x, then is the only real root of the equation.
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Ex. 9. Apply Descartes' Rule to

a* - 21 x -f 20 = 0. x* + x6 + 1=0.

x** - x2 + 10 x - 1 5 = 0. x6 - 1 = 0.

3 - 4 x2 - 3 # 4- 5 = 0. a:
8 - x4 -f z2

-f 1 = 0.

s5 - 1 = 0.

Ex. 10. The equation x* - 4 z3 - 7sr2 4- 22 sr 4- 24 = has no com-

plex roots. How many are positive ? How many are negative ?

V V
Ex. 11. Show that x5 x4

4-
3

.r
2 # 1 = cannot have just

two positive roots nor just one negative root.

13. Relations between Roots and Coefficients.

If /<>;)
- x + 'M'

n - 1 + - H -,- + " -

has the roots 2 > > > then, by 7, we have

f(x) -z=
(j;
-

,)(
-

3) (.?
-

)
= 0.

If ?i be taken successively equal to 2, 3, or 4, we obtain by
ordinary multiplication,

/(./;)
==

(x
-

!)( 03)
= x2

(! 4-

/(a?)
=

(a? ,)( 2)(a? 03)
= a?

(a?)
=

(.
-

a,) (a

)x -f ttiOM^a^ = 0.

These relations are seen to obey the following laws :

In the equation f(x) = 0, in which the coefficient of xn is unity,

the coefficient A of the second term, with its sign changed^ is equal

to the sum of the roots.
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The coefficient </2 of the, third term in equal to the sum of the

products of the roots taken, tico by two.

The coefficient ,, of the fourth term, with Us siyn changed, is

equal to the sum of the products of the roots taken three by three;

and so on, the signs of the coefficients being taken alternately

iieqatiee_<tud positive, and the number of roots taken in each prod-

uct increasing by 'unity every time we advance 1o a new coef-

ficient, until finally the butt term in the equation 'is reached,

which in numerically equal to the product of all the root8 and

which is positive or negatice according as n, the degree of the

equation, is eren or odd. Li symbols, these laws may be ex-

pressed as follows :

a
l
= ~ (! -f 3 4- 3 + + M),

+ !rtj -f uMj + + -i),

When in the equation /() = the coefficient a of tbe term

'ji

tn is not unity, we must divide each term of the equation by a .

The sum of the roots is then equal to Wl
,
the sum of their

a '*<>

products, two by two, is ~, and so on.
u

(}

The laws expressing the relations between the coefficients

of an equation and the roots were obtained above by observ-

ing the relations existing in the three products obtained by
actual multiplication. To remove any doubt which may be

entertained as to the generality of these laws we proceed as

follows. Suppose these laws to hold when n factors are multi-

plied together ;
that is, suppose that

(a;
-

,)(
-

tfj)
-.

(x
-

)
=

where !,a2, ,
an

have the values shown in I.
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Multiply both sides of this identity by another factor x

and we get

But (*! all+l
= (! 4- a 4- 4- ) an+1 ,

Hence, if the laws hold for n factors, they hold for n 4- 1

factors. But from actual multiplication we know that the

laws hold when /* = !, therefore they must hold when n = 5.

Holding for N = i>, they must hold when n = 0, and so on for

any positive integral value of n.

14. It might appear that the ?> distinct relations existing

between the coefficients and roots of an equation of the v*th

degree should offer some advantage in the general solution of

the equation, that one of the roots could be obtained by the

elimination of the (n 1) roots" from the n equations. But

this process offers no advantage, for on performing this elimi-

nation we merely reproduce the proposed equation. Take, for

example, the cubic ar
1 + ajocf + a& + as

= 0.

We have '-

To eliminate a* and 3, multiply both sides of the first equa-
tion by ,*,

both sides of the second by al9 and add the results

to the third equation.

We obtain ^ + ,, + o^ + , 0,
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which is simply the old equation with t
in place of x to repre

sent the unknown quantity.

While the equations expressing the relations between roots

and coefficients offer no advantage in the general solution of

equations, they are of service in the solution (if numerical

equations when some special relation is known to exist among
the roots. Moreover, in any algebraic equation they enable us

to determine the relations between the coefficients which corre-

spond to some given relations between the roots.

Ex. 1. The cubic x3 + 3 x2 16 x 48 = has two roots whose sum
is zero. Solve the equation.

We have i + 2 = 0,

i -f 2 + j = - 3.

Hence oca = 3. Dividing the cubic by x + 3, we have

x2 - 10 = 0, x = 4.

Ex. 2. The roots of the cubic x3 - i) x'
2 f 2(3 x - 24 = are in arith-

metical progression. Find them.

Let a d, ,
a -f d be the three roots.

Then 3 a = 9, Za*~iP = 2tt; therefore a = 3, d = 1, a- d=:2,
a + <# = 4. The roots are 2, i), 4.

Ex 3. Two roots of the cubic 3 x3 + x2 15 x 5 = have the sum
zero. Find all three roots,

Ex. 4. The equation 2 .r
3
-f 7 a;

2 f 4 y .') = has two roots whose

sum is 2. Solve the equation.

Ex. 5. The equation 2 .r
3

-t- 23 r,
2

-4- 80 x -f 75 = has two equal roots.

Solve.

Ex. 6. The biquadratic equation 9 x4
-f 42 as* + 13 x2 - 84 ,r, H- 36 =

has t\\o pairs of equal roots. Find them.

Ex. 7. If the equation x4
-f ix

8
4- 2*

2
-f a -f ^4 = has all its root?

equal, what relation exists between its coefficients ?

Ex. 8. Show that the sum of the nth roots of unity is zero

16. Symmetric Functions. If a function of two or more

quantities is not altered when any two of the quantities are
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interchanged, it is called a nyminrtrfc function. For example,
the trinomial (fi + lr + v2

is a symmetric function of rc, b, c,

because, if any two quantities, say a and ft,
are interchanged,

the expression is unaltered in value. We are concerned mainly
with symmetric functions of the roots of an equation. The

simplest examples of such functions are those given iu 13,

tts -(- !, + .,., H-----h - i M ,

ttitts^ + i^ H-----h n-2/*-iv

These are the simplest, because in no term does any one of

the roots occur to a higher power than the first. Other ex-

amples of symmetric functions of the roots are

We shall represent a symmetric function by the letter 2,

followed by one of the terms of the function. Given the roots

and one of the terms of the symmetries function of these roots,

it is usually not difficult to write down all the terms of the

function. Thus, given the roots
, ft, y of a cubic equation, then

2" : -f + y,

-|- rr'y -f j8
2

-

Ex. 1. If .r* f <^./
-
-f //,r f r ~ lias the roots rt, ^3, 7, express the value

>C ^f^/i in terms of the coefficients.

Multiply rt+04-7 = -a
by j8 -f 7 + fty = /),

ind we obtain 2'2
/* -f 3 ^7 = - <ib

wid Srt2/3 = 3 c - a&.

1Sx. 2. Find 2 2 for the same cubic.

*The results iu an example marked with a * will be used in later examples
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Ex. 3. Find 2^ for the same cubic.

Multiply the function*) 2r and 2<t- together, and the product is

S< 4- SfcV*' 1 lence 2rt* ~ 2< . 2 a -
Srt'-p

- a
4-

"
/>
- JJ c.

* Ex. 4 For the same cubic, find Za-p-*

Squaring both sides of up \ uy 4 (i-y
-.- /, \\e obtain

-^ 1- V -I 0V -I 2 <0">t I ft \ 7) - 69 .

KJX. o. For the same cubic, find 2 3
/i.

>how that Stt^p 2 2u*ft -h - ^(JC
2
/i

2 4 U (0-) ( H- /^ |- 7).

JJx. 6. For the same cubic, lind tlu; value ot (u 4- p)(p \- 7) (7 + '*)

Ex. 7 If r 4- ///
l

4 foe-' 4- (> ^' -f ^ - has the, roots (^, /i, 7, 5, find the

value ot Zu2
.

Ex. 8. For the same quart ic, find the value of 3 2
p.

Ex. 9. For the same quartic, find the value ot 2-yfJ .

Ex 10, Find the value, exj>n
issed in lenns ot the coefficients, of tho

sum of the sqiunes ot the loots <*i, u^ , , ^

sn
4 ^/jx"

l
4- <t2->

n 2
I- -4- "11 -i-c H K H ~. 0.

Squarni" i:i u\< ^e <r( t 2r i li -(^i^j -- "r, hcnco

Ex 11. In the same equation, find

By 1.J ue liave
tt}

Dividing the former by the latter we obtain

Ex. 12. Find the sum of the rc(Mprooals ot I he loots of the equation

#5 4- /* + 10 x 4- UKi = 0. Find also V -

<w

16. Graphic Representation of the Polynomial f(x). Tho

changes in value of the polynomial f(x)=ftirtf
t+ ft^"

}+ "'+ftnt

as the variable x increases or decreases, can be seen most easily

by the aid of graphic representations.
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Let XX' and YY r be two perpendicular lines, called axes of

reference. Their intersection is called the origin. Let values

itl
of .r be measured off from the origin

() along the axis XX ' and values of

// be measured off from along the

axis YY 1

. Positive values of x are

measured from toward the right ;

negative values, toward the left.

Positive values of y are measured

from upward ; negative values of
Y

y, downward.
'

The distances of a point P from the axes of reference are

called the coordinates of the point. Thus, Pm and Pn are the

coordinates of the point P, both coordinates being positive ; Q$
and Qr are the coordinates of the point Q, both being negative.

Let y represent the value of the polynomial /(x) ;
that is, let

y =/(*)

Suppose now that ?/
= Pn when x = Pm, then the position of the

point P represents to the eye simultaneously the value of x and

the corresponding value of /(.'). If different values of .r be laid

r>ff on the axis XX' anil the corresponding values of /(.r) on

Jie axis YY'^ the points thus located will all lie on a line or

iurve, called the gmph of the polynomial /*(**).

In the construction of the graphs of polynomials it is con-

venient to use "plotting" or "coordinate" paper, ruled in

small squares.

Ex. 1. Construct the graph of f(x) = & -f x - 2.

Putting y = x2 -f- x 2, we readily compute the following sets of values ;

If x = 0, y = - 2.

=i J, y = ~lj or -2J.

y> = i y = o or 2.
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Plotting these \nimts \\v get tin 1 ad-

joined curve- Here unity is taken equal

to | of a side of a square.

From the shape of this curve \ve can

see that when x is negative and increases,

the/(,r) decreases and readies a minimum
value when x \.

From there on, as x

increases, the /(O increases. The curve

is a parabola It cuts the axis A' A'' in

two places; that is, there are two values

of jc, tor which the value ot /(/) is zero.

These two values ot y are 1 and 2.

Hence 1 and 2 are roots of the equa-

tion f(x) = 0.

Ex. 2. Construct the graph of f(x) = \ & + x 4- 3.

If x = 0, y = :*>.

* = _k 1, = 4 or 2.

x = j 3, </
-r 9 or .'5.

= J: 4, </
= 12J or 4J.

\

The curve does not cut the axis XX'
; hence no real value ot x makes

f(x) zero, and the roots are both imaginary.

o
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Lpli /(:r)
= ,r

3
.r- 4- 2 x 3.

f a = 0, ?/
= 3.

.r, = ]. .r,, y = - 2.12 or - 4.37.

x _L 1, ?/
= 1 or 7.

as = 2, y = 5 or 19.

a* = 3, >/
= 21 or - 45.

The curve crosses the axis A*A"' only once
;

hence there is onl> one real root. The value

of this root is seen Iroin tlie ii^me to be

about J.o.

Ex. 4. Find the graph of r* -f *2 4- - or
- 4.

Ex. 5. Find the graph of x4 2 x 4- 1.

17. In constructing the graph of a

polynomial /(a
1

)
we located a num-

ber of points and then drew a curve

through them. The curve thus ob-

tained was (iMttitH'd to represent the

continuous \ariation of the value of

/(/), corresponding to the continuous

increase of .*. But this assumption
that the polynomial /(.r) never jumps

from one value to another, when .r is made to vary rontfunoHxIy

from one value to another, requires proof. The proof will be

given in 25. It is facilitated by the use of drritwl functions

and Taylor $ Tlnjore)H.

18. Derived Functions and Taylor's Theorem. In

let a; receive an increment h and write or + /< i* 1 place of a*. We
have

Let each term be expanded by the binomial formula. Then

collect the coefficients of like powers of /*, and we get
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The first line in this expansion is obviously /(a?). We shall

call the (jooflicnont of h i\\vjlrsl dei'uwl function and denote it

Jr
^y J'(x)' Similarly we shall call the coefficient of -the

second derircd fittirtion and denote it by ./*"(.) ; ami so on

The rth derived function is designated by /'(.') In the Dif-

ferential Calculus these derived functions are called d(fft>renti<il

mvflii'WHts. Using this new notation, the above result may be

written as follows :

" m

Tn the Differential (Calculus this series goes by tho name of

Taylors* TJieoreui. We have he.re established the truth of this

theorem for rational integral functions of x, but the theorem

has actually a much wider application.

The results of this paragraph are true of complex numbers,

as well as of real numbers.

19. To arrive at a convenient rule for finding derived func-

tions, compare the following expressions :

/(a?) =V + a,^-
1 + aff-* -f + .-i* + ",

f(x) = wa,^-
1 + (n - 1)^^-

2 + (w
- 2)aX

l 3 +
2 + (w

-
1) (u

- 2)a1 "-+ - + 2 an
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We observe that/'(.r) can be obtained from f(x) in this man-

ner : Multiply each term hi f(x) by the exponent of x in that term,

and diminish the exponent of x in the term by unify. By this

rule atfK
n becomes nr^a;*"

1

, etc.
;
aH,

i.e. anjf, becomes aJT l

,

or 0. Notice that /"(.) can be derived from /'(#) in the same

way as f(x) was derived from /(#).

Ex. 1. ItfW^^ + Ztf + bxt + Gxt + tx + lQ,

then /'() = 5 x* + 12 x3 + 15 s2+ 12 x + 7,

/"() = 20 x3
-f 36 x2 + 30 x + 12,

72,

/*()= 120.

Ex. 2. Find all the derived functions of

15,

20. Another Form of f\x). By 7,

/(.*')
= <tn (,r ,) (,u ,) (.u

- a3)
-.

(a;
-

n).

Letting a: inoroase to ; + 7t, we have

/(jw-h/0 = f/i,(^-f A - ,) (.r -f 7i
-

2)...(aj-f 7i an). I

But, by Taylor's Theorem, 18,

/(.r + /O -.r(-0 +VW + ~^/" + -

Hence the coefficient of It is /'(a
1

), and/
f

(,r) must, therefore,

be equal to the coefficient of h in the right member of I.

That is, /'(.r) =a (*-rt2) (r- a) ...(a? M) + ff (.u- 1) ( 3)

Formula II is still true if some of the roots are equal. Sup-

pose ! occurs as a root s times and 2 occurs t times, then

/(aO=^* -!)'(*-*)'*,
and formula II becomes

05
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22. Graphic Representation of Complex Numbers, hi the con-

traction of graphs of polynomials y=/\,r) we assumed a

Horizontal and a vertical axis, and from this point of inter-

section measured off values of x parallel to the horizontal axis

and values of y parallel to the

vertical axis. A similar plan is

commonly adopted for the repre-

sentation of complex numbers

or imagiuaries. If z = j* + ///,

where x and**/ are real numbers,

either -f- or
,
rational or irra-

tional, then a; and //
are laid off

parallel to the hori/ontal and

vertical axis, respectively. If

a? = OQ> y~QP> then z is repre-

sented in magnitude and direction by OP. The length of OP
is called the modulus of 2, and is equal to vV" + ?/

2
.* The

direction of z is indicated by the angle 0, \vhich is called the

amplitude or argument of z.

Since x = p cos 0, y = p sin 0, we have

2 = a* -f it/
=

f>(cos + < sin 0).

This graphic representation of complex numbers is due to

Caspar Wessel (1797).

23. Addition and Subtraction of Complex Numbers. Let OP
= a + t6aml OP' = a' + ///, then, 0P+ OP 1

==(

Draw P'S parallel and equal to OP, then 07^=c*+ a', 7W=
and OS = OP+ OP'.

* This graphic representation is of great help to the mathematician. But

attention should be called to the fact that the statement, that to every irra-

tional number there corresponds a lm of definite length, is no longer con-

sidered self-evident nor demonstrable; it involves the geometric postulate;
"

If all points of the line fall into two classes in such a manner that each

point of the first class lies to the left of each point of the second class, then

there exists one point, and only one, which brings about this separation/'

See the Encyklopadie d. Math. Ww., I A 3, No. 4.
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Using the notation p = mod. OP, we readily see that, in this

{to op
'

mod. Otf < mod. 01* + mod. P*S.

This means simply that two sides of a triangle are, together,

greater than the third side. If O/J and Ol* had the same

amplitude (that is, the same

direction ), then the modulus

of their sum would be equal

to the sum of their moduli.

Extending these considera-

tions to three or more im-

aginaries, we readily arrive

at the following theorem :

-X The modulus of tlw mint of
T two or mow complex numbers

is lean than, or at most equal to, the $uin, of their moduli. In

other words, a straight line joining two points is shorter than

the sum of the parts of a broken line connecting the same two

points.

24. Multiplication of Complex Numbers. The product of

z = a 4- ib = p(cos 6 -f / sin 0)

and z' = o' + iV = p'(cos 0' -f- i sin 0*)

may be defined as follows :

'=:w I eos(0 -f #') 4- / sin(tf +
1

)],

that is, the Modulux of the product ofz and z' at equal to the prod-
uct of their moduli ; the amplitude of their product is equal to the

mum of their amplitudes.

Ex. 1. To what power n must z = p(cos 45^ -f i sin 45) be raised, in

order that zn may have the same direction as z ? What are the conditions

that z* = z ?

Ex, 2. Prove De Moivre 1
s Theorem: (cos0 -f isin0)

w = cosw0

tf, for the case when m is a poaitive integer.
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25. Continuity of f(z). We wish to prove that f(z) varies

continuously with z, that as the complex number z changes

gradually from a + M to a
1 + /V,/(z) changes gradually from

/(a + /ft)
to /(' + *'&').

Let z vary from z a -f *& to 2 + ft,
where 7i is likewise a

complex number. The corresponding increment of /(#) is

and this, by Taylor's Theorem, 18, is equal to

" "

where /f

(z ), /"(2o)> ) /"(^o) are ea<jli finite complex numbers.

Now, expression I is

7i
t h11 '

1 2' |w

Since each term within the parenthesis of II is a finite complex

number, and the number of terms is also finite, it follows that

the entire expression within the parenthesis has a finite value.

For, by 23, the modulus of the sum of two or more complex
numbers cannot exceed the sum of their moduli, and no complex
number with a finite modulus can bo infinite, no matter what

its amplitude (direction) may be. Hence, by 24, as the

modulus of h is allowed to approach the, limit zero, the modu-

lus of the entire expression II approaches the limit zero. Hut

when the modulus approaches the limit zero, the complex varia-

ble itself approaches zero, no matter what its amplitude may
be. Hence the expression II approaches the limit zero when

h does.

Since expression II represents the difference between ffa+h)
and f(z )9

it follows that an infinitely small variation of the

complex variable z corresponds to an infinitely small variation

of the polynomial /(z), and the continuity of f(z) is established.
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The above reasoning remains valid if we write the real varia-

ble x in place of the complex variable z. For, real numbers are

only special cases of complex numbers.

An examination of the graphs in 16 shows that when x in-

creases, f(x) does not necessarily increase
;

it may increase or

decrease. What we have proved is that, whether increasing or

diminishing,/^) passes from one value to another continuously,

never per salttim.

26. Fundamental Theorem. We shall now demonstrate the

important theorem which was assumed without proof in 7, a

theorem which has been called the fundamental proposition of

algebra.*

rational hitw/ral equation with real or complex coefficients

has at least om

If we can show that the theorem is true for the special case

in which the coefficients of the given equation are all real, then

the general case, in which some or all of the coefficients are

complex, easily follows. For, if J\(z) is a function of z, whose

coefficients are, respectively, the conjugate imaginaries of the

coefficients of a second function ..(2), then we may write

/,()=A+ fB and /2(z) == .-1- * fl, and fi(z) -fyz)^A-+ ff=f(z\
where J(z) has only real coefficients. Now, if f(z) = can be

shown to have a root
j, then we must have either J\(u {) =

or ./^rt^ssO. Suppose /,(,)= 0, then it follows that /,(o)= 0,

where is the conjugate of 8. Hence /1(z)
= and

f,2(z)
= have each at least one root.

Without loss of generality we may now assume that the

* For historical ami critical remarks on the numerous proofs which have

been given ol this theorem, see the Encykfopatlip tl. Math . WIM. , I B 1 a, No. 7 ;

see also Moritz in Am. Math. Monthly, Vol. 10, p. 1.19. Gauss gave four

proofs of this theorem, the fourth (1849) being a simplification of the first

(1799). The one given here is in substance Gauss's proof of 1849. It is

geometrical in character, and is open to the objection raised in the foot-note

of 22,
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polynomial f(z) of the wtli degree has real coefficients only.

We wish to prove that there exists always at least one value

of z, either real or complex, which causes the polynomial J\z)

to vanish.

Let z = x -f iy, then, by 22, the variable' represents points in

a plane, and the function f(z) has a definite value at each

point in the plane. As in 8, we may write J\z) = I'+iQ,
where P and Q are functions of a* and y with real coefficients.

To tind expressions for P and Q9
let jc = / cos <, y = r siu </>

By JJe Moivre's Theorem,

z
m =

/-"'(cos
< -h ?' sin <)

m = /'
TB

(eos w< + / sin m^).

Substituting for z in /(^), we get,

P= '/" cos //</>-!- 1 /*"~
l cos (/t 1

)</> -|- ay/-
11" 1-' cos ( 2) </> 4- -f U M ,

Qss^siuw^ + Mir
11 l

sin(/<
- 1)0 -f ^'"'sm (

-
2)< -f-

A second expression for P and Q is obtained by letting

t = tan ?, <. \Ve obtain,"

This gives,

(1 + 2

)"(P+ 'Q) = t- (1 + iV)
8" +^f !

(1 4- //)*- (1 +^

If we expand the binomials by the binomial formula, and

arrange the result according to the powers of /, we get,

where g(i) and ^(^) are rational integral functions of /, the

degrees of which do not exceed 2 /*.

All points in the plane having the same value for r lie upon
a circle of radius r, the centre of which is at the -origin of
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coordinates. To determine tlie points on this circle for which

P and Q vanish, we must solve the equations g(f)=0 and

= 0, for the given value of i\ But we know by 7 that if

= and g(f)
= Q have roots at all, they cannot have more

than 2 n. Prom this it follows that neither P nor Q can be

equal to zero at all points of an area in the plane, for in that

event we could select r such that the circle would pass through

that area, and P and Q would vanish at an infinite number of

points on this circle.

The value of Q may be written,

Q = r'Ysin 7*4 + ^ sin (n
-

1) <#> +^ sin (n
-

2) < + \

From this expression it is readily seen that r may be taken

so large that Q has the same sign as sin n^ on all points of the

circle where sin n<t> is numerically larger than some value e,

which may be as small as we please, but not zero. Mark on

the circle the points

7T

n

and designate them, respectively, by 0, 1, 2, ,
2n 1. Thus,

the circle is divided into 2n arcs, (01), (12), (28), , (2n-l,0),
in which sin n<j> is alternately

+ and . The figure shows

the division for n = 5. In

passing from arc (01) to arc

(12), the function Q,9 for suf-

ficiently large values of r,

changes from + to . Since

by 25, Q is a continuous

function having real values,

in going along the circle from

-f to
,
it must at the point

1 pass through zero. Simi-

larly, Q must pass through
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zero also at the points 2, 3, , (2 n 1), but it does this at no

other points of the circle.

Similar remarks apply to P. It is readily seen that, for

sufficiently large values of r, P and cos n<f> have always equal

signs; that P is positive at the points 0, 2, , (2 n 2), and in

their vicinity, and negative at the points 1, 3, 5, , (2n 1),

and in their vicinity.

We have seen that Q cannot vanish at all points of an area.

Consequently the area within the circle can be divided into

districts so that in some districts Q is everywhere positive,

while in others it is everywhere negative. These districts are

marked off by boundary lines along which Q vanishes. To
aid the eye, the positive districts are shaded.

An arc (2 7i,
2/4 + 1) of the circle, along which Q is positive,

lies in a positive district. This district lies partly inside and

partly outside the circle. Designate by / the part of it that

is inside. Several cases may arise. The area / may terminate

inside, as does (2, 12, 3), in which case (2 h}
2 /? + 1) is the only

arc of the circle on its boundary. Or, the area I may run into

another positive arc (2&, 2 k 4-1), or it may divide into two

or more branches, each of which terminates in a positive arc

(2/, 2Z + 1). If there could be within / an area, like an

island, in which Q were negative, then the conclusions which

we are about to draw would still follow.

Consider the boundary line within the circle, passing from

2 h + 1 to 2 k. Along this line Q = 0. But P is negative at

the point 2/?>-f 1 and positive at the point 2k. Since P is

continuous and represents real values, P must pass through

zero in at least one point along the boundary line connecting

2 h + 1 and 2 k. Thus, at that point, we have not only Q =
but also P=

;
that is, /() = P+ iQ = 0. Thus the existence

of at least one root of f(z)
= is demonstrated.

The figure on the preceding page is taken from H. Weber
and represents approximately the relations for the equation
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Its roots are approximately

* = 1.52, ft
= - .51, y = - 1.24, e = .12 + 1 1 .44, c' = .12 - i 1.44

The root a lies on the boundary (1, 10, 0).

The root ft lies on the boundary (9, 10, 11, 6).

The root y lies on the boundary (5, 11, 4).

The root e lies on the boundary (3, 12, 2).

The root c' lies on the boundary (7, 18, 8).



CHAPTER II

ELEMENTARY TRANSFORMATIONS OF EQUATIONS

27. Frequently it becomes necessary to transform a given

equation into a new one whose roots (or coefficients) bear a

given relation to the roots (or coefficients) of the original

equation. The discussion of the properties of an equation is

often facilitated by such transformations.

28. Change of Signs of Roots. To change an equation into

another whose roots arc numerically the same as those of the

given equation, but opposite in sign, it is only necessary to

substitute in the given equation x for x. This transformation

has been used already in the application of Descartes' Kule

of Signs to negative roots, 12. w-The signs of all the terms

containing odd powers of x are changed by it. The proof is

as follows :

Let a be any root of the equation /(./)
= 0. Then we must

have /(a) = 0. If, now, we substitute x for #, we get

y(__ x)
= 0. Of this equation is a root, for when we take

x = a, we have /( [ ]) =/(), and this we know to be

equal to zero.

29. Roots multiplied by a Given Number. To transform an

equation into another whose roots are m times that of the first.

Put y = mxy and substitute -2. for x in the identity

dorf
1 + o^af-

1 + + an == o(3 - I)(JG ,) (x O a=
;

we get

m* mn~

31
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Multiplying by mn
,
we have

which is tho required equation.

Hence, multiply the second term by m, the third b m2
,

Ex. 1. Transform the equation a^-J-ia^-J-Jx-fJrsO into an equa-
.on with integral coefficients and a^ 1.

Multiply the roots by m and we get x3 + -x-* + ~x + ~ = 0. The234
fractions will disappear if we take in = 6. The result is

x3 + 3x2
-f 12 x + 54 = 0.

Ex. 2. Find the equation whose roots are 5 times the roots of the

equation x4 x8
-f x2 x + J = 0.

Ex. 3. Find the equation whose roots are \ times the roots of

32 =0.

Ex. 4. Transform the equation 3 x5
-f 4 ,x

2 5 x 4- 6 = into one in

which the coefficient of x3 is unity and all coefficients are integral.

Divide the left member of the given equation by 3, then multiply the

oote by m. We obtain ,* + 1**-^ x +<^ = <).

o o >

Taking m = 3, we get the required equation, oj
3 + 4x2 15 + 64 = 0.

S
Ex. 5. Change the signs of the roots of the equation

y* + 5 x - 6 x3 4- JB + 5 = 0.

Ex. 6. Remove the fractional coefficients from the equation

Ex. 7. Transform the equation 10 x4 6 x2 -f 7 x -^ = so that the

joefficient of the highest term is unity.

Ex. 8. Remove fractional coefficients from Ja^+Jx8 x + J = 0,

ilso make the coefficient of the highest term unity, and change the signs

>F the roots.
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30. Reciprocal Roots. To change an equation into a new one

whose roots are the reciprocals of the roots of the first equa-
tion. In the equation

/ . \// *. \ //vi ^ \ f\

0^*1 (&ij (X (X,
5,5

) (X - CCH ) = U

put x = -, and we have
y

v+ Vi+
- +*-

Multiplying by y
n
,

nT 4-a,,-^-
1 + + a = aaA

the required equation.

31. Reciprocal Equations. I an equation is not altered when

x is changed into its reciprocal, it. i^ Called a reciprocal eynation

(Comparing coefficients of the first and last equation in 30, we

see that the conditions for a reciprocal equation are

The last condition gives <v = ()

2 and a
lt
= a - If = + ,

then the denominators in the equations of condition are all

alike, and we see that the, first, second, third coefficients, etc.,

taken from the beginning, are equal respectively to thejirst, second,

and third coefficients, etc., taken, from the end. If an
= a , then

these relations are modified in this, that corresponding terms

from the beginning and end have opposite signs.

If a is a root of a reciprocal equation,
- must be a root also.
a -

Hence the roots of a reciprocal equation occur in
pairs^ p ;

a,,!; etc.
<*"L

If the degree of the equation is odd, then one of the roots
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iTUistbe its own reciprocal ;
that is, j^jjjLthe roots mustjbe

either-j- 1 or 1. If the coefficients have all like signs, then

-^] isHTroot; if the coefficients of the terms equidistant from

the first and last have opposite signs, then -f 1 is a root. In

either case the degree of the equation can be depressed by

unity, if we divide /(>) by x 4- 1 or by x 1. The depressed

equation is always a reciprocal equation of eren deyrev icith like

signs for its coefficients.

If the degree of a given reciprocal equation is even and if

terms equidistant from the first and last have opposite signs,

then the left member of the equation has #- 1 as a factor.

For, the equation may be written in the form

(tf*
-

1) 4- a^x-""'
2 -

1) 4- a,y-'(^"~
4
-, 1) 4- = 0.

Dividing by x2 1 reduces this type of reciprocal equation to

one of even degree with all coefficients positive.

Since all reciprocal equations of odd degree and all recipro-

cal equations of oven degree with half of the coefficients

negative, are reducible to reciprocal equations of even degree

with coefficients all positive, the latter kind is called the

standard form of reciprocal equation.

Ex. 1. Under what conditions is the equation

x* -f a\x* + ax2 4 'teas -f 4 = reciprocal ?

Under what conditions is it in the standard form?

Ex. 2. Reduce the following reciprocal equation to the standard form.

& -t- aixP -f rtoor
4 ap2 - a^x 1 = 0.

We may write it thus : (rr
r> - 1 ) + a&(y* -1)4- O3^( a -

1) = 0.

Dividing by x* - 1, a-* 4- fitf* +(14- ->)
& 4 a\x + I =.0.

Ex. 3. For what value of am will

x*m + a!/21"-* + .jir
2m"2 f + amx> - am-ixm

~ l - ---- a& - 1 =

be a reciprocal equation '?

Ex. 4. Solve the equation a:* + 3 xb - 3 x - 1 = 0.
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Ex. 5. Solve the equation 3 x3 + 2 y* + 2 x -f 3 = 0.

Ex. 6. Given that c is a root of

5
-f (ft ar) ^4

ftc.r
3

ftj;
2

(a ftr) .r, 4 ac *^
find the other roots.

32. Roots diminished by a Given Number. If an equation is

to be transformed into another whose roots are those of the

first, diminished by 7i,
then we take y = x h, and substitute

x1 = y -f h in the given equation

f^ + 1
jf- 1+. + H = 0. T

We obtain a
{} ($ -f /A)" + i (// + /')"~

l + - + = 0. TI

If a is a root of equation I, then a h is a root of equation II
;

for, substituting a h for y in the latter, we get

cfX
1 + "i""-

1
H \-aM

which expression must vanish, since a is a root of I. Henoe
J I is satisfied by y = a--Jt.

If we expand the binomials in II and collect the coefficients

of like powers of
?/,
we obtain, let us suppose, the equation

A,if + Atf-
x + ^12//"-

2 + -f An = 0.

-""A ^
Since y = x

/>, this equation is equivalent to

A,(x - k) + A,(x - h)"-
1 + - + A^(x - h) + An = 0.

The form of this last equation suggests an easy rule for carry-

ing out the actual computation. Dividing the left member by
x /t, the remainder obtained is seen to bo equal to An,

the

absolute term. If the quotient thus obtained is divided by
x h, the remainder is An_^ the coefficient of x. By continu-

ing this process we can find all the coefficients of the trans-

formed equation.

If, instead of diminishing the roots, we desire to increase

them, we take h negative.
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Ex. 1. Transform x4 5 x* -\- 7 x2 4 x -f 5 = into another equation
ffhose roots are less by 2.

By synthetic division the process is as follows :

1 _f) +7 _4 -f-5[_2
+ 2 -ft +2 -4
-3 -fl -2 +1
4-2 -2 -2
-1 -1 -4
-1-2 +2
+ 1 4-1

+ 2

+ 3

The numbers in black type, 1, 4, + 1, + ,>, indicate, respectively, the

first, second, third, and fourth remainder. Hence the required equation

is z4 + 3r* + x2 - 4 x + I = 0.

Ex. 2. Diminish the roots of 2 xr> - .r* 4- 10 x 8 = by 5.

Ex. 3. Transform the equation ,r* - - 8 /* -f x2 -f x 6 = into another

u which the second term is wanting.

The sum of the roots of the given equation, by 13, is -f 8. In the

required equation the sum shall bo zero. Hence the sum of the roots

must be diminished by S
;
each single root by 2. Hence we get by

synthetic division ^ __ L>:} /t2 __ 59 r 48 ^

Ex. 4. Remove the second term of jr
5
-f lO,* 4

-f r2
4- 1 = 0.

Ex. 5. Remove the second term of 4 x4 + 8 x3
4- x + 12 = 0.

33. Removal of Second Term in the Cubic. In the transfor-

mation of the general cubic

&00* + 3M2
-f .'J 7v; + 1>;\

=

into another, deprived of the second term, we notice that each

root must be increased by \ the sum of the roots in the given

cubic being - -* Put //
= x -f-

-
,
then x = y - - Substitut-

UQ f>n UQ

ing, we obtain
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Expanding, and collecting the coefficients of the different

powers of y, we get

where 6 #2
= bb, b? EE H,

bjB, =, b
{fba

- 3W>2 + 2 b* = G.

Accordingly, the transformed cubic, deprived of the second

term, is

y1+ .-,(&&
- V;y + /,(V&3

- a W>A + 2 &,) = o.

0o (V

If the roots of this equation are multiplied by &
, by the

process shown in 29, and the letters H and G, as defined

above, are introduced for brevity, then the transformed cubic

takes the form

Since z = b$ and y = x -f-

l

,
we have z = bft + 6j.

b

The reader will obscirve that by the use of the binomial

coefficients, 1, 3, 3, 1, in the original cubic, the expressions

arising in the process of transformation are simplified some-

what. The use of binomial coefficients is frequently found

convenient.

34. Removal of Second Term in the Quartic. Write the

quartic with binomial coefficients, thus,

?>uo?
4
-f 4V3 + b,a* + 4 b.jc + 64

= 0.

4 7ii

The sum of the roots being -

,
each root must be increased

by Putting y = a? + .-

1

,
we have a; = ?/

l
-

Substituting
VQ

'

V()

'

*><

in the quartic and expanding the binomials, we obtain

+ 6W&s
- 3 6^ = 0,
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where H and G are defined in 33. The last term of the

transformed quartic it is most convenient to consider as

composed of // and of a now function 7. Let I^bjb^
4 &A -f- 3 frr. Then we obtain the following :

a
- 3 &i

4 = V (W>4

V)* = y/- 3

The transformed quartic takes now the form

or, multiplying the roots by &
,
the form

z
4 + 6 //z2 + 4 Oz + Itfl

- 3 //*= 0. II

Since z = & ?/, and y = x -f-
^ -, we have z =
"o

Ex. 1. Compute // and (r for the cubic, obtained by transforming

a8
-f 3 x'2 -f 4 x 10 = 0, so that the second term will vanish.

Ex. 2. Compute If, 6r, and J for the quartic with the second term

wanting, obtained from 2 x4 16 x3 2 x2 + * 12 = 0.

Ex. 3. Verify the results obtained in the last two exercises by trans-

forming the cubic and quartic by the process of synthetic division, as

in 32.

35. Equation of Squared Differences of Roots of Cubic. The

formation of the equation whose roots are the squares of the

differences of every two of the roots of a given cubic is of

importance, because the equation thus formed leads with com-

parative ease to the criteria of the nature of the roots of the

general cubic. Let the cubic be

b^ 4- 3 &!** -f 3 b& + bs= 0. I

Transforming so as to remove the second term, we have, by 33,

,3 + Lfly +<?=<), II

7.

where
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Let the roots of equation II be
, ft, y. Then the squares of

the differences of every two of the roots are

(u-ff, (-y)2
, 03 -y)

2
. HI

Since the roots of II are the roots of I, each increased by - 1

,
it

&0

follows that the (UjfereHces of the roots, two by two, of equa-
tion IE are the same as the differences of the roots of equation I.

Hence the squares of the differences, given in III, are the

squares of the differences of the roots of equation I, as well as

of equation II. In other words, both equations lead to the

same "equation of squared differences." This last equation is

evidently

!*-(- Wl {

-
(
-

r)
2

S \*
-

08 - y)
2

!
= o. IV

The coefficients may be calculated as follows : Equation IV is

satisfied by the equality

z=(a-py.
We obtain from this

Now 2+ /3
2

-hy
2 was shown in 15, Ex. 2, to be equal to a1

2 2a2 ;

in the case of equation II, a^= 0, a
= - -

So,*

while aBy = /
ft

Hence we may write

where y
2 and y are written for y

2 and y. This is allowable,

since y is one of the three possible values that y can assume in

equation II.
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Multiplying the members of the last equation by y, we have

Subtracting equation II from this, we get

, 3 f/
whence =

We have here ?/ expressed as a linear function of z. Sub-

stituting this expression of y in equation II, we obtain, after

some labor,

19 ' 74 ' 7 <5

0o 0o 0o

This is the "equation of squared differences" of the roots of

equation 1 and of equation 1 F, the roots of V being

(-)*, (-y) 2
, (0-y)

2
.

Multiplying the roots of equation V by o 2
,
we obtain an equa-

tion free of fractions,

zs + 18 Hz* + SI II2z + 27 (Q* + 4 IIs) = 0, VI

whose roots are

Here (a
-

0)
2
(
-

y)
2
(0
-

y)
2 = - ^, (0* + 4 IIs) = D,

where D is an important function, known as the discriminant

of the cubic. Since, by 33,

we obtain

V/> = 27 (3

In the discussion of the cubic equation we shall frequently

make use of the discriminant.
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Ex. 1. Find tbo equation of squared differences of the roots of the

cubic x3
4- 3 2 - 3 x - 1

-
0.

Here ba = 1, 61 = 1, fc a = - 1, &* = - 1. Hence (4 = 4 and /f = - 2.

The required equation is s8 - oO ^2 + ;324 * - 482 = 0.

Ex. 2. The cubic in the previous example is a reciprocal equation.

Solve it, find the values of the squared differences of the roots, and see

whether they are really roots of the equation of squaied differences.

The reciprocal equation of the btandard form, obtained from the above,

is x2 + 4 x + 1 = 0. Jhe roots of the given cubic are 1, 2 >/8 ; their

squared differences are 12, 12OVJ3. Dividing the left member of the

transformed cubic by z 12, thus,

1 _ 30 + 824 - 432 Q2
+ 12-288-J- 432

-24+ 30+

we see, by 4, that 1 2 is a root. The depressed equation, a2-24 2+36=0,
is satisfied by z 12 V3.

Ex. 3. Find the equation of squared differences of the roots of the

cubic xs + x2 - JR - 1 = 0.

The required equation is z^ 8 z1 + 16 z What inference can be

drawn with respect to the roots of the given cubic from the fact that z -

is a root ot the transformed cubic ?

Ex. 4. Find the equation of the squared differences of the roots of

x* + 3 x + 2 = 0. AIM. & + 18 z* + SI z + 210 =- 0.

His important to observe that, since the last term + 216 is positive,

and is equal to mnitts the product of the roots, at least one of the three

values of z must be negative. Now if the roots of the given cubic are all

real, then the squares of their differences must be positive, and all the

values of z must be positive. A negative value of z can be obtained only

when the given cubic has two imaginary roots. Hence x3 + 3 .r + 2 =
has two imaginary roots. Verify this by Descartes' Rule of Signs.

Ex. 5. Find the equation of the squared differences of the roots of

xa + 6 2 + 5^-16 = 0.

The process is easier if we first transform the cubic to another whose

second term is wanting.

36. Criteria of the Nature of the Roots of the Cubic. We pro-
kpd to dismiss the nature of the roots of the general cubic I in

8 .r>. with tho help of the "equation of squared differences" V.
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To begin with, observe that, since the absolute term in V is

equal to minus the product of the three roots of V, at least one

of the three roots must be negative when the absolute term is

positive. But a negative root cannot occur in V, if all the roots

in T are real. A negative result can be obtained only when the

number that is being squared is imaginary. Hence, a negative

root in V indicates the presence of two imaginary roots in I.

Again, when all the roots in V are 'positive, then I cannot have

imaginary roots. For, the square of the difference of two con-

jugate imaginary roots is always real aud negative, making the

absolute term in V positive and one of its roots negative.

Real Roots. Equation 1 has real roots when 6r--j-4ZP is

negative. For, to make this negative, // must be negative and

4 H3 must be numerically greater than G2
. That being the

case, the signs of the coefficients in V are H 1
. Hence,

by Descartes' Rule of Signs, V can have no negative roots

Since all these roots are real, they must be positive. Conse-

quently, equation I has all its roots real.

Complex Roots. Equation T has two complex roots when

G 2
-f 4H3

is positive. For, when this is positive, one of the

roots in V is negative.

Two Equal Roots. Equation I has two equal roots when

G 2
-f 4 H'A= 0. For, in this case, z = is a root of V, showing

that two of the roots in 1 have zero for their difference. Thus,

the vanishing of the discriminant indicates equal roots.

TJiree Equal Roots. Equation I has three equal roots when

//= and G = 0. For, V reduces to 2s= 0. Since all the roots

of V are zero, all the roots of I must be equal to one another.

Ex. 1. Prove that equation V in 35 cannot have three equal roots

different from zero.

Ex. 2. If two roots in V are equal to each other, but not zero, what

inference can be drawn about the roots of I ?

Ex. 3. Compute the discriminant of Xs - (5 a;
2
-f 3 x 4 = 0.

Ex. 4. Find the discriminant of 4 ,r'' -f 8 x2 -f 5 x + I = 0, What
inference can be drawn from its value ?



CHAPTER III

LOCATION OF THE ROOTS OF AN EQUATION

37. In this chapter we shall deduce theorems giving limits

between which all the real roots of an equation with real coeffi-

cients lie. We shall also derive theorems which enable us to

separate from each other all the distinct real roots, and to

ascertain the exact number and location of the real roots.

38. An Upper Limit. If in the equation /() = the coefficient

of x11

is unity, then the numerically greatest negative coefficient,

increased by one, in an upper limit of the positive roots of the

equation.

Any positive value of x makes f(jc) > 0, if it makes

xn - p(x
n~l + xn~* + . . . + 1) > 0,

or, a;_p.*::.A>o,
x x

where p is the numerical value of the greatest negative coeffi-

cient. All the more is f(x) > 0, if a positive value of x makes

But this last expression is always > 0, or positive, if p < x 1;

that is, if x > p + 1 .

Since any real value of x, greater than p+l, makes /(a?)>0,

every real value of x which makes f(x) equal to zero must be

equal to or less than p 4- 1. Hence p + 1 is an upper limit of

the real positive roots of f(x) = 0.

43
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39. Another Upper Limit. // the numerical value of each

negative coefficient in divided by the sum of all the positive coeffi-

cients which ^recede it, the greatest of the fractions thus formed,
increased by one, is an upper limit of the positive roots off(x) = 0.

Let f(x)
= c

in which the coefficients of a;""- and a*"~4 are negative. Since

we have of1 = (x - 1) (:r

m l + xm ~~*+ - + x + 1) + 1.

If we ' transform all the positive terms in f(x) by means of

this formula, we obtain /(.r)
=

(
-1>"~

4+ 4- <*

If in this expression x is assigned a positive value large

enough to make the sum of the coefficients in each column

of terms positive, then f(.v) will be positive for that value

of a?. The coefficients in the first and third column are posi-

tive, if a?>l. The same is true of all other columns which

are free of negative coefficients.

The sum of the coefficients in the second column, contain-

ing the negative coefficient a2, is positive if x is large enough
to make

Whence x> *
hi.

Similarly, we obtain from the fourth column, if

a
(a; 1) + a, (x

-
1) + as (0 1) a4 >0,

the inequality x>1 J
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The same reasoning applies to any column containing a

negative coefficient. Hence, if we take x equal to, or greater

than, the greatest of the expressions thus obtained, then the

polynomial f(x) will be positive, and the greatest expression

constitutes an upper limit of the positive roots.

Ex. 1. Find upper limits of the positive roots of

x4_8jC3 +18z2 -lG-f 5 = 0.

By 38, 17 is an upper limit.

8 1()

By J)J), the fractional expressions are -4-1 and
"

\- 1.

1 1 -f- 18

Hence is an upper limit. The largest positive root is 5. Thus 31)

gives here a closer limit than 38. The limit obtained from 38 is never

smaller than that obtained from 39, and usually not so small.

Ex. 2. Find superior limits, by 38 and by 39, of

(1) a* + 45x2-40 a + 84 = 0.

(2) 3 x* + 6 x3 + 12 a* - 4 x - 10 = 0.

(3) 2 x6
-f 10 x4 - 72 x3 + 5 x2 + 15 x - 39 = 0.

(4) 2 3 --5x* + x + ]0 = 0.

40. Lower Limits. A number not greater than any of the

positive roots of an equation constitutes a- lower or inferior

limit. Such a limit may be found by transforming the given

equation into another whose roots are the reciprocals of the

roots of the given equation. Uy 30, this can be done by

writing x = - In the transformed equation we find a superior

limit of y ;
the reciprocal of y will be an inferior limit of x.

41. Limits of Negative Roots. Substitute in the given equa-

tion
//

for x, and then find the superior and inferior limits

of the positive roots of the transformed equation.

Ex. 1. Find limits of the positive and of the negative roots of

;
4 _ I9jr2_ 23 x - 7 = 0.

tty 38 and 39 the upper limits are 24. Writing 1 for ac, we get
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7 y
4
-f 23 ?/

3
-f 10 y'

2 1 = 0. The upper limits of ..ha roots of this equation

are f and Jj; hence the lower limits of the positive roots of the given

equation are J and |J.

Writing - y for x, we obtain ?/
4 - JO f + 23 y - 7 = 0. We obtain 20

as a superior limit and -fa as an inferior limit of the positive values of y.

Hence the negative roots of the given equation lie between ^ and 20,

and all the roots lie between 24 and 20.

To convey an idea of how the limits compare with the actual values of

x, we give the roots: 4.81)77-.., -3.0331..., -.7124-.., -.5522-...

*

Ex. 2. Between what limits do the real roots of x6 -f 6 x4 + x8 16 x2

-20x- 16 = lie?

By 38 and 41, the roots lie between 21 and -21. By 39 and 41,

the roots lie between y and 6. The roots are 2, 2, 4, ( 1 V -^3) .

Ex. 3. Between what limits are the real roots of

(1) a-
4 + 4 jr - aP - 10 x - 12 = 0,

2) x*-3x3 + 3x- 1 =0,

V3) x5 - 11 x4 + 17 x' + 17 x'
2 - 11 x + 1 - ?

2. Change of Sign of
f(jr). If two real numbers a and b, when

substituted for x inf(x), (jive to f(x) contrary siyns, an odd num-

ber of roots of the equation f(x) = must lie between a and b ; if

they give to f(x) the same ir/n 9
either no root or an even number

of roots must He between a and b.

Since /(#) varies continuously with x ( 25), and/(jj) changes

sign in going from f(a) to /(&), passing through all the inter-

mediate values, it follows that f(x) must pass through the value

zero. That is, there is some real value of x, between a and ft,

which causesf(x) to vanish and is a root of the equation /(.u) =0.

But f(x), in passing from /(a) to /(&), may go through zero

nore than once. When f(a) and f(b) have opposite signs, f(x)
must pass through zero an odd number of times. Since a real

root corresponds to a point where the graph of f(x) crosses the

axis of x, the statement just made simply means that, to pass
from a point on one side of the axis to a point on the other

side of it, we must cross the axis an odd number of times.
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Similarly, if /(a)
1

iancl /(&) have like signs, they represent
two points on the same side of the axis. To pass from one

point to the other, the graph either does not cross the axis at

all, or it crosses the axis an even number of times. Hence, if

f(ci) and f(b) have like signs, there are either no roots or an

even number of roots between a and b.

Ex. 1 Locale the roots of x* + 4 x3 - x2 - 10 jo
- 11 = 0.

From Descartes' Rule of Signs ( 11) we see that there cannot be more

than one positive root and not more than three negative roots. We find

/(<>) = - 11. /(-!) = +!.

/(I) = -83. /(-2) = +l.

/(2) = +l. /(-a.7) = -.0.

/(-) = +!.

We see that the positive root lies between 1 and 2, that the negative

roots lie respectively between and 1, 2 and 2.7, 2.7 and X.

Ex. 2. Locate the roots of x5 - -
r
> y* + tf - x- + 5 x - 1 = 0.

By Descartes' Rule of Signs we see that there are no negative roots.

We obtain as a superior limit of the positive roots. We have

/(O) =-1. /(2) = -3.

f(.o) = +M. /() = + 14.

/(I) =0. /(<>)- +2045.

We see that 1 is a root
;
that there is a root between and .5 ,

also

between 2 and 3. Two roots are still unaccounted for
, they are imaginary,

as can be ascertained by Sturm's Theorem, to be given later.

Ex. 3. Locate the real roots of

(1) x3 - ;],r2_ <|o.r _7i = 0.

(2) x 1 + 2 .K
1 - 41 x2 - 12 r. + P,fll = 0.

(3) x4 - 10 x' + HO #2 _ no x + 110 = 0.

43. Maximum and Minimum Values of f(x). Any value of x

which renders f(x) a maximum or a minimum is a root of the

derived function of f'(x).

First. Let a be a value wliich makes f(x) a minimum.

Since /(a) is a minimum, it is less than both f(a Jt) and
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/(a 4- 70? where li is a small increment. By Taylor's Theorem

( 18) we have

'

f

/(a + ft) -/(a) = +/(a) h +/ .

| +
....

Since the left members of these equations are both positive,

the right members must be positive too. Now h may be taken

so small that the sign of the right member of each equation is

the same as the sign of the first term in the right member.

Hence /'(a) h and +f'(<i) A must both be of the same

sign. But this is possible only when /' (a)
=

;
that is, wJien

a is a root of the first derivative. Since in each equation the

right member is positive, and tlio first term in that member is

zero, it follows that /"(<?) is positive.

Second. Suppose that x = a makes /(a?) a maximum. Then

the left members of the above equations aro both negative.

That the right members may b both negative, for very small

values of
7i,

it is necessary not only that /'(a) should vanish as

before, but that /" (a) be a negative value.

44. Rule for Maxima and Minima. The proof of the preced-

ing article suggests the following rule for finding maximum
and minimum values of /(.): Solve the equation /'(.r) = 0.

Each of its roots renders f(.r) a maximum or minimum, word-

ing as it makes /"(x) neyaiiw or positive.

Ex. 1. Find the maxima and minima of f(x) = 2 8 + 15 x2 -f 36 z+ o.

Here /'(/,) = (> a* + -JO x + 36,

and /"(a-) = 12 a + 30.

/' (a;)
= gives x = - 2, or - 3. We find that /" (- 2) is positive and

/"( 3) is negative. Hence /( 2) is a minimum and /( 3) is a

maximum.

Ex. 2. Find the maximum and minimum values of f(x) = 2 y^ + 3 r2

- 36 sr + 75.
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45. Rolle's Theorem. Between, two xnwwive real roots a an<\

b of th& equation f(.r)
= ()' there lien at leant one real root of the

equation f'(x) = 0.

Let the curve in this figure be the graph of f(x) = 0. The

points A, #, (7, J), E, F, G represent maximum and minimum
values of/(.); the points 37, JV, /* represent real roots of/(.*)= 0.

Between the two roots M and -2V the curve bends down and

then up. Between the real root at N and the double root at

P the curve goes up, down, up, and finally down. Evidently,
between each pair of distinct successive real roots there must
be at least one maximum or minimum value of f(x).
But each maximum or minimum point represents a value of

x which is a root of the equation f '(#) ()
( 44). Hence

Kolle's Theorem is proved.
From the examination of the figure we see that two successive

roots of the derived function may not comprise between them

any real root of f(x) 0, as in case of the roots represented by
D and E\ they may comprise one distinct root, as in case of

the roots at ^1 and J3, B and CsK and F, but they can never

comprise more than one root of f(x) = 0.
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Ex. 1. The equation & ~ 12 x* + 47 tf ~ 72 x + 30 = has the roots

1, 2, ;3, 6. Locate the roots of the equation 2 r'J 18 tf
2 + 47 # - 30 =

by Kolle's Theorem.

46. The determination of the number of real roots and of

complex roots of an equation is a problem which has engaged
the attention of several great mathematicians, llesearches on

this subject have been made by Descartes, Newton, Waring,

Budan, Fourier, Sylvester, Sturm, and some more recent mathe-

maticians. Nearly all of the theorems and rules are defective in

not giving the exact number of real roots or of imaginary roots,

but of giving merely a superior limit to this number. Des-

cartes' Rule of Signs, for instance, gives only superior limits

for the number of positive and negative roots.

The theorem of Sturm is free from this blemish. It tells

always the exact number of real roots within a given interval

and the exact number of imaginary roots of an equation. Be-

cause of this unfailing certainty we select Sturm's Theorem to

the exclusion of the theorems of Newton, Sylvester, Budan, and

Fourier, even though it is laborious in its application. In prac-

tice, the nature and situation of the roots are more usually found,

when possible, by the theorem of 42, combined with Des-

cartes' Rule of Signs and the theorems on the superior and

inferior limits of the roots ( 38-41), Sturm's Theorem being

used only when the other theorems fail to give us the desired

information.

47. Sturm's Functions. Let f(x) = be an equation which

has no equal roots. Find the first derived function of /(a?),

namely /'(a?).
Then proceed with the process of finding the

highest common factor of /(or) and /'(a?), with this modification,

that the niyn of each remainder be cJianyed before it is used as a

divisor. Continue the process until a remainder is reached

which does not contain a;, and change the sign of that also. We
designate the several remainders with their signs changed, by



LOCATION OF THE ROOTS OF AN EQUATION 51

/2 (#), fi(x), , /,(#)> and call them auxiliary functions. The
functions /(jc), /'(a?), /2 (^), /3 (-c)> '"> /n(-c) are called Sturmfa

functions.^

48. Sturm's Theorem. //* /(#) = has no equal roots, let

any two real quantities a and b be substituted for x in Sturm's

functions, then the difference between the number of variations

of sifjn in the series when a is substituted for x and the number
ivhen b is substituted for x expresses the number of real roots of

f(x) = between a and b.

Whenf(x) Q has multiple roots, the difference betiveen the

number of variations of sign when a and b are substituted for x

intheseries,f(x),f'(x),f2 (x), ,/(-rO? where fr(x) is the highest

common factor of f(x) and f'(x), is equal to the number of real

roots between a and b, each multiple root counting only once.

First Case. No Equal Roots, hi 21 the operation of find-

ing the highest common factor between f(x) and/'(x) was used

for finding multiple roots of the equation f(x) = 0. If there is

no highest common factor involving x, there are no multiple

roots, and we are able to find all of the n + 1 Sturm's functions.

The last function, /(#), is numerical and not zero.

From the mode of formation of Sturm's functions we obtain

the following equations, in which ql9 q2, , qn i are the succes-

sive quotients in the process :

(1) Two ^consecutive auxiliary functions cannot vanish foi

the same $altie of x. For, if /2(a?)
and fA(x) vanish together

^when x ==
o, each would contain the factor x c. From the

second equation it would follow that a/* c is a factor of /'(),
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and from the first equation that x c is a factor of f(x).

Hence f(x) and /'(&) would have a common factor and ( 21)

f(x) would have equal roots, which is contrary to hypothesis.

(2) When any auxiliary function vanishes the two adjacent

functions have opposite signs. Suppose, for example, that

fs(x) is zero for x = c. By (1), /2(a?)
and f4(x) cannot be zero

when fs(x) is zero. The third equation, above, then reduces

to /2(#)
== ~-/4(#)> showing that f2(x) and /4(u?)

have contrary

signs.

(3) When x, in passing from the value a to the value &>

passes through a value which makes an auxiliary function

vanish, Sturm's functions neither gain nor lose variations in

sign. For, suppose that, for .c = c, /,(;) = 0, then / ^c) and

fr+i(c) have opposite siyns. As /,(#) passes through zero, it

changes its sign from -f to
,
or from to +. Thus the

three functions /^(.c), /(#), /fi(^) will have one variation in

sign just before ;e = c and also just after x = c. Tn other

words, no matter which sign is placed between two unlike

signs, we have only one variation. Hence no variation is

either gained or lost aniong Sturm's functions.

(4) When x, in passing from the value a to the value 6,

assumes a value which is a root of the equation f(x) = 0, then

Sturm's functions lose one variation in sign. By Taylor's

Theorem, 18,

/(c+ A) -/(c) = + V(c) + /"(<>) + -.

For very small values of h the sign of the right member of

each expansion will be the same as the sign of its first term.

If /(a?) vanishes for x= c, so that /(<?)
= 0, and fff'(c) is posi-

tive, f(c h) is negative and f(c -f h) is positiveT That is, the

of f(x) and /'(#) will be h just before a? = c, and 4- +



LOCATION OF THE BOOTS OF AN EQUATION 55

or numerical factor, as is done in the process of finding the

H. C. F., provided that the factor is positive. Particular care

must be taken not to change any of the signs, except of course

the sign of a remainder, just before it is used as a divisor in the

next operation.

If we wish to ascertain simply the total number of real roots,

without fixing their location, we need only substitute -in the

Sturmian functions the values x = oo and x = -f oo and

observe the difference in the number of variations of sign.

Ex. 1. Apply Sturm's Theorem to x3 - x2 - 10 x + 1 = 0.

Here /'(x) = 3 & - 2 x - 10,

We give the signs of the Sturm's functions for the indicated values of x :

* /(*> /'(*) /!(*) MX}
GO -f- -f + 4-

4 4- + -f +
3 + + +
2 -f +
1 + +

+ - + +
-2 + + - +
-3 + - +

CO + ~ +

Since x =00 gives no variations and x = co gives three variations, all

three roots are real. The roots lie between 3 and 4, and 1, 2 and 3.

Ex. 2. Apply Sturm's Theorem tox5 ~5x4 4-9x8 -9x2 + 6x-l=0,
the equation given in Ex. 2, 42.

Here /'(x) = 5x* - 20x8 + 27 x2 - 18x+ 6,

MX) = -26x4-19,

/(*) = - 192.

When a; =00 , Sturm's functions givexme variation ; when x = -o

give four. Hence there are three real and two imaginary roots.
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Ex 3 Apply Sturm'b Theorem to 2 <r
r
>

-f 7 r -t 8 ^ + 2 a2 - 2 x - 1 = 0.

We find /'(.r) =-. 10r* 4- 28 /* -f 24 a? 4 4 x - 2,

Here /j(r) is found to be the II. C. F. of f(r) and /'(/); hence 1 is a

quadruple root. For x -fee , the functions /(a
1

), /'(.*), /J(JT) yield the

signs + 4- -f- ;
for == they yield | . Hence there are two

distinct real roots, and all the roots are real.

Ex. 4. Show that all the roots of x4
-f se

8 x? 2 x -f 4 = are

imaginary.

Ex. 5. Required the number and situation of the real roots of

;

2 a* - 1 1 xa + 8 * - 10 = 0,

J x3 -Ml ^ - 102 x+ 181 = 0,

xs> _ ;30 x3 4- 72 x2 - 37 x + 72 = 0.

50. Nature of the Roots of the Quartic. In the study of the

nature of the roots of the cubic equation we began in 35 by

deducing the "
equation of squared differences of the roots of

the cubic." Then, in 30, we used this transformed equation

in the discussion of the roots of the given cubic. The same

mode of procedure might be adopted in the study of the roots

of the quartic equation. But the formation of the "
equation

of squared differences of the roots "
is laborious, and we prefer

to begin the discussion by applying Sturm's Theorem to the

quartic with its second term removed.

If we transform the general quartic

into a new equation, deprived of its second term and with coef-

ficients integsftHn form, we obtain, as in 34,

where
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Representing the left member of equation II by/(#), we get

and, by division,

fty) = - 3 Ilf - 3 Gy - ltfl+ 3 H\
Before dividing J/'(y) by /2(#), multiply }/'(#) by the posi-

tive factor 3Jfs
. We obtain, after dividing the remainder

by

We find it convenient to let b^-HI CP - 4 IP == 6 V-

Then /,(y)
= (3 &</- 2 /77),y

- (W.

Now multiply /;(//) by the positive factor (3 &,/ 2 777)
2

,

and we obtain, after division, a remainder which, with its sign

changed, is equal to

(& */_ ;$ //2)(3 ^/ - 2 /// )-

;

-f- 3
2

7(3 b
(]
J~ HT)

=
&,,

2//2/3- 27 V7/-J
2 + T,

where r= (9 bJLF-12 WlIl*J+3ti bniriJ+M>oG*T

+ (3 V//
8^ 1 - 3 r;-7

2// - 1 2 //4/2

)

= 3 ^ /J(3 V'/-4 bJIIf+12 //3+3 G)+3
= 3 6 7^(3 6 V- .1 & s/f/+ 12 7/ ;i + 3 C?

2

)

= 3 ^ /,7(3 SbV- 3 bfj) = 0.

If the remainder is divided by the positive factor 6 2772
,
we

obtain
fi(y)

= P-27 ,T*.

We have now all of Sturm's functions of equation IT.

(1) All roots real. If (I
3 - 27 J*) > 0, (3 bj- 2 ///) > 0,

and #< ; then, for y = oo, the signs of Sturm's functions are

4. 4. 4. _|_ 4.
. for ?/

= oo the signs are H---1

---h- The

excess of variations in the latter case is four; hence all the

roots are real.
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(2) All roots imtujhumj. If P - 27 J'2 > 0, and if H>0 or

else (3 boJ- 2 HI) < 0, then the number of variations in signs

for y = oo is the same as for y = oo
;
hence there are no real

roots.

(3) Two real roots. If 73 27 72
<0, then, no matter what

signs H and (<> & ,7 2 ///) may have, we get always a dif-

ference of two variations for y = <x> and y = oo
;
hence there

are two real roots and two imaginary roots.

(4) Equal roots. When 7* 27 ,7
s= 0, it is evident from the

theory of the H. C. F. that there are equal roots. If f(y) is the

only one of Sturm's functions which vanishes identically, then

ft(y) is the H. C. F. in y and there are two roots equal to each

other. If j^O/) is identically zero, which happens when 7=
and J= 0, or when G = and 3 & 7= 2 777, then three roots are

equal to each other or there are two distinct pairs of double

roots. That is, if 7= and ,7=0, we get from the equation

defining J the relation G2
-f- 4 773 = 0, which makes /2(//)

a per-

fect square. Hence three roots are equal. When 6r = and

3 /;n7= 2 777, it follows that fy,
27= 12 772

and^,(//) is readily seen

to be composed of two unequal factors in //, indicating the ex-

istence of two distinct pairs of equal roots. If we have 7= 0,

/= 0, and 77= 0, then it follows that G = and J\(y)
= 0; hence

f(x) = y
3 and all the roots are equal.

This discussion of equation II applies also to equation T,

representing the general quartic ; for, since y b^ -f bly the

values of x are real, imaginary, or multiple values, according

as the values of y are real, imaginary, or multiple values.

Ex. 1. Compute the values of 77, #, 7, J for the equation

Then discuss the nature of the roots.

Ex. 2. Show that in equation II a double root is equal to Gi-

ft b J 2 ///), a triple root is equal to - z'Z/
5

, a quadruple root is equal to 0.

Ex. 3. Apply Sturm's Theorem to the cubic y
9 + 3 Hy -f G = 0,

verify the results of 3C.
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51. Discriminant of the Quartic. The expression /* 27 ,/
2

played an important role in the discussion of the nature of the

roots of the quartic.' We shall prove that, when multiplied by
the constant 25G &

~6
,

it is equal to the product of the squares
of the differences of the roots. This product is called the

discriminant of the quartic.

Let 73 27 72= R. When 72 vanishes, the quartic was seen

to have equal roots. Hence ( u^) must be a factor of R.

Since R is a constant for an equation with constant coefficients,

it is unaltered when ( ,)
is changed to ( t a). Hence

(a ccj)
2 must be a factor of R. This reasoning holds for the

difference of every two roots. Hence

is a factor of R. Remembering that bly /^, b.3 ,
b4 are symmetric

functions of the roots, involving the roots to the degrees one,

two, three, four, respectively, we see on examining the expres-

sion for R, that it cannot involve products of roots of higher

degree than 12. lint 12 is also the degree of the terms in

the product 1. Hence there are no other factors in R which

involve the roots. Therefore, R differs from the product I by
some numerical factor only. This factor can be easily found

by using any simple quartic which has distinct roots, say

btf? 1 = 0. Here R = 6
3
,
the product I is 25G &

~~3
' Hence

==
25(5

(jn.

where D is the discriminant.



CHAPTER IV

APPROXIMATION TO THE ROOTS OF NUMERICAL

EQUATIONS

52. Solution by Radicals and by Approximation, The modern

theory of equations is the outgrowth of attempts made during

past centuries to solve equations arising in the consideration

of problems in pure and applied mathematics. The subject of

the solution of equations resolves itself into two quite distinct

parts : Firstly, the solution of numerical equations whose

coefficients are given numbers, by some method of approxima-
tion to the true value of the roots

; secondly, the solution of

equations whose coefficients are either particular numbers or

independent variables, in such a way as to yield accurate expres-

sions for the values of the roots in terms of the coefficients

such expressions to involve no other processes than addition,

subtraction, multiplication, division, and the extraction of roots

of any orders. The latter process is called the algebraic solution

of equations. The former is of importance to the practical

computer, the latter is of special interest to the pure mathema-

tician. In the former each root may be determined separately ;

in the latter a general expression must be found which repre-

sents all the roots indifferently.

Tn the algebraic solution of equations no great difficulty

presents itself as long as the degree of the equation does not

exceed four. But in spite of persistent attempts by many of

the ablest mathematicians, no algebraic solution of the general

equation of the fifth or a higher degree has ever been given.

In fact, we shall be able to show conclusively that no such

solution is possible; that is, no solution can be given in which
00



ROOTS OF NTMERinAL EQUATIONS 61

the roots are expressed in terms of the coefficients by means

of radical signs or fractional exponents. In the quadratic

j;
2 +ax + b =0 we know that ,*; = -

( a VV 4 6). In the

cubic we shall see that x can be similarly expressed in terms

of its coefficients by indicating the extraction of certain square
roots and cube roots. The same remark applies to the

quartic. But in the general quintic x refuses to submit itself

to this mode of treatment. A general solution of the quintic

has been given, but the solution involves elliptic integrals

and is, therefore, not algebraic, but transcendental.

The problem of the solution of numerical equations by

approximation to a certain 'number of decimal places is much
easier. Not only are we able to determine, with comparative

ease, the real roots of equations of lower degrees, but also of

the quintic and of higher equations.

Methods of approximation to the roots of numerical equa-

tions have been devised by several mathematicians Newton,

Lagrange, lUidan, Fourier, and others. Hut the best practical

method is that given in 1810 by William George Homer.

We shall confine ourselves to the exposition of his method

and that of Newton.

53. Commensurable and Incommensurable Roots. A real root

of a numerical equation is said to be commensurable when it is

an integer or a rational fraction; it is said to be incommensur-

able when it involves an interminable decimal which is not a re-

peating decimal. Since a repeating decimal can be, expressed

as a rational fraction, a root in that form is commensurable.

54. Fractional Roots. A rational fraction cannot be a root of
an equation ivith, integral coefficient**, the coefficient of xn being

unity.

If possible, let -, h and Jc being integers and - a fraction
K 7c

reduced to its lowest terms, be a oot of the equation

xn + ^.x"*-
1 + cue'

1-2
H h ft*

= 0.
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T '*

Writing - for x, we" get
fc

1 /7An-2

+an )
+w

Multiplying by fc
n~ ] and transposing all integral terms,

5! - - a^-1- a2/i"-
2
A; ajfc"-

1
.

A/

7i
n

This equation is impossible, since the fraction
,
which is in

ki

its lowest terms, cannot be equal to an integral number.

Hence, - cannot be a root of the given equation.
K

55. Integral Roots. Since the equation with integral

coefficients, x + ^-i+ . . .+ aj|
=

,

cannot have rational fractional roots, and since an is numerically

equal to the product of all the roots ( 13), it is evident that all

commensurable roots are exact divisors of an and may be found

by testing the factors of an . By 4 a factor c is a root, if

f(x) is divisible by x c without a remainder.

If the coefficient of xn is not unity, but aw then we may
divide through by aQ and transform the equation into another

whose roots are those of the given equation multiplied by cr

( 29). In the new equation the coefficient of xn
is unity and

all the other coefficients are integral. Hence, all its commen-

surable roots are integral.

Ex. 1. Find the commensurable roots of x* 7 x 6 = 0.

The commensurable roots must be found among the values 1, 2,

i 3, db 6, which are all factors of 6. By Descartes' Rule of Signs we
see that there is only one positive root. By substitution or by synthetic

division we find that -f 1 is not a root, that - 1 is a root. We may now
either depress the degree of the equation by dividing by x 4- 1 and then

solve the resulting quadratic, or we may try the other factors. We obtain

2 and + 3 as the values of the other roots.

Ex. 2. Find the commensurable roots of
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Dividing the left member by 2 and multiplying the roots by 2, w
obtain ^3 _ xz _ 2 x - 12 = 0.

It is found that -f 3 is the only commensurable root of this equation,

Hence, -f \
is the only commensurable root of the given equation.

Ex. 3. Find all the commensurable roots of

^4 _ 3 x3 - s>2 js* _ 3D x _ 21 = 0.

x5 - 10 x4
-f 17 x2 - x - 7 = 0.

x5 - 13x* + :U x3 - 20 x- - 18x + 22 = 0.

4x3 + 20 x2 - 23x4- 6 = 0.

56. Homer's Method. This method may be used advanta-

geously for finding not only incommensurable roots, but also

commensurable roots when the process of 55 is inconvenient.

In the application of Homer's method we must know the

first significant figure of the root, to start with. The first digit

may be found by the process indicated in 42 or by Sturm's

Theorem.

Homer's method consists of successive transformations of an

equation. Each transformation diminishes the root by a certain

amount. If the required root is 2.24004, then the root is

diminished successively by 2, .2, .04, .00004. The mode of

effecting these transformations, by synthetic division, was

explained in 32. The method will be readily understood by
the study of the following example :

Ex. 1. The equation x3 x ~ 9 = 0, I

has a root between 2 and 3, for /(2)
- - 3 and /(3) = + 15. The first

figure of the root is therefore 2. Transforming the equation so that the

roots of the new equation will be smaller by 2, we obtain
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Since the roots of the transformed equation

are equal to the roots of equation I Ze.xx 2, equation II has a root between

and 1. This root being less than unity, ,r
2 and x3 are each less than x.

Neglecting x8 and 6 x2, we obtain an approximate value for x from

11 x - 3 = 0, or x = .2.

Transforming II so as to diminish the roots by .2, we get

x8 + 6.6 x2 + 13. 52 x - . 552 = 0. Ill

Neglecting x8 + 6.6 x2
,
we find an approximate value for x in equation

III from
13.62 x - .552 = 0, or x = .04.

Diminishing the roots of III by the value .04, we have

x3 + 6.72 x2 + 14.0528 x - .000576 = 0. IV

From 14.0528x- .000576 = 0, we get x = .00004.

The root of equation I whose first figure is 2 has now been diminished

by 2, .2, .04, .00004. Hence the root is approximately 2.24004 The su--

cessive transformations may be conveniently and compactly represented

as follows :

6.72



BOOTS OF NUMERICAL EQUATIONS 65

The broken lines indicate the conclusion of the successive transforma-

tions. The numbers immediately below a broken line are the coefficients

of the transformed equation. Thus, the second transformed equation is

seen at once to be xs + 6.6 x2 + 13.52 x - .552 = 0.

Ex. 2. In the equation x8 - 46.6 x2 - 44.6 x - 142.8 = we find that

/(40) = , /(50) = + . Hence there is a root between 40 and 50. To find

this root, diminish the roots by 40, then find the first figure of the root in

the transformed equation and proceed by Horner's method as already

explained. The work is as follows :

95

In the first transformed equation x8 + 73.4 x2 -f 1027 4 x - 12486.8 =
we only know that the value of x is less than 10

;
hence the method of

Ex. 1, where we ignored the terms containing x8 and x2
,
is not applicable.

Since in this transformed equation /(7) = and /(8) = 4 ,
we know that

7 is the desired digit.

In the second transformed equation we know that x lies between and

1. Hence we find the first elicit of x from the equal ion 2202 x~ 1355.4= 0.

Since in the third transformation there is no remainder, we know by
3 that .6 is a root of x8 -t- 94.4 x2 + 2202 x - 1355.4 = and that 47.6 is a

Cftnimfhsnrable root of the given equation.

When the fractional part of the root is being found and the

values of the coefficients a-
2
, ^ etc., are sufficiently small, it will

be noticed that the last two terms of each transformed equation

occurring in Homer's process have opposite signs. This is as it
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should be
;
for if the two terms had like signs, the value of x in

the transformed equation would be negative, showing that the

last digit in the root of the original equation had been taken too

large. For instance, if in Ex. 1 the first decimal had, by mis-

take, been taken as 3, instead of 2, then the second trans-

formed equation would have been or
1

-f 6.9 x* + 14.87 x + .867 = 0.

The approximate value of x in this equation is .05, show-

ing that in diminishing the roots by .3 we took away too

much.

If, by mistake, a digit is taken too small, the error will show

itself in the next step. Suppose that in Ex. 1 the first deci-

mal had been taken to be .1, then the second transformed

equation would have been <j? + 6.3 j* + 12.23 x - 1.839 = 0.

From 12.23 x 1.839 = we get approximately x = .15. This

changes .1 into .25, and thus discloses an error in the estimate

of the first decimal.

To find the value of a negative root by Homer's method, we
need only transform the given equation by writing x for x

and then proceed as before.

Ex. 1. Find the real roots of :

(1) 4 x- - 3 * - 2 a? -f 4 x - 10 = 0.

(2) :]
B + 3a;*~aH-4ar4-5 = 0.

(8) 7 a* + 3 a* - 5 x* + 4 x - 6 = 0.

(4) x7 - a6 + 5C
G + x4 - 10 = 0.

(5) Xs - 4 x - 2 = 0.

57. Newton's Method of Approximation. This method is not

as convenient in the solution of numerical equations involving

algebraic functions as is the method of Horner, but it has the

advantage of being applicable to numerical equations involv-

ing transcendental functions. For instance, Newton's method

can be used in finding a; in x sin x = 2.

Let /(.i?)
= be the given equation. Suppose that we know a

quantity a which differs from one of the values of x by the small
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quantity h. Then we have x = a -f h. By Taylor's Theorem

f(x) =/(a 4- *) = /() + hf(a) + /"(a) -f -

Since /A is small, we get, by neglecting higher powers of /?, an

approximate value of h from the equation /(a) + /*/'() = 0,

/'/ "\

namely, h = *

^--
We have approximately x = a ^~^i

J \a) f vO *

Letting this new approximation to the value of x be repre-

sented by 6, we may repeat the above process and secure a

still closer approximation, and so on.

Ex. 1. Solve x sin x = 2.

The angle ar, measured in radians, must lie between 2 and 3. Take
a = 2.5, fff . _ -

/
x
(a) = 1 - cos a.6 = 1.801.

Hence h = .0539, 7, = -f 7i = 2.5539.

A second approximation gives us

/(&) = -.00054, /'(ft) = 1.8322, /i= .0002947.

Hence x = ft + h = 2.554195.

58. Complex Roots of Numerical Equations. Recently methods
for approximating to the complex as well as the real roots of

numerical equations have been perfected.* The exposition of

these methods is too long for a work like this.

* See Emory McClintock,
" A Method for Calculating Simultaneously All the

Roots of an Equation," in the American Journal of Mathematics, Vol. XVII.,

pp, 89-110
;
M. E. Carvallo, Mdthode pratique pour la X4#olution numtirique

complete des Equations algtbriques ou transcendantes, Paris, 181)6.



CHAPTER V

THE ALGEBRAIC SOLUTION OF THE CUBIC AND QUARTIC

59. Solution of the Cubic. There are many different solutions

of the general cubic equation,

The one which we shall give is due to the Italian mathematician

Tartaglia and was first published in 1545 by (
1

ardan. Equa-
tion 1 is first transformed into another whose second term is

wanting. Putting, as in 33, x = z ~~
>l

,
we get

= 0, IT

where II = bjba
- V and G = bfa - fy^ 4- 2 &,. To solve

equation II, let z=u + v. Substituting in II, we get

U3
4. v

s+ 3
(,
w + #)( + v) 4. G = 0.

We are permitted to subject the quantities n and v to a second

condition. The most convenient assumption will be

uv + n=o. in
This yields u* + tf= - G. IV

Eliminating v between III and IV, we gt,

w3- = - G, or if + Gif= H*.
if

The last equation is a quadratic in 'form. Solving it, we have
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Then by IV, -y
3 = G u*= -

Since K = \- + - + IP, v= V- - + #", V

and 2 = u + w, we liave

"+^a

vi

The expressio]i for the root of the cubic, given in formula VI
is known as Cardan's formula.

Since a number has three cube roots, it is evident from V
that u and v have each three values. It may seem as if with

each value of u we might be able to associate any one of the

three values of
<>,

thus obtaining all together nine values for

u + v, or z. As the cubic has only three roots, this cannot be.

Of the nine values, six are excluded by equation III, which u

and v must satisfy. Eliminating v between z = a + v and equa-

tion III, We get rr

* =*-, VII
u

where u has the form given in V. Since in expression VII there

is only one number, w, which has triple values, this expression

does not involve the difficulties of Cardan's formula. Let the

three values of u be u, ?/o>, ?*o>
2
,
where cu stands for one of the two

complex cube roots of unity, |- J-V ^. Then the three

roots of the cubic II are

_
, M<0 _ J, W- ". VIII

Since z = 1)<p+ b
ly we obtain the roots of the general cubic I

by subtracting bi from each of the three expressions in VIII,

and then dividing the three results by /v

60. Irreducible Case. The general expression for the roots

of a quadratic equation with literai coefficients may be used
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conveniently in solving numerical quadratic equations. For

each letter we substitute its numerical value, then carry out

the indicated operations. It is an interesting fact that, in case

of the rubic, this mode of procedure is not always possible and

that the algebraic solution of the cubic is of little practical use

in finding the numerical values of the roots.

In 30 wo found that the roots oi.' the cubic are all real

when (?
2 + 47/ 3

is negative. In the attempt to compute these

real roots of the cubic by substituting the values of // and G
in the general formula, we encounter the problem, to extract

the cube root of a complex number. But there exists no con-

venient arithmetical process of doing this. Nor is there any

way of avoiding the complex radicals and of expressing the

values of the real roots by real radicals. This fact will be

proved in Ex. 8, 183. By the older mathematicians this

case, when #2 + 47/3
is negative, was called the "irreducible

case
" in the solution of the cubic, the word " irreducible

" hav-

ing here a meaning different from that now assigned to it in

algebra. See 123.

61. Solution by Trigonometry. The "irreducible case" may
be disposed of by expanding the two terms in Cardan's formula

into two converging series with the aid of the binomial theorem.

The imaginary terms will disappear in the addition of the two

series. But it is better
to^

use the following trigonometric

method (which is itself inferior, for the purpose of arithmetical

computation, to Homer's method, 50) :

Let -

We get us = r (cos + i sin
ff),

v* = r (cos i sin 0),

where r =V -H8
; cos0
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Hence, u =V^H/cos^- * + i sin^L

V

and =+v=2V --
o

where /i takes the values 0, 1, 2.

62. Euler's Solution of Quartic. Removing the second term

of the quartic

V4 + 4 l
t
ji? 4- 6 b#? 4- 4 b,x + b, = 0, I

we get as in 34,

2* + Hz2 + 4Gz + &o
2/- 3 7/2 = 0, II

where z = ?>
(,^ + 1>i 9

If= bjj2 bf, 7= V>4 4 ^,63 + 3 b2
2
,

G = fyft,
- 3 V^62 + 2 ftj

8
.

Euler assumes the general expression for a root of equation II

tobe

Squaring, z
2 u v io = 2 Vw Vv + 2 Vw Vw

Squaring again and simplifying,

z4 2 2

(u -f- -y + ?) 8 2 VM V'/ V/w + (v/ 4- ^^ 4- ?^)
2

4 (M y + nw + /vc)
= 0.

Equating coefficients of this and equation II, we have

'> Pf=zu + v + iv, G = ~- 2 VM V" Vw,

(M + v + w)
a 4 (uv 4- mo 4- vw) = ^ L7 3 //2

,

or ?*v 4- uw 4- vw = 3 H2 - 6(f
-
/

.

4

But (u 4- v 4- w), (wv 4- 'tiw + viv), nviv are the coefficients

of a cubic whose roots are u
} v, w. This cubic, called "Euler's

cubic," is .

Ill
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Let y = b 2x H
}
and we obtain

4 6 V-~V.* + ,/==(), IV

where bjJ= b<?Ul - 4 .//' - U*.

Equation IV is called the reducnifj cubic of the quartic.

Since u, v, w are the three values of
//

in 111, we have

u -= 6j
a &A H- 60*0?!, v = bi

2
bj>j> + b^, to = 6A

2
bj>a + &</<*

Hence,

z =VV-&A+ 6,te+VV-&,&+&***+VV~ &A+&C&J. V

Or, since G = 2VwVv Vw, we may write

^-- VI

In the expression for z in VI each of the radicals may be

either 4- or . Hence z has four values tho lour roots

of equation II. In equation V there are apparently ei
t
i>ht

values of z, but four of them are ruled out by the relation

2 Vw VvVw = o.

From the above we see that the roots of the quartie are

expressed in terms of u, r, w. The values of the latter are

given in terms of the coefficients of the quartie. and the three

roots #!, #o, #3 of the cubic IV. To solve the quartie by the

present method we must, therefore, first solve the reducing

cubic. There are many other algebraic solutions of the general

quartie, but every one of them calls for the solution of an

auxiliary equation of the third degree. These cubics are called

resolvents.

Ex. 1. Under what conditions can a quartie be solved algebraically

without the extraction of cube roots ?

It is only necessary that the reducimj cubic, have a rational root, so that

the other two roots can be expressed in terms of square roots. Euler's

cubic answers equally well.
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Ex. 2. Show that the reducing cubic of y* -} 2 .r
1

| .r- 2 = has a

rational root. Solve the quartic by square roots.

Ex. 3. Show that, in general, the values of .r, and // in as
2
4- //

= a.

j/2 4. x = 6 cannot be found algebraically without the extraction of cube

mote.

Ex. 4. Can all the values of x and y in a;
2
-f ?/

= 11, y
2
-f x = 7 be

found without the extraction of cube roots ? For solutions, see the

Am Math. Monthly, Vol. VI., p. 13, Vol. VII., p. 109; see also Vol. X.,



CHAPTER VI

SOLUTION OF BINOMIAL EQUATIONS AND RECIPROCAL

EQUATIONS

63. The Binomial Equation.

xn a = 0,

where , is either real or complex, may be solved trigonometry

cally as follows. Let

xn = a = r
5
cos (2 far + 0) + i sin (2 k-rr + 0) (,

where A; may assume any integral value. Then, by I)e Moivre's

Theorem,

nr f
2for +

,
. 2for + fl)

.7? == y r \ cos~ - -f / sin-- -
V

[
n n J

By assigning to A* any n consecutive integral values we obtain

n values for .1? and no more than w, since the n values recur in

periods.

It is readily seen that the roots are all complex when a is a

complex number. For, to obtain a real root,
~- must be

zero or a multiple of IT
;

that is, 2kv + 6 will be zero or a

multiple of TT
;
hence a itself must be real, which is contrary

to supposition.

When a = + 1,

then xn = 1 = cos 2 &TT -f ?' sin 2 for,

, 2 for . . 2k*
and # = cos --h * sin- > I

?i 11

74
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where k may be assigned tlie values 0, 1, , (n 1). If n is

odd, then k = is the only value of k which yields a real root,

viz. a? = l. If n is even, then only the values fc = and A; = 2

yield real roots, viz. x* = l and .*? = 1.

When a = -l,

tlien #" = 1 = cos (2 k + I)TT + *' sin (2 fc + I)TT,

where k may take the values 0, 1, , (n 1).

Then ,

. .

cos ^
|- 1 sin

2 k -4- 1
There can be no real roots, unless -- is an integer, and

11 *
11 ^ _

t |

therefore n an odd number. Jf n = 2 A; -f 1, that is /t = -
,

we obtain the real root x = 1 .

w

64. Geometrical Interpretation of the Roots of x" = a. The n

roots may be represented graphically in the Weasel's Diagram

( 22) by n lines drawn from the centre of a circle of radius -\/r

to points on its circumference and

dividing the perigon at the centre
Q

into equal angles of - radians.

Thus, let n = 3 and r = 1. The
three cube roots of unity are seen

from I, 63, to be 1,
- + |-V^,

~~
J
~~
iV 3. They are repre-

sented, respectively, by the lines

OA, OB, GO. These lines make
with each other angles of | TT

radians or 120. The circumference is divided into three equal

parts. In the general case the circumference is divided into

n equal parts. Hence the theory of the roots of unity is

closely allied with the problem of inscribing regular polygons
in a circle or the theory of the Division oj the Circle. This
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subject has been worked out mainly by C. F. Gauss, 1801, and

will be treated more fully in Chapter XVII under the head

of Cyclotomic Equations.

65. Roots of Unity. We give a few general properties of

the nth roots of unity, some of which are evident from pre-

vious considerations.

I. The equation xn = 1 has no multiple, roots.

Here f(x) xn - 1, f'(x) = nxn
~ l

. Since f(x) and f(x) have

no common factor involving x, there are no multiple roots

( 21).

II. If a is a root of xn 1 = 0, then a* is also a root, 7c being

any integer.

Since * = !, it follows that ank = l or (w
A

/'
= l, where 7t is

zero or any integer, positive or negative. Hen<;e uh
is a root

of unity. As there are only n roots, it is evident that the

powers of are not all distinct from each other, and ak
is a

periodic function.

III. Ifin and n are prime to each other, the equal ionx x
m 1 =

and xn 1 = have no common root except 1.

First we prove the theorem : If m and n are prime to each

other, then it is always possible to find integers a and b such that

ml na= 1. The fraction may be expanded into a ter-
n

initiating continued fraction, say

m
.

1

r

The successive convergents are p,
^ +

,

. Sub

tracting the last but one, convergent from the last, we obtain

a fraction whose numerator, pq(qr -J- 1) -Hy/* (pq + !)((/>* + 1),

is seen to be equal to 1. (By mathematical induction it may
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be shown that if and
?

are any two successive conver-
Vl "n

gents, then unvn _ t wn t
?'n = 1.) But

hence, if we take a=pq + 1, b = </, we have

M& a/4 = 1. Q.E.D.

Now, if possible, let be a root common to xm 1=0 and

." 1 = 0. Then am = 1, aw = 1 and amh = 1,
"" =

1, where a

and & are numbers which satisfy the relation mb Ha l.

Hence,
-*-" = 1,

u = l, or = 1. That is, 1 is the only
root common to the two equations.

IV. If h is the highest common factor of m and ??, then roots

of x* 1 = are common roots ofx
m 1=0 aud a*

w 1 = 0.

We have m = hm\ n = //?', whore, m r and n 1 are prime to each

other. Hence it is possible to find integers (/ and b, such that

m'b rt'a = 1. IVrnltiplying by //, we get ?^7> //a = //.

Now, if a is a common root, we have "1 = 1 , <t" = 1
,
amb

- a = 1
?

or ' * = J. This means that a is a root of ,n
h

1 = 0.

V. //* *',v a cont])t<\r, root of xn 1=0, n bring prime, then

the roots are 1, ,

2
, ", ,

w ~ l
.

By II, 1, u, ?, -,
u"" 1

,
are all roots of the equation. They

are all different; for suppose ar = a7
,
then '' '=1. But by

Til, a;* 1 =<) and v7'"'7 1=0 cannot h.ive a root in common,
since n and (y> 7) are prime to each other. Hence the equa-
tion *-*=! is impossible, and all the roots are included in

the series 1, , ,
u*~ }

.
-

VI. The, roots of the equations

tf - 1 = 0, tf 1 = 0, o;
r 1 = 0,

all satisfy the equation x1̂ "' 1 = 0.

For if a is a root of xp 1 = 0, then ap = 1 and (<&)*" = 1,

or P7/ " = 1. That is, u is a root of
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66. Primitive Roots of Unity. A root of xn 1 = is called

a, primitive root of that equation, if it is not at the same time a

root of unity of lower degree.

Take a;
6 - 1 =0. By VI, 05, the roots of y? - 1 =0 and

a-s 1 = () are roots of a;
6

1 = 0. These common roots are 1,

1, .J 2~
V #. The other two roots are found by solving

or
3
-f- 1 = ; they are + } \ V 3, and are seen to be primitive

roots of x* -1 = 0.

T. We proceed to show that primitive roots of unity exist for

every degree n.

If n is prime, then, by III, 05, x
n 1 = has no root in com-

mon with a similar equation of lower degree, except the root 1.

Hence all the roots of oj
n

- 1 = 0, except the root 1, are primi-
tive roots.

If ?i=2>
w

,
where p is a prime, every exact divisor of p

m
,
ex-

cept p
m

itself, is an exact divisor of j/*-
1

. Hence, by VI, 65,

every nth root of unity which is at the same time a root of

unity of lower degree, must be a root of X" l

1 = 0. Since

]>
m~~ l

is a factor of p
m

,
it follows, moreover, that every root of

.r'
jWl

~

1 = is a root of xpm J = 0. Tims, there are p
m l roots

which are not primitive, and the number of primitive roots is

If n=pm
*q', where /) and q are prime, then there are

p
m(l --

] primitive roots of xpm 1=0 and </[!
--

} priini-
\ P/ \ <l)

tive roots of sf 1 = 0. Now, if and ft are two primitive roots

of these equations, respectively, then aft is a primitive root

of xn 1=0. For suppose (a/J)'=l, where ?'<, then '=/3"
r

.

By IT, (>5, ar
is a root of xpm 1 =0 and ft" is a root of

a/ 1 = 0. But the two equations can have no root in common,

except unity, since j/* and q
9 are prime to each other, by III,

05, Hence r cannot be less than n. Since, by II, G5,
n=l
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and /3
tt = 1, it follows that (/3)

n = 1, and a/3 is a primitive root

of xn 1 = 0. Since there are

such products a fi,
this expression gives also the number of

primitive nih roots of unity.

It is easy to extend this proof to the case where n=pm
q*r< .

IT. We givo, without proof, the theorem that if a in a primi-

tive nth root of unity, then,
'

is a primitive nth root of unity

always and only when r and n are prime to each other. This

theorem enables one to find all the primitive ntli roots from one

of them.*

III. The roots of the equation xn 1 = 0, where n =pn
<f rc

and p, </,
r are the prime factor* ofn, are the n products of the

form /3y 8, where /3 is a root of xpa = 1, y a root of yf = 3, ,

8 is a root ofx'
c = 1.

Let = /Jy-8.

Here ft represents any one of p
a
values; similarly, y, ,

8

represent, respectively, </*, -, rf values. From this it may be

shown that has n values, which are the n roots of xn 1 = 0.

For, in the first place, we have /3
7/fl = 1, y'

jh = 1, ,
8
rC = 1

;

hence, also, fl
n = 1, y

n =
1, --, 8" = 1, and, therefore, an = 1.

In the next place, we show that the n values of are distinct.

If possible, let two values of u be equal, say

j8
f

y -8' = j8V
r -*" I

Since not all the roots in the left member of I can be equal,

respectively, to the roots in the right member, let
ft' and ft

11 be

distinct.

* For the proof, see Burnsidc and Panton, Vol. I, 1899, p. 90. We have

followed the exposition of the subject of the roots of unity given by these

authors.
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From I we get

and (y-8 1/ "=(y'-S")'*
" = L

We have 0"'
A

":=j8"* ".

Since ft and /?" are distinct roots of jtf* = I, they are equal to

two different powers of one and the same primitive root /?, and

we may write

0'=0"*-', /r=/3',

where m' and m + m' are each less than //*. We get

or /"
1 = .

Hence, )8 is a root of both a*" = 1 and #m9R >c = 1, and also of

aj" = 1, where s is the highest common factor of p" and mrf ?'.

(Theorem IV, 65.) Hut we have .s < ?w,, hence, <pn
. Thus,

/:?
must be a root of an equation of lower degree thany/

1
. Since

/3 is primitive, this cannot be, and equation I is impossible.

IV. The roots of j#
a - J = 0, wlion* p ift prime, can he found

from the roots of equations of tl? form .<"' = ^1.

Let u\ be any root of y* = 1, ?c
2 any root of xp = ?r

1? ?pn any
root of ,TP = M, and so on, and finally zra any root of ^' = n\^.
Tlien the product = M

l
w 2 ?'

rt represents p* distinct roots of

a< = 1.

For, since wy = 1, wf = w}> etc., we obtain successively the

relations,
a? =
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V. TJte solution of .c
>l

1=0, where n tit any composite number,
is reduced to the solution of binomial equations in ivhich n is a

2>rime number.

This important result, of which further use will be made in

a later chapter, follows readily from the theorems III and IV
of this paragraph.

67. Depression of Reciprocal Equations. A reciprocal equation

of the standard form ( 31) can always be depressed to one ofhalj
the dimensions.

Divide both sides of the given reciprocal equation

atft?
m
-f a^r" 1

-f- + a^ -f- al}
=

by of, and we get, on collecting in pairs the terms which are

equidistant from the beginning and end,

Assuming y= cc -f -, we obtain

x-

and generally

By substitution in the above equation we obtain an equa-

tion of the with degree in ?/.
From the relation x + -= y we

x
see that two values of x may be deduced from each value of y.
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Ex. 1. Find the primitive roots of x* - I = 0, x* - 1 = 0, x* - 1 = 0.

Ex. 2. Find the roots of x* - 1 = 0.

Dividing by x 1, we get x* + x3 + a;
2 + as + 1 = 0.

Dividing this reciprocal equation by x2 and taking x + - = y, we obtain

'/ + y = l and y =
~ 1

t

d ^
^

Solving #2 3v/ 4- 1 ~ 0, we arrive at the following four roots :

3!=- i(i + vW iVio-aVs), 0-2 = -i(i

a, =-1(1
These four are primitive lifth roots of unity. The other root is 1.

Show that .TO = y t-.

Ex. 3. Find the roots of r,
6 - 1 = 0.

Ex. 4. Find tho roots of x~ 1 ~ 0.

Dividing by r, 1, we get a improcal equation in the standard form

which can be depressed to the cubic y l + y~ 2
//

1 =r 0.

Writing 2 // + J,
we liave ^-

8
J ^ = 0. By 69 we obtain for

y three values, , i, 2 whore

a = - 1
4- i \L>8 + 8tV- 3

From x2
ary + 1 = we get the six values

db V^2 ^ i j= Vr<i 2 4 8 J: V a
a 4

2 2
'

2

which, together with unity, are the seventh roots of unity.

Ex. 5. Find the roots of a;
8 1. Which are primitive roots ?

Ex. 6. Find the roots of a: 1 = 0.

Extracting the cube root, we get a*
8 = 1 or w or ?02 and x = 1, w, io2 ,

v^w, WV^IP, tfl
2
v'*0, v^to2 , w^o5

, w'^v^w-, where ? and to2 are the primi-

tive cube roots of unity. Give the primitive roots of x9 1 = 0.

Ex. 7. Give a trigonometric solution of a;
10 1 = and state which

roots are primitive.

Ex. 8. Find the primitive roots of ar
12 1 = 0.

Ex. 9, How many primitive roots has # 18l) 1=0?

Ex. 10. Find the sum of the primitive roots of a;
1* - 1 = 0.
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71. By the aid of the theorem of 70 we can calculate the

value, in terms of the coefficients, of any rational symmetric
function. But this method is laborious, and usually other

methods are preferable. For convenience of reference we state

here some of the results obtained in 15, viz.,

For the cubic a3 + aor + bx 4- c = 0,

For the quartic x4
-f ax

3 + bxr -f- ex + d = 0,

2ft
2

/?
= 3c-ffl&,

Ex. 1. For the cubic find the value, expressed in terms of the

coefficients, of ***** ~

Ex. 2. For the quartic find the value of the irrational symmetric

function

Ex. 3. For /(x)=0 calculate Sa^agCfe* where i, 2 , , n are

the roots.

Multiply Si = - ai

and

In the product the term i
2ao#3 occurs only once, the term

occurs 4 times. Hence,

and

If the calculation is carried on by 70, II, we have, since p=gf=l and

= 2 i
2 - 2 8si

- %2
-f 2 4 .

Substituting for i, &, 8 , 4 their values, 68, and carrying out the

indicated operations, we get the same answer.



90 THEORY OP EQUATIONS

Ex. 4. Show that for the general equation /(**) = 0, the general form,

in terms of the coefficients, obtained for Sui2^2 is the same as for the

quartic equation.

Ex. 5. Calculate Sotj
3

2 for /GO = and from the result derive the

special value it assumes for the cubic.

Ex. 6. Calculate Sc*i
2
<X2

2
'4s for the qumtic equation. Is the result

the same for the general equation ?

Ex. 7. Find the value of the symmetric function

a _ 0)2+ (0
_ 7)2_,_ (T _ tf) for the cubic box? + 3M2

4- 3 b2x + 68 = 0.

Deduce the same result from V, :J5.

Ex. 8. By aid of :55 compute the value of (a - p)
2
(a - 7)

2
(
- yY

for the cubic x8
-f x2 4- x + 1 = 0. What relation has this symmetric

function to the discriminant of the cubic ? How many values does the

function ( 0)( ~~ 7)(0 7) assume when the roots are interchanged ?

Why is this function not symmetric ?

Ex. 9. Show that for the quartic

x* -f fii&* -f n^2
-f

(12 4- 34)(1 + <2|)(14

Ex. 10. Show that for this quartic

4- 18) 4- (/3 4- 75)(^7 -f

4 rr4

* Ex. 11. Form the cubic equation having for its roots

ot/3 4- y8, (ty + p9, py 4- as.

Ex. 12. Show how the general quartic may be solved with the aid

of the roots of the cubic in Ex. 11 and the relation aftyd = 054.

Ex. 13. How many different values will the function aft 4- yS assume,
as the roots are interchanged in every possible way ?

* Ex. 14. Find the equation whose roots are

p = V2 4- \/6, pi=v
/
2 + wV/

5, P2 =

p3 = ~ V2 4- v
x

5, p4 =- V2 4- wv/5, w =

Let the required equation be

se? 4- ai^c
5

4- 2
4

4- a^
8
4- a4X2 4- a&x 4- afl

= 0.
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We have cti = 0, and therefore <?2 = />/>i
=

| 2/>
2 = 0. Multiplying

by S/>, we have o 2)/>pip2 + ilp/)^ = 0, hence

Multiplying Eppips by S/>, we obtain

4 Sp/>ip2/o3 -f- Sppips
8 =

; Sp/>i/>2
2

= 2p2
2
-2p/>i + 2p2

4 = - 48,
hence a* = 12.

Similarly, we get

6 2ppip*pspi -f Sppi/52/)3
2 = 0,

hence #5 = 00. We have a$ = 17.

* Ex. 15. Find the value, in terms of the coefficients of the cubic, of

(a + ax^ -f w2
2 )

8 + (a H- w*2ai + w2) 8 where w is a complex cube root

of unity.

* Ex. 16. Show that for the quartic

ic
4
-f 4 6 lt*8 -h 6 6aar2 + 4 &.# -f 7>4 = 0,

the following relations hold :

S6! = 15:50 ft^^j - 2IJ04 6i
262

2
-f 4152 62

8 - 2SO bfb* -f

- 48 ^ -f 1 &i
2
^4 - 30 6364.

S 4
i 2 = 250 ?>i

3
Z> {

- 288 hibifa + 48 68
- 10 b&

S s
ai

a
tfs = 96 ft^afe - 48 ?>3

2 - 48 ?>i
2&4 + 24 ^/> 4 .

S 8
i
3 = 210 &2

* - 288 bib*l>t + 48 bf -f 48 bi*b* -

2 2 = 10 bi* - 12 63 .

S a
rti 2 = 16 6ife - 4 7;4 .

* Ex. 17. Find the cubic whose roots are

(
- i)(s - a), (

- 2)(8-i) (
~ s)(i 02).

* Ex. 18. Show that, for the quartic a:
4 + a\x* 4- (t&P -f 3 + * 0,

we have

-
i
-

2 -f

= (at
8 4 aid* + 8 a3).



CHAPTER VIII

ELIMINATION

72. Resultants or Eliminants. Let us determine the condi-

tion that the two equations

f(x) s= a x* + % x + a2
= 0,

F(x) = cotf
2 + G! a + c2 = 0,

shall have a root in common. Designate the roots of the

second equation by ft, ft. The necessary and sufficient con-

dition that ft or ft shall satisfy the equation /(/) = is that

/(ft) or /(ft) shall vanish
;
in other words, that the product

/(ft) /(ft) shall be zero. Multiplying together

/(ft; 2= nft
2 + a, ft + a*

/(ft) ~a /y + !#> + .,

we get

ao%W + <V*i(ftft
2 + ft

2

ft) + o<a (ft
2 + ft

2

) + a/ftft

+ ^i2(ft + ft) + /

Multiplying by c 2 and substituting for the symmetric func-

tions of ft and ft their values in terms of the coefficients of

F(x) = 0, we have

, + a^c^ - ajagCoCj +

This expression is called the eliminant or resultant. Its van-

ishing is the condition that the given equations shall have a

root in common.

If from n equations involving n 1 variables we eliminate

the variables and obtain an equation R = involving only the

92
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coefficients of the equations, the expression R is called the

eliminant or resultant of the given equations.

In the above example the elimination was performed with

the aid of symmetric functions. This method generalized is

as follows :

73. Elimination by Symmetric Functions. To find the con-

ditions that the two equations

f(x)
=

a<p* + a,x
n-1 + W~2 + - + an = 0,

F(x) = c<p
m + CiOT-

1 + ryr-
2 + ... + c, = 0,

shall have a common root. For this purpose it is necessary

and sufficient that some one of the roots ft, ft, , ft of F(x) =
shall satisfy f(x) = 0, in which case the product

must vanish.

We have /(ft)
== 0$? + ^ft"-

1 + - + a*

EE ft* + ajftT
1 + ... + aw

/OB,)
= aAn + chfc^

1 + - + an.

Multiplying these together, we obtain, after substituting for

the symmetric functions of ft, ft, -, /3m which occur in the

product their values in terms of c ,C], ,
cw, and after clearing of

fractions, -
-/(A)

Here R is the eliminant and is a rational integral function of

the coefficients of f(x) and F(x). Its vanishing is the condition

that the two given equations have a root in common. The degree
of the resultant in the coefficients of the given equations is in

general m + n.

It is easy to see that we obtain the same eliminant by sub-

stituting the roots a^og, ,
of f(x) = 0, in succession, for x

in the polynomial F(x).
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74. Euler's Method of Elimination. Iff(x) = and F(x) = 0,

as defined in 73, have a root a in common, we may write

/(X) =(*-)/! (3)

where 4- + An

the coefficients Al9 ";A n and ('
,
CM being undetermined

quantities.

We obtain easily the identical equation of the (w + n l)th

degree/0) /^(a)
~

F(x) .fi(x).

Performing the indicated multiplications and equating coef-

ficients of like powers of x, we obtain w -j- n homogeneous

equations. Eliminating the undetermined coefficients, we ob-

tain the required resultant.

Thus, find the resultant of

^x + a2
= 0, COOT* + c& + c2 = 0.

If they have a root in common, we obtain the identity

\x 4- aa)
~ + c2)

A2c2= 0.

or

Equating coefficients,

Cifio ^4iCo = 0,

'

Citti 4- C2a ^l,r t
- ^J 2c = 0,

Cia2 4- C'/ii Afa Afa = 0,

C2(t2 ^I2c^ = 0.

In order that the four homogeneous equations I may be Con-

sistent with each other it is necessary that
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C = 0.

This vanishing determinant is the resultant.

[To recall the reason for this, observe that if each member of

the four equations I is divided by A^ we have really only three

G C1 Aunknown quantities, viz. !, ^,
* If their values, which

A 2 A2 A.2

may be obtained from the first three equations, are substituted

in the fourth equation, then we obtain a relation between the

coefficients of the two given equations which is the same as that

expressed by the above determinant.]

/(a) = 0, xf(x) = 0, */(o!)
=

0, -., sc

F(x) = 0, .rF(.) = 0, 3?F(x) = 0, ,
o?*-

75. Sylvester's Dialytic Method of Elimination. To eliminate

x between f(x) = and F(ti)
= 0, equations of the degrees n

and w, defined as in 73, multiply the first successively by
a}\ .

l

, #V**> *1W

""S and the second successively by af*
9
xl

, &'V"> #n
~ l

-

We obtain thus the m -f n equations

i/Caj)
= 0,

1^) = 0.

The highest power of x is m -f H 1. If f(x) = and

.F(#)
= have a common root, it will satisfy all the m -f n

equations. If the different powers of x, viz. x, x
2
, x\ ,

xm+n
~ l

,

be taken as w-f-H 1 unknown quantities satisfying m+n
linear equations, it is evident that a relation must exist between
the coefficients of the equations. This condition of consistency
is the vanishing of the resultant.*

* The above proof of Sylvester's method is the one usually given.
Attention should be called to the fact that it is not shown there that the

different powers of x have values that are consistent.
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Thus, to find the resultant of

f(x) EE o^ + = 0,

and F(x)
=

c^x? -f ct
,c 4- cs = 0,

we have fx s ao.r
3 + c^u

2 + a2# + as= 0,

= 0,

+ c2 = 0,

= 0,

= 0.

That the four unknowns a?, a?
2
, a?, a?

4

, may satisfy the five

equations, it is necessary that

F(x)
=

f(x) s

#/(#)
==

F(x)
=

ao.r
3 +
-f

+

jR=
c

a,

Co =0.

R is the resultant.

76. Discriminant of f(x) = 0. It was proved in 21 that if

f(x) = has a multiple root, that root satisfies /'(a?)
= 0. The

condition that/(#) = and /'(#) = have a root in common is

expressed by the vanishing of their resultant. The resultant

of f(x) = and /'(#) = is called the discriminant of f(x) = 0.

The discriminant of an equation f(x) = may be otherwise

defined as the simplest function of the coefficients> or of the roots,

whose vanishing signifies that the equation has equal roots.

If f(x) = and /'(a?)
= have a common root, this root will

satisfy also nf(x) /'(a) = 0. Instead of finding the resultant

of f(x) and /'(a?), we may therefore find the resultant of

nf(x) /'(#) = and /'(a?)
= 0. The latter mode of procedure

is preferable, because it gives us the resultant clear of an

extraneous factor.
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The discriminants of the general quadratic, cubic, and

quartic are, respectively, as follows :

Quadratic disc. = -~

Cubic disc., 35, = - ? (a
2 + 4 H*) ;

27,

V
Quartic disc., 51, =

25G
(/3

- 27 J 2
).

&0

77. Discriminant expressed as a Symmetric Function of the

Roots. Since the discriminant of the equation f(x) = vanishes

always when at least two roots are equal, but under no other

conditions, it follows that
, 2 must be a factor of the dis-

criminant. For if x and a., are the equal roots, (^ 2 *s the

only simple factor which will vanish because of this equality.

But an interchange of any two roots, say x and a, must not

alter the numerical value or the sign of the discriminant, since

the discriminant is a constant when the coefficients of the

equation are constants. Hence the lowest positive power to

which the factor a^ a2 can occur in the discriminant is the

second power. In other words, (! 2)
2

is a factor of the

discriminant.

Since this reasoning applies to any two roots whatever,

(! 3)
2
is a factor

;
also ( x 4)

2
;
and so on.

Hence the product

is a factor of the discriminant. If the multiplications indicated

in this product were carried out, each term would be of the

n(n l)th degree in the roots.

The resultant of f(x) = and /'(#) = may be expressed by
^3 as _^N_

where a
l9 (*,& -, are the roots of f(x) = 0. One term of this

product is (na
2

)"(wi2 a,,)'

4" 1

;
the degree of this term in the roots
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is n(n 1). Tliis product is homogeneous, for if in any other

term, say (n l)
M
(C^i

M
(i^'" a)

w~2
)
we substitute for the co-

efficients their equivalents in terms of the roots, by the relations

of 13, say <*
t -f 2 + -{- an for ^, we see that this term

tf<)

likewise is of the degree n(n 1) in the roots. Hence the

product !!(! 2)
2

is of the same degree in the roots as the

resultant of f(x) = and /'(a?)
= 0, and, therefore, as the dis-

criminant of /(#) = 0. Consequently, this product can differ

from the discriminant by a numerical factor only.

Ex. 1. Show that the resultant of r* - a- - 42 = and #2 + 4 x - 77 =
is zero, proving that the left members of the equations have a common
factor.

Ex. 2. Find the resultant of

ao#8 -f a^-f aojr -f- as = and Co
3
4- ^i#~ -f c>x 4- <*s = by Euler^s method.

Ex. 3. For what value of a will the two equations x3
-f aa:2 -f x 1 =

and x2 -f 3 ac -f 7 ~ have a root in common ?

Ex. 4. Uhing Sylvester's method of elimination, find the discriminant

of

Ex. 5. Find the discriminant of x" 1 = 0. Has the equation equal

roots ?

Ex. 6. Find the discriminant of xn * * - xn - x + 1 = Q.



CHAPTER IX

THE HOMOGRAPHIC AND THE TSCHIRNHAUSEN
TRANSFORMATIONS

78. Homographic Transformation. All the transformations

of equations explained in 27-^4 are special eases of the

homographic transformation, in which x is connected with the

new variable y by the relation

where X, X', ^ p.

1

are constants. Thus, if X = -
/*'
= 1, X' =

//,
= 0,

them //
=

.i',
as in 28

;
if X = //= I and X f

=0, then y = u; -f- /x,

as in 32.

By solving for a; we readily get

x = V- ~U^f
A'y-X"

If this value of x is substituted in a given equation of the

?ith degree, we obtain a new equation of the nth degree in
//.

If
, /?, y, . . . are the roots of the original equation and

', ft',

y', . . . the corresponding roots of the transformed equation, then

we have
,

.

etc.

Subtracting, we get a'-/3'= -~, We obtain

similar expressions for f

y', 8' /?',
8

f

/, etc. If now we

take any four roots a, $ y, 8 and the corresponding roots ', ft
1

.

99
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y
f

, 8', we obtain by means of these expressions the following
relation : (V -fl')(8'- Y ') = (-)(8- y )

'

The geometrical significance of each of these fractions becomes

apparent, if taking O as origin, we put a = GO, ft
= CM.,

y=0, 8=0/;. Then

>, 8 -y ==

1(7
and the fraction on the right-hand side is equal to ~7y

-

/>C

This is the cross-ratio (anharmonic ratio) of the points C and D
with respect to the points A and B. See Ex. 10, 113.

Similarly, the left-hand fraction expresses the cross-ratio of

points C' and />' with respect to points J' and 13'. Hence, if

the roots
, ft, y, 8 represent distances on a line, measured from

an origin O, then the cross-ratio of the four points thus deter-

mined is the same as the cross-ratio, similarly formed, of the

points, determined in the same manner by the corresponding

roots a', ft', y', 8', of the transformed equation.

Thus, we have on the same line two ranges of points,

a
> ft> y> 8, and

', ft', y', 8', such that the cross-ratio of any
four points of one range is equal to the cross-ratio of the

corresponding four points on the other. Such ranges are called

komograpkic ; hence the name, homoymphic transformation.

To a point in one range corresponds one, and only one, point in

the other. In other words, there is a one-to-one correspondence
between the two ranges of points. The homographic trans-

formation is the most general transformation in which this

correspondence holds. We proceed to consider transformations

which are not usually homographic.

79. The Most General Transformation. TJie most general

rational algebraic transformation of the roots of an equation

f(x) = of the nth degree c<tn be reduced to an integral trans-

formation of a degree not higher than the (n I)///,
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Every rational function of a root a,n can be expressed in the

form of a fraction whose numerator and denominator are each

rational integral functions of the root, viz.

Multiplying both numerator and denominator of - -by the

same quantity, we may write ^*w/

__
h(am)

We see that the denominator h(a } ) /<() A( n) is a sym-
metric function of the roots u^ *>> M f the equation

/(j?) 0. }>y 70 this function can be expressed rationally
in terms of the coefficients. Hence uin can be made to dis-

appear from the denominator of the fraction representing the

value of --
. In other words, /.s reduced to an integral

function of am.

Again, the numerator of this fraction, viz.

is a symmetric function of the roots
1? w i, m+i? n of the

/Yt*^
equation -^ -- -;- = 0. Hence it can be expressed as a rational

x um
function of the coefficients of this equation. These coefficients

are rational integral functions of um and the coefficients of

/(or) = 0, as may be seen by performing the indicated division.

Hence -- and also *y
<m/ can be expressed as an integral

(.) (.)
'

,

}
rational function of um . Let the integral function G(am) =

j

"

If G(am)
is of a degree higher than the wth, divide

6?(a?) by

/(a?), and we obtain
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where the degree of the function H(x) does not exceed n 1.

Now write am for x. Since f(am) = 0, we have )
= //(),

and the theorem is proved.

80. The Tschirnhausen Transformation. The most general

rational algebraic transformation of a root of the equation

f(jc)
= can therefore be represented by the integral functions

of the (u l)th degree

y = d, + d& 4- dp* + - + djT-
1
.

This is known as the Tschirnhausen transformation.

By its aid Tschirnhausen succeeded in reducing the general

cubic and quartic equations to the form of binomial equations.

We shall do this for the cubic,

&
()
or> + 3M2 + 3M + &3

= 0.

We assume y dl -f^ + *>
where (^ and cl2 are coefficients

whose values must be determined.

Let the roots of the given equation be b <** w3,
and the

corresponding roots of the required equation if c = be

/3, (u/3, w% where o> and o>
2 are the complex cube roots of unity.

Adding, we obtain 3 di + d^ + *> = 0.

Multiplying the second equation by w, and the third by w2
,
and

adding, we have (^ + cu 2 -f w*aa)^2 + i

2 + <a + a>
2

3
2 == 0.

Whence

Since a> may represent either one of the two complex cube

roots of unity, there are two possible values for this fraction.
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By a somewhat laborious operation, these values may be shown

to be roots of the quadratic

(bjbt + VX + (Ms - &A)* + OA - V) = 0.

The coefficients of this quadratic being known, we can find

its two roots, hence also the required values of di and e72.

Then, multiplying together the members of equation I, and

substituting for the symmetric functions of A, 2 , 3 their values,

we arrive at the value of c in if c = 0.

After reducing the cubic and quadratic to the binomial form,

Tschirnhauseii hoped to be able to transform the general

quintic to the form if c = 0. Since this form admits of

algebraic solution, he hoped to find the much-sought-for gen-

eral algebraic solution of the quintic. But in the determina-

tion of the coefficients di, d2,
ds,

c?4 , d& unlooked-for difficulties

presented themselves, calling for the solution of an equation
of the 24th degree. While the Tschirnhauseii transformation

is worthless for the general solution of the quintic, it enables

one to remove the second, third, and fourth term of the quintic

and of equations of higher degrees.

Ex. 1. Reduce x2 + ax + b to the binomial form by the Tschirn-

hauseii transformation.

Ex. 2. Find the integral transformation of a degree not higher than

the second, which is equivalent to the transformation y = ^t . for the

cubic

Here JS&L = a + (og + 1 )x + ( 2
2 + a + 1),

X

2
4-

= ( 2
2

4- 2 + I)
2 -

a
2

, 2/
= - ( + I)

2
. Ann.



CHAPTER X

ON SUBSTITUTIONS

81. Notation. In the arrangement or permutation of four

letters, a^a^a^ let each letter be replaced by one of the others
;

put, for instance, a4 for a
t , a3 for a*, a E

for 3 , and a 2 for 4 ,
then

this operation, called a substitution, may be designated by the

notation , N

where each letter is replaced by the one beneath, or by the

notation (if/ 4tt//;,),
where each letter is replaced by the one

immediately following, the last letter, a;tt being replaced by the

first, % We shall use more frequently the second notation.

Observe that
x

i
x&\

andthat

Just as the substitution (a^a/^), effected upon the arrange-

ment a
}
a.2aAa^ gives the new arrangement a^a^a^ so when

effected upon a4a^ii(t& it gives a^a^.
We shall agree that in a substitution a letter may be replaced

by itself, but that no two letters can be replaced by the same

letter. Accordinglyb J

is a substitution, but (c^a^a/i^) is not, because in the latter

(/! and a3 are both replaced by a3.

104
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Ex. 1. Show that (xyzio) is the same substitution as (wxyz).

Ex. 2. Show that (a^a^ an) is equal to

that, therefore, the same substitution may be represented in several ways
and that its form is consequently not unique.

82. Product of Substitutions. By the notation (a^ an),

(&A> &,) we mean that the substitution (a^ ,) is per-

formed first
; then, upon the result thus obtained, the substitution

is performed. We call the two substitutions, placed in jux-

taposition, their product in the giv^n sequence.

Tf the product (1 2 3) (4 5 3) be applied to the digits

1234 5, taken in their natural order, the substitution

(1 2 3) yields the arrangement 2311 5. The substitution

(4 5 3) applied to this result gives the arrangement 2 4 1 "> 3.

But this last arrangement may be obtained from the first by
the substitution (12-45 3). Hence the product of (1 2 3)
and (4 5 3) is equivalent to the single substitution (1245 3).

The indicated product (1 2 3) (4 5 3) may be carried out conveniently
as follows : 1 is replaced by 2 in the first substitution, and 2 is not re-

placed in the second substitution
;
hence 1 is replaced by 2 in the prod-

uct Again, 2 is replaced by 3 in the first substitution, 3 is replaced by
4 in the second substitution

;
hence 2 is replaced by 4 in the product.

Likewise, 4 is replaced by 5 in the second substitution and also in the

product ;
5 is replaced by 3 in the second substitution and in the product.

Hence the result of the multiplication is the substitution (1 2453).

Ex. 1. Show that (4 5 3)(1 2 3) = (1 2345).

Ex. 2. Show that

83. Commutative and Associative Law. Notice that the

product of (1 2 3) (4 5 3) is not the same as the product of

(4 5 3)(1 2 3). On the other hand, we see that (1 2 3) (4 5)
=

(4 5)(1 2 3) and that
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Hence it follows that in the multiplication of substitutions the

commutative law is not, in general, obeyed. However, we shall

find that the associative law is always obeyed.

Ex. 1. Show that if sat s^ sc are substitutions,

Assume that aa replaces an element p by q,

that jty replaces an element q by r,

that se replaces an element r by s,

then vs'6 replaces an element p by r,

and sbtic replaces an element q by s.

Hence, sa sb s^ (sa s&)s a*(x& &.) each replace p by .s.

84. Identical Substitution. A substitution which replaces

every symbol by that symbol itself is an identical substitution.

Example: [

* 2 '

j,
which may also be written (

(j) the letter ah is at the same time the first and the last letter,

hence it is replaced by itself. As the identical substitution

plays a role analogous to that of unity in the product of

numbers, it is usually represented by 1.

85. Inverse Substitutions. The inverse of a given substitu-

tion is one which restores the original arrangement, so that a

given substitution and its inverse constitute together an identi-

cal substitution. Thus, the inverse of the substitution

=l
. ,, , ,., ,.
1S tlie substitution

Let the inverse of the substitution s be designated by a'
1
.

Then the inverse of s~l
is s. The fact that any substitution, fol-

lowed by its inverse, gives us the original arrangement may be

expressed by the symbolism s t ^ __ s
o

We have also s" 1
s = s,

where s signifies an identical substitution, i.e. s = l.
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The repetition of a substitution ,s or s~ }

,
r times, is denoted

by s
r or s~ r

. Hence exponents are used here in much the

same way as are integral exponents in algebra.

86. Cyclic Substitutions. If we suppose the letters of the

substitution (a^t* an) to be placed in the given order on the

360
circumference of a circle at equal intervals of-

,
the givenn

substitution is equivalent to a positive rotation of the circle

3()0

through
-

. Hence such a substitution is called a cycle, or

a cyclic substitution, or a circular substitution. The product

(abc d)(jsyz w) is called a substitution of two cycles.

Similarly we have substitutions of three or more cycles. The

substitution f

^

*

r r-
\ > r )

consists of the two cycles,

(1 3 5) (2 4 7 G) ;
for 1 is replaced by 3, 3 by 5, 5 by 1, and

we have one cycle ; again, 2 is replaced by 4, 4 by 7, 7 by 6,

by 2, and we have the second cycle.

In this manner any substitution can be resolved into cycles

so that no two cycles have a digit in common. This resolution

can be effected in only one way.
A cycle may consist of a single element, say (5). The sub-

stitution
(

*

.
) may also be written (1 3 4)(2)(5), or

yO A 4: 1 dJ

(1 3 4)2 5, or (1 3 4).

Ex. 1. Find the cycles of the substitution f^f^Y
\rdafgbhel

Ex. 2. Verify the relations (acfe) (abc) -\, (abc) (abc) = (acfc), (a&) (ac,
= (abc), (/>c)(ac6)

Ex. 3. In which of the following products is the commutative law

obeyed: (abc)(ac<), (7>c)(c6), (bca)(bac) ?

Ex. 4. Write the inverse of (abcde).
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87. Finite Number of Distinct Substitutions. Tho number of

distinct substitutions which can be performed upon a finite

number of elements a^ un is finite, for the number of

substitutions cannot exceed the number of permutations, and

this is known to be finite. Hence, if upon a^ M we per-

form an unlimited series of substitutions s
9
s2

,
.s
;{

,
s
4

, -,
the

results of those substitutions cannot all be distinct. There

will be certain powers of .s* which give the, same result as does s

itself. Let m + 1 be the lowest power of this kind, then ,s'
rt+1 = s.

This may be written '"# = ,s\ Hence

SmS8~l = SS" 1 = S = 1,

and s
m = 1.

We call m the order of the substitution.

The order of a Nnhstitutiott is the, least power of the substitu-

tion which is equivalent to the identical substitution.

4123

Hence m -f- 1 = 5, m = 4, and a* = ts = 1
,

.s*

6 =. ,V
L>

, and generall}
7

,

s*n+r = s
r

.

This substitution s is cyclic. It is evident, that tlw order of <i

cyclic or circular substitution is equal to the number of itx element*

(digits).

If s = (1 2 3)(4 5), then ,v
2 =(13 2), * = (4 5), .s

4 =
(1 L> ;j),

= (1 3 2)(4 5), s
6 = 1. Hence the order is 6.

If Wj, n.
29 %, denote the number of elements in the successive

cycles of a substitution, then its order is a number exactly

divisible by each of the numbers ?ij, n2, n3, ;
that is, its order

is the least common multiple of n l9
n 2,

n
39 .

Ex. 1. Show by actual substitution that the order of s = (1 2) (3 4 5).

C6 7 8 9) is 12 or the L. C. M. of 2, 3, 4.
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88. Theorem. The product t~^st may be conveniently obtained

from the substitutions s and t by performing upon each cycle of s

the substitution t.

Let a = (a6c-..)(aW )

and t

Take any one of the letters
, ft, y, ,

f

, ft', y', , say /?.

J>y t~
l

, ft is replaced by b
; by s, b is replaced by c

; by t, c is

replaced by y. Hence by t~
l

st, ft is replaced by y.

Now, if by we substitute ft for 6 and y for t
1 in the cycles

of s, then, instead of the sequence 7> c, we have in $ the sequence

fty, which replaces ft by y, as btefore. As this consideration

applies not to
ft alone, but to any letter, the theorem is

established.

In the operation t~
l
st.

9
t is said to transform s; the operation

is called a transformation.

Ex. 1. Tf s = (1 2 a) (4 fi fl 7), * = (5 7 2 3), then r 1 = (3 2 7 5). To
illustrate the theorem just proved, apply t~ L to the arrangement 1 2 154507

and we get 1 7 2 4 # 6 o. To this result apply the substitution s, and we
have 243517 0. To this last arrangement apply ,

and we obtain

finally ;l 4 5 7t2 0.

This same final arrangement is obtained more easily, if in place of per-

forming the three substitutions, we perfoim upon the arrangement
1 *2 :J 4 5 7 only one substitution, namely .s' (1 3 o)(4 7 H 2) Now .s' is

gotten from s by performing upon each cyrle of K the substitution t.

Ex. 2. If s = (1 2 o)(4 5 6 7) and t = (2 4 .3 7), find t^st by theorem

in SS

Ex. 3 Tf s --
(tffe)((vZ), tf (rtftr), determine the result of operating

with /"'* upon the arrangement abed.

89. Transpositions. A transposition is a cyclic substitu-

tion containing two elements. Thus, (a/>), (6c), (1 2) are

transpositions.

Ex 1 Show that the square of any transposition is the identical

i m, / t>. \.
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90. Theorem. A substitution may be expressed as the producl

of transpositions in an unlimited number of ways.

We can easily verify that

and that (1 2 3) (4 5 6 7) = (1 2)(1 3;(4 5) (4 6)(4 7) ....

From this it appears that every substitution can be expressed
as the product of transpositions.

The number of ways of doing this is unlimited, for between

any two transpositions just found we may interpolate the indi-

cated square of any transposition without modifying the sub-

stitution; or we may prefix or annex the square of any

transposition, and we may continue this ad libitum. Thus,

abc = (ttfc)(c)
=

(ca)(cd)(ab)(bc)(bc)(ac).

91. Theorem. The number of transpositions into which a

substitution is resolvable is either always eoen or always odd.

The effect of any transposition, say fact>2) upon the square
root of the discriminant, V/>, is to change its sign. To show
this write ( 77)

= fa a2)fa R)(I O fa O,
fa ~ O(2 - |)

' fa n)>

fa <*i) ( O,

( i O-

The transposition fa rc2) alters the sign of the factor fa 2)

and interchanges the remaining factors of the first row with

the factors of the second row. The factors in the remaining
rows remain unaltered. Hence the sign of V/> is reversed by
a single transposition.

Since any substitution can be expressed as the product of

transpositions, the effect of any substitution on V7> must be
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either to alter or not to alter its sign. Tf the sign of

remains unchanged, the substitution must contain an even

number of transpositions ;
if the sign of V/> is changed, the

number of transpositions must be odd. Hence no substitution

is capable of being expressed both by an even and by an odd

number of transpositions.

92. Even and Odd Substitutions. A substitution expressible

as the product of an even number of transpositions is called

an eren substitution ; one expressible by an odd number of trans-

positions is called an odd substitution. Identical substitutions

are classified as even.

Ex. 1. Are the following substitutions odd or even ?

I 2 3 4 5 G

32 5(>4
,

/I 2 3\ /4 5 G 7\
>

"Us 1M4G7 *r
s" = (4 f> 0)(1 7402 3), *'" = (123 4).

* Ex. 2. Show that any substitution transforms an even substitution

into an even substitution. See 88.

93. Theorem. All eiwti substitutions can, be expressed as the

product of ci/vlic substitutions of three elements.

Tf two transpositions have one element in common, we have

an equality like the following:

(I 2)(1 3) = (1 2 3).

Tf two transpositions have no element in common, we have

the following relation :

(13)(4) = (1 34)(1 32).

Thus, since any two pairs of transpositions are expressible
in terms of cyclic substitutions of three elements each, it fol-

lows that any even substitution can be thus expressed.

Ex. 1. Express the even substitution (1 2 3 4) (2 4 5 G) as the prod-

uct of cyclic substitutions of three elements.



CHAPTER XI

SUBSTITUTION-GROUPS

94. Example of a Group. The substitutions

I, (1 2 3), (1 3 2), I

are distinct and possess the property that the product of any
two of them, in whichever sequence they are taken, is equal to

one of the three. Thus,

(1 2 3)(1 3 2)= (1 3 2)(1 2 3)= 1.

1(1 2 3)
=

(1 2 3)1= (1 2 3).

1(1 3 2)
= (l 3 2)1= (1 3 2).

Moreover, the square of any substitution gives a substitution

in the set. For, (I 2 3)
a = (1 3 2), (1 3 2)

s = (12 3), I2 = 1.

The three substitutions J, possessing these properties, are said

to form a gmttp.

95. Definition of Substitution-group. A set of distinct sul>-

stitutious, the product of any two and the square of any one of

which belong to the set, is called a group of substitutions, or a

,s tibfit Itution-group.

When using the term group we shall always mean a substi-

tution-group.

The substitutions (1 2), (1 3), (1 2 3) do not form a group ;

for, while each substitution is distinct and while some of tho

products yield substitutions in the set, others do not. Thus,

(1 3)(1 2) yields (1 .' 2), which does not belong to the set.

Ex. 1. Prove that the product of three or more substitutions of a

group is a substitution belonging to tho group.
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96. Degree and Order of a Group. The number of elements

(letters or digits) operated on by the substitutions of a group is

called the degree of the group. The number of substitutions in

a group is called the order of a group. Thus, the group

1, (abc), (ac&), (aft), (c), (be)

involves the three elements
, ft,

c and has six substitutions.

Hence it is of the third degree and sixth order.

Ex. 1. Tell the degree and order of the group 1, (w)(fr<7).

Ex. 2. Prove that the identical substitution satisfies the conditions of

a group.

Ex. 3. Show that any positive integral power of a substitution of a

group is a substitution of that group.

Ex. 4. Prove that the identical substitution belongs to every group.

*Ex. 5. Prove that the inverse of any substitution in a group belongs to

the group.

Ex. 6. Every substitution tt in a group is equal to the product of two

substitutions of the group.

97. Theorem. Upon the dial inet letters (i
t a2 aH there can be

performed n I substitutions which form a yroup.

From elementary algebra we know that the total number of

permutations of n distinct letters, taken all at a time, is

Take any one permutation P. We may change it into any one

of the other permutations by performing a substitution. But
for no two of these other n ! 1 permutations is the substitution

the same. Hence there must be one less than n ! such substitu-

tions. Counting in the identical substitution, we have in all n !

substitutions.

These n ! substitutions form a group. For with any one of

them operate upon the permutation P, then upon the result

thus obtained operate with the same or any other substitution.

The second result will, of course, be some one of the n ! permu-
i
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tations which can he obtained from the permutation P directly

by performing one of the given substitutions. Thus it follows

that the product of any two substitutions or the square of any
substitution is equivalent to one of the given substitutions.

Ex. 1. The letters a\(iza% admit of the six permutations, a\aaz, i32
aa\as, aaxdi, avn\n, aza>n\. Show that these six permutations are

obtained, respectively, from a\(iai by performing the substitutions 1,

(ai) ( 2a3), (a\a>i)(az), (a\aa$), (ai/z^Ofe), (ais)(a). Show that these

substitutions form a group.

98. Symmetric Functions and Symmetric Group. A symmetric
function of n letters u 19 a 2, ,

un, being unaltered in value when

any two of the letters are interchanged, undergoes no change
ill value when it is operated on by a substitution belonging to

the group given in the preceding theorem. Because of this

invariance the symmetric function is said to Mony to that group,
and the group bears the name of symmetric group.

Ex. 1. By applying each of the substitutions of the symmetric group

1, (018283)1 (818382), (828,1), (8i8s) (8i8j), show the invariance of the

symmetric function, oi82 + ias 4- a^a-

99. Theorem. All even substitutions of n letters form together

a group.

Even substitutions are each resolvable into the product of an

even number of transpositions, 92. Hence the product of any
two of them and the square of any one of them yield even

substitutions.

Ex. 1. With the letters a, 6, c we can form three transpositions (a&),

(ac), (be). Taking the products of every two of these in either sequence
and the square of every transposition, we obtain the following distinct

substitutions, all even, which form a group:

1, (a&c), (neb).

Ex. 2. Show that the odd substitutions of n letters do not form a

group.
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100. Alternating Functions and Alternating Groups. Let

#u 2> ,
an be n magnitudes, all different. A function of

these, such that an interchange of any two of them changes
the sign of the function, is called an alternating function.

Example : (al a2)(al a*) (HI 4) (i an)

(a2
-

OsXrts
- < r4)

.

(a,
- an)

(_! - an).

An even substitution performed upon this function will not

alter its value. For, an even substitution, which consists of an

even number of transpositions, will reverse the sign of the

function an even number of times, and will, therefore, restore

the function to the original sign.

Since the even substitutions of n letters leave an alternating

function unaltered in value while all the odd substitutions

reverse its sign, the group comprising all these even substitu-

tions is called the alternating group of the wth degree. Because

of this invariance for all the even substitutions, but for no

others, the alternating function is said to belong to the alternat-

ing group.

* Ex. 1. Show that the square root of the discriminant of an equation
of the nth degree, expressed as a function of the roots, is a function which

belongs to the alternating group of the rath degree.

101. Cyclic Functions and Cyclic Groups. TJie powers of any
substitution form a group. The number of distinct substitutions

s, s2
,
s3

, , resulting from taking the different powers of the

substitution
,s,
cannot exceed the order of the substitution ( 87).

If this order is m, then sm = 1. If, therefore, we square any one

of the m distinct substitutions, or multiply any two of them

together, the result is always one of the m distinct substitu-

tions. Hence the m distinct substitutions s, s
2
,
s3

, ,
s
m are a

group.
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The powers of the cyclic substitution of n letters (a^2 a n)

constitute the cyclic group of the degree n.

A function of n letters which is unchanged in value by all

the substitutions of the cyclic group, but by no others*, is called a

cyclic function. The simplest cyclic function belonging to the

cyclic group of the degree n is

Ex. 1. Show that the function a\a<p -f a^a?? -f- ayap belongs to the

cyclic group 1,

Ex. 2. Show that (i -f ^2^ -f figw'
2
)
8
belongs to the cyclic group of

degree 3, w being a complex cube root of unity.

Ex. 3. By raising (a\a%a&ai) to powers find the cycljc group of the

degree 4.

102. Transitive and Intransitive Groups. In the group

1, (1 2)(3 4), (1 3)(2 4), (1 4)(2 3)

wie second substitution replaces 1 by 2, the third replaces 1 by
3, the fourth replaces 1 by 4. Similarly, by means of these

substitutions the digits 2, 3, or 4 ran bo changed into every
other digit operated on by the substitutions in the group. This

group is said to be transitive.

A. substitution group is called transitive when it permits any
element to be replaced by every other.

A group that is not transitive is called intransitive. As an

example of the latter we give the following group,

Here neither 1 nor 3 can ever be replaced by either 2 or 4.

103. Primitive and Imprimitive Groups. If in the transitive

group consisting of the six substitutions

1, (1 2 3 4 5 6), (1 3 6)(2 4 6), (1 4)(2 5)(3 6), (1 5 3)(2 6 4),

(165432)



SUBSTITUTION-GROUPS 117

the digits are divided into the two sets 1
, 3, 5 and 2, 4, 6, then

we notice that each of the three substitutions (123456),
(1 4) (2 5)(3 6), and (165432) replaces the digits of one set

by the digits of the other set, while each of the two substi-

tutions (1 3 5) (2 4 6), (1 5 3) (2 6 4) simply interchanges the

digits of one set among themselves. This group is called

wnprimitive.

A transitive group is called imprimitioe when its elements can

be divided into sets of an equal number of distinct elements, so

that every substitution either replaces all the elements of one

set by all the elements of another, or simply interchanges

the elements of one set among themselves. Otherwise it is

primitive. Example of a primitive group :

1, (1 2 3), (1 3
2).

There are three imprimitive groups of degree four, twelve of

degree six, and no imprimitive groups of degree two, three, and

five.

Ex. 1. Show that no group whose degree is a prime number can be

imprimitive.

104. List of Groups of Degree Two, Three, Four, and Five. We
give here a list of the groups of the first five degrees, omitting

only the group 1. By G
q
(p) we mean a group of the degree^

and order q. We give also the notation for groups used by

Cayley and others. In their notation the symmetric group of

degree four is designated by (abed) all ; w/c means "
cyclic

"

substitution
; pos means "

positive
" or even substitution. For

a list of all groups whose degree does not exceed eight, see

Am. Jour, of Math., Vol. 21 (1899), p. 326. In the list of

groups of degree n, we give only those which actually involve n

letters. But it must be understood that any group involving less

than n letters may be taken as an intransitive group of the nth

degree. For instance, (72
(a) = 1, (ab) may be written as a group

of the third degree, thus : 1,
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DEGREE Two.

GY
2 > = (aft)allE=l,(aft).

DEGREE THREE.

GV =
(ftr) all ~ 1, (aftc), (acft), (aft), (ac), (ftc).

8
w =

(aftc) eye.- 1, (aftc), (acft).

DEGREE FOUR.

<?M > =
(aftcd) all ==

(aftcrf) pos. + (aft), (erf), (acftd), (ar/ftc),

(ftc), (a(?;, (ac(/6), (a6dc), (ac), (M), (^^v?), (w/c&).

(?uw = (abed) pos.
~

1, (<tb)(c<l), (t')(bd), (d)(br), (abc),

(<iod), (bdc), (adb), (acb), (bed), (abd),

(abed), (adcb).

eye. EE 1, (rw)(6df), (a67), (acZcft).

1, (6)(cf/), (ar)(lxl), (ad)(bc).

6V 4)1H = (aft rr7) s 1, (&)(crf), (aft), (a?)-

FTVK.

1

" = (abcde) all = (abode) pos. + (aftcrZ), (abdc), (abce),

(aftec), (abde), (abed), (acbd), (acdb),

(<tcbe), (aceb), (acde), (aced), (adbc),

(a<kb), (wlbe), (advb), (adce), (adec),

(aeftc), (afcft), (aebd), (aedb), (need),

(aef/c), (bcde), (bdce), (bced), (bdec),

(bml), (bedc), (abc)(de), (cwb)(de),

(abd)(ce), (adb)(ce), (abe)(cd), (aeb)-

(cd), (acd)(be), (adc)(be), (ace)(bd) 9

(aec)(bd), ((ic/?)(ftc), (aerf)(ftc), (ftcd)-

(ae), (Mc)(ue), (lx)(ail), (bec)(ad),

(bde)(ac), (bed)(ac), (cde)(ab), (ced).

(aft), (aft), (ac), (aci), (a), (6c), (6d),

(6e), (cd), (<*), (de).
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s.^l, (abode), (abeed), (<tl>dec), (abdce),

(abecd), (ubede), (aebde), (acbed),

(acdbe), (ttcdeb), (acebd), (aeedb),

(adceb), (tidebe), (adecb), (<ulebc) 9

(adbee), (adbee), (aebed), (aebdc),

(iiecbd), (aecdb), (aedcb), (uedbc),

(a6c), (ac6), (acd), (tide), (ode), (aed),

(abd), (adb), (abe), (aeb), (ace), (aec),

(bed), (bdc), (bde), (bnl), (foe), (bee),

(cde), (ceil), (ab)(ed), (a&)(cv), (ab)(de),

(ac)(bd), (ac)(6e), (ac)(de), (ae)(bd),

O.M(5) = (abcde)^ = 1, (abode), (acebd), (atJbec), (aedcb),

(beed), (acbe), (deed), (abde), (adeb),

(bdee), (adce), (abed), (aebe), (ttcdb),

(be)(cd), (ae)(bd), (d)(bc), (e)(de),

(ab)(cc).

G12
=

(ci&r) all (de)
=

1, (o/>c), (at*), (abe)(de), (a<;b)(de),

(ab)(de), (ar)(de), (bc)(de), (ab),

(ac), (/^) ? (de).

Gw(5) = (a6ede) 10 ^ 1, (abcde), (acebd), (adbec), (aedcb),

(be)(ed), (e)(bd), (ad)(bc), (ac)(de),

(ab)(ce).

GQ
B I= \(abe) all (de)\ pos s 1, (o&c), (oc&), (ab)(de),

(ac)(de), (bc)(de).

Gll = (a6c) eye. (de)
=

1, (dc), (a&c), (abc)(de), (acb),

(acb)(de).

Qjn = (abcde) eye.
=

1, (abcde), (acebd), (adbec), (aedcb).
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Ex. 1. Show that the enter of any alternating group is ~
, where n is

the degree of the group.

Ex. 2. Tell by the orders of the groups which of the groups of the first

five degrees are the symmetric, which are the alternating groups.

Ex. 3. By inspection, find which of the groups of the degrees two, three,

and four are transitive, intransitive, primitive, impmnitwo.

Ex. 4. Show that the imprimitive group in 10o may have its elements

divided into the three sets 1,4; 2, 6
j 3, 0, and that it is imprimitive with

respect to these sets.

Ex. 5. Show that, of the gioups of the fifth degree, three are intransi-

tive, viz. 6/i 2
<5

>, #6
(&>

I, W 5)H
* Ex. 6. Show that the intransitive group (r^WllI is obtained by multi-

plying every substitution of the group 1
, (ab) by every substitution of the

group 1, (cd).

* Ex. 7. Show that the intransitive group G6
(G>II is obtained by multiply-

ing the substitutions of the group 1, (nbri), (acb) by the substitutions of

the group 1, (<fr) ;
that #e(G)I is the product of the group 1, (aftr), (wb)

and the group 1, (ab) (da) ;
that GiZ (5 ) is the product of G-^ and the group

Ex. 8. Show that a group of the third degree may be regarded as an

intransitive group of a higher degree.

105. Sub-groups. The alternating group of degree 4 is

( 104)

1, (1 2)(3 4), (1 3)(2 4), (1 4)(2 8), (1 2 3), (1 3 2), (1 3 4),

(1 4 2), (1 2 4), (1 4 3), (2 3 4), (2 4 3).

We observe that, of the 12 substitutions, the following four

make up a smaller group of their own :

1, (1 2)(3 4), (1 3)(2 4), (1 4)(2 3).

Thus we may have groups within groups. If from the sub-

stitutions of a group we can pick a set which form a group all

by themselves, this second group is called a sub-group of the first.

The terms group and sub-group are only relative. A sub-group
considered by itself is called a group, and a group may, in turn,

be a sub-group of another of still higher order.
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Ex. 1. By inspection, find sub-groups of

Ex. 2. How many sub-groups has G^ ? See 104.

Ex. 3. How many sub-groups has #12(4) ?

Ex. 4. What sub-groups has (abcdc^io ? (afoe) all (de) ? (aftofe) all ?

106. Theorem. jT%0 order of a sub-group is a factor of the

order of the group to which it belongs.

Let the substitutions of the sub-group be #h s2, s
99 ,

s
n9

and let t be any substitution of the group which does not occur

in the sub-group. Then, by the definition of a group, we
know that

sj,, y, ,V, , sj, T

are all substitutions belonging to the group, but none of them

belong to the sub-group ;
for suppose s

L
t = ,s

r, then

Since sf
l
is a substitution of the sub-group (see Ex.

f>, 06), it

follows that its product with sr, namely /, belongs to the sub-

group which is contrary to supposition.

Moreover, the new substitutions in T are all distinct; for sup-

pose s2t = Sjfy then it would follow that 2
=

.s,5 .

If the substitutions in I do not exhaust the substitutions in

the group not belonging to the sub-group, then suppose the

substitution ^ is among those left over. Then

are distinct substitutions of the group not found in the list

SD s& tmt
)
sn f r reasons just mentioned ;

nor are they found in I
;

for suppose sf = s^l9
then ^ = .vW = -s'/ which is some sub-

stitution in I, a conclusion contrary to the assumption concern-

ing ^. Continuing in this way, the substitutions of the group
are divided into sets of n substitutions each. As the number
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of substitutions is assumed to be finite, this process must come
to an end, and we have the sets

The total number of substitutions in the group is therefore n

times the number of sets, or (m + 2)/i. But (w + 2)n is the

order of the group, and n the order of the sub-group. Hence
the order of the sub-group is a factor of the order of the group.

107. Index of a Sub-group. If n is the order of a group G
and m the order of a sub-group G19 the quotient is called the

m
index of GI undvr G. Thus the index of an alternating group

11 \

under tho symmetric group of the same degree is n I -5-~= 2.

Ex. 1. Give the index of every group of the fifth degree under the

symmetric group.

Ex. 2. Show that a group whose order is prime can have no sub-group

(except the substitution 1).

108. Normal Sub-groups. If GI is a sub-group of G, and s

any substitution of G which does not occur in G^ the groups G l

and s~l

GiS are called conjugate sub-groups of G. By the trans-

formation s^l

Gi8t
we mean the result obtained by subjecting

every substitution s
l
of the sub-group Gl to the transformation

s"1^.
Tf GI and s~l

GiS are identical to each other, whatever substi-

tution s is of G, GI is called a normal m<b-group, or a self-conju-

gate sub-group, or an invariant sub-group of G.

109. Simple Groups. A simple group is one which has no

normal sub-groups, other than the group consisting of the

identical substitution.
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It can be shown that the alternating group of every degree

above four is simple ( 198). It is readily seen that all groups
whose order is a prime number are simple. There are only six

groups whose orders are not prime numbers and do not exceed

1092, which are simple, viz., the groups of the orders GO, 108,

300, 504, 000, 1092. Those of order 00 and 300 are alternating

groups of the degrees live and six, respectively.

A group which is not simple is called composite.

Ex. 1. Find the groups conjugate to 6V 4) under U\^\
If we transform si = (c)(M) by s (tfftr), we get s-^is = (a6)(ce?).

In the same way transforming i
= 1, we get 1. Henoe a group conjugate

to 6W4) is 1, (ab)(cd). We obtain the same conjugate group by taking

for s the substitutions (acd) and (adb).

The transformation of a- l fy (*>$, where s = (fcw), yields the conjugate

sub-group (tf(0(6c), 1. The same result is obtained if we take $ = (acft),

Taking s = (ac)(b(() or (ad) ('*) the conjugate groups obtained are

identical with 6r^4)
. The distinct conjugate sub-groups ofW 4 > under (TUW

are, therefore, fl'

i,

We see that ^(4) is not a normal sub-group of

Ex. 2. Find the conjugate groups of ^L>(
4 > under

Ex. 3. Find the conjugate groups of 6rV 5) II under

Ex. 4. Find the conjugate groups of (ro(5) I under

Ex. 5. By actual trial show that 6ty
3> is a normal sub-group of (r$W ;

that #2(4) is a normal sub-group of 6r4<
4> II

;
that &4(4) 11 is a normal sub-

group of #8(4)
;
that 6Y

4
(4) I is a normal sub-group of #8

(4 >.

Ex. 6. Show that every group has identity as a normal sub-group.

Ex. 7. Prove that the alternating group GW\n \
is a normal sub-group of

the symmetric group #<>, See Ex. 2, 92.

Ex. 8. Prove that a cyclic group of prime degree is simple.

Ex. 9. Prove that the alternating group embraces all circular sub-

stitutions of odd order, but none ot even order.

Ex. 10. The substitutions common to two groups constitute a group

by themselves, the order of which is a factor of the orders of the two

given groups.
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110. Normal Sub-groups of Prime Index. Of special interest

in the theory of equations are the series of groups

-*
1>

*
2> "> *19 -* i+1> ") 1

so related to each other that each group Pi+l is a normal sub-

group of the preceding group Pi9
the index of Pl+l under P

t

being a prime number. Such an assemblage of groups is called

a principal series of composition. If the restriction of a prime
index is removed, then the assemblage is called simply a series

of composition.

Ex. 1. Show that a principal series of composition is () for groups of

the third degree, W3)
, <W\ 1, (ft) for groups of the fourth degree, 6y 4)

,

<ri2(4) , #4
(4)

II, GV 4)
,

1.

Ex. 2. Show that, for the group of the fifth degree #2o(5)
,
a principal

series of composition is (roo(5) , &io(5)
, W5)

,
1.

Ex. 3. Show that G^* II is a normal sub-group of G$(*\ GVW, and

111. Functions which belong to a Group. When Gl is a sub-

group of 6r, a rational function of n letters 1? w2> > /
is said

to belong to 6r1? if the function is unaltered in value by the sub-

stitutions of G19
but is altered by all other substitutions of 0.*

* If the coefficients of f(x) are independent variables, then its roots

are Independent of each other. A function ot the roots must therefore he
looked upon as having an alteration in value whenever the function experi-
ences an alteration inform. In other words, when the roots are independent
of each other, two functions of these roots are equal to each other only when
they are identically equal. In the present chapter the roots are so taken.
When the coefficients of /(:*;) represent particular numerical values,

its roots are fixed values Two function* of these rootx may be numerically
equal to each other even when they have different forma. Hence, in an equation
whose coefficients have special values, a function of the roots may be formally
altered by a substitution and yet experience no change in numerical value.

Take, for instance, the equation with special coefficients, a:8 = 1. If &> is one
of its complex roots, we may write oc ~ eu, i w2

, 2 =* w8
. The function

2
^i is altered in form by the substitution (<VV*i) hut not in value ; for,

UQ*UI = 2
2 = w. That functions of

, lt
.2 , may have different forms,

but the same numerical value is seen also in the equalities
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We have seen that the alternating group, regarded as a sub

group of the symmetric group, has the alternating functioi

which belongs to it ( 100). Similarly the cyclic group, re

garded as a sub-group of the symmetric, group, has the cyclic

function which Monyx to it ( 101). The cyclic function stil

belongs to the cyclic group when the latter is considered as

sub-group of a sub-group of the symmetric group.
The function ^ -j- xs x2 x

{ belongs to the group 1, (1 3)

(24) when this group is taken as a sub-group of 1, (1 3) (2 4)

(1 2) (3 4), (1 4) (2 ;j),
but the function no longer belongs tc

that group when considered as a sub-group of the symmetric

group; for tho substitution (1 '>) occurs in the symmetric group
but not in the given sub-group, and yet (1 .'>)

leaves the fnnc

tion unchanged. When we say that a function belongs to i

group, but do not mention of what other group the given group is

a sub-group, we shall understand that it is under the symmetric

112. To find Functions which belong to a Group. Let Gl be

a sub-group of (7, G being of the, degree n, and let 1?
a2> >

a

be distinct quantities. Let also

P =/(i, ", O
be a rational function which may have rational coefficients and

which will assume a different value for every substitution ol

the group (7. If the order of the sub-group (r
{
is m, we obtain

on operating upon p with the substitutions in G19 m clistincl

values
> P, & P* -, P..* i

Tf now we operate upon the functions I by any substitution

in frj, these quantities are merely permuted among themselves:

for, any value p thus obtained as tho result of two substitu-

tions, .STL
and .s2 ,

of the sub-group Gl9 is the same as that obtained

from p by the simple substitution, #. = ^ ^ of this sub-group,

These facts point to the unexpected conclusion that, in Ihe theory nndei

development, the equation /'(->*)
= may represent a more general ease when

the coefficients are particular numbers than when they are variables. See 2.
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If, however, we apply to the functions I a substitution of G
which does not occur in Gly

we obtain a series of functions

p'u > p
f

m-i>

of which at least p
1 docs not occur in I. For, if p

l did occur

in I, we would have two identical functions, distinct from p,

resulting from the application to p of two different substitu-

tions. This is impossible.

If now we form a new function $ thus,

where t is a variable, it is evident that
\l>

remains invariant

when operated on by the substitutions of the sub-group 6r1?
but

varies for any substitution in G which does not occur in 6?!.

Hence $ is a function which belongs to G
1}
taken as a sub-group

of G.

We are at liberty to assign to t any rational value which will

keep $ distinct from any value obtained for it by application

to
\f/

of a substitution in G that is not in G> One such value is

= 0.

113. This method of finding functions belonging to a group
does not usually furnish simple results directly, as will be seen

frofrn the following example.

Ex. 1. Form a function of i, 2 > '*8i 4 which belongs to

frV
4 > = 1,0 ')(2 4), taken as a sub-group of

WIl=l, (1 3)(-24), (12)(34),(14)(28;.

Assume p = <v*i -f ca2 4- r $i + c^ti, such that p assumes four distinct

values for the substitutions of frV 4)n. The substitutions of GzW applied

top yield

4" Wl
hence ^=(t~ p) (t

-
pi) = P- (i + a) (ci -f c8)

- (2 +

4 ^4
2
)

C3C4 ) -f (12 + 34)(ClC4 4" C2C8).
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^ is a required function. By inspection we see that ^ is composed of

parts which are themselves functions of the kind sought lor. These parts are

- tCS )
-

( a 4

4 fa
2
) + 2tf4 (ca

a 4 f*
2
).

For 1, ci 3 = 1 and fa = f4 = 4- 1 we obtain the simpler form

i 4- to u (-c*.

For t = 0, fi = Ca = 1, Ca = f 4
=

i, we obtain the simpler forms

i
a + to

2 -
a
a - to

2
,

Ex. 2. Assuming p = i j 4- i, { ,
derive functions which belong to

) as a sub-group of W* J .

Taking = 0, we get (i
- 2)(ii2 + 3 j

2 + 2i 2
) -f (i +

H- 3i 3 + ij2
). Then show that ij'2 + 322 + 2i2 and

-f 3i2
4- i22 each belong to

* Ex. 3. Find the group to which (<*i + 8)(2 +^4) belongs.

We find, by trial, which of the substitutions of the symmetric group of

the fourth degree leave the function unaltered. These substitutions are

These substitutions constitute the required group. From
104 it is seen to be (T 8

(4)
. From tho behavior of this group toward the

given function, show that the group is impnmitw.

Ex. 4. Find the group to which i 2 4- ?4 (is + 2i) belongs.

Ex. 5. Find the group to which (a i)(2 belongs.

Ex. 6. Find the group to which (i2 *4)
2(is 4- j 4)^ belongs.

Ex. 7. Prove that the substitutions which leave unaltered a function

of n distinct letters, form together a group of the nth degree.

* Ex. 8. Show that a\vatf + a^atf 4- -f M~]'
I

if + p i, where 7

and
fl are distinct positive integers, is a cyclic function.

Ex. 9 By inspection show that f( tt2) 4- / (i -
to)!

2
belongs tc

G'2 (4) as a sub-group of fr24
<4)

. Compare with Ex. 1.

Ex. 10. Show that the cross-ratio of four points ( 78) # = 45- -?
1 ^ } nc BD

when k is not equal to 1 or to w. is a function which belongs to 6r4
(4)H
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that it has then six distinct conjugate values
;
that when k = 1 or k = w,

the conjugate values are formally different
;
that the numerical values coin-

cide in pairs when k - 1
, and in triplets when k w, w being a complex

cube root of I. See 111.

Ex. 11. Kind the values of the roots of a*
4 x3 x -f 1 = 0, and show

that, for these values, the function a^u\ -f a\
z^ -f a^vta -f a^ct does not

belong to the cyclic group, although this function is formally altered by
all substitutions in 0^^ which do not occur in

* Ex. 12. Show that, for the general quartic, the following functions

belong to the cyclic group :

( + 2 i) Oi + 2 ogXtfa -f- 2 )(8 + 2 a),

-f



CHAPTER XII

RESOLVENTS OF LAGRANGE

114. Resolvents. Expressions, known as " resolvents of

Lagrange," are of great importance in researches on the alge-

braic solution of equations. The term resolvent is used in two

different senses : first, to represent certain auxiliary equations

used in the resolution of given equations ; second, to represent

certain functions used in the resolution of equations. The

Lagrangian resolvents are of the latter kind; they we functions

of roots of unity and the roots of the given equation.

115. Definition. Let /(a?)
= be an equation having the

roots
, , _!. Let o> be any one of the nth roots of

unity, and let the function [w, a] be defined as follows :

[<D, ]
=

r 4- wj + ciTw* -f- + o>
n ' lau^. I

The expression I is a fMgranyiatt resolvent.

116. Roots expressed in Terms of Resolvents. If we write

the Lagrangian resolvents,

[(l), (*]
= + <i>r*i -f- (0

2
a -j-

...
-f- O)*

1" 1

^.!,

[!, ft]
= + CUjWj -f- 0)f.j H -f V-1^ t ,

and add them, we get 2[o>, ]
= w, II

where 2 signifies the. sum of all the [w, ],bbtained by writing

in succession w, ^ o^, ,
wn-1 in place of <*>.

K 129
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If we multiply the equations in I by o>~*, wf~*, ,
o>n i *,

respectively, and then add, we have the more general result,
to

2a>~*[(i), a]
= 7iak . Ill

Hence, if we are given the values of the Lagrangiau resolvents

of an equation /(.c)
= of the nili degree and the wth roots of

unity, the equation /(.r)
= is solved.

117. Theorem. Tf we operate upon the subscripts of a in

[o>, ]
with the cyclic substitution (0 1 2 3 (n 1)), [w, ]

becomes uT 1

[o>, a] ; if we operate with (0 1 2 (M 1))*, [CD, ]

becomes CD~* [CD, ].

If we operate upon

[o>, ]
= rt + cort! H h w*" 1

"* -i

with the substitution (0 1 2 ...
(M 1)) and observe that

co*-
1 = w" 1

, etc., we get

<o~
T

[o>, ] ^E
j + oj 4" w"Vs ~h " + o)

w"l

tf,

= <o"
J

(^ + o>
1 + <>

2^ + + w""lw
-i)'

Operating in this manner k times, we can easily establish the

truth of the second part of the theorem.

118. Theorem. If with the cyclic substitution

(01 2-..(-!))

we operate upon the subscripts of a hi [o>, ], the subscript of the

coefficient of each power of o> in [co ? a~]
v
undergoes the cyclic sub-

stitution (0 1 2 (a 1))", v beuuj any positive integer.

By the Polynomial Formula expand

[<o, a]" =( + !+ + "n~V-i)",

and by the relation o>
n = 1 reduce all exponents of w to

exponents less than n. Then combine all terms having like

powers of <*>. We get

[ID, ]*
= A + oAt + <

2A2 + ... + w



RESOLVENTS OF LAGRANGE 131

where A^ A } , , ^1,,^ are expressions of the degree v with re-

spect to a, !, 2, -, H_i, and have integral numerical coefficients.

Tf in formula 1 we replace o> by o>, o>
1? a*,, ,

wn_i in succes-

sion, we get the following n formula) :

[a), ]*
= A

(} + ai^l, + *% + + a
M -

*A !,

[a)!, a]" = J + a>i-'li + wf^i, + + <*)i'~
lAn__l9

[>!, ]*
= A + <>-!Ji + co^U, + ... + a)n .^-^ IB

It was shown in 69, Ex. 5, that the sum of the pth power of

the ?ith roots of unity is n or 0, according as p is divisible or

not divisible by n. "Remembering this and multiplying the n

expressions in JL by o>~*, CDJ"*, ,
ww_r*, respectively (k being

any integer), we get, after adding the n resulting expressions,

H^l4 =Sw"* O, ]", TIT
b)

where S indicates the sum of all the expressions obtained by

writing in succession o>, >!,
o>2, ,

WH j in place of eo. If now we

operat.(5 upon the subscripts of
<*, occurring in each of the v fac-

tors [en, ] in the right member of III with the cyclic substitu-

tion (0 1 2 n 1), we get, 117,

Sor 1-"
[o>, a]". IV

Now, by writing k + v for A; in formula III, we obtain

2oT* "[CD, a]
1
' = H^H.,.

In other words, the substitution (01 2 (H 1)), applied

to the subscripts of <>e in the right member of HI causes Ak

to be replaced by Ak+v . But Ak is transformed directly into

Ak+v by the application to its subscript of the substitution

(0 1 2 (n 1))". Hence the theorem is established.

Ex. 1. Illustrate this theorem by the roots a^ lf a% of the cubic,

taking v = 2.

We have [w, ]
= o + wi + w2

si

[, ]
2 = ^o 4- -4iw -H Aw3

,

where ^ = o
a + 2 ia2 i ^li = 2

2 + 2 oi, ^2 = i
2
4-
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Operating upon the subscripts of n in [u>, a] by (0 1 2), we get

! -f W 2 -f W2
0,

and (i 4- w2 4- w2
<*o)

2 = A 4- ^low 4- -4iu
2

.

We see that ^
, AI, -^2, when operated on by (0 1 2)

2
,
become respec-

tively Azt AO, AI.

Ex. 2. Illustrate this theorem by taking v = 3 in Ex. 1, and show that

the function belongs to the cyclic group.

Ex. 3. Show that (0 1 2), applied to the subscripts of
, i, a, in

f
a

, a]
2 = (o 4- w2<*i 4- w*#2)

2 = .<4o -f A\t) -f ^4 3w2
, produces the same

effect as (0 1 2)
4
applied to the subscripts of A$, A, A$.

Ex. 4. Show that (0 1 2 3) applied to the subscripts of tt
, t , 2 , ,i,

in [w
8
, ]

a= (o + 3
i 4- w6cc3 4- w 3)

2 = v1 -f -liw 4- -law
3 4 -rlaw

8
,
where

w = i, produces the same effect as (0 1 2 3)
8
applied to the subscripts

of ^4
, -4i, ^2? ^3-

119. Theorem. If with the cyclic substitution

(01 2- ..(n-1))

?e operate upon the subscripts of a, the subscript of the coefficient

of each power of o> hi the product of [w, ]" [W
A
I, ]"t

.

[0/2, ]*'

suffers the substitution (012 ...
(M l))''+Vr*V- -, ?r^rc

v, tV],
v2, tire positive integers and \lf Xa, "'positive or negative

integers.

This theorem is a generalization of the preceding and is

proved in the same way. The product yields the equality

where jB
, B^ ,

jBw_! are functions of the roots
?
a1? , n_v

Eeplacing o> successively by o>, CD,, o>2, , w^, we have all

together n expressions. Multiply them by w
*,

<o
t-*, o)2"~*,

respectively, then add the resulting products, and we get
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To the subscripts of a in the right member of I apply th#

substitution (0 1 2
(>i 1)), and we get

SOT*-"-"!*!" [, ]" OS ]*i ,

which expression is recognized by I to be equal to ??#AH,^lAl+ ....

But Bk is replaced by #*+i/uiAit if we operate upon Bk with

the substitution (0 1 '1
(>, 1))^^^ '". Hence the theorem

is established.

* Ex. 1. Show that the function [w, ] belongs to the cyclic group of

the degree n.

Tf we operate upon [w, ] with any such substitution (0 1 2 (n 1))

of the cyclic group, the etfeet is the same upon the coefficients J?* of

[w, u]
n as if the substitution (0 1 *2 (n

~
1))" were applied to the

subscripts of Bk directly, 118 But (0 1 2 ... (n I))'* is the iden-

tical substitution
;
hence it brings about no chane. Consequently

[w, ] is invariant for the cyclic group. This invariance holds for no

substitution of the symmetric group of degree n, except the substitutions

which occur also in the cyclic group. Hence [w, ]
n
belongs to the cyclic

group.

* Ex. 2. Show that the product [w, ]
W-A .

[w*, ] belongs to the

cyclic group of degree n.

By 118, IV, the cyclic substitution (0 1 2 n 1), effected upon
the subscripts of in [w, ]

n-* gives W-W+A
[w, ]

M~A
. When operated

upon those in [WA , ] it gives w~A
[w*, ]. Hence, when operated upon

the product of the two, we get w u+* ~A
[w, ]

M-* [WA , ], where

Ex. 3. Show that ( i t 2 -f fa)
4
belongs to the cyclic group of

degree four.

For convenience, let i = w, and we have (
t + wj + w2

2 + w8
.j)

4
,

which, by 118, IV, becomes w~4
(a + w^ + w'J 2 + w8

a)
4 when operated

upon by (0 1 2 3).

Ex. 4. Notice if the following functions belong to the cyclic group of

degree four :

( + ,'!_ .,- ftts)*,

(
- /, -

j -f / 3)( -f *i - 2
-

tas),

(a - ! + a



CHAPTER XIII*

THE GALOIS THEORY OF ALGEBRAIC NUMBERS. REDUCTIBILITY

120. Definition of Domain. A set of numbers is called a

domain of rationality or simply a tloittain, when the sums, dif-

ferences, products, and quotients of any numbers in the set

(exeluding only the quotients obtained through division by 0)

always yield as results numbers belonging to the set.

All rational numbers (integers and rational fractions, taken

both positively and negatively) constitute such a domain, for

this system of magnitudes is complete in itself in the sense

that any of the four operations involving any of these numbers

never yields as a result a number which does not belong to

the set.

The integers by themselves do not constitute a domain, for

the quotient of two integers may be, fractional.

All the numbers of one domain J2 may be contained in a

second and larger domain O'. In this event the smaller domain

O is called a divixor of the other O f

,
and O' is called a domain

ver O.

For example, the complex numbers of the form a + ib, where

1 = V 1 and a and h signify rational numbers, are a domain

of which the domain of rational numbers is a divisor.

Another example of domains of numbers is the one embrac-

ing all real numbers, whether rational or irrational. Still

another is the domain consisting of all numbers, a -f- ib, where

a and b are rational or irrational.

* In the exposition of the Gaiois theory in this and the succeeding chapters

we have followed the treatment given by H. Weber in his Lehrbuch der

Algebra, Vol. I, pp, 491-698,

184
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121. The Domain O
(1)

. The domain of rational numbers is

a divisor of all domains, for csiuli domain contains at least one

number n different from 0; hence it contains also n -5- w or 1.

But if unity belongs to the domain, then it embraces all num-

bers obtained by addition and subtraction of units, that is, all

positive and negative integers; from the latter we can by divi-

sion derive all rational fractions. Hence the rational numbers

occur in every domain. Hereafter we shall indicate the domain

of rational numbers by 2U)
.

122. Adjunction. Let O signify any domain. If we add to

it any number , which does not already belong to it, then the

new system of numbers does not constitute a domain unless we

add also all numbers arising from a finite number of additions,

subtractions, multiplications, and divisions involving a and all

numbers in the domain O Let us designate the new domain

thus obtained by O
(tt)

. It is evident that (2 is a div* vlor of 12
(a)

.

This process of obtaining the domain O
(rt)

from il is called

adjunction. \Ve say that we adjoin a to O and obtain Q(a)
. Ky

the adjunction of i to the domain of rational numbers I2
(1)
we

obtain the domain of complex numbers O
(li ,,.

This ambrao.es

all numbers of the kind a + ib, where a and b have rational

values. In general, if we adjoin to fi
(1) ,

we get I2
( i, ar

Ex. 1. Show that the rational (proper) fractions do not constitute a

ihmuiiu.

Ex. 2. Show that satisfies the definition of a domain.

123. Reducibility Defined. Let the integral function

have coefficients a^ a
ly ,

a
lt , all of which belong to some

domain ft. Then we shall say that f(x) in a function In O and

f(x) = is an equation in O. If the function f(x), in which -/*

is some integer > 1, can be decomposed into factors of lower
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degree with respect to a?, such that the coefficients of the fac-

tors are numbers belonging to the domain 12, then the function

/(.*) is called reducible in 12; otherwise it is called irreducible

in 12.

Thus, if 12 designates the domain of rational numbers,
then x* y

1
is reducible in 12, because it yields the factors

(x 4- y) (x y). On the other hand, .r *>#- is irreducible in

12, because some of the coefficients of its factors

are not rational.

If, however, we form a new domain by the adjunction of

u = \/$ to the domain of rational numbers, we obtain $2
( i, tf) ,

embracing numbers of the kind a -f Vtf fr, where a and b are

rational. With respect to this larger domain the functions

if
2

i/
2 and x* tyy

2 are on an equal footing, for both are

reducible in 12
(li a) ,

since the coefficients of the two factors of

each function are numbers belonging to the same domain 12
( ,, a) .

Ex. 1. Find out which of the following functions are reducible in the

domain of rational numbers tyn :

O) y* + 2x +1,

(ft) r*+ ja + 1,

(c) a"2 + a-1,
(d) ar + x + 1,

(O ^4- 1.

Ex. 2. For each of the above functions which are irreducible in fyij,

find by adjunction the smallest new domain in which the function is

reducible.

Ex. 3. Find a domain such that all the functions of Ex. 1 will be

reducible in it.

124. Algebraic Numbers. All numbers which are roots of an

algebraic equation

/(a?) = %*" + f<
lt
*-* + - + a^x + an =
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with integral coefficients are called algebraic numbers. Numbers
which cannot occur as roots of an algebraic equation are called

transcendental. It was first proved by Hennite (187.'}) that ?,

the base of the natural system of logarithms, is a transcen-

dental number. Jn 1882 Lindemann first demonstrated that

TT, the ratio of the circumference of a circle to its diameter, is

also transcendental. If to the domain of rational numbers

O
(1)

we adjoin ?r, we obtain a transcendental domain. If the

number adjoined to O
(1)

is algebraic, the new domain is called

an algebraic domain.

125. Irreducible Equations. An equation, f(x) = is said to

be reducible or irreducible, in a domain fi, according as the

function /(.) is reducible or irreducible in O.

If we adjoin to the domain O one of the roots a of the

equation /(#) = 0, then if a does not belong to the domain O,

we obtain a new domain O
(a)

which is an algebraic domain

orer O.

126. Theorem. Iff(ji) = and F(.f) = are both equations

in the domain O, and if /(>)= in irreducible in O and has one

root which satisfies F(x) = 0, then all its roots satisfy F(x) = 0.

Since the two equations have at least one root in common,
the two functions /(.-) and F(x) have a common factor involv-

ing x. "But we know that the highest common factor is found

by ordinary division, ?>. by a process which nowhere intro-

duces numbers not found in the given domain of rationality.

The highest common factor is therefore a furfction in O.

But /(.), being irreducible, has no factor in O involving a/,

"xrppt itself. 1 Fence the highest common factor must be either

/ (.) or a quantity differing from f(x) by a constant number.

In other words, we must have either F(x) = c*f(x) or

F(x) = y(x) /(*7!)> where g(x) is a function in O.

Ex. 1. The cubic x3 2 x2 - x + 1 =0 has three incommensurable

roots and is therefore irreducible in the domain Q(i). It has one root in
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common with .>' - :j /* f jc
2
4- 2,r 1 -= 0. Find the II. C. F. of the two

functions ami hhow that all the roots of the first equation satisfy the

second.

Ex 2. The function r2
~|- 0^ -f 7 is irreducible in J2(U ,

and it is not a

divisor of x'J
-f -J x2

4- tf # 4- 1. From these data bhuw that the two

functions cannot have a common factor.

Ex. 3. The equation at? 4- ft,, 4- r in J2
( D has a root in common

with x3
4- f> ,;

2
-f 10 ,r 4- 1 = 0. Shuw that a ~ b - c, = 0.

Ex. 4. Prove that two functions in S2, 0(r) and f (r) cannot have a

common factor which is a function of x in $2, it /(/,) is irreducible and not

a divisor of $(#).

Ex. 5. If a root of the irreducible equation / (r) = in fi satisfies the

equation 0(.r,) = in 12, and it /(r) is of higher degree than 0(x)> fcne11 al1

the coefficients of
</>(.r)

must be ssero.

127. Gauss's Lemma. If f(,r) //r/.s futwjral Mpfficipntsand can

1w resolved into rational fartftrts, it can be resolved into rational

factors with inter/ml coefficients.

(Jonsider the two functions,

Lot k be the H. ('. F. of the integers ,
f/

l5
a2 ,

-

;
and let / be

the H. V. K. of the integers l>n ,
/; />,, ....

Also let fc be relatively prime to m, and let ? be relatively

prime to n.

We may now write

tf(.r)
~ A:

r/U), ZZfr) = J .(*),

where
//(,*:)

and 7/(.r)
are functions whose denominators are,

respectively, m and ??. The numerator of y(.r) is an integral

function of a? with integral coefficients which have no common

factor, except 1. The same is true of the numerator of

7^(,fl).
Hence the smallest denominator of the product g(x) h(x)

is mn.
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Consider the case when the product 6y

(V) //(,*;) has only

integral coefficients. Then it is evident that k / must be

divisible by in w. Since A; is relatively prime to w, and I to n,

it follows that

where p and q are integers. We may now write

0(^=1^^, H(x)
= '&

*,(*),
/M M

where the functions
f/i(a*)

and /^(.v) have onl) integral coefficients.

Consequently, if /(*') is resolvable into two rational factors

(*(*f) and //(/'),
which have fractional coefficients, so that

we have f/ N ,, ._,

f(js) = r/(.-) //f^),

then we have also ./'O*
1

)
= y>7 </i(-'') ^i^')^

where the coefficients arc integral throughout. Ilenee, if /(#)

is resolvable into rational factors, it is resolvable into such

factors with iutwjral coefficients.

128. Reducibility of /(j?). Whether the function f(x), in

which the coefficients are integers and the degree w does not

exc.eed 4 or 5, is reducible or not in the domain il
(J) ,

can readily

be ascertained by the aid of Gauss's lemma and ordinary

algebra.

AVe assume that, in
/(.*?),

the coefficient ti
{}
of .*;" is unity. If

a is not unity, we can change the function so that it will be

unity by taking .r =
,
and multiplying by

" "
!

.

^
For every integral value of .*, which causes /(^) to vanish,

we have a factor x a of /(V)* & Here must be a factor

of a
tl

. This consideration enables us always to determine the

reducibility or irreducibility of functions f(*v) of the second or

third degree.

If /(>) is of the fourth degree, then, if there is no linear

rational factor, there can be no cubic rational factor. To test
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for quadratic rational factors, divide ^ + a^ + a^nr + a,Ax -f 4

by .

2 + # + j8, where and /? are integers to be determined,
if possible. That there may be no remainder, we must have

3 = a(aa ft ata + a2

),

Hence a= =Sb II
a4 -/J

J

We have the rule : /See whether any factor p of a 4 makes a an

integer in II. Jf a awrf ^ wv SMC/A integers, which also satisfy I,

then sf + ax + p is a rational factor sought.

Similarly, if f(x) is of the fifth degree. First search for

linear rational factors x c. If none are present, there is no

quartic rational factor. Look for a quadratic, rational factor

x2 + (tx -f p. If quadratic factors are likewise absent, there

can be no cubic rational factor, and the function is irreducible.

Dividing gf + <v4
-f ay;i + a^ + a&+ a^ by x2 + ux + p, we

get as the conditions for zero remainder,

(tt3

a3
. Ill

Whence

where c =
j

If j3 is a factor of a5,
if is an integer, and III is satisfied,

then ot?+ <tx+ p is a factor sought.

Ex. 1. Is f(x) =0^ + 4 x* 4-4 x* + 9 a:
2 H-8& + 2 reducible in

(l)
?

Since/() does not vanish i'or x~l or 2, there are no linear nor

quartic factors in %>. Take p = 2, then c' 4, 01 = 14, c2= 8, a=4.
Condition III ia satisfied. Hence *2

-f 4 v -f 2 is a factor.
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Ex. 2. Are the following reducible in

(1) x3 + 2 x2
4- 3 x - 6. (5) x* + 10 jc - 100 je

2 - ac -f 1.

(2) x* 4- U r^ + 8 x - 2. (6) a* 4- x* 4- flC
2
4- ff 4 7.

(3)
4

4- a*
3 4 a* 4- * - 4. (7) :r

5
4- 2 x4

4- 3 #8
4- 4 z2

4- 3 x 4- 2,

(4) jc* 4- x3 -f 25 x2 4- 22 x + 6. (8) x5
4- x -f 1.

129. Eisenstein's Theorem. If p is a prime Number, and

a
< ^i> ><' integers, (til (except a

)
divisible, by />, 6^ a u MO

divisible by p
2
,
then is f(x)

= a
()

,

)l

-f ajSf
11 "

!+ + irreducible.

For, if /(.t
%

) could be resolved into factors, the coefficients of

the factors could be integers. We could have

/(a?) = (cvf* + d**-
1

where

Since a H is divisible by p, but not by //, and an = ch r^, it

follows that one of the factors c,h ,
tfk ,

is divisible by p, but not

tlie other. Let rh be the factor divisible by p. Then not all

the coefficients c are divisible by j>, else a Mould be divisible

by ;>. Let c
v be a coefficient not divisible by />,

while <Vfi <\,+s

r A,
are eacli divisible by />. The coeflicient of a?~"

v

,
in the

product of the two fa<*tors of f(x), is then

f 2 4-

Since every term in this polynomial is divisible by py except
the first term, the polynomial is not divisible by p. But, by

assumption, tin; only coefficient of f(x) which is not divisible

\yj p is a . Hence, t
A ~ i

' = tc
M
,
which is impossible, since h must

be less than n.

Ex. 1. Show by 129 the irreducibility of

2 ar
3

-I- 9 & 4- x -{ 12,

4 ac
6 4 14 x* -j- 21 35 4- :15.
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130. Irreducibility of - Wlien p is a prime number,
>

X I
)!> __ |

the equation
'---- = is irreducible.
x 1

,J
_

If in ~ = 0, we put x = z + 'l
)
tlien expand the binomials

x \

and simplify, we get

Since this equation is irreducible by 120, the given equa-

tion is irreducible.

131. Exclusion of Multiple Roots. Unless the contrary is

specifically asserted we shall assume in what follows that the

equation /(,;)
= has no multiple roots. This can be done

without loss of generality. For, ii'/(.fl) has multiple roots,

we can <iivido/(.e) by the H. 0. l<\ oil /(a?) and/'O), as in 21,

and obtain a quotient (/(.*')
Then

f/(.r)
= is an equation in O,

having all its roots distinct, and the theorems which will be

given apply to //(.)
= 0.

Ex. 1. Show that/(.e) is reducible if it has multiple roots.

132. Definition of Degree of a Domain and of Normal Domain.

If the irreducible equation /(.r) = 0, having a for one of its

roots, is of the nth degree, the domain O
(a)

is said to be of the

?*-th degree.

Since f(x) = is irreducible in O, it follows that none of its

roots belong to the domain O. For, if the. root a were a num-

ber in the domain O, x a would be a factor in O, and f(.r)

would be reducible. It is evident that each root of f(x) = 0,

when adjoined to ft, gives rise to a domain over O, 120.

Thus, if
, u _>, , M_i are the roots of f(x) = 0, we obtain

the n domains, T
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The domains I are said to be coHJuyatc to the O
(a)

. These

domains may be all different from each other
; some, or all of

them, may be alike.

A domain which is identical with all its conjugate domains is

called a normal domain. The laws of normal domains are far

simpler than those of others. The great advances in algebra

made by Galois rest mainly on the reduction of any given

domain to a normal domain.

133. Theorem. Any number in a domain O(a) can be ex-

pressed as a function of a in 12.

By definition of a domain ( 120) any two numbers in it, com-

bined by addition, subtraction, multiplication, or division, yield

a number occurring in the domain ; also any number added to

or subtracted from itself, multiplied or divided by itself, yields

a number belonging to the domain.

The domain 12
(a)

was obtained by adjunction of to O.

Hence the numbers in 12
(ft) ,

whether occurring in O or not, were

obtained by carrying out the four operations of addition, sub-

traction, multiplication, and division upon a and the numbers

in n. This means that every number in O
(o)

is expressible as

a function of in 12.

Ex. 1. Show that the roots of jr* 10 x2 + 1 = define a normal

domain.

The roots are = Va -f V:J, t
= - V*2 + VJJ, 2 = - V2 - V3

3 = V2 VH We have it = 3 = = . Hence it follows that

(1, a)
=

tyl, a,)
=

fyi, a2 )
=

8(1, as )-
**1

Ex, 2. Show that the domain defined by the roots of the irreducible

equation x'4-fc-fl:=0is not normal,

By Descartes' Rule we see that the equation has only one real root. No

complex root can be a rational function of a real root. Hence the three

domains fyi, a ), fyi, ai ),
fi (1 , aj

cannot be identical and therefore not normal.

But the two domains defined by the complex roots are the same
; for,

if /3 -f iy and iy are the complex roots, ft iy =
* + 7

. Hence
P "l~ iy

ft iy is a number in the domain obtained by adjoining p -}-iy.



144 THEORY OF EQUATIONS

Ex 3. Show that the roots of x* 22 y? -\- 1 = yield a normal domain.

Ex. 4. Show that the roots of an irreducible quadratic determine a

normal domain.

Ex 5. Show that any three roots of x* -f
>v

-f x2
-j- x -f 1 = are

powers of the fourth and that the domain $2(i, a) is normal. See Ex. 2, 67.

Ex. 6. Express as a function of Vft in M(i,,) the following numbers of

the domain Ua,^,: 1, 10 i, I) + 4V"^ 5.

Ex. 7. Define the domain (2 which includes the number

134. Conjugate Numbers, Primitive Numbers. Suppose a

number #=<(), where $ indicates a function in O. If

, i, >
are the roots of an irreducible equation /(**)

= 0,

then JV =<(), JVi = <K,), , #,,-1 = <K-i) I

represent ?i numbers, one from each of the conjugate domains,

The numbers I are said to be numbers conjugate to N.

Some or all of these numbers conjugate to JVmay be equal to

each other.

A number N in the domain O
(tt) ,

which is different from all

its
1

conjugate numbers, is called a primitive number of the

domain. Otherwise it is called imprim iffw.

135. Primitive Domains. A domain O
(a)

is called primitive

when it contains no imprimitive numbers except the numbers

in the domain 12
;

it is called imprimitive when it contains

other imprimitive numbers besides.

Ex. 1. The equation /(.r.)
= a*

2 + 1 = has the roots i. Here a = i

|y2 _J_ // I O
and i = i. Let us assume

<j> (a)
=

,
then (a) = i -f 1 = JV~,

and 2Vi=j'-f 1. Hence /Y, being unlike JVi, is a primitive number in 0(i, D.

Next, let us assume () a = i x = 0. Hence is an imprimi-
tive number in 0(i, ,>.
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More generally, if
</> (i) ~a -f t/>, where a and b are rational numbers,

ftjii

then <( )= i& ,
if 0(0 = , then 0(~ i) =Ea. Hence the im

/"

primitive numbers are in this example coniined to those that are rational,

and the domain O(i, ,>
is primitive. Since both O

( i, t )
and ft(i,_) are

domains containing numbers a + ib, where a and 6 are rational, and may
be positive or negative, it follows that the two conjugate domains are

identical. Hence
(i,o is a normal domain.

Ex. 2. The roots of the irreducible equation x2 2 =0 are V2. Show

that-i is a primitive number of On v^) that 10 is imprirnitive, that

V2
the domain 0(i, v/) is primitive and normal.

Ex. 3. If a is a root of jc
2 + 10 -f 1 = 0, define the functions of a such

that N will be the nnprimitive number 5.

Ex. 4. Show that the number JV= 2 + l
, belongni" to the normal

domain 0(1, a ),
in Ex. 2, 07, is imprimitive and that the domain 12

( i, a)

is imprimitive.

Ex. 5. If JV= 2
,
where* a is a root ot ir

4+ 1 0, show that ^V is imprimi-

tive, that jVi = a2 -- is primitive, that the domain i2
(1 , a) is normal and

imprimitive.

Ex. 6. If N= 1G and is a root of x8
-f I = 0, prove that N is imprimi-

tive, that 0(i, a )
is normal and imprimitive.

Ex. 7. If is a root of sr
7 1 0, prove that O

( i, ft )
is imprimitive.

136. Theorem. Even/ number Ar
// the domain 12

(tt) of the nth

deyref is the root of tsome equalion of the nth degree in O, the

other roots of which are the remaining number* conjugate to N,
viz. N19 N>>, ,

JVn.t
.

Take the product

0- -ff)(y-#i) - (y-N* i)
=

?

in which ^, = JV H- 2V, H-----h

We see that all the coefficients 7^, p2, ,p ft
are rational sym-

metric functions of the numbers 2V, .Y,, -. A^^,. Since N=<j>(a\
JVt
= ^(,)' "? -Xi-i <A(rt

i) ( ^'^), where
<^>

is a function in
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O, it is evident that Pi 9 p& , p are also symmetric functions

in O of
1? ,, , tt ; for, an interchange of, say a and

1? brings
about simply an interchange of jV and Nlt Since the inter-

change of N and Wi does not alter these functions, the inter-

change of a and
,
does not.

Now
J? 2, , M are tlie roots of the equation /(;r)

= 0; hence

the coefficients p^ y>j, , pn of <(//)
= 0, being symmetric func-

tions in 12 of
J? , , may be expressed as functions in O of

the coefficients of /(*) = <) ( 70).

But by hypothesis the coefficients of /(V) = are numbers

belonging to the domain O, hence the, same thing is true of

P\> >'!>* Thus 4>(//)
= is an equation of the nth degree in 12,

having the roots N
9
lf

} , ,
JVn ^

Ex. 1. As an illustration, kt/(ar) x* -f 1 = 0, then S2 u (1) and the

roots aiv
J V2(l -f /), i J V2(l -

*) ^' w - i V'2(l + /), the domain

^ii, a) consists of numbers a -f *fr, where <f and b may be rational, or

irrational involving V2. Let J\T
-^ + a2 + + !, then ^V =1 + (1 -f \/2)/,

and the numbers conjugate to it are,

N = 1 4- (1 4- V2)/, jYo = 1 - (1 + V2)/,

^ = 1 -f- (1
- v't>)/, ,Vj = 1 - (1

- V2)i,

and *(i/) - (// -N)(y- N^(y ~ ATa ) (//
-

A^O

=
?/
4 - 4 ?/ -f- 12 r'

- Hi ?/ -f 8 =
f
ThuB, Ar and the iinmljnrs conjugate to it are roots of an algebraic equa-

tion of the fourth degree in I^D, that Is, $(#) =0 is an equation in the

same domain as/(.r) = 0, and both are of the same degree.

Ex 2. Show that 5, *, \/2 are each numbers lying in the domain S}
(tt)

of Ex. 1, and that each is a root of some reducible equation of the

fourth degree.

137. Theorem. Evert/ number of the domain ft
(<x)

can be

expressed (is a function In O of any primitive number N of the

domain O
(tt)

.

Let N f be any number in O
la)

and JV"', xV'j, 2V'2, , iY'n-j the

numbers conjugate to it. Let

(*) s (j>
- N)(x - Nj .

(x
-

JV..,),
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where JY, N^ ^Y
tl ^ are conjugates to the primitive number

y. We now construct a new function, ^r(oj),
as follows :

This is a function of . of the (n l)th degree,

Since N = <(), Ar
,
= (,), -,

and JW = $!(), .Y'l= cM<*iV",

it follows that an interchange of, say, a and t interchanges not

only N and y
ly

but also iY' and N'
1} and also the first two

fractions in the expression for
{//(x).

But <(#) is not affected by such an interchange. Hence
i/r(y;)

is not affected, no matter what two 's replace each other.

From this it follows that
i//(.r)

is a symmetric function of

rt, i, ,
^

/t _! in 12 and the roeffici(nfcs of
i/K-t')

tir(^ numbers in 12.

If now we put .; =
TV", thon <J>(iV)

= 0. As J.V is primitive

and consequently different from y^ N, ,
it follows that each

fraction in ^(.r), exce])t the first, is xero when x = ^Y; for, it has

a numerator that is zero and a denominator that is finite.

The first fraction gives us . By 20 we have, for this inde-

terminate, the relation
" ^^ =

iV'4>'(-*V)> where & means the
iV iV

differential coefticient of <I> with respect to x. This relation

yields tftf) = &'&(&) or X' = $(&)/&( tf), where *'(JV) is

not zero, because <(>) has no multiple roots. Since i/^V) and

^'(^Y) are both functions of y in O, it follows that any number
y 1 can be expressed as a function in O of any primitive

number JY.

Ex. 1. Trove that the domain ft(jV >
is identical with the domain fya),

y being primitive in 17( a ).

Ex. 2. It was shown in Ex. 2, 135, that JV = ^ +
is a primitive

V2
number of fyi.v^b where ^ are the roots of the irreducible equation

x'
2 - 2 - 0. Express r> f 3 V'2, 5 and V2, as functions of JV

r
in O

(D.

Ex. 3. Express 5, ?, Vi^ in Ex. 2, 136, each as a function in Q of .
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138. Theorem. If N is primitive in Q
(tt) ,

then the numbers

N, iVi, ,
iVM_! a/'tf roots oj an, irreducible equation 4>(.c)

= of

the nth degree ; (/" jV is imprimifive, then these numbers may be

divided into /i
x
sets of n 2 equal numbers in each set

9
and 4>(.r)

==

is the n<h power of an irreducible equation of the u
vth degree.

If *(*)
= - N)(x - N,)

...
(.
-

.V..,)
=

is reducible, decompose it into its irreducible factors. Take one

of these irreducible factors, say 0(j'<).
Then 0(.r)

= must

have as a root at least one of the numbers 2V, N}9 ,
-2V

rt_i.

Let NI be such a root. Then 0(N} )
= 0, and since 2Vt = ^(i),

131, we have 0[<(i)] = ;
that is, 0[<MO] = <> has

i
for one

of its roots. Thus [<(.*)]
= and/(.r) are two algebraic

equations having a common root, namely uv As J\.r)
= was

assumed to be irreducible, it follows by 1U(> that each of the

roots
, !*!>> -i of the equation f (.r)

= must satisfy

0[0( t

>/)]
= 0. Remembering that JV",

=
<^( f ), we see that each

of the numbers ,V, ^V,, ,
^Vn_ l

must satisfy the equation

0(,r)
= 0.

Now if AT, JVi, -, A
T

H_ l
are all distinct, then 0(.r) = must

be of the th degree, and <l>(,r)
= and 0(.r) are identical

;

since, by hypothesis, 0(.r)
= is irreducible, <(/) = must be

irreducible.

Tf, on the other hand, some of the roots JV, NI, ,
NH-\ are

alike; let 2V", N~19 ,
^V
r
w,_i represent the distinct roots, then the

irreducible equation 0(.r)
= is of the degree w,. ^ln?/ of/^r

irreducible equation, I (.r)=0, obtained by factoring <J>(.?*)
= 0,

must be satisfied by at least one of the set of roots 2V, 2V,, ,
2V

/M .,,

for
y every multiple root in <fc(,r)=0 has one representative in the

list of distinct roots
;
hence 1 (.tf)

=0 must be satisfied by each

iooc in the set and is identical with the equation 0(#) =0, the

two having all their n
}
roots in common.

It thus appears that if O(.r)
= is reducible and is resolved

into its irreducible factors, these factors are identical to each

other. Thus, 4>(.r)
= is a power of Q(,c)

= 0. Since
<J>(.r)

=
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is of the nth degree and 0(.r) =0 of the /^th degree, n must be

a multiple of n
19 that is, n =

Ex. 1. As an illustration, take the irreducible equation /'(.'O=,r
4+ l=-0.

It lias the roots a = \ V2(\ + /), i
= -

} V'J( I -f /), a> - + i V:i( 1
-

)i

^--- -J >/2(l-0. Let Ar

=0()=i^, then Ar - Ar

i-/{uid A
r

2 = A
r

j=-/.

Hence, *(^) = (jr 4- /)
JO -

<)s ^ (r- -f- 1)-
-

0. We have 0(,-)~r-+ 1 -0,
which issatihtied by V, X\, Yj, V,. The equation #[^( / ) J

- ^(/- )
-=

( /)-' 4- 1 ~0
is satislied by , i, .., j, the roots ot

m/(.i )~

Ex 2. From the roots of the equation in Kx f>, 1M3, iind Ar
, AT

i, *V.j, AT

8 ,

\\hen A; = J
-F

}
. Determine whether the equation <l>(y) = us in this

case reducible
;

il it is, iind Hi and /<_, and show that 0[ <()] =- is satis-

lied by the roots ot the given equation /(r) =

Ex 3. From the roots of the equation in Kx r>, l;j;>, find N\ 9 N> JVa.

when N = 4 Is 4('i;)
- reducible "

Ex. 4. Tn Ex. 5, 13o, form 4>(//)
= and examine its reducibility,

when N = a2
.

139. Normal Equations. A normal equation is an irreducible

equation in which each root can be expressed as a function in

O of one of the roots.

Ex. 1. The roots j, 2, of r4
-f 1 0, Ex 1, 138, may be expressed

in terms of a thus <] = , ^j = ;i

,
a3 =. + ' {

. Hence i*;
4 + 1 = 0,

being irreducible, is normal.

Ex. 2. Show that r* + -r
1

-f x2 + ai + 1 = is a normal equation.

Ex. 3. Show that x* - V x2
-f 9 = is normal.



CHAPTER XIV

NORMAL DOMAINS

140. Theorem. A primitive tut tutor of a normal domain of

t1uj nth (leyre? is a root of a normal equation of the nth degree.

If a number p be adjoined to 12, making 12
(P)

a domain of the

Hth decree, every number ^Y in the domain 12
(p)

is a root of an

equation F(x) = of the th decree in (2, tlie other roots of

which are, by 130, the remaining numbers conjugate to N, viz.

-Ni, N2, ..-, IVU-

Since N is assumed to be primitive, F(.c)
= is irreducible

( 138).

Any number J\
r
t , being defined by <(^ t ), belongs to the domain

12
(p<)

. Since 12
(p)

is normal, we have I2
lp)
= I2

(Pi ,= = O
(P||_ I}

( 132). ilence all the numbers N, Nl9 % N rt- i belong to the

\lomain O
(p) ,

and can be expressed as functions in 12 of the

primitive number iV( l.'>7). From this it follows that F(s) Q

is a normal equation.

141. Theorem. Conversely, if p As- a root of a normal equa-

tion, then O
(p)

is a normal domain of the same degree as that of
the equation.

Let PQ be the root, of which the other roots are functions in

12; that is, let pv
=

<(/<))? where v may be 1, 2, ,
or (n 1).

Since p is a root of the given irreducible equation of the wth

degree, the domain 12
(Po)

and all the domains conjugate to it are

of the ?ith degree ( 132).
150
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Any number in the domain 12
(p|/)

, i.e. in the domain fl^ (p>)],

is a function in 12 of [^(pu )]>
all(l> therefore, also a function in

12 of
/o itself; that is, any number in the domain U

Lf> (p }]
occurs

also in O
(PW)

. The converse is true also. Hence the conjugate
domains are identical, and 12

(p ,
is a normal domain.

COROLLARY. Since the domain Q^ (p ^ contains all the roots

of the given normal equation, each of these roots can be ex-

pressed as a function in 12 of the root <
t,(pu)> where <

t,(p) may
represent any one of the roots. Thus, in (t normal conation evert/

root can be expressed not only tin a function in 12 o/some one root,

bnt as a function in 12 of any one of the root if.

r7 _ i

Ex. 1. Show that the equation- = is normal.
3- 1

Ex. 2. Show that ar* + 10 x* + 40 x + 205 = is normal.
*

142. Adjunction of Several Magnitudes. The adjunction of
several magnitudes may be replaced by the adjunction of a single

magnitude.

Let a, ft, y, be numbers adjoined to the domain O, giving
the enlarged domain O

(a,p, y,...).
To prove that a number p can

be found, such that the domains 17
(oti ^ yt

. ,}
and 12

(p)
are identical.

Let a be one of the roots
,
u

19 ,
am_ l

of an algebraic equa-
tion in O, /j(aj)

= 0. Similarly, let /3 be one of the roots

ft ft, , ftt_i of /X*) = > 7 ^e of the roots y, y,, y,,, ..-, y0-1 of

fr) = 0, and so on. Without loss of generality we may
assume that none of these expiations have multiple roots.

Now assume for p the following linear function of a, /?, y, ,

where a, b, c are indeterminate coefficients to which in special

cases any convenient numerical value in O may be assigned.

It is evident that o is a magnitude in O
(at ^ yi

...
},
for it is a

rational function of
, ft y, . The expression for p involves

one root from each of the equations /!(#)
=

;</i(a?)
= 0, .
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"M^lt, replace the roots
, fj, y, by any other combination

1? pl9 yl9
of the roots, one root being taken from each equa-

tion. We get ,10b

Similarly we obtain p2, py,
. The total number of /o's

is

equal to the total number of possible combinations, which is

m n o
,
where m

9 n, o are respectively the degrees of the

equations. By assigning appropriate values to a, b
9 c, ,

all

the p's will be distinct from each other.

Now construct the function F(t), thus :

F(t) is not altered if a is replaced by a
l9
or j8 by /Jt

. Hence

the coefficients of II, obtained by performing the indicated

multiplications, are symmetric functions of the roots of each

one of the equations /i(-e)
= 0, f$(x) = 0, ; therefore, the

coefficients are numbers in O, and F(t) is a function in 12.

Now, any number N in 12
(a> p, yi

.. is a rational function of

, )8, y, Let JVgo over into N19 N.>, for the substitutions

which convert p into pl9 p% -. With these construct the new
function GK), defined as follows :

G(t) s F(t) + --- + -+ ... HI
(t p t pL t-~ p2 )

^ () is symmetrical with respect to the roots of f\(x)
= 0,

/2(o?)
= 0, . Hence its coefficients lie in 12. For =

/>, F(t)

vanishes, as appears from U. Hut the denominator t p van-

ishes also.

Hence for t= p, we have by 20

where -P() is the first differential coefficient of

Heace, JT
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This means that N is a rational function of p ;
that is, any

number in O
(aj ^ yi

.
>

is a rational function of p, and lies, there-

fore, in the domain 12
(p)

. Conversely, any number in li
(p)

lies

in O
(a>/3tyt

.. g)
since every number in O

(p)
is a rational function of

p, and, therefore, of a, /?, y, . This shows that O
(p)

and

tya,j8,y,-)
are coextensive domains, and the adjunction of a, /8,

y, to O may be replaced by the adjunction of
/>.

Ex. 1. Go over the above proof for the special case where

a = \/2, p = \te, 7 = 5 = = 0, a = I = 1, N = 3 \/2 vfo

Here /i(x) = ^ - 2 = 0, /j(jj) = x3 - 5 = 0. Then p = V2 + v'S.

There are six different p's, and II is of the sixth degree in t. Of what

degree is III ?

Q(t)=N(t - pi)(
-

pa) -.
(t -ps) + JVi(

-
p)(<

-
pa) ...

(t
-

ps) +
tf (p) = iV(p

- pi)(p-p2)
.-

(p
-

PS) = 540 p
2 + .300, where

p = V + v^5, pa = - V2 -f v^5,

/
o1 = \/2 + o> \/5, pi = >/2 -f w v/f),

^2 = V^ + 2
\/5, ps = - \/2 + w2 v/6.

By Ex. 14, 71, the equation whose roots are p, pi, , pg, is

.F() = P - 4 - 10 J
3
4- 12 2 - 60 ^ + 17 = 0.

/. F'(P)
-

(J P
6 _ 24 p3

- 30 p
2
-f 24 p

- 60.

We see that ff(p)
-

F'Cp) = JV.

Ex. 2. Is the adjunction of V^~2 to fyi) equivalent to the adjunc-
tion of i + V2 ?

Ex. 3. Are the two domains fyi, ^ ^3) and 0(i t v/g) coextensive ? If

not, is one a divisor of the other ?

143. The Galois Domain. If f(x) = is an equation of the

7ith degree with distinct roots
, T, , _,, then the domain

&(a,av -a obtained by the adjunction of all its roots to O,

is called the Galois domain of the equation f(x) = 0. Thus

the roots of the cubic o3+ 3#2 2# 6 = are 3, V2;
hence its Galois domain is O

(ltV/2).

Ex. 1. Find the Galois domain of x4 + x2 -f 5 = 0.

Ex. 2. Find the Galois domain of the equation in Ex. 6, 133. Sho\

that, in this case, O(a , ^ ... aw_ l)
= O(a)

=
(ai)

= 1^ = (2
(a$)

.
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144. Theorem. TJie Galois domain of any algebraic equation

is a normal domain.

The degree of the Galois domain O
(a , a ..., tt ,

is not usually

the same as that of the equation/^) = 0; let it be m.

Let p be a primitive number of the Galois domain, then

It follows that p is a root of an irreducible equation of the

degree m ( 138), viz. the equation

The root p, being a number in the Galois domain, can be

expressed as a function of w
, l? ,

an ^ in 12; that is,

Consider all the permutations which can be performed with

the n subscripts of the letters
,
taken all at a time. The

number of these permutations is n \ They correspond to the

symmetric group of substitutions ( 1)8).

If we operate upon the subscripts in II with each substitu-

tion of the symmetric group of the order ;?!, in turn, we obtain

values for p which we indicate, respectively, by

Pi Pu >p/i'~i- HI

Next, if we operate with any substitution of the symmetric
group upon the />'s

in III, we get the same set of p's over again,

only in a different order
; for, any number resulting from this

second operation is obtained from II by two substitutions, the

product of which, by definition of a group, is identical with

one of the substitutions in the group. Hence, if we form the

equation
jff(y)

=
(j,_ p)(y_ pl) ...(,_,,_,) =0, IV

this equation is invariant under any of the substitutions of

the symmetric group ; hence, the coefficients of ?/, obtained by
performing the indicated multiplications in IV, are invariant.
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But these coefficients are functions in 12 of the roots p, p1? ,

and by relation 11, also functions in 12 of
, b ,

an_^

Because of the invariance of the coefficients of IV under the

symmetric group, they are symmetric functions in 12 of
,
aly

, n _ 1? i.e. symmetric functions in 12 of the roots of /(a?)
= 0.

Hence IV is an equation in O ( 123), and its roots are numbers
i "(a, ..,_,)

But p is a root of both //(?/)
= and g(y) 0. Since y(y) =

is irreducible, all its roots must be roots of //(?/)
=

( 12(>).

But all the roots of //(//)
= are numbers in O

(a< ...
? an l} ;

hence all the roots of */(//)
=0 (viz. the conjugate numbers

p> PD -> pm ~i) are numbers in
(ttf ..,_,>.

But

hence we have O
(p)
= Q

(PI)
= = O

CP/tt _1)-

That is, 12
(a , ..., a/t j

is a normal domain.

145. Galois Resolvent. The equation #(?/)
= of 144 is

called the Galois resolvent of the given equation /(it')
= in the

domain O, denned by the coefficients of the equation f(x) = 0.

This resolvent possesses the following properties :

(1) y(y) = is irreducible.

(2) Each root off(x) can be expressed as a function in Q
of one root p of the equation g(y) = 0. That is, each of the

roots
, !, , _! occurs in O

(aj ...
f an_ 1>,

a domain equivalent
to O

(p)
.

(3) O/<e roo p of g(y) = can be expressed as a function in 12

of the n roots off(x) = 0. That is, by II, 144, we have

Ex. 1. The cubic y3
-f 3 a;

2
-H a; - 1 =0 has the roots

Hence the Galois domain is
( i f ^- Also, p = V2 is a root of the

irreducible equation g(y) = 2 2 = and is a primitive number of the
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Galois domain. The equation x1 2 = is a Galois resolvent, because

(1) it is irreducible
; (2) the root a = V2 / V2 and the roots a\, a are

each functions in W
(D of V2

; (3) we may express />
as a function of

, i, 2, thus, p= V2 = 2
2

i 4- 4 a.

Ex. 2. Show that in Ex. 1, p = a + I \/2, which is a root of the equa-

tion xa 2 a 4- a'
2 2 b2 = 0, a and 6 being rational, is a primitive

number in the domain
( /aj, and that this quadratic is a Galois resol-

vent of the given cubic.

Ex. 3. Show that the degree of the Galois resolvent of an equation of

the nth degree cannot exceed n 1. See 144.

Ex. 4. Construct the equation H(y) of 144 for the general cubic

x8 4- aice'
2
-f aw 4- a = 0, whose roots are

, i, OB-

As in 142 select appropriate values in ft for the coefficients c, Ci, 02,

so that distinct values for p are obtained for every permutation of the

roots <x, i, a In the relation p~ca -f cii + CgOa.

Performing upon this the six substitutions of the symmetric group of

the third degree, 104, we obtain

p= ca -f-

We first form the cubic whose roots are p, pi, p2 . We get

= oSc2 4- (i2 -
s)2rri.

To obtain the product ppip^ observe that the terms

cciCo28 occur in the product ;
their sum is c^iCgSw

3
. Since c, Ci, c2 and

, i, 2 are similarly involved, the expression i2Sc8
,
also occurs in

the product. The term cc^uan^ occurs three times
;
hence we have

Observe that a?a\ has in the product the coefficientpc=c2
Ci -f Ci

2c2 4- c2
2c

and that ai
2w2 and 3

2 have each this same coefficient. Hence pcpa is

part of the product, where pas 2
i 4- ai

2
2 4- 2

2
. Similarly i

2
,

2
2 bave each the coefficient yc

=
cci

2
4- CiCa

2
4- c^c

2
. Therefore,
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p'cp'a. occurs in the product, where p f

a ~acti~ + i22
-f (*%(*-. We have

now found all together 27 terras which belong to the product ppip$ ; they

constitute the entire product. That is,

PP1P2 = cci<'2S 3 -f i 2Sc3 -f

We get

Pa + l>'a = 2cc ~W<*i 3

Pa - ?>a

-
(a

where Z>
tt

Is the discriminant of the given cubic, hence

Similarly we have 2 pr = r/r

2yc = 3'

Hence

We have now found the coefficients of the cubic whose roots are />, pi, pa

expressed in terms of the coefficients of the given cubic.

In finding the coefficients of the cubic whose roots are />', p
f
i, p

f
2 we

notice that S/>' = Sp, and ^p'p'i = ^PPi-
f

^ne product p'/a'ip'a differs from

PPip2 only in the sign before the radical. Consequently, on multiplying
the left members of the two cubics, the radical disappears and we obtain

a sextic, whose coefficients are numbers in fl. This sextic is the required

equation H(y) = 0, whose roots are p, pi, p%, p', p'i, p'a

Ex. 5. Show that when in the sextic of Ex. 4 the value of Da is a per-

fect square, the soxtic becomes reducible into two cubic equations in 0.

Hence g(y) = is a cubic in this instance.

Ex. 6. Of what degree is the Galois resolvent of the general quartic ?

The general quintic ?

Ex. 7. Find the roots of the equation r* + x* x9 x"2 2 x 2 = 0.

From the roots determine the Galois domain. Prove that ac* 2 x2 -f 9 =
is a Galois resolvent.

146. Theorem. The Galois resolvent is a normal equation,

and any normal equation is its own Galois resolvent.

The resolvent is a normal equation because (1) it is irre-

ducible and (2) all its roots occur in the Galois domain G<p),
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where p is a root of the resolvent ( 144), and are, therefore,

functions in U of the one root p ( 138).

To prove the second part, let /(.#)
= be a normal equation,

having the roots
, b , !

Then 12
(tt)

is a normal domain

( 141); /(#) = is its own Galois resolvent, because being
irreducible it satisfies property (1) in 145, and all its roots

being in the domain 12
(a) , and, therefore, functions of a in 12, it

satisfies also properties (2) and (3).

Ex. 1. Show that the equation in Ex. 5 ( l.>3) is its own Galois

resolvent.

Ex. 2. Show that the Galois resolvent in Kx. 2 ( 146) satisfies the

definition ot a normal equation.

Ex. 3. Find the Galois domain for the equation in Ex. 3 ( 133).

Find the irreducible equation in 12
( i) having the primitive number \/6 -f \/5

as a root. Show that this equation is its own Galois resolvent and that

the Galois domain is normal.

147. Theorem. Jf f(x) (} is a normal equation of the nth

degree with a root p as a primitive, number in the normal domain

12
(p ),

then the transfiositioH (ppA) cannot each of the members

conjugate to p to be replaced ft// some other of their own set, but no

two numbers are replaced by the same one.

Let the numbers conjugate to p be p, p,, , pn ^. They are

all roots of the equation /(#) = () ( 188). Since O(p)
is

assumed to be normal, they are contained in it. Hence we

have
.-. _ = Tp - <

() p, p,
- <p, .-., pM_, = p,

where <
, c^, are functions in O. If in

<f> k(p), which is a root

of f(x) = 0, we replace p by pM we get as a result <^(pA), which,

being conjugate to < A (p), is another root of f(x) = ( 136).

Hence the numbers in the series

)> <t>\(ph)> '") <n-iW H
are identical with numbers in I, except in the order in which

they are written. Now, if we can show that the roots TF are

all distinct, our theorem is proved.
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None of the roots II are alike, for suppose
thatis ' *,(-- &(* = O, in

then III is an equation having ph as a root. But the irreducible

equation /(#) = has also ph as a root. Hence III must be

satisfied by all the roots of /(.c)
= 0; for instance, by p. Con-

sequently,^

This equation by I may be written pv pk 0, which cannot be

true, since p is a primitive number.

Ex. 1. In Ex. 5, 1:J3, we have given an irreducible equation with the

roots /o, pi, P2, PZ-, conjugate to p in the normal domain 12(p>. We have

pi = p
a

, p2 = P
3
i P.J

= p
4

. Hence the roots may be represented by the

series 4 T
P? P" P

8
? P I

If in I we write p3 for p, we get

P3, P3
2

? P3
3

P3
4
,

where />s
2 = p2i pa

3 = PI, p^
4 = p. Hence the transposition (/ops) only

changed the order of the roots.

Ex. 2. What is the order of the roots, if in Ex. 1, we apply the

transposition (p/>2) ?

148. Theorem. Ewry tmnsjwsition (phpk)
in the normal

domain O
(p)

is equal to some one of the transpositions (ppi)>

We have ph =^ A(p), I

where
<t>h(p) is a root of the normal equation /(x) = 0. Upon

^A(P) perform the transposition (pp^ and we get < A (/ot). This

is a number conjugate to
</>A (p), and is, therefore, one of the

other roots of f(x) = 0, say pk ( 138), so that

Since the transposition (phQk) changes ph to pk ,
and the trans-

position (p/o t) changes < A(p) to <^A(pt), we have from equations
I and II that (phpk)

=
(pp).
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Ex. 1. In Ex. 5, 133, the four roots satisfy the following relations :

Operate upon the left members of these equalities with the transposition

(/>p2) and upon the right members with (p^)> and show that (pp%) = (/>2P3)>

Ex. 2. In Ex. 1 find the transposition (ppt) which is equaj. to (pips)-

Ex. 3. In Ex. 1, 130, find i so that (,) = (i 2).

149. Substitutions of the Domain Q
(p)

. Since any transposi-

tion (pApA)
=

(pp,),
where i is some one of the numbers 0, 1, 2,

...
(^ 1), it follows that there are not more than n distinct

transpositions in the given normal domain O
(p) ,

which number

agrees with the degree of the domain and the degree of the

equation f(x) = 0, whose roots define this domain. Since every
number in O

(p)
can be expressed as a function of p in O, since

every number operated upon by (pp) passes into some other

number in the domain conjugate to it, since, moreover, no two

numbers pass into the same number ( 147), it follows that

each such substitution applied to all the numbers in the normal

domain leaves the domain as a whole unchanged.
The substitutions (pp f),

where i takes successively the values

0, 1, (n 1), are called tlw substitutions of the domain

If jV= <(p) is invariant under (pp{) so that N=
<#>(p)

then we say that AT admits of the substitution (ppt). Observe

the difference between the expressions admits and belongs to

( 111). Tn both the function must be unaltered under the

substitutions of a certain group GI, but in the latter expression
we have the additional condition that the function must be

altered by every substitution of G which does not occur in Gl9

Ql being regarded as a sub-group of G.
s

If N= <(p) is a primitive number, then it is distinct from

each of its other conjugates <(pi), <j>(pz)> ? <Kpn-i)- Hence ^7"

admits of none of the substitutions (pp,), except, of course, the

identical substitution 1.
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150. Theorem. The substitutions of the normal domain, H
ip ,

constitute a yronp oj the order n.

.Remembering the definition of a substitution group ( 95),

we need only show that m the n distinct transpositions the

product of any two, say of (ppt)
and (pph ), is equal to some one

of the transpositions in the set, say (ppk ).

By 148 we know that (ppt)
= (phpk). Multiply both sides

by (ppk), and we get

(PP*) (PP.)
= (PP) (P*P*)

=
(PP*) *>

that is, the product of any two substitutions (pph) and (pp^ is a

substitution belonging to the set.

151. Theorem. Tf the equation f(x) = yields the Galois

domain 12
lp ),

then there corresponds to the yroup of substitutions

(pRi) f Mut domain a group of substitutions s
t of the same order

amony the roots of the equation, such that the product of any two

substitutions (pp t), (pp,} of the domain corresponds to the product

of the two corresponding substitutions
Sj of the roots o//(a?)=().

Let/(a?) = have the roots
,
al9 ,

/*_ all of them dis-

tinct. Since these roots are numbers in the Galois domain

(ot a i) ^(p) ^ ^ne (^eSree My ^ follows that

p=$|>, -, ., , _,], I

and that ,
=

<^8 (/a)
where s has any value

? 1, (?i 1).

Substituting for the 's their values, we get from I,

Now p is a primitive number in the Galois domain fyp) ( 144),

and is, therefore, a root of the Galois resolvent g(y)
= 0, whose

other roots are the remaining numbers conjugate to it, viz.

Pi> > pm v Consider IT an equation having a root
/a,

then the

irreducible equation y(y) =0 and the equation II have p as a

common root
;
hence the conjugates of p are roots common to
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both equations ( 12H). Replacing p by any of its conjugates

p{9
we have, therefore,

Replacing in II p by p ; ,
where z and

f/ are distinct, we get

IV

Since . is a root of f(x) = and <*8
= < 8 (p)> we ^iave *^e

equation /[<,(p)] ^ ^ which has p as one of its roots. But p

is also a root of the irreducible equation (/(?/)
= 0; hence

( 126) we liave/[0.(pt)] =0; that is, <,(p.) is some one of the

roots a, of the equation /(a?)
= 0. For the same reason <k(p,) is

some one of these roots.

Since <k(p<) and </p,) represent each some root of
/(a?)

= 0, we

see that in each bracket of 111 and IV we have some arrange-

ment of the roots a, a l9 , r^^.

The two arrangements are not identical
;
for if they were,

we would have <,(p) = <t>t (pj)
for all values of s

;
the right

members of 111 and IV being equal, the left members would

be
;
that is, pf

= pr But this is impossible, since they are roots

of the irreducible equation {/(?/)
= 0, and can, therefore, not be

equal. Hence it follows that to any two distinct twbstitutiona

(ppOXpPj) ^iere correspond two distinct substitutions among the 's.

From this we draw the further conclusion that since the 's

belong to the domain O
(p) , and the entire domain has only m

distinct substitutions, there are just m distinct substitutions

among the a's. There exists, therefore, a one-to-one corre-

spondence between the substitutions (ppf) and the substitutions

,
of the roots .

Now the product (ppt) (ppj) is equal to some other substitu-

tion in the group, say (ppk).
If to (ppt), (pp^), (pp&) there corre-

spond, respectively, s
i9

s
j9

sk among the roots, and if

G>P<) (PP;)
=

(PP*)>

we have also s
t 8j

=5 sk.
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Ex. 1. The quartic equation x* - 12 x j

-f 12 .r,
2
-f 17(5 x 00 = has

the roots 9 9 /7 9 .. /7ft = J -|- J V/ , #i J ZV /,

2 = 4 + 2 V3, j = 4 - 2 VS.

The Galois domain S2(P )
is obtained by adjoining V7 -f Vi to Jfyi). We

havo

_
PJ = VT 4- Vo, pa = VT VU.

By inspection, we get

= 0(p) =2 + i(24 p-p3),

==4+ 1(16 p-p\).

Substituting for p, in succession, p, pl5 p2 , pj, we obtain the following

:

0(P) =", 0iW =i, 0j(p) =j, 0i(p) -^ I

0(pl)= 01(P1)=1, 02(pl)=Ji 0.(Pi)=2. H

0(pj) = ii 0i(p-0 = , 0j(pj) -- MJ, 0,1 (/>j)
=

,i. Ill

0(ps) = i, 01 (ps) = , 0a(p.O - 3 0(ps) = 2- IV

Operating upon 0(p), 0i(p), 02(p) 0i(p) ni line I with the transposi-

tion (ppi) gives us hut' II. The anangenient <*, j, L>, (} in line I lias

changed to the arrangement a, i, rt.i, 2 "i hue II. Hence (ppi) coi re-

sponds to (r<2 rti)* Thus, to the substitutions of the domain, viz.,

1, (PPI), (PP.), (PP3), V

there correspond, respectively, the substitutions among the roots

s). VI

The latter are readily seen to constitute a group. Groups related to

each other, as are these two, are called faomorphic. Group VI is called

the Galois group of the given quartic equation.

Ex. 2. Find in the list of groups enumerated in 104 the group VI of

Ex. 1.

Ex. 3. In Ex. 1
, 2(p) = s and 2 (pi) = 0s(p) = 0a(p2) = 02(ps) = H.

Show that, in the set of substitutions V, (ppi)(pp2) = (pp). Forming all

possible products of two transpositions, show that V is actually a group.

Ex. 4. The cubic sc
3 + 3 #2 + x 1 = has the roots a = 1 ,

i= 1 + V2, a= 1 V2 and the Galois domain tyi.v^)* where

p = V2 and pi = V2. Find the Galois group in both forms.
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152. Galois Group of f(x) = in H. The group of substitu-

tions among the roots a, a
ly , ft _i f ^le equation /(#) =

corresponding to (isomorphic with) the group of the Galois

domain O
(p)

of that equation is called the Galois group of the

equation. The term Galois group is really applicable to the

two isomorphic groups indifferently. For two (simply) isomor-

pliic groups are identical, abstractly considered, since to every
substitution of one there corresponds a single substitution of

the other, and vice versa, and since to the product of any two

substitutions in the one there corresponds the product of the

two corresponding substitutions in the other. For convenience

we shall restrict the term Galois group to the group of substi-

tutions having the roots as elements.

Ex. 1. Show that <vy<) and Gjp are isomorphic ; also #6(5)I and 6
(8)

-

Ex. 2. Show that 6V 3) is simply isomorphic with

153. Theorem. Every function, in Q, /(, J5 , n_i), winch

equals a number N in O, admits every substitution of the Galois

group o//(cc) = 0.

Since O
(a? aj ,

...
t a^l}

= O
(p) ,

each where { = 0, 1, , (n 1),

is a function in O of p. Hence we have

where / and are functions in O. We have 0(p) ^=0, and

this equation in D is satisfied by one root p, and therefore by
all the roots which belong to the Galois resolvent

r/(2/)
=

( 126). That is, 0(p,)
= N. But by T the transposition (pp,),

performed upon 0(p), produces the same result as the corre-

sponding substitution of the Galois group, performed upon

/(, , n^). As 0(p) remains unaltered, so /(,
remains unaltered.
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154. Theorem. Every function in Q, /(, 1? , tt_i), which

admits all the substitutions of the Galois group, is a number in 12

In the equation /(, al9 ,
ttn l)^=0(p),

given in 15.3, /(, u
l9 , }|-1)

admits by hypothesis of the

substitutions of the Galois group; consequently, 0(p) admits

of the corresponding transpositions of the Galois domain 1>, P)
.

That is, 0(p), being invariant, is equal to all its conjugates 0(pt ).

But 0(p) is a number in the domain O
(P)

and is a root of an

equation of the nth degree in 12, whose other roots are the

remaining numbers conjugate to it ( lr>(>).
All these roots

being equal, that equation is \jc 0(p)\
n=0. Hence x 0(p)=0

is an equation in 12. Therefore 0(p) is a number in 12, as is

also its equal, /(, ,
w

rt_i)-

Ex. 1. In Ex. 1, lf>1. the Galois group is 1, (ttatfs), (i)i (i)
The roots of /(>,) = are

,
tf i, 3 , j Then a

-f 4 #1 -f 10 is

a function in S2
(D ot two roots of /(x) = 0. The value of this function is

50, a number in $2
( i) ;

that is, belonging to the domain fyi). Performing
the substitutions (i), we get i

2
-f 4 a + 10, which still equals 50. The

other substitutions do not affect the function. This illustrates 153.

Ex. 2. Using the group and roots of Ex. 1, illustrate 163 by the

equation (a
2 + 4 i 24)

a
( 2

a + 8 <x3 60)
3 = 0. Here the left member

of the equation is QVLY function, and the number in ft is 0.

Ex. 3. /(x)
= x4 - xa 2 = has the Galois domain fyp ) y

where

p V^ + i, pi = V2 , p2 = V2 + z, p3 = V2 i. (1) Express each

of the roots of /(ar)= as a function of p. (2) Find the group of the

domain. (3) Find the Galois group of /(#) 0.

Ex. 4. In Ex. 3 show that /(, ..., <*H -i)
= ^ + !

3 + a2
3 + 3

3 ad-

mits all the substitutions of the Galois group ;
then show by actual sub-

stitution that /(a, , n_i) is a number in fyi). This illustrates 154.

155. Theorem. A group G is a Galois group of the equation

f(x) = for the domain 1} whenever

(A) Every function in Q of the roots
4,
which is a number in

O, admits the substitutions of G, and

(B) Every function in U of the roots a
t,
which admits the sub-

stitutions of G, is a number in O.
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Firstly, we prove that every substitution of G belongs to the

Galois group.

As in 142, select appropriate values in O for the coefficients

c
)
ei> ;

cn-i so that distinct values for p are obtained for every

permutation of the roots
, a , , _! in the relation

ca + CM H h <Vi<*-i = p- -I

Now p is a root of the Galois resolvent g(y) = 0. In #(/o)
=

substitute for
/o

its value in 1 and we get a function in O of
,

u >
w -u which equals the number zero. If this function

satisfies hypothesis (A), it admits any substitution s of the

given group G. But by I this substitution changes p into

some distinct value pa . Hence g (pa) = 0, and pa is a conjugate
of p. But the substitution (ppa), which corresponds to s, is a^

transposition of the Galois domain; hence s belongs to the

Galois group, and G is either the Galois group or one of its

sub-groups.

Secondly, we prove that the Galois group is G itself.

Suppose G embraces j substitutions, namely,

*,
' * Vi> n

then the application of each of these to the function p in

I yields the values TTTJ
P) '> /i P./-1-

HI

If we operate with any substitution sk in II upon any value

^ in III, the result p'/ must be the same as if we had operated

upon p directly with *vsV But s
t
sk must, by the definition of a

group, be one of the substitutions in II
;
hence p\ must be one

of the values in III. Thus it is evident that the operation
with sk upon every value of III causes simply a permutation
of the values in III. Hence a function y'(y), defined by the

relation t/ \ / \/ \/ \
y(y) = (y

-
P) G/

-
PI) (y

-
p,-0

has coefficients of y that are each invariant under the substi-

tutions of G. If we apply to each of these coefficients the
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hypothesis (B), each of them is a number in ft. Consequently

g'(y) is a function of y in O.

Now g'(y)
= and the Galois resolvent </(*/)

= have the root

p in common, hence ( 126) the degree of
</'(//)

= () cannot be

less than that of
<j (?/)

=
;
that is, J9

which is the order of G,
cannot be less than the order of the Galois group. Hence the

two groups are the same.

156. Theorem. An equation is reducible or irreducible accord-

ing as its Galois group is intransitice or transitive.

Let /(a!)
=

l%i!)-7*(.i')
= 0,

where /(a;)
= is reducible and /(.i

1

), F(x), h(x) are functions

in Q. Let the roots of F(JC)
= be

a, u
l9 , ., _!. I

These are also roots of /(a?)
= 0, which has the following

additional roots: rTa
i>9 '"> tt

/> '**-! Xi

Now it is evident that no root a
t
of set I can be replaced in the

equation F(^x) = by a root a
}
of set II, for

,
is not a root of

F(x) = 0. Yet we know that the coefficients of x of F(x) =
admit all the substitutions of the Galois group of /(a?)

=
( 153). Hence this group can have no substitution which

replaces a
t by ,,

and the group is intransitive ( 102).

Conversely, if the group P is intransitive and permutes the

roots in set L among themselves only, so that a
t
will not be

replaced by ,,
then the product

F(x) = (a?
-

a) (a? -,) (a?
-

,_i)

admits of all the substitutions of P, and is, therefore, a function

of x in Q. Hence F(x) is a factor in O of /(#), and f(x) = is

reducible.

Ex. 1. Illustrate this theorem by showing that the Galois groups of

Exs. 1 and 4 in 151 are intransitive.
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157. Theorem. An imprimitive domain has an imprimitive

group.

Let f(x) = 0, having the roots
,
aly ,

an_l9 be irreducible.

Then its Galois group P is transitive ( 156). Let the do-

mam O
la)

be imprimitive; that is, let it possess imprimitive

numbers which are not all numbers in 1) ( 135). If N= <f>(a)

is an imprimitive number, then its conjugates may be divided

into HI sets of ns equal numbers in each set, so that n = HI n2

( 138). We have then the following j
sets of roots of /(#) =

with n% roots in each :

=
cr, cr

l9 .., cr^.!,

SO that

II

are numbers conjugate to N.

From II we see that the Galois group P of f(x) = must be

so constituted that the roots of each set A, B, -, S are inter-

changed among themselves and that the sets A, B, ,
JS are

interchanged bodily, but never can two roots of the same set

be replaced by two roots belonging to different sets. Hence P
is an imprimitive group ( 103).

Ex, 1. Show that the group composed of the powers of (0123) is an

imprimitive group.

Ex. 2. Show that any cyclic group whose order is not prime is an

imprimitive group.

158. Theorem. Tfie symmetric group of the nth degree is the

Galois group of the general equation f(x) = of the nth degree in

the domain O, defined by the coefficients of /(a?).
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In the general equation /(#) = no relation is assumed to

exist between the roots; that is, the roots are taken to be

independent variables.

In all eases a symmetric function in O of the roots equals

a number in O ( 70). If it be granted that, for the general

equation, this is the only function in O having this property,

condition A of 155 demands simply that

Every symmetric function of the roots shall admit the sub-

stitutions of the symmetric group,

and condition B demands that

Every such symmetric function shall equal some number in O.

Both statements are true. Hence the symmetric group is

the Galois group of the general equation.

159. Actual Determination of the Galois Group. Fn Exs. 1 and

4 of 151 we determined the Galois groups of easy equations,

for the domain defined by the coefficients of the equation, by
the aid of the roots of the equations. When the roots are not

known, P might be obtained by the construction of the Galois

resolvent, from which Pis obtainable. But the Galois resolvent

is not easily constructed. Practically the Galois group can be

ascertained more readily from the theorem about to be deduced.

It is well to remember that, when f(x) = is irreducible, the

degree of the Galois group is equal to the degree of the equa-

tion. When f(x) = is reducible and the factors are known,
it is easiest to consider the equations resulting from the irre-

ducible factors of f(x). We proceed to prove the following

theorem, in which M is any function in O of the roots ,, H_i,

which belongs to Q as a sub-group of the symmetric group :

If a function M is a number in O, the Galois group for the

domain O is either Q or one of its sub-groups.

Since, by hypothesis, M is a function in 1} of the roots

<*) u > <*n-u which is a number in O, it follows by 153 that
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M admits of every substitution of the Galois group. By defini-

tion, M belongs to Q ;
that is, there are no substitutions of the

roots, except the substitutions in Q> which leave M unaltered

in value, Henee the Galois group is either Q or one of its

sub-groups.

Ex. 1. For the domain ft(a . ..., an ^ the Galois group of f(x) = is 1.

Let Q = 1 and M c -\
-----h c_in_i be a function in ft of the roots,

such that it is altered in value for every interchange of the roots. Then

M belongs to g, and is a number m the given domain. Hence, by the

above theorem, P= 1 for O(a, .... an_1>.

Ex. 2. Find the Galois group of the cubic se
3 + 3 x2 x -f 1 = 0.

The discriminant ( ;J5) is found to bo 272
. By 77 the alternat-

ing function of
, i, a% equals the square root of the discriminant.

This function admits the alternating group. See Ex. 1, 100. Take

M= (
-

tti)(
-

2)(i - (X2)= 27, # = (f,<*>, and ft = O
(D. We see

thatM is unaltered in value by the substitutions of <7,j(
]

>,
but that its alge-

braic sign is altered by the remaining substitutions of (rV 3)
. Hence M

belongs to G^ ;
M is a number in ft

( i).
Therefore the required group is

either G^ or the group 1. By 54 we see that the equation has irra-

tional roots
;
hence P cannot be 1, it must be Grf for the domain ft(i).

Ex. 3. Find the Galois group of Newton's cubic

xs ^ 2 x - 5 = 0.

The discriminant is not a perfect square ;
hence P= #6(3) for ft

(i).

Ex. 4. Show that P = G^ for the cubic

X3 _
3(C

2 + c + l)x + (<? + c + 1)(2 c + 1)=

and the domain ft^, e>.

Ex. 5. Show that #4WH is the Galois group of *
-f 1 = for the

domain
ft(i).

The discriminant, 51, is 256, a perfect square. Hence the alternating

function which belongs to G\ (* } is a number in
ft(j).

The required group
is either G\^ or one of its sub-groups. It cannot be the identical group,

because the roots are not rational ;
it cannot be 6?2(4) > because this is

intransitive, while x* + 1 is irreducible ( 156). Hence the group is either

#i2(4> or #4
<4>II. We see that y~ (a- cti) (a2-a3) ig unaltered by 4<4)II,

but is altered in form by all substitutions not in $4<
4>II. The resolvent

cubic, having y as a root, is y
8 12 y -f 16 = (Ex. 17, 71). Since the
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roots of this resolvent are rational, y is a number in Q(i). Sirce thoso

roots are distinct, y is altered not only in form, but also in value by sub-

stitutions not in #4(
4>II. Hence y belongs to Cr^II, and we may take

y = M. Hence tr4<
4)II is the required group.

Ex. 6. Find P for the equation (x
2 + 2) (.r

2 + sc + 1) = 0, fia) .

The Galois group of x- -f 2 = for il
(\)

is P 1, (L).
r

rhe equation

x2 4- x 4- 1 =0 gives, for fyi), Pf = 1, ( 2 3 ). Tf we multiply the substi-

tutions of Pby those of P', we obtain the intransitive group 1, (0, (f&jOta)*

(ui)(2s) = 6/4^111 as the required group for the domain 12
(i>. See

Ex. tf, 104.

Ex. 7. For the domain (1) , x3 - 2 a; - 5 = has P - ^V 3)
. Show that

for the domain $2
( i,v/^), P

Ex. 8 For the given domains find the Galois groups of

(a) a* + 5 a; + = 0, Oa >.

(6) xy + 5ar + 5 = 0, (l)
.

(c) ** + 10^0, $2a,v/io).

(d) (^ + I)
3 - 0, (1J

.

(f ) x3 - 21 x + 35 = 0, ( i).

(/) x3 - ( + >/2) i: + 7(1 + V2) = 0, ( i, v^.

(//) x* 4 ^ 4- x2 4- y 4-1=0, n
(1) .

(/O (x
2
4- 5) (x

3 - 21 x 4- 3f>)
= 0, J2a) ,

also fi
(1 , v/5"). See Ex. 7, 104.

(0 x - 1 =(x 4- 1)(* - l)(x
2
4- x 4- l)(x

2 - x 4- 1)= 0, (1)
.

(*) a:" - 1 = 0, (1) .

(0 x* 4- (a 4- &)x
2

4- 6 = 0, 12
(1 . a , 6) .

(m) x3 - 2 = 0, (1)
.

00 x4
4- 4 x8

4- x~ + 4 x 4- 2 = for n
(1) .

Ex. 9. Find a general expression for the equation of the fourth degree
whose Galois group is OV 4

>. Assume

(-,) + (ai -) = 8 c,

[(- 8)-(al -)] = 64 ft,

[(
-

2)
2 - (i -

3)
2
][

-
i + a

~
s]
= 8VS - 4

where 6, c, d are rational numbers and b is not a perfect square. These



172 THEOKY OF EQUATIONS

assumptions are justified by the fact that the left member of each equa-

tion is a function which belongs to fra
(4)

, 154. We get

(tt
-

a)
a = 4(c + V&), (i - 3)

2 = 4(c
~ VS),

#1 -f 2 3 = 4 dV&,

+ 1 4- C&2 -f 3 = 4 61.

Hence a=l\ + dVT> 4 Vc 4 VS, w2 = 61 4 dVzi -Vc + V&,

/; 4 W, -

Diminishing each root by bi and forming the quartic, we obtain the

result

Ex. 10. The quartic whose Galois group is 6V4>III is the reducible

equation,

X4 _ ^(c
2

4- (Z)a:
2 - 4 ceo; 4 (c

2 ~ d + e) (c
2 - d - 6) = 0,

where (d! 4 f) and (d *) are not perfect squares.

Derive this by assuming

tfi 4 2 <*j 4 = 4 c,

Ex. 11. Find a general expression for equations of the fourth degree

having the Galois group f?V
4>I. Use the functions

i
- to* - 3 4 i4)

4
,

! 4- i2 - - i 4)
4
,

-
2 4 3

~
4)*i

1
- l 2

-
,J 4 i4)(l 4 t'2 3

-

-
2 4 3

- 4)(i - tea - s 4 i

and impose upon the letters which appear in the expressions for the co-

efficients of the quartic no other conditions than that they shall be rational

and one of them shall not be a perfect fourth power. See Ex. 3, 176.

Ex. 12. Show that, if the roots of tho cubic in Ex. 11, 71, are all

rational, the Galois group of the quartic having the roots a, ft 7, 5 is

either fr4<
4>II or one of its sub-groups.

Consider
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Ex. 13. The product

(i -f 2 - s
-

4)(ai - 2 -f s
-

04) (ai
-

a
- a + *)

is a symmetric function of t ,
rc2 , 31 4 . The square of the product of

the first two factors belongs to #4
< 4)II. To find the general quart ic having

(t^ll as its Galois group, we may therefore assume the factors to equal,

respectively, \/&, Vc, dV&c, where fr, r, (2 are rational, but where be is

not a perfect square.

The required equation, deprived of its second term, is

y
i _ 2(6 -f c 4- 6ceP)^ - 8 ?>r% 4. (ft

- c - ?>r( if

2
)2
- 4 fecW = 0.

Ex. 14. Show that x* -f 2 fcx2 + c = has the group <V8 (4 > when 6 and c

are subject only to the condition that b 2 c is not the square of a number

in 0(] f 6, t.).

Ex. 15. Show that x4
-f 2 6x2 + c = has the group #4WII when c, but

not b2
c, is the square of a number in O(],().

Ex. 16. Show that x4 - 8 #x2
-f 8 #2 - 8 #4 = 2, where S is any number

in (2
(i), has the group G^L See Ex. 11.



CHAPTER XV

REDUCTION OF THE GALOIS RESOLVENT BY ADJUNCTION

160. Definition of M. Let the Galois group P (of the

order p) of the equation /(.) = 0, having the roots
,
a

l9 ,
un _

possess a sub-group Q of the order 7, where 77
= qj,j being the

index of Q under 7 J
. For the purposes of the theorems in

succeeding chapters, we define J/ nearly as in Io9.

Let Mbe any function in U of the roots a, , H_ 1 ivhich belongs

to Q as a sub-group of P ( 111).

161. Theorem. By operating upon M with the substitutions of

P ive obtain j distinct values of M which are roots of an, irreducible

equation of thejth degree in (2.

If t is a substitution of the Galois group P which does not

occur in the sub-group Q, and if
,s, ,, ,

s
?-1 be the substitutions

of Q, then by the definition of a group,

*f, V, "> VA *

are all substitutions of P. I Jut the substitutions V *n T, when

applied to 3f, all produce the same effect, for in any case we may
operate with the product srt by first operating with s, and then

upon the result with t. By hypothesis, operating with sr upon
M produces no change whatever, hence s,t produces always only
the result due to t alone.

By hypothesis it follows that, as t does not occur in the sub-

group Q, t operated upon M gives us a new value J/i.

From 106 we see that there are as many sets of substitu-

tions I in the group P as q is contained in p ; namely, j sets.

The substitutions of any one set applied toM all give the same

value for Jf, but no two sets yield the same value.
*
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For suppose s,f t
and s,tk yielded the same, value for M

;
that

is, suppose
37

t
= 37 operated upon by ,s/t

and 37
t
= J/ operated upon by s,^,

then, operating with (.?/,)
*

upon J/", would give J/= Moperated

upon by (*,f*) (*/,)'
*

That is, (.v,/ A )(.s,f,)

"
] is a substitution contained in the group Q

and is equal to, say ,sm. If s,H ES (^AX^O *> tJien, operating with

V,, we get
V* =VA = *X

where ,,/ is a substitution in Q. Since the effects of s
t
tk and

s'mX upon 37 are the effects of ik and t, alone, it follows that

tk
= t

t ,
which is contrary to supposition. Hence a

t
t
t
and s,tk must

yield different values when applied to 37.

The function <(//)
=

(// 37)0/ 37i) (y M
},^) is now

seen to be invariant under any substitution of P.

The coefficients of // in <(//), obtained by performing the indi-

cated multiplications, are symmetric functions of 37, 37,, ,

37, _! and, there fore
? by the definition of 37, functions in U of

the roots of /( x) ~(), functions which admit of the substitu-

tions of the (lidois group P. Hence these coefficients are

numbers in U ( 154).

To prove the irreducibihty of $0/), assume that 0(y) is any
function of

//
in O, which vanishes for //

= 37. Then ^(37)= 0.

Since ^(37) must admit all the substitutions of the Galois

group ( 153), we must have 0(37,)
= 0, where i has any value

0, 1, 2, , (j 1). Hence 0(if) cannot be of lower degree than

the Jth. As all the roots 37, 37j, , 37, l of <(//)
= satisfy

0(?j)
= 0, 0(y) is divisible by <(//).

Now, if
</>(//)

were reducible, one of its factors would vanish

for y = 37. Since Q(y) may be n.y algebraic function in 12

which vanishes for y= M, let 0(?y) represent this factor. Then
it would follow that this factor would be divisible by the whole

product <(?/), which is impossible. Hence <(?/) is irreducible.
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162. Theorem of Lagrange as generalized by Galois. Any
number hi the Galois domain which admits the substitutions of

the yroup Q is contained in the domain O
( ,tf)

.

Fn 161 we saw that >/, a function which belongs to Q,

assumed the following distinct values, when operated on by the

substitutions of P: , r , r 1/r -.

M, J/
1? , M^. I

Let M 1 be any function in O of the roots
, , H_j which

admits the substitutions of Q. Let any substitution of P
which changes M into M

{, change M 1 into M\9
then we get the

following values, corresponding to those in I,

These are not necessarily distinct.

Accordingly when upon the series of numbers I and IF we

operate with a substitution of P, there occurs a permutation in

each series, but such that if M
v changes to Mn then M'

t changes
to M'r.

Defining <(//) as in 161, consider the function

which is an integral function of ?/ of the (j l)th degree.

This function is invariant under all substitutions of P. Hence

it is a function in O. Take y = M. Remembering that

has no equal roots, we have (reasoning as in 142)

where $ indicates the first differential coefficient of <^ with

respect to y. Thus M 1

is a number in the domain O
(ijf).

Ex. 1. Find the value of a root a of the equation x2 + 2 = in terms

of a i, it being given that P = 1, (!),
If we take Q = 1, we see that M=a i is a function which belongs

to Q and that M'= a is a function which admits Q. We find M\= i a,
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=
(y

-
2V) (y

-
,V,) ^ ?/

2 -
(

-
rc,)

2
, *(?/) = ?/( + +

'2 4 i*

= - 8, 0'(y) = 2 >/. Hence a = *(J/j/0\Jf )
= -

4/Af. The

correctness of this result is easily shown.

Ex. 2. For the equation a;
2
-f ax 4- 6 = 0, having the group P 1

,

(tttti), find 8
i
2 as a function of a in fi

( i).

Take <?
= 1, AT-

,
-I/' = a* - wt

j
, then 4(y) = (:5 ab + 2 b - a* - a^y

4- :5 a& f 2 b 2 ~ a2b a
, </*'(//)

= 204- n. Hence

3/' ^ [(3 6 + 2 6 - a'-*
- 3

) Jtf-F 8 aZ> + L> V - <M - a] - -
(2

Ex. 3 Find the value of [w, a]
3 for the cubic sr

s
-f a^c2 + a&x H- 03 =

in terms of the alternating function (a i) ( ) (! a^) VH.

Let j/ rr \//>. then t 3f= - V/X

We have jtf' = [, ]
3

, 3/S = [a, ], 0(?/)
=

?/
- D,

$(?/) = ?/(3r + 3/'0 f V/)(3r - ^Ti). By 71, Ex. 15,

M' 4- 3/'i = - 2 ax
8 + 9 irtj

- 27 8 . We find J/' - J/'i = - 3 i vT5,

(- 2 ,s 4- ia - 27 a, - \/:i Z>),

3/' ^l(~2ai* + 9 Ui 2
- 27 as

- ^ / V.T/)).

See also the solution in 173,

Ex 4 For the quartic a-
4
4- 4 fc^

8
4- G & 2ar* 4- 4 bAx 4- 64 = 0, find the

value of J/'~ ( 4- a)(<*i 4- (XtJ) in terms ot j}/, where

K) J/i= ( 4- a a)
2

.

Both Jlf and Mf

belong to the group G^ l)
. Notice that M is a root of

the cubic III, 02. See also 100. Hence that cubic is 0(y) =0. We find

1<P*GO = 1C2 (J/' 4- -Ztf'i 4- 3/'n )2/
2 -

10({,Vi 4- Mn\M* 4- [

+ {M+ M^M'n} y 4- M^MuW 4- 3O/n3f'i 4-

= 1C2 . 2 Si2 2/
2 - 10 (4 2i 2a

4- (2 2 5at Sf^ai^j 4- 4 S^a^ao 4 S 8
i
8

In Ex. 1C, 71, the values of the symmetric functions occurring here are

given.

Ex. 5. Complete the computation in Ex. 4 for the special quartic

X4 + o x2
4- 4 x 4- 1 = 0. We obtain *(y)

= 12 </
2 - 10 y - 3,
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163. Reduction of Galois Group. If we adjoin to O a function

M, the Galois yronp reduces to Q.

Firstly, each function in O(40 of the roots
, t , ,

an^ l of

the original equation f(x) = 0, which equals a number in 12
(lr) ,

admits the substitutions of Q? f r
?
^ s number in Q

(Jf)
is a

function of Jf, and JMT admits all the substitutions of Q.

Secondly, each function in O
(Jf)

of the roots u, , n-1,
which

admits the substitutions of Q is by 102 a number in I2
(Jf)

.

But these are the two characteristic properties of the Galois

group in the domain O(An ( 155). Hence Q is the Galois group
of f(x) = in the new domain 12

(tf)
.

This reduction of the order of the Galois group from p to q

( 100) was effected by the adjunction of M, the root of an

auxiliary equation of degree (/ ( 101).

* Ex. 1. Given that r4 + y + 1 r- has the (Jalois roup GW4 > for $}d>.

Adjoin in succession four {nationals J/and show that the Galois group is

reduced and the domain is enlarged as indicated below.

M P </(//)
^ 0, 161 Domain

52J)r=0, 71,Ex. 17

Show that y involves the irrational v 12V 3 4 V22J).

Ex. 2. Show that the roots of the quartic in Ex. 1 can be expressed

rationally in terms of the roots of the quadratics in % and w.

* Ex. 3. Apply the process of Ex. 1 to the quartic

x* -{- rticr
s
-f tt.>r

2
-f tfsr -f ^4 =

and deduce the successive resolvent equations 0(#) = ; viz.,

27e/*) ( 51), ?/a_ rj/+Vi> = 0,

- 102 2.7 -f 144 i/ (7 + 8 hj* 4- y VS - 04 J*t

w;
2 -

ix? -f y = 0.



GALOIS RESOLVENT BY ADJUNCTION 179

164. A Resolution of the Galois Resolvent. Let the Galois

resolvent g(y) = have a root p. 1 I' we effect upon p the sub-

stitutions s
t
of the sub-group Q, one at a time, we get the values

P) Pl> P21

where pt
is gotten by operating upon p with the substitution s

t
.

If upon the p's in 1 we effect any substitution of the group Q,

the pt
in I simply undergo a permutation ; for, each result thus

obtained, being derived from p by effecting two substitutions

in succession, is equivalent to p, operated upon by that substi-

tution of Q which is the product of those two substitutions.

Hence
>

,/(,,/, M) =(</ - P) (>/
-
pO (y

-
p,-0, 1 1

is invariant under Q, and the coefficients of y in expression
II are numbers in O

( ,v) ,
102. By the notation //(//, M) we

mean here a function of
//

in which the coefficients of y are

numbers in $2
(Jf)

.

Now
{/(//, J/) is a divisor of y(i/) in the domain O^v) ,

for the

former is of degree 7, the latter of p, and p ;Vy, 160.

If upon IT we effect a substitution / which occurs in P, but

not in Q, WP get

{/(//, Jf,)
=

O/ p
(0

) O/
~

pi")
-

O/ P? -i
(0

)-
^ I r

The values p
(t

\ p/ , , p7_i
(n are roots of y(y) =0, hence III is

also a divisor of f/0/).

Two sets of roots p
(0

, , p
7~1(O obtained from two distinct sub-

stitutions t, are either indentical or they have no root in common.

Consequently, two distinct functions r/(?/,
M

t) have no common

factor, and we have the resolution into distinct factors

0(?/) #(//, M) #(//, 3/i) (7(y, 3^_j). . IV

It is to be noticed that in this resolution the factors #(//, Mt) do

not usually belong to the same domain
; they belong respectively

to the domains O
(iV) , O

(jri)
, , O(J!f t)

. Another resolution of

g(y) is possible, in which all the factors belong to the same

domaia 1,^.
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165. Adjunction of Any Irrationality. If by the adjunction

of any irrational X to O we obtain a domain !}
(jr)

in which the

Galois resolvent y(y)
= becomes a reducible equation) so that

3id/9 X) = O/
- p)0 - PI)

-
Q/
-

p,-i)

s* an irreducible factor of y(y) in O
(jn o/ M0 decree 7, ^/ie?i w this

new domain the Galois group is reduced to the sub-group

Adjoin X. Since f/(y)
= is a normal equation in O, 146,

we have p t
=

<k(p). In

f/1(7/, X) s (/y
-

/>)(//
-

)
-

(//
-

Pf.,)
= I

write
<^,(//)

in ]iliu*e of // ;
we obtain a new equation in

?/, viz.,

-
pi) (<^.0/)

-
P, -0 = o. n

As I is irredunible in O and I and II have a root p in com-

mon, all the roots of I satisfy IT. Let ph be any root of I
;
then

putting y = pM one of the factors in II must vanish
j say, the

factor <k(pA)
-

Pft
.

We have now the relations

P*
=

Hence the equality of the substitutions

(p.*)
=

Multiplying by (pp t),
we have

=
(PP)(PP*)-

That is, the product of any two substitutions in the set

1, (P/OI), , (pp7-i) is equal to one of the substitutions in the set.

Hence they form a group, 95. Call this sub-group Q.
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Equation I is the Galois resolvent of /(a?) = for the domain

O
(jr) ;

for this equation is by hypothesis irreducible in O
(jr) ,

and

the two other conditions are satisfied, because of the relation

IV'" -!)
=

fyp)
= W

(P,>,
S 145.

Hence Q is the Galois group of f(x) = in the domain O
(jr>

.

166. Af a Function of X. M can be expressed att a function in

O of any irrational X which reduces the Galois group to Q.

We have seen that ^(f/, X) is a function in $}
(jr,

of ?/, whose

coefficients admit the substitutions of the sub-group Q. Since

Jf belongs to Q and these coefficients admit Q, the coefficients

are numbers in O
(jtf) ,

102. Hence we may express the product

as a function of
?/ and X and designate it, as above, by </,(?/, X),

or we may express it as a function of y and M and designate
it by g(y, M). We have then

NowM is the root of an irreducible equation in O of degree j,

161
; namely, the equation

*() = 0, TT

of which the other roots are Jf
1? M% , Mj^. By 1G4 we

have
g(y, M) g(y,W -

(^, ^-i). in

The equation I is not satisfied when in the left member we
substitute for M one of its other conjugates ; for, supposing it

were, it would follow that y(y, M) is equal to one of the other

factors in the right member of III, a conclusion at variance

with the fact that g(y)j being irreducible in O, can have no

equal roots.
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Jt is, therefore, possible to assign to y such a rational value

that the equation ,
. , . _ T_T

g(*i,*)-<ji(y> *>)=<*> iv

in which z is regarded as the unknown quantity, has only one

root in common with equation II; namely, z= M.

The II. C. F. of II and IV is consequently a binomial, linear

with respect to z. Since the coefficients of z in both IL and IV

are numbers m (i
(ri ,

and the process of finding the II. C. F.

includes only operations of subtraction, multiplication, and divi-

sion, and thereby never introduces new irrationals, it follows

that the H. C. F., z 37, is a function in H
(Z)

. In other words,

Jfis a number in 12
(jr) ,

and therefore a function in O of X.

COROLLARY I. The domain O(V) of degree j is a divisor of the

domain fi(T) ,
since every number in O

(Jf)
is a function in ft of X.

COROLLARY II. The number X is a root of the irreducible

equation /*(#)
= of the same degree as that of the domain O

(jr) ,

138. Hence the degree ofh(i/)0 is a multiple ofj, the degree

of equation II.

COROLLARY III. TfX is taken as a function in O of M, then

1}(J)
and O

(JfJ
tire identical.

COROLLARY IV. The reduction of the Galois group, caused

by any irrational A" which is not a number in the Galois domain,
can be effected equally well by some number M which is in the

Galois domain. That is, erery possible reduction of the Galois

f/roiip may be effected by the adjunction of some number belonging

to the Galois domain.

The numbers in the Galois domain of the equation /(a?)
=

are called by Kronecker the "natural irrationalities" of /(cc)=0.

The corollary may now be stated thus : Every possible reduction

of the Qalots group may be effected by the adjunction of a natural

'irrationality.

Ex. 1. In Ex, 1, 1(53, adjoin to
(1)f JT= Vl*. Here X admits the

substitutions of the alternating group, and the Galois group is reduced
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to $i2(4) . Now X does not occur in the Galois domain 0(a , ^ ^ a ^

= 0(i, \/7>, , *, w) and is, therefore, not a natural irrationality. The reduction

brought about by JT can be effected by VD, which is a number in the

Galois domain, hence is a natural irrationality. This illustrates Corollary

IV.

The relation VD Xn illustrates the theorem itself. We have

g(y) = G/ - V7>) (ij + \/D) = 0, or tf =: I).

Let yi = VVD 02 = -\/
-
Vl>' aild we ^

= 0, or y
2 = 7>. This illustrates Corollaries II and I.

Ex. 2. If the group P of an equation is fts(4) , illustrate the above

theorem and corollaries by taking A* = fy(aui vb^y(M&i+ u>i<x*y** See

Ex. 0, 113.



CHAPTER XVI

THE SOLUTION OF EQUATIONS VIEWED FROM THE STAND-
POINT OF THE GALOIS THEORY

167. General Plan. Quadratic Equation. The problem, tu

solve an algebraic equation, is replaced in the Galois theory

by another problem, to bring about a reduction of the Galois

group and a lowering of the degree of the Galois resolvent by
the successive adjunction of simple algebraic numbers. If a

function M is adjoined to ft, the Galois group is reduced to Q.

It becomes necessary to determine the numerical value of M
for the given equation f(x) = 0. This we endeavor to do by
the construction and solution of an auxiliary equation of the

degree j9
where j is the index of Q under P. The roots of

this auxiliary equation, or resolvent, are the required values of

the conjugates of M. This same process is repeated upon the

reduced Galois group until this group finally becomes 1. Then
the enlarged domain contains the roots of the given equation,

and the values of the roots may be found in terms of the

numbers 3/, M1

,
which have been adjoined to the original

domain.

Quadratic Equation. The Galois group of a?
2

-f- ,a? -f a2
=

is the symmetric group GJ, 158. Its only sub-group is 1,

104, whose index j = 2. Take Jf=--, Its other con

jugate value is 3/i = j a. M and M^ are roots of the equation

iV
a= 2-2a

l + l

2=a
1

3 --4a 2,
161. We get ?/=Va1

2~4^
as the values of M and Mv After adjoining J/, the Galois

group is 1; the enlarged domain is Oa ^ af s^ttj. We know

that a + ai = al and a (^ = Vcij
2 4 a2. Hence

and 2 x =s al

184
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Theoretically there is an infinite number of ways of solving

the quadratic, because there is an infinite number of functions

M to choose from. Thus we may take J/= #( r^)
2"41

,

where n may be any value which gives J/ and 3/x distinct

values, and # is any symmetric function of
,
alt

168. Cubic Equation. From the 1
, point of view of the Galois

theory the solution given in T>9 may be outlined as follows:

The change from .v to z is an operation which does not alter the

domain. The same is true of the change from z to x, after z

has been found
;
also of the substitution of n 4- v for z, and its

inverse, and of the elimination of /*. The solution of the cubic

may be exhibited thus (where Vi\ =V 3 Vi>) :

0,UU M P 12

The numbers adjoined to J2' are determined by the roots of

two resolvent equations <]>(?/)
=

(), the first a quadratic, the

second a pure cubic equation.

169. Quartic Equation. We give here those steps in the solu-

tion given in 62 which involve an extension of the domain.

Welet =

1C w = (a KI 2 +
M
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Since 6r4
(4)III is an intransitive group, the quartic can be

factored in the domain ii'^x,,,. The two quadratic equations

thereby obtained have as Galois groups 1, (a&), and 1, (cd),

respectively. From VI, 62, we see that 12V, v) = ^VsvV
Hence it is not necessary to adjoin more than one of the two

irrationals Vw, Vw.
The quartic offers a better exhibit of the Galois theory than

did the quadratic and cubic equations, because not only may
we select a great variety of different functions M at each

adjunction, but we may select different groups. In the above

solution the series of groups taken is 6V 4)

> 6r H
(4)

, GV 4)
III,

Cr=(1, ((/&)), G 1, but another series may be chosen, viz.

#24
(4)

, tfia
<4)

, GY4)
IJ, G?\ I- In Exs. 1 and 3, 163, a solution

of the quartic is outlined, in which this series of groups is used.

Again, we may effect a solution by first adjoining a function

that belongs to the cyclic group 6r4
(4)I

; say,

?/
= UK* 4- ! 2

2
4- .

2
4- .jf*

2
.

To be sure, the first resolvent equation </> (y)
= will be of

the sixth degree, but it can be treated as an equation of the

third degree and a quadratic.

The number of different solutions of cubic and quartic equa-
tions which have been given since the time of Tartaglia and Gar-

dan is enormous. For information on different solutions consult

L. Matthiessen, Gnnidziige fler Antiken u. Modernen Algebra.

It would seem that the above mode of procedure should lead

to solutions of the general quint ic equation. But an unexpected

difficulty arises in our inability to solve all the resolvent equa-

tions. There arise resolvents of higher than the fourth degree.

The Galois theory will furnish proof that the solution by radi-

cals of the general quintic and of general equations of higher

degrees is not possible. In the remaining chapters we shall

demonstrate this impossibility and discuss the theory of special

types of equations of higher degree which can be solved

algebraically.



CHAPTER XVII

CYCLIC EQUATIONS

170. Definition. A cyclic equation is one whose Galois group
is the cyclic group, 101. Kronecker called such equations
" einfache Abel'sche Gleichungen.

v

A quadratic equation As* cyclic ; for the Galois group is the

symmetric group 6r2
(a>

,
which is at the same time the cyclic

group of the second degree.

TJie general cubic is not a cyclic equation in the domain defined

by its coefficients
;
for its Galois group is (7b

(3)
,
which is not a

cyclic group. However, if we adjoin

the Galois group becomes ( 16T) OP\ which is cyclic . Hence

the general cubic is cyclic in the domain O^,,,^^/,).
The general quartic, /.s not a cyclic equation in the domain

defined by its coefficients, but if we adjoin a function which

belongs to the cyclic group 6r4
(4)

I, the equation is cyclic in the

new domain. One such function that may be adjoined is

M =
!

2
-f !,/ + .,/ + ya

2
.

If n is a prime number,

a;"-
1 + xn

~'2
H---- +# + 1=0 I

is a cyclic equation in the domain Q
(1)

. For, 130, this equa-

tion is irreducible. The cyclic function

W^Ctfj -f (D2
2
a>3 -f -f Wn^i

2^
is seen by the relations w2

= w/
2
,
w

(}

= w,
3

, etc., to be equal to

the sum of the roots, which is 1. Therefore the Galois

187
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group is either the cyclic group of the degree n 1 or one of

jts sub-groups, 162. Since 1 is a normal equation, it is its

own Galois resolvent
;
the Galois domain is of the degree n 1

and the Galois group of the order n 1. Hence the Galois

group of I is the cyclic group of the (n l)th order.

Ex. 1. If n is prune, show that ar
M

1 = is a cyclic equation in the

domain tyi). In what iollows we shall exclude from our consideration

cyclic equations whose roots are not all irrational.

171. Theorem. Each root of a cycJic equation can be expressed

an a function in O of any other root.

If a, uly , <*_! are the roots of the cyclic equation/ (05)
= 0,

then the function in O of x of the (n l)th degree,

admits the permutations of the cyclic group and is, there-

fore, a number in O, 154. If we put in succession

x =
, j, , _!, and if we use the notation -^ ' =

<(u'), we get,

142, rtj
= 00), "a =

This holds even when /(.) = is a reducible equation, pro-

vided that it has no multiple roots.

Ex, 1. When are cyclic equations normal ?

Ex. 2 Show that one root of a quadratic equation can be expressed

as a function in ty r/1 , <(z )
of the other root.

Ex. 3. Show that any root of a cubic can be expressed as a function

in
ifyfj, a2, tfg, V7>) of one of the others.

Ex. 4. Show that
.
= 2(), *

= 3() etc
,
where the superscript

is not an exponent, but indicates that the functional operation is to be

repeated. Thus, 2
(<t)

=

Ex. 5. Trove that i = ^n+1() 2
" n+2()> etc
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Ex. 6. If 0() == L]L ai , 2( rj ) ^ "i b ^ n etc., then it

ri 4-
,_

may be shown that 0"'() = ,
when a + d = 2 cos and ad be = 1,m

where A* and m are relatively prime. (See Dole's trans), of Netto's

Theory of Mubntttntinnfi, pp. 204-207.) Show that when a = 0, b = c

= d = 1, & -
1, M 3, we have tti = - - - . ^> = I-- , where

I
1 a

, i, are roots of the cyclic equation r{ + j? 2 x 1 = 0.

Ex. 7. Show that if, in Kx. 6, a - 0, /> = - c = rf = ^ = 1, wi =r 3,

then
, !, 2 are roots of x j + ax2

(ti 4- o)x -f 1 = 0.

172. Solution of Cyclic Equations. The general solution of

cyclic equations can be easily obtained by the aid of the

Lagrangiaii resolvents, 115.

By the theorem in 118 the expression represented by
[o>, a]'

1

,
in which the

, l? -, ,,_ l
are the roots of f(x) 0,

and to is a primitive /<th root of unity, (>(>, is such that the

coefficient of each power of w is a cyclic function of the roots

of f(x) = 0. See Ex. 1, 119. Thus [>, ]" is a function in

fyo,, a2 , ...a,,, a>,)
which belongs to the cyclic grou]). This function

is a number in 12
ifl ,

lf
rt , }

... W )j
l^- ^je^ the coefficients of

different powers of w in [o/5 ]" be
r,,,

r
1? ,

c
n_ }

. Write

[o>\ ]
=

< + ^O)
A
-f rjjO)

2A + ... + c^y- 1^ = rA .

The cyclic function 7^ can be computed. Regarding it as

known, we get ^ f<]
=

Assign to X the successive values 1
, 2, , (n 1), and we have

4. 0)Wl + ... + co
M" 1

n_1
= \/"7\,

a 4- co
2^ 4- 4- o)

?(Jl ^^^

a + fo-'o! 4- - +
4- 1 4- ... 4-

where ax is known. Adding, we get

+ -. 4
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Thus the root a is expressed in terms of radicals of the nth

order, where the 2\ are made up of numbers in tyat , o,...,an_^
and the ?*th roots of unity. Each of the radicals in 1 has n

values which differ from each other by a factor that is a root of

unity.

Our expression 1 involves a difficulty which demands our

attention. Since each radical has ti values, it follows that the

(w- 1) radicals represent nn~ l values. Hence there are in T,

besides the ti roots of the given equation, nn~ l H foreign

values, and no method is assigned for telling which of the

values represent the roots of the given equation.

To remove this difficulty, H. Weber proceeds as follows : If

we effect the substitution (0 1 2 - H 1) upon [o>, ]"~
A

[a/, a],

then by 119 the indices of the coefficients of this product

undergo the substitution (03 2 (n 1))
M~A+A

. As this is the

identical substitution, the coefficients are unaltered.

Let [<u, ]
H-X

[a/, a]
= E^ == e U) + e/^w + + n_!

U)
a)
w
\

then EK is a cyclic function in i2(
t
, ,, aH-1, *>) and may be con-

sidered as known. We have

o, ]-* . iy, ]

Hence ^>^_A. n

From II it appears that, for a fixed primitive value of o>, each

of the radicals which appear in our value for nn in I may be

expressed as a function in Q, of one of them. If that one

radical be given all its n values, the expression for na has n

values which are the n roots of the given equation.

173. Computation of TA . In most cases the computation of

this quantity is extremely involved and special devices must

be resorted to. An idea of such devices will be given in the

discussion of cyclotomic equations, where the solution is

divided up into the simplest component operations. We give

here the computation of 7\ = (a + a^ + a2 >
2

)
3

.
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Let A =
ot?Ui + f

A.' =
j

2
-f- 22(*i H~

then u4 + A ' = 3 a3

!
= <f + of + a? + 6 aufa 4- 3 wyl + 3

T2
= i(9 0,0^-2 ,*- 27 a,)

-
-J
V-~3~Z>=

J (tf-3V-^

where >S
y = CJ ,((2 2 a^ 27 (t8. We havo now

^ = a + <!>! + ar 2
=V

-J (fif + 3V- 3 D).

ty !T2 = + w2^ + co L,
=V i

(6
y - 3V- 3 D).

Having thus evaluated the Lagraiigiun resolvents for the

cubic, we can readily obtain an expression for the roots of

the general cubic by adding the values ot -\/Tl
and >/7^ to

a + ! + a
=

! See solution of Ex. 3, 162.

Ex. 1. For the quartic x* -f a\o/P + flax
2 + a.ix 4- a^ = compute

7'EE (a + wi
where w = i or i.

Letting TI = (a + ij g i.OS

7j = ( i'i 'j + i,3)
4

,

we have TI + T% = 2(
-

2 )
4 -

12(rt
-

2)
2(i -

a)
a + 2(i - 3)

4

= 4 [(
-

a)2
- (! -

S )
2P ~ 2{(

-
2>

2+ (i- 3)

= 4 p2pa
- 2 (a,

2 - 2 a3
- 2 01 )

2
,

where 0i = a2 + ia is a root of the cubic in Ex. 11, 71,

and where p2 = ( 4- i

-
2
-

a)
2

, pa = (
-

i
-

2 + 3)
2

.

Let pi = (a - ftt -f 2
-

3)
2

,

then pi = i
2 4 2 + 4 t , pip2p =

(<?i
8 4 ia2 -f- 8 a3)

2
,

Ex. 18, 71. Hence the value of p2p,i is known. We have also

Hence 7\ and r2 are roots of the known quadratic
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Ex. 2. Carry out the computation in Ex. 1 by taking

tti = as = 0, rtp, = a\
~ 5

and show that T will have the values 60 J_ 80
j, which lie in the

domain
(i, t).

Ex. 3. Find 7\ and To when in the quartic i = a2 = 4 = 0, a* = 1.

In this case, is the cyclic group the Galois group in QQ,Q ?

Ex. 4. Taking a i -f 3 #3 = \/pi,

cc i
-

give a solution of the general quartic, pi, p2 , p^, being roots of

p
8 + (8 02 - 3 ]2)p2 + (;j Ol

4 - 10 oi
ao2 + 10

i -f 16 2
2 - 64 4)p

- (i8 - 4 aitfe + 8 o) a = 0. See Ex. 1.

Ex. 6. Find a solution of the general quartic by taking

a + iai - 2
- to* =

where

174. Cyclic Equations of Prime Degree. The solution of any

cyclic equation can be made to defend vpon the solution of cyclic

equations whose degrees are prime.

The solution in 172 applies to cyclic equations of any degree
and is perfectly general. Nevertheless it is of importance, for

subsequent developments, to prove the present theorem. We
give the proof for the degree 12 = 3 4. The generalization to

the case n = e /is obvious.
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Let s = (<*! u), where ^ = <(), a

then s8 can be resolved into three cycles, c, c^ c2, as follows :

Let ?/ be a function
i//

in O of the roots
, %, , (% which

belongs to the cycle c. The substitutions of the (ialois group
P= \1, s, s

2
,

sn
~l

l
of /(a;)=0, applied to #, give three distinct

values,

which are roots of a cubic equation,

The coefficients of f in I are symmetric functions in O of y,

2/u ^2> a-nd are, therefore, unaltered by the substitutions of P.

Hence these coefficients are numbers in O, 154.

We proceed to show that I is a cyclic equation whose group
is Pi = {1, (y##jf), 0/#2#i) j- Remembering that the substitutions

of the group P interchange y, y^ y2 cyclically, we see, firstly,

that any function of y, yl9 y2 which admits of the substitution

of J\ is a function of a, a
i9 ,

an_i which admits of the substi-

tutions of P (the Galois group of /(a?)
=

0), and such a function

is a number in O, 1 54
; secondlyt any function of #, yl9 y&

which is a number in fi, is a function of the roots
,
al9 , n^i*

whicli is a number in O and hence admits of the Galois group 7J
,

153, thus showing that the function of y, y^ y.2 admits of the

substitutions of fV Consequently J\ is the Galois group of

equation 1, 155.
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We can now prove that f(x) can be broken up into three

factors of the fourth degree each, thus,

f(x) = F(x, y) F(x, #0 F(x, yfr II

where F(x, 2/)
= is a quartic cyclic equation, in which the

coefficients of x are numbers in the domain i)
(y)

. For, let

FL(X)
= (x

-
) (x

-
,) (x

-
m) (a? -), III

then each coefficient of # in III admits the circular substitu-

tion c; hence it admits also the substitutions of what becomes

the Galois group of /(a?)
= after the adjunction of y. This

group must consist only of powers of e, c'
1?

r
a. Therefore, these

coefficients of x are functions of
?/, 102, and we have F^JC)

= F(XJ //). Moreover, F(x, y)
= is a cyclic equation in O

(y) ,

since the cyclic functions of its roots lie in this domain.

If in n = e J] e or/ are composite numbers, then we repeat
the process upon the new cyclic equations until all the factor

equations are of prime degree.

Thereby the solution of cyclic equations of any degree n is

made to rest on the solution of cyclic equations whose degrees

are prime numbers.

Ex. 1. As an illustration, take x4 -f XB -f- x2 -f x -f- 1 = 0, where a = w,

fl^rrw
2
, ij

= a;*, tfs == w8= a>
3

. IleilCti $= (aUia^s) = (wa>
2w4w3

), C=(ww4
),

ci = (w
2w8

). Take y = aa?2
-f ? = w4 + w, then t/! = Wi^*2 + 3ia

2/i)
= * + - 1 = 0,

F(x, y) F(xt ?/i). Each quadratic factor, equated to zero, is a cyclic

equation.

Ex. 2. Given that f(x) -x* + x& - 5 a4 - 4x3 + Gz2
4- 3 a: - 1 = is

a cyclic equation in which = 2 cos a, a\ = 2 cosna, 2 = 2 cos w%, -,

5 = 2 cos n6
a, where n = 2 and a = -~ In illustration of the theorem,

we have s = (aioa34 5), c=( 2 4)^ ^t =ri,j5). Take y = acc2
2

4- rX242 -f 4
2

, yi = i3a + 352 + 6i2
- With some effort we find

y+yi=-6, yyi=3. Hence (i-rt^-yOss^+GJ-fS-sO, 2^=-6 Vl3.

We get /(a) = (
- d^ - + (i

-
1) (i

8 + (d + 1)
2 - * - d - 2) = 0, where

2 d = -
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The cubic factors yield cyclic equations of prime degree. The expres-
sion for y, selected in this example, is somewhat unwieldy. A better

choice is made in the period* of 180.

Ex. 3. If m is odd, and equal to 2 n -\- 1, show that (*'*
~" ^ = 0,

i z 1

when z -f - = x, yields the cyclic equation

=
1

which has the roots = 2 cos A*a, where rt =--
, and where k takes

2 n + 1

successively the values 1, 2, 3, ,
n. When 2 ?i + 1 is prime, the equa-

tion is irreducible.

175. Theorem. Every function into of the mots of an irreduci-

ble cyclic equation /.s* itself the root of a cyclic equation.

Let a be a root of the given irreducible cyolio equation and

g(a) the function. Then if the values

are not all distinct, let say g(n) = !?(<*()), and we have, 138,
the rectangle

g(a),

in which the values in each column are equal, while the values

in each row are distinct, and are roots of an irreducible equa-

tion in O, viz.,

O))) = 0-

The consideration, as in 142, of the function
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leads to the conclusion that

A similar conclusion is reached if all the values of I are

distinct.

Ex. 1. If w is a complex fifth root of unity, show that 1 -f o, 1 + w2
,

1 + w3
, 1 + w4 are roots of a cyclic equation.

Ex. 2. By 175 form the roots of a cyclic equation of the sixth degree.

Ex. 3. Show that in a domain made up of real numbers : (1) a cyclic

equation has all its roots real, if one is real
, (2) all the roots of a cyclic

equation of odd degree arc real
, (3) all the roots of a cyclic equation of

even degree are complex when one of them is complex.

176. General Cyclic Cubic Equation. To determine the general

irreducible cyclic equation of tin* third degree, lot
, a^ .

2 l )e

the roots of the required cubic, where 1==^C), 2 =^>( 1 ).

From 80, it follows that the most general algebraic function

* in O is
*()~a + fo + c. I

By 175, da + e, is also a root of a cyclic equation. Writ-

ing da-\-e for a in I and selecting for d and e values which

cause the coefficient of to disappear and that of 2 to be

unity, we obtain a simpler, yet general function, < (a)
= a2 + c.

Weiiave 2

a =

Eliminating n
{
and

,,
we have

Cs + cy + 2 (
s + c)

2 + c
2 + c = 0.

Since a, cannot equal ,
the expression j a = (#

2 + c) a

cannot be zero. Dividing by (
2 + c) ,

we get
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If the required cubic is a?
3 a^ -f- 2# a3

= 0, then

!
= a +! -f- j,

= 4 + (2 c -f- 1)* + <* + (c
2 + -

),

ef. = 6 + a5 + 3 crt*+ (2 C+1X+ (3 e
2

-H>-'+ (c
s+2 c)a-f 0^+c

8

).

By II, = _ ai + (<._!).

a s
= 7 + 3 cvf + (" r + c)

3 + (c
3 + c*).

By II, ==(! + (c + l>

Equation II is satisfied by the three roots
, j and also by

three other roots ',

r

1?
w f

a, whose sum we designate by a \.

We have
, , <

ccjrf'i
= 3 c + 1 + r<! + a r

4
-

2(c
-

1),

= <' + 2,

and
1? a\ are roots of the quadratic

Since the sextic II is satisfied by the roots
, L> of the irre-

ducible cubic, II must be reducible into two cubics. J leuue a, and

a 1

1 must be numbers in O. Hence the discriminant (4 c -f 7)

of the quadratic must be a perfect square ;
in other words,

or c = -(/*+/+ 2).

The roots of the quadratic are /and (/+ !) Writing t=/
we get a,= - (/*+2/+3), a3

= (/
8+2/ + 3/+ 1). Thus the

coefficients of the required cubic are obtained, where ./ is any
number in O. To remove the second term of this cubic, take

/= and y = x
9
and we get

2t ~i

y*
- 3(m

2+ w + l)y + ('wi
8+ m 4- 1) (2 7ri + 1)= 0. Ill

Every cyclic equation of the third degree can be reduced to III.

See Ex. 4, 159.
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Ex. 1. Show that the discriminant of III is a perfect square,

D = 9^(w* 4- m + I)
2

.

Ex. 2. For the equation III determine the function in the relation

Ex. 3. Any cyclic equation of the fourth degree can be reduced to the

form y*-2 6(2 8 + r8)^ - 4 6r(l + bs*)y + !>*(**
- 2 )*

- 6(1 + 6^)* = 0,

where ft, r, s, are rational nuuibers and b is not a perfect fourth power.
See Ex. 11, 159. Prove that this equation can be solved without the

extraction of cube roots.

CYCLOTOMIC EQUATIONS; GEOMETRIC CONSTRUCTIONS

177. Introduction. In 63 and 04 it was shown that the

roots of xn 1 = may be represented thus,

where k takes successively the values 0, 1, -,
w 1, and thao

the solution of xn
1 = is geometrically equivalent to the

division of the circumference of a circle into n equal parts.

The solution of xn 1 = 0, given in 0,3, is trigonometric. We
proceed to show that it is always possible to give an algebraic
solution. We shall point out how this solution can be effected

and shall consider the cases in which the division of the circle

into equal parts can be effected with the aid of the ruler and

compasses.

178. Cyclotomic Equations. If we remove the root 1 from
xn 1 = by dividing by x 1, we obtain

xn-l + rf-* + ... +X+ 1=0. I

If n is a prime number, equation I is called a cydotomic equation.

In the domain O
(1)

the cyclotomic equation is irreducible, 130,
and cyclic, 170.

If n is a composite number, we know from 66 that the solu-

tion of o?
n 1 = can be reduced to the solution of 'binomial
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equations of the form o*
m

^4 = 0, in which the exponents m are

the prime factors of //. By taking x\/A=z, the equation
xm ^1 = becomes z

m 1=0. Hiuice the general solutions of

binomial equations can be given as soon as we are able to solve

binomial equations of the form z'
H 1=0 whose degrees are

prime numbers. It is the hitter equations which by division

by z 1 give rise to the cyclotomic equations.

Since a cyclotomic equation is a cyclic equation, its solution

is theoretically contained in 1 72. But, as a rule, the compu-
tation of 7

T

A is extremely involved. We proceed to develop a

scheme, due to (Janss, by which the solution of cyclotomic

equations is divided into simpler component operations.

Ex. 1. Show that cyclotomic equations are reciprocal equations.

179. Primitive Congruence Roots. Tt is shown in the Theory
of Numbers that, for every prime number

/<,
there exist num-

bers y (called primitive couyruence roots of n), such that, oil

dividing by n each member in the series,

y> <f> (A 9 <f~\

the remainders obtained are (except in their sequence) the

numbers in the series

1, 2, 3, .-, w-1.

For instance, if M = />, we may take # = 2. Tf 2, 22
,
23

,
24 are

each divided by />, the remainders are respectively 2, 4, 3, 1.

These remainders differ from the series 1, 2, .',
4 only in the

order in which they come. Illustrate the same by taking n = 7

and g = 3.

In view of these facts and of the relation co
H
=l, the roots

o), o>i, ,
<*> j of the cyclotomic equation I may be written thus:

o) = u), oj1
= o/, o>2 =ft/, ,

(i)w g
=s di*

n~2
. This notation will

offer certain advantages. The roots of I may therefore be

written: ^ a

, *>*, co*
2
, ..., a/1-2

. II
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Ex. 1. By trial find the smallest integer that may be taken as the value
for g when n 11, and show that w, w0, w 2

, ..., o^ 10
represent the same

roots as w, w2
,
w3

, ..., w10
. Show that, for n = Itf, y may be 2 or 0.

180. Solution of Cyclotomic Equations reduced to Equations of

Prime Degree. As is evident from 174 we can base the solu-

tion of equation I of 178 upon cyclic equations whose degrees
are piime factors of n 1. When n is prime, n 1 is composite.
Let n 1 = e /, where e is a prime factor. As before, let o> be a

root of the cyclotomic equation I. Then construct expressions

ty yi> "> fy-ii called periods, as follows :

III

In each period there are /terms and the first term is the cfi \

power of the last term, and each of the terms after the first is

the
f/

eth power of the term preceding it. Each of the periods

is, therefore, a fuiiction that belongs to the cyclic group

where the substitution s= (o>, w^ o>2, ,
<o

rt_2). The periods III

are special forms which the functions y, yl9 ?/a in 174 may
assume. From 174 it follows that the periods III are the

roots of an irreducible cyclic equation

(a?^77)(^-77l)--(^-^i) = 0. IV

This is an equation in O and of the degree e. By the solution

of this equation the periods become known quantities.

181. Product of Two Periods. In order to compute the co-

efficients of equation IV in 180 we must multiply periods
one by another. Take
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Observing that
rjk remains unaltered when oV7

*
is replaced by

o/** or by any of the otlier roots in that period, we may write

the product of the two periods as follows :

+ o
e

(a' + + - 4
-I-

In this product the terms in the first column are,

If (0*4.^) is a multiple of />, then this column becomes

equal to/. If ((f + {/*)
is not a multiple of M, then this column

is one of the periods in III, 180.

The same conclusion is reached for every column in the

product. Hence the product is a linear function of the periods,

the coefficients in this function being numbers in the given

domain

182. When f is a Composite Number. When in the relation

n 1 =e /, both e and / are prime numbers, the solution

of the cyclotomic equation is evidently made to depend on the

solution of two equations whose degrees are prime, one equa-
tion being of the degree e, the other of the degree/.

When /is a composite number, one or more additional steps

are necessary to reduce the problem to the solution of equa-

tions of prime degree. If/= e' /', where e' is prime, we may
form ee' periods, with/' terms in each, as follows :

ce' 'lee' (/'-!)'
. w /

-f- ^ f-***T"*" j

V,
=

(

I q*
*?<

f a29Wo- = ClT

l?ee'-l
= (
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It is to be noticed that, if we select every eth period in this

set, the sum of the periods thus selected is equal to one of the

known periods 111, 180. For instance,

These periods ?/, T/ C , i/2,, ^ %e roots of ait, irreducible cyclic

equation of the degree e', the coefficients of which are linear func-

tions of the known periods III.

If /' is a composite number, repeat the above process by

assuming /' = ?"/". ff n = e e' e" /", then the above

process calls for the solution of one equation of each of the

prime degrees e, e
1

) e", /". As soon as one root of a cyclotomic

equation is found, the others can be obtained by raising that

one to the 2d, 3d, ,
wtb powers.

183. Constructions by Ruler and Compasses. The operation i

of addition, subtraction, multiplication, and division can b3

performed geometrically upon two lines of given length. For

instance, in elementary geometry we learn how to construct

the quotient of a line a inches long and another line b inches

long, by the aid of the proportion x : I = a : b. In elementary

geometry we learn also how to construct, by means of ruler

and compasses, the irrational Vafr. The geometric construction

of v c -f- Va& is simply a more involved application of the pro-

cesses just referred to. But we are not able to construct with

ruler and compasses, irrationals like ^/ab. Thus it is evident

that all rational operations and those irrational operations
which involve only square roots can be constructed geometri-

cally by the aid of the ruler and compasses.

Conversely, any geometrical construction which involves the

intersection of straight lines with each other or with circles,

or the intersection of circles with one another, is equivalent to

rational algebraic operations or the extraction of square roots.

This is the more evident, if we remember that analytically

each line and circle used in the construction is represented by
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an equation of the first degree and second decree. Hence tliere

is a one-to-one correspondence between constructions by ruler

and compasses and algebraic operations which are purely rational

or involve square roots.

Consequently, if we wish to show the, im possibility of con-

structing a quantity by ruler and compasses, we need only
show that the algebraic expression for that quantity in terms

of the known quantities cannot be given by a linite number of

square roots.

Applying these ideas to the problem of dividing the circle

into n equal parts by means of ruler and compasses, the prob-

lem is possible or impossible according as the roots of xn 1 =
can be expressed by a finite number of square roots or not.

If n is a prime number of the form 2*-f 1, the degree u 1

of the cyclotomic equation is a power of 2, and the operations

called for in 182 involve square* roots only. Hence, when n

is a prime of the Jonn 2 A
-|-1, the dfrisinn of the circle into n

equal parts by ruler anil compasses is always possible. This

important result is due to Gauss.

Ex. 1. Solve x5 1 = by Gauss's method.

The cyclotomic equation is r>-f^3
-f r2

-f r-f 1 =0. Here n 1 =4=2 2
;

e = 2, / = 2. It is only necessary to solve two quadratics. By trial we

get for n 5, g = 2 the roots

w, w0, W?2
,
W03

;

these yield the two periods

t\
= to 4- w?2 = w + W*,

i
?l
= co? + w?3 = w2 -f w3.

Hence equation IV, 180, becomes

32 -0; + i?i)fc + wi = 0.

But 17 -f 1/1
= w + w2

-I- w -f
* = - l,

and 77771
= (w -f- w4

) (w
2

-f- w3
)
= w3

-f- w2
-f w -f w4 =r 1.

Hence the quadratic takes the form

X2 + X _1 = 0, and x =
~
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Take 17
= ~- - The, quadratic whoso roots are w and w4 is

"^

x2 - (w 4- w4
)x 4- w w4 = 0,

or x2 -
r?E + 1 = 0.

Whence x = -1
2

According to 183 the inscription of a regular pentagon into a circle

can be effected with the aid of ruler and compasses.

Ex. 2. Solve z" - 1 = 0.

Here ra 1 = 3 2 2. Hence the solution of one cubic and two quad-
ratics is called for, and the inscription of a regular polygon of thirteen

sides into a circle by ruler and compasses is impossible. Take g = 0, then

a* 18 1

the roots of --- = are
x- 1

w, wff, w^, -, w* 11

,

or w, w(i

,
u>10

,
w8

,
w9

,
a)'

2
,
w12

, w7
,
w3

,
w5

, w4
,
w11

.

If we take n 1 = e f 12 = 3 . 4, where f 3, we get

-f w12 + w5
,

y + w7 + w4
,

iya= wlu + wj
-f w3

4- w 11
.

To compute the cubic of which 17, TJI, r/j are roots, we obtain

i? + i?i 4- i?a=- lj

7P7X = 2 17 4- 171 4- ??2,

171^72 = 17 + 2 *?i -f *72,

Ws = ? + m + 2 172,

777;
= 4 4- 2 17! 4 i/o 7

WJ2 = ^ -f 2 rm 4- W2 = - 1,

irn\ 4- iii?2 + i?i?a
= 4(ij 4- iji 4- W) = 4.

The cubic is Xs + x2 4 x + 1 = 0. Solving this, we obtain the values of

H, i?i, fa-

Take next / = 4 = ?'/' = 2-2. We have y = w 4- w12
, V = 8

-f w5
.

Since T;' -f ^'8 = 17 and T/'^'y = ^, we find that y and y3 are loots of the

quadratic & -
r,x + 171

= 0,
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and are therefore known. Next form the quadratic whose roots are w
and w12

. Since w 4- w12 = rf and w w12 = 1, this quadratic is

x2 - ifx 4 1=0.

Either root of this quadratic is a primitive root of the cyclotomic equation,
from which all the other roots may be found.

Ex. 3. Solve x17 -1=0.
( )ne root is 1. To tind one of the primitive roots, form the cyclotomic

equation of the 10th degree and take g = 3. Then the roots are repre-

sented by the following powers of w:

which are equivalent, respectively, to the powers

1, 3, !), 10, 13, 5, 15, 11, 1C, 14, 8, 7, 4, 12, 2, 6.

Take n 1 = 10 = e / = 2 8, where e = 2. Then

17
= w -f w9

-|- w 13 + w15 + w16 + w8
-f w4

-f a;2
,

rji
- w3 + w10

-f w5 + w11
-f w14

-f w7 + w12
-f w6.

We find that 17 + 171 is equal to the sum of all the roots, or 1, while

^ = _ 4. Hence ri and 77! are roots of

a,
2
-f x - 4 = 0.

Next we take /= 8= <'/' = 2-4, where ' = 2
;
then

V = w + w13
4- w16

4- <o4
,

17'! = w3
4- w5

4- w 14
4- w12

,

V2 rr w 4- wlft
-|- w8

4- w2,

77*3
= W10

4- W -f W7
4- OA

The periods 77' and ?7'2 ,
whose sum is 17, are roots of

#2 ^ _ i
_

o,

while ?7
f
i and 17*3, whose sum is 771, are the roots of

x2 - 77^ - 1 = 0.

We get V =
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In the third step, /' = 4 = e"/" = 2-2,

77' >== w -f w16
, 77"* =

V't = or* -f
"

77"5 =

77"2 = W -f *, 77"6 =

Since if
9 and 77^4 have 17' for their sum and 77^ for their product, they are

the roots of

xa - 77^ + 77'!
= 0,

and we obtain V 7 = ~

Finally we find that w and w 16 arc roots of the quadratic

X2 _
ytix _}_ \ -_ o

;

that is,
= *- +

\'~p~l,

a primitive root of the cyclotomic equation of degree 16.

After solving one of the quadratics given above, the question arises,

which one of the two roots lepresents a given period ? For instance,

which of the roots of jr
2

771^ 1=0 represents y\ ? To settle this,

form the product

0?'
- VaXVi - V-0 - 2(77

-
77,)

- + Vl7 = -f~
-4

Hence 77'^ Vs is positive, and i/'i has the plus sign before its radical,

Vs the negative sign.

It is readily seen that, since the equation x17 1 = involves in its

sohition no other irrationals than square roots, a regular polygon of seven-

teen sides can be inscribed in a circle by means of the ruler and compasses.

Gauss discovered a method of inscribing this polygon when he was a youth
of nineteen years. It was this discovery which induced him to pursue

mathematics as his life-work rather than languages. For an explanation

of the construction of the regular seventeen-sided polygon consult Bacli-

marm, Lehre von der Kreistheilung, Leipzig, 1872, p. 67, or Klein's Famous
Problems of Elementary Geometry (ed. W. W. Beman and D. E. Smith),

Boston, 1807, p. 41. We have followed Bachmann's exposition of the

subject of the division of the circle.
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Ex. 4. Show the impossibility of constructing, with ruler and com-

passes, the side of a cube, the volume of which is twice the volume of a

given cube.

(To construct a cube whose volume shall be double that of a given cube

is the problem known as the u
Duplication of the Cube." It was one of

three problems upon which Greek mathematicians expended much effort.

Myth ascribes to it the following origin : The Delians weie suffering from

a pestilence and were ordered by the oracle to double a certain cubical

altar. Thoughtless workmen constructed a cube with edges twice as long.

But brainless work like that did not pacify the gods. The error being

discovered, Plato was consulted on this "Pelian problem." Through
him it received the attention of mathematicians.)

Ex. 5. Show tin impossibility of trisecting by the aid of ruler and

compasses any given angle.

To trisect a given angle is the second of the three famous problems

first studied by Greek mathematicians. The third was the "
Quadrature

of the Circle."

Let x be a complex number OA' of unit length. Let

\AOB = <t>, \AOA f =\A'OA" =\A"OB = %-
. - -"-

<J

Then x = cos 4- fain -,
> o

and xs = cos 4- i sin 0. I

According to our problem we are given I, where x3 = OJ5, and we are to

show the impossibility of constructing OA 1

by ruler and compasses.
We are going to prove that equation I, as a rule, is irreducible. It is

sometimes reducible. For instance, when = 9(P, equation I gives r*=i,

which can be factored into (x-H)O2-^ 1) which factors are functions

in 0(i,,). Ill this case the construction can be effected.

When the right member of I is an arbitrary number, thai is, when is

an arbitrary angle, then I is irreducible, else at least one of its roots couid

be represented as a function of cos and sin 0. By De Moivre's Theorem
the roots of I are $ $

xi = cos
*

4- i sin ,

o o

04-2rr .. 4- 2 T

x* cos
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If in these expressions for x\ 9
x2 , xs we substitute + 2 w for 0, the

roots undergo a cyclic permutation ;
that is, x\ becomes x%, Xz becomes x^

ami /a becomes x\_. Because of these changes, no root can, in general, be a

rational function of sin and cos
; for, sin

and cos remaining unaltered in value when

+ 2 TT is substituted for 0, the root could

undergo no change. For an arbitrary angle

the equation I is, therefore, irreducible. Its

degree being 3, which is not an integral power
of 2, its roots cannot be constructed with the

aid of the ruler and compasses, and the trisec-

tion is impossible.

Ex. 6. Show that, it we take cos equal to a value a, numerically <^ 1
3

and rational or involving square roots only, we get x3 = (a -f tfjS)
3
,
where

02 = i a2
f and where x = a -f ip is a root which can be constructed

geometrically. Show that any number of trisectable angles may be

obtained by this process. Taking a = J -\/2 Vo, show tliat tne angle

of 45 may be trisected. By assuming a to involve at least one radical

whose order is not two nor a power ol two, show how to obtain angles

which cannot be trisected.

Ex. 7. Assuming 2 cos
* = #, show that the trisection of the angle
3

depends upon the equation .r
3 3 x 2 cos 0. Letting cos = m/n and

nx = y, derive y
B 3 n2

y = 2 wwa
, which has integral roots whenever the

first cubic has rational roots. If the integers m and n are prime to each

other, and n is divisible by an odd prime p but not by |)
2

,
show that

cannot be trisected. Prove that angles 120, 60, 30, cos* 1

! cannot be

trisected.

Ex. 8. To show that an irreducible cubic, whose coefficients are rational

numbers and whose three roots are real, cannot be solved by real radicals.

This is the so-called "irreducible case," 60. We are required to prove

that in the algebraic solution of the given cubic it is impossible to avoid

the extraction of the cube root of a complex number. To this end observe,

first ( 171, Ex. 3) that the cubic becomes a normal equation when VZ>

is adjoined to 0. Here VD is real. The equation xn a = 0, where a is

not a perfect nth power, and n is prime, is irreducible. If it were possible

for the normal cubic equation to become reducible on the adjunction of

the real root X= \/a, then by 160, Cor. II, the degree of xn a

would be a multiple ,of j, the index of the new Galois group P= 1, under
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6r;i
(rl

>. Here this index is 3. As n is prime, ra=3. This makes
(x)=fyp),

where p is a root of the normal cubic. Hence the roots of xn a = are

the conjugate values of JT, 130, and all of them lie in the normal domain

12(P). Now, if one root of a normal equation is real, all its roots are real.

Therefore, all the roots of xn a = 0, being functions in Q of p would

have to be real. But this cannot be, when n = 3. Thus, the assumption
that our cubic can be solved by real radicals of prime order leads to an

absurdity.

Nor would the solution be possible by real radicals of composite order,

such as \/, where n ~ pq, a composite number
; for, in that, case we can

write \'~^/a and we can adjoin in succession the radicals of prime order

y= Vii and tyy. But, as lias just been shown, such adjunctions do not

render the normal cubic reducible.



CHAPTER XVIII

ABELIAN EQUATIONS

184. Definition. An equation f(x) = of the ?ith degree,

having the roots
, b ,

un__i is called Abelian, if each root

can be expressed as a function in 12 of some one of its roots,

i
= ^i()> s =&()> , <V-i = <k,-i()>

and if, for any two of these roots, we have the commutative

relation

By </>A<fc() we mean here
</>A[< A()]

The equation a;
4 1 = is Abelian, because, its roots being

1, i,
we have - 1 = r,

- / = r, 1 = i\ (P)*
=

(i
3

)
2

,
etc.

Ex. 1. Show that cyclic equations are special cases of Abelian equations,

Ex. 2. Show that x6 1 = is Abelian, but not cyclic ;
that a3 1 =

is both Abelian and cyclic.

Ex 3. Prove that when Abelian equations are irreducible, they are

normal.

Ex. 4. Show that xn 1 = is Abelian where n is any positive integer.

Ex. 5. The equation a:
5 + 22 #* - 440 x* - 3320 x + 11264z + 32768 =

has as three of its roots 2, 4, 8. Show that it is an Abelian equation.

Ex. 6. Is xfi 5 = an Abelian equation in the domain fi
ti)? In the

domain fyi, w ), where w is a primitive sixth root of unity ?

185. Abelian Groups. A group whose substitutions obey the

commutative law in multiplication is called an Abelian group.

For instance, 1, (ab) is such a group, because 1 (ab) = (ab) 1,

210
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Ex. 1 Every sub-group of an Abelian group is itself an Abelian group.

Ex. 2. If (TI is not Abelian, and (TI is a sub-group of (T, then U is not

Abelian.

Ex. 3. Show that <f9<t\ G^\ G^ I, (h(4) II,W III, W }

, WA)
II,

are Abelian groups.

186. Abelian Equations have Abelian Groups. If the roofs of
an Abelian equation are all distinct, its Galois group is an
Ahelian group.

Let f(x) = be an Abelian equation, and let its roots be

, ,
= &(), 8=^a(a), -, <*_! = <_,(. T

If /(,) =0 is reducible, let g(.v) be an irreducible faetor, and

let
(/(.r)

= liave the roots

,

' = *'(),
" = *"() - TT

All the roots of TT occur, of course, in the series T. Now
y(x)=Q satisfies all the conditions of a Galois resolvent of

f(.r) =0, 145. Hence the group of /(V)=0 consists of the

substitutions

This group obeys the commutative law in multiplication, for

we have ' ' '

and, 148, p'P
" = {, *'()}{*'(), *'*"()! = !, *'*"()},

PV =K *"()H*"(), *"*'()! =K *V()J-
Since the equation /(#) =0 is Abelian, we have

*V() = *'*"();

hence, p
f

/a" =p"p'.

Consequently, the group of substitutions of the domain O
(a)

-is commutative, as is also the isomorphic group of the equation

/(a?)
= 0, 1 SI. Therefore, the Galois group of f(x) = is an

Abelian group.



187. An Equation having an Abelian Group is Abelian. An
irreducible equation y(x) = 0, having a commutative group is an

4.belian equation.

Let
, !, ,

an ,! be the roots of g(x)
= and let represent

the group of this equation. As g(x)
= is irreducible, O is

transitive, 156.

Let s be any substitution in the group G which does not

change the digit 0, and let s
t
be any substitution in G which

replaces by i. Then s~ l
* -

s, is a substitution of G which

does not change i
;
for

s,""
1

changes i to 0,

s does not change 0,

s, changes to i.

Since the group G is assumed to be commutative, we have

s~ l
.s s

t
= s~ l

s
t

$ = s.

Hence s leaves unchanged not only the digit 0, but also the

digit ?'. But the group G is transitive
; therefore, the digit

must be capable of being replaced by each of the other digits

1, 2, 3, , ( 1). Yet, no matter which one of these digits

is taken to be
?',
the substitution .s leaves i unaltered. These

relations can hold true only when s is the identical substitution

in the group G. Hence every substitution in G, except 1, re-

places by some other digit.

Applying to every other digit the same reasoning which we

applied to 0, it follows that every substitution in the group G,

except the substitution 1, contains that digit among its elements
;

in other words, there is no substitution in 6r, except 1, which

leaves any digit unaltered.

Next, adjoin to the domain O the quantity M= a, where a

is one of the roots of g(x)
= 0. Since no substitution in the

group 6r, except 1, leaves the index of ax unaltered and since

the identical substitution satisfies the definition of a group, 1 is

the sub-group to which M belongs. Thus, Q= 1
; and, by the
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adjunction of ax, the group of the Galois domain is reduced

to 1, 163.

The Galois domain of f/O) = is O
(ao , ai , .... ttj|-1) ,

143. Each

of the roots
<
al9 , <V-i is a number in the Galois domain and

each of the roots admits of the substitutions of the sub-group

Q,
= 1

;
hence each root is contained in the domain fl(a) , 162,

and each root can be expressed as a function in O of one of

them. Therefore, y(ji')
= is a normal equation and the domain

O
(tt)

is a normal domain, l.'>2. We have then

A
= &()

and the Galois group of </(.r)~0 consists of the substitutions,

149
'

Pi=(,*i())-
\Ve have, 148, Phpk

= (, < A<KO)),

Puph
= ("? ^*())-

As the group is assumed to be commutative, we must have,

**&() = <fo</()>

/.f .
(/(a?)

= is an Abelian equation.

188. Theorem. In a substitution belonging to a transitive

Abelian group all the cycles consist of the same number of

dements.

Let the substitution s be resolved into its cycles, and let r

be the least number of elements in any cycle. The substitution

s
r
, applied to the elements in that cycle, leaves the elements

unchanged. Since, 187, in a transitive Abelian group no sub-

stitution, except the identical one, leaves an element unaltered,

a' must be the identical substitution. But this can only be the

case when all other cycles (if there are others) consist of r

elements.

Ex. 1. Name the Abelian group of degree five, in which the cycles in

one and the same substitution do not have the same number of elements.

Explain. See Ex. 3, 185, also 104.
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Ex. 2. Show by 187, 188 that there can be no transitive Abelian

group of prime degree other than the cyclic group, and that there is no

irreducible Abelian equation of prime degree other than the cyclic

equation.

Ex. 3. Show that no transitive Abelian group of degree n can be of

lower order than n.

Ex. 4. Show that a transitive Abelian group of degree n is of the

order n. Weber, Vol. I, p. 678.

189. Solution of Abelian Equations. The solution of Abelian

equations may be reduced to the solution of cyclic equations.

In a transitive Abelian group every substitution, except the

identical one, involves all the elements and has the same num-

ber of elements in each cycle. Hence, if n is the total number

of elements and r is the number in one cycle, we must have

n = r t, where t is the number of cycles in the substitution.

Let G be the group of an irreducible Abelian equation f(x) =0,
and let s be any substitution except 1. If c, cl5 , e^ are the

cycles in s
;
we may write

Each of these cycles has for its elements r roots of the equar

tion /(#) = 0. Hence we have

where the a's, j8's, , o-'s are the roots of f(x) = 0.

Let ^ be any substitution in the group G. We have, 187,

Sj
* S Sj

=

The product sr1^ is obtained by performing upon each cycle
of s the substitution sb 88. As this operation leaves s as a
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whole unchanged, it follows that, after the operation, each

cycle still has the same letters occurring in it and in the

same cyclic order, though the cycles may have interchanged

positions. Since s may be any substitution in the group G,

except 1, we conclude that the group is imjjmnitive, whenever

t > 1, 103.

Let M be a cyclic function of the roots a, a lf -, a, 3/j a

cyclic function of the roots ft ft, , ft^, and so on. We have

then M =
1/1(0, , ,_{),

There will be t such conjugate cyclic functions, M, 3/i,

^4 , ^ft-i-

Let Q represent the aggregate of all the substitutions in the

group G which do not replace a cycle by another, but simply

interchange the elements in each cycle. This aggregate of

substitutions is a group ;
the product of any two of them gives

a substitution belonging to G, which does not interchange the

cycles. Thus, Q is a sub-group of G.

As no substitution in Q can change ak into any element not

belonging to the cycle c, Q is an intransitive group.

The function M is readily seen to admit the substitutions

in Q and those only ; hence, if we adjoin 37 to the domain 11,

the group of f(x) = reduces to Q, 163.

As Q is intransitive, the equation /(a?)
= is reducible in the

domain fi
(Jf) , 15(3.

Let /(a?, M) be a function of x, defined thus :

f(x, M) EE
(a?
-

) (x
-O (x

-
a, .t).

We proceed to show that this is one of the factors of f(x) in

the domain O(J0 . Since Q is intransitive and permutes the

roots in each cycle among themselves only, the coefficients of

f(x9 M) admit all the substitutions of Q. Therefore /(a?, M)



21G THEOliY OF EQUATIONS

is a function of x in O
(jtf) ,

154. Since all the roots of

f(x, M} = are roots of /(a?)
= 0, /(,r, M) is a factor of /(a?)

in O
{Jf)

.

Similarly, we can show that

f(x9 3/0 == (* - ft) (x
-

ft) (x
-

ft_0>

are factors of /(a/). We have, therefore,

/O) -/V, J/) -./V, 3/
a/) .../(*, 3/;_0-

Since the coefficients of /(.i , 3/) = are cyclic functions of

its roots, the group of this equation is the cvclie group, or one

of its sub-groups, 150. Hut a cyclic group can have no tran-

sitive sub-group, hence the irreducible equation /(., M) is

a cyclic equation. Similarly for/(#, 3/0 =0, etc.

It remains to explain how the values of M
9 ,

M
t_l may be

obtained. By i(>l they are roots of an irreducible equation

g(M) = in O of the degree t. We proceed to prove that

g(M) = is Abcliau. Since f(x9 3/) = is cyclic, we get for

the conjugates of 3f,

3f =0r, *(), -, *r- | ()1 = F(o

By assumption, we have ^3
= ^()> y = ^i() Hence

where ^ admits the substitutions of the cyclic group. Hence,

by 162, 3/i is a function in O of M. Similarly for M
t
.
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From I we see that replacing a by ft or y changes M into J/i

or J/g. Hence, if

= Jfl&! (a),

we may write

\(M2)
= l*&(y) = AA* (IT)

= /Al

Since, by assumption, ^^l (a)
= 4>

1<l>(a), we have also

=
AiA(Jf). Similarly for other conjugates of M. *We have

now proved that y(M) = is an Abelian equation.

Hence we have shown that the solution of the given Abelian

equation /(a?)
= can bo reduced to the solution of cyclic equa-

tions and of another Abeliun equation of lower degree. The
latter Abelian equation can be treated in the same manner

as was f(x) = ; hence, eventually, the solution of f(jc)
= is

reduced to that of cyclic equations only.

Ex. 1. Abel gave the following example of an Abelian equation. Let,

a = 1 . then cos r, cos 20, ,
cos na can bo shown to be the roots of

n
the equation 4 j_ ^ T

For the derivation of this equation see Serret's Algebra (Ed. G.

Wertheim), 1878, Vol. I, pp. 105-199. Expanding the ristfit member
of I)e Moivro's formula, cos ma -f i sin mn = (cos a 4 sinr)

w
, by the

binomial theorem, we can express cos ma as a iunction in tl
( \)

of cos a.

We may, therefore, write cosmn = ^(cos^), where ^? is the function.

Similarly, cos m^t
~

^(cos a). Writing u^ tor r in the former equation,

we ^e cos (mm-^n) = ^(cos m } a} = 00, (cos a).

If in
1(cos a) = cos m^a we replace a by mr, we have

cos (m^na) = 0j(cosmnf) = 0!0(cosrt).

Hence every root of I can be expressed as a function in (2 of one of

them, and we have in addition

00
l (COS ft) ^0(008 7) a

Therefore I is an Abelian equation.
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Ex. 2. Show that I in Ex. 1 is a reducible equation in the domain ft

defined by its coefficients.

Consider the value of the root cos na.

Ex. 3. The equation x4
4- 1 = has the group P - (V 4

< ^H, 150, Ex. 5.

Its roots are =
j \/2(l -f- i

= - i V2(l - i) , 2 = - a, 3 = - a
lm

Illustrate the reduction of the solution of Abelian equations to that of

cyclic equations.

Let *=^ (oo^ (02a)i c = (aaj, c,
= ( 2 B), 3/rzoa^+a^2

, ^f
1
= (x8 tt2

2

+ 2s2
,

= 1, (,)(2O.i). Here J/and 3/i are the roots of ^
2 + 2 =

;

i.e. M -
i v^, 3/! = - i V2. Then f(x, i)

= x* + i = 0, /(x, -
i)
= y,

2

i = are both cyclic equations.

Ex. 4. The equation xt 8 #8 -f 20 x2 16 x -f 1 = has the Galois group

G^Il ; hence, is irreducible and Abelian. We have here o
x
= o -f 4,

2 = - a8
-f- G a2'- 8 a -f 2, un = 3 - 2 + 8 ( + 2. Illustrate the re-

duction, as in Ex. 1. Netto, Algebra, Vol. II, p. 234.



CHAPTER XIX

THE ALGEBRAIC SOLUTION OF EQUATIONS

190. Adjunction of Roots of Binomial Equations. In this

chapter it is proposed to develop the necessary and sufficient

conditions for the solvability of algebraic equations of any

degree. To this end we shall assume in this paragraph that

/(cc)=0 is an equation which admits of being solved by algebra;

that is, we shall assume that all the roots of the given equation

/(u*)
= can be obtained from its coefficients by a finite number

of additions, subtractions, multiplications, divisions, and ex-

tractions of roots of any index.

Let \/tf, where c is an algebraic number, be ^ny one of the

radicals which enter into the expressions for the roots of

G2

a, a
1? , M_! of the equation /(#) = 0. Thus, if c ---+11*

and m = 2, then Vc is one of the radicals appearing in the

CL jTfi
solution of the cubic, 59. If c= -+ A/~ -f 7/3

,
m = 3, we

2 '2
have another radical entering the expression of the roots of a

cubic. Now the ?th power of any radical Vc is a number in

the domain O
(c)

. In other words, every radical is a root of a

binomial equation of the form xm a = 0. Thus it is evident

that all the radicals which go to make up a root of f(x)
= are

roots of binomial equations.

If f(x) = is reducible in the domain Q, defined by its coef-

ficients, we may apply to its irreducible factors the argument
which follows. If f(x) = is irreducible in that domain, it is

219
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clear that by the successive adjunction of some or all the radi-

cals which enter into the expressions for its roots, the equation
will become reducible in the enlarged domain. That is, /(x)=0
becomes reducible upon the adjunction of certain roots of binomial

equations.

As an illustration, observe that in 167 the solution of the

quadratic equation was made to depend upon the adjunction
of y, the root of the binomial equation 2/

2=a 1

- 4 a2.

In the ease of the cubic, 168, we first adjoined ~VD, which

is the root of a binomial equation obtained by removing the

second term from the quadratic u*+ Gu* H3= Q. Next we

adjoined u, which is a cube root of a binomial.

In the case of the quartic, 169, we first adjoined u, which

differs only by a rational constant from x^ Here x^ is the

root of a cubic equation, the solution of which may itself be

explained by the adjunction of roots of binomial equations, as

we have just seen. Next we adjoined Vv, VM, Vw, all roots

of binomial equations.

191. Dependence upon Cyclic Equations. All binomial equa-
tions are known to be Abelian equations, 184, Exs. 4, 6, and

Abelian equations may be solved algebraically by the aid of a

series of cyclic equations whose degrees are prime, 189.

Consequently, when f(x)
= is a solvable equation, its solution

may be made to depend upon that of cyclic equations of prime

degree.

192. Restatement of the Problem. Suppose now
is any algebraic equation. The question, whether it is solvable

by radicals, may be replaced by the question of equal scope,

whether it is solvable by roots of cyclic equations of prime

degree. We have thus arrived at the following query : Under

what conditions is the group O of an equation of the nth degree,

f(x) = 0, reduced % the adjunction of a root of a cyclic equation
whose degree is prime?
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193. Theorem. If the group G of mi equation f(x) = u
reduced by the adjunction of a root of a cyclic equation of the

prime deyree wz, then the yr&up G has a normal sul>-yrou,p whose

index is the prime, n amber m.

Let f(x) = be reducible or irreducible, but free of multiple
roots. Let //(;)

=0 be a cyclic equation of the with degree,

where m is a prime number. We aswime that the adjunction
of one of the roots of h(x) = does reduce the group G to one

of its sub-groups Q.
"

Lot the roots of h(x)
= be X, X19 -,

Xm ,. Since h(<y)
=

is cyclic, all its roots can be expressed as functions in $} of one

of them. If G is the group of /(.r)
= in 1, then Q is the

group of the same equation in the domain 1}(J) ,
or in the

coextensive domains Om, -, fyxm _i)'

According to 165, Cor. II, the degree m of h(x) = is a

multiple of./, the index of the group Q under G. Since m is a

prime number, and j must be greater than 1, we have m = j.

Let M be a function in O of the roots of /(.) = 0, and let

M bejong to the sub-group Q. ThenM is a function in H of X,
165.

Again, by 165, (/or. T, the domain of Ou/) is a divisor of the

domain O(J) . But the degree of O(JO
is prime, being by defini-

tion, 132, of the same degree as that of the equation 7i(V)=0,

which has X as a root.

Since O(Jn is a divisor of 12(J) ,
and the degree of O

(jr)
is prime,

we must have O(T)
= U(jV)

. Hence, not only is M a function in

O of X, but X is a function in H of J/, and either function

admits of all the substitutions that the other does. Hence X,
like 3/, belongs to the group Q.

Operate upon X with the substitutions of G, and we get the

following distinct values: X, X',, , X^. By 161 these

values are roots of an irreducible equation. This must be

identical with the irreducible equation h(x) = 0, since the two

have the root X in common, 126. Thus, the values X, X1?

Xm_!, and X, Xf

1? ,
X'TO_j, are equal respectively.
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Let s be a substitution in G which changes X to X
}
. That

same substitution transforms the sub-group Q into the conjugate

sub-group ,s 'Qa^Q,. Now the substitutions in the sub-group

Q, leave Xl unchanged. For, to operate with the substitutions

in Q, is the same as to operate with s~ l

Qx, where a~ l

changes
X

}
to X, and X remains unaltcrod by the substitutions in Q,

while s changes X back to X^ Hut A" and X
{
are roots of a

cyclic equation ; hence A"t is a function in O of X, and X is a

function yi H of X, so that X and X^ belong to the same group

Q. Therefore, # = &.
Since the same reasoning applies to X and any one of the

other roots X2, ,
Xm } , it follows that Q is identical with all

of its conjugate groups; that is, Q is a normal sub-yroup of G,

having the index m.

194. The Converse Theorem. If the group G of the equation

f(x) = Jias a normal sulwjroup Q, whose index is a prime num-

ber m,, then, by adjunction of a roof, of a cyclic equation of the

decree m, the group G is reduced to Q.

If the group G has a normal sub-group Q of the prime index

m, and if we select a function M which belongs to the sub-

group Q, the conjugate functions all belong to the same group

Q. By 162, each function 37, J/j, ,
Mm_^ is contained in

the domain O< tf)
. Hence this domain is a normal domain, 132,

and M is the root of a normal equation, 139. In the domain

QCJn we have Q as the group of the equation /(,r)=0, 103.

But, if m is a prime number, the normal equation is also a

cyclic equation ; for, the degree m of the normal equation is

also the order of the Galois group, 149, 150. Take any
substitution s (not the identical substitution) in the Galois

group. The different powers of s constitute a sub-group, the

order of which is a factor of the order of the Galois group.

As m is prime, the order of s must be m and the sub-group is

s, s~, fP, ,
s
m

. The Galois group and its sub-group, being of
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the same order, are identical. Hence the Galois group is the

cyclic group, s, s2
, ,

s
m

,
and the normal equation is a cyclic

equation, 170.

195. Metacyclic Equations. An equation is called metacyclic

or solvable, when its solution can be reduced to the solution of

a series of cyclic equations. Abelian ('([nations are a special

class of metacychc equations. The latter embrace all equations
that are solvable by radicals, and no others.

In 191 it was shown that any equation which can be solved

by radicals can be solved by the aid of cyclic equations of

prime index. In 11)3 it was shown that if the adjunction of

a root of a cyclic equation of prime degree reduces the group

6r, there exists a normal sub-group whose index is a prime

number; while in 194 it was shown that, if G has a normal

sub-group, the reduction can always be effected by the adjunc-

tion of such a root.

196. Criterion of Solvability. 77m/ a, given algebraic equation

be metacyclic it in necessary ami xujficient, that there exiat a series

of groups f i f i f < ^/ 1' ' L
<r, <*n ''a, ", '*

=
I,

tlte Jirst of which As the Galois group of the equation in fi, the. lost

of which is the identical group, each, group being a normal #nb-

gronp of the preceding and of a prime index.

The group G of a metacyclic equation must have a normal

sub-group of an index j that is a prime number, (/all this sub-

group (V,. If GI consists of the identical substitution only

(whose order is 1), thon
c/
= ' That is, the order of G itself

is prime, and G has no sub-groups, except 1. This can happen

only when G itself is a cyclic group, and the given metacyclic

equation is itself only a cyclic equation.

If GI is not 1, then, since the equation is, by hypothesis,

solvable by radicals, GI must again have a normal sub-group 6r2,
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whose index is a prime number jz . Continuing in this way, WP

finally arrive at the identical group 1. This proves the

theorem.

197. Criterion Applied. The Galois group of the general

equation of the ?ith degree is the symmetrical group of the nth

degree. The symmetric group has always the alternating

group as a sub-group. This alternating sub-group is a normal

sub-grouj> of the index '2,. It becomes the group of tlio given

equation by the adjunction of the square root of the discrimi-

nant. The principal series of composition, 110, is Gt l

\ 1, for

the quadratic; (7 (<<J)

,
<73

(l<{)

, 1, for the general cubic; and (7. 4
M)

,

Gi a
(l)

, QJP 11, 6V 4)
, 1, for the general quartic. In these cases the

alternating group is seen to have a normal sub-group of prime
index. We are going to show that when the degree of the

general equation is greater than 4, and, consequently, the

degree of the. (lalois group is greater than 4, the alternating

group has no normal sub-group of prime index.

198. Theorem. An alternating group of liiglter tin/we than

the fourth has no tiornutl milt-group of prime ind<*.r.

All substitutions of an alternating group are even, 00, 100,

and are expressible as the product of cycles of thrw elements,

03. Let these substitutions be so expressed.

We first establish the possibility of selecting a .substitution

s in the alternating group, so that a given cycle of three

elements, say (1 2 .T), will be transformed into any other cycle

of three elements occurring in the alternating group. Suppose
that 1, 2, 3, 4, r, t, tt, v, arc (dements of the group and we wish

to transform (1 2 3) into (r t u). It is easily seen that the

substitution a = (
l
?
34>

\ will do it; for, *-l (l 23)s= fat u).
\i"

t u TJ
' \ / \ ;

Tha't s is a substitution in the alternating group is clear, since,

82, s= (1 2
1) (1 2

/) (X 4 c) (II 4 M), an PIVH substitution.
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Next, let ty be a normal sub-group of the alternating group,
let s

l be any substitution in Q (except the substitution 1), and

s any substitution in the alternating group. It is easy to see

that, by the property of normal sub-groups, s l

ttts is also a

substitution in Q.

If Sj consists of a cycle of three elements, we can, by proper
selection of 8 in the operation .s^.sy*, transform ^ into ant/

ofher cycle of three elements. Therefore, Q must contain all

cyclic substitutions of three elements whenever it eoiftains one

of them, and must, consequently, be identical with the alter-

nating group.
Since .s^"

1 and s~\s are both substitutions in Qt
their product

must be
; namely, x _^ . s ^

We shall now show that, whenever ?/ > 4, s can always be

chosen from the substitutions of the alternating group in such

a way that the substitution A represents u cycle of three ele-

ments, thereby showing that the normal sub-group (J,
is really

identical with the alternating group; in other words, showing
that there is no normal sub-group, distinct from tlu alternating

group itself, except the group 1.

To show this, we assume that all the substitutions in the

alternating group and in Q are resolved (as they always can

be) into cycles so that no two cycles have an element in com-

mon, 8(>. In the formation of A there is no need whatever

of considering those cycles in the substitutions s
l whose ele-

ments are unaffected by ,$,
because in the product s

l

~ l
s"~

Js
l they

cancel each other. We shall consider separately the different

forms which ^ may take, when tt >4.

(1) Let some one substitution s
l
in the normal sub-group Q

have a cycle (1 2 .'?//) which consists of more than three

elements. Then ,s'j~(l 2 '5 //t)/y2 , where r,, r,, ... are cycles

which do not contain the elements 1 2 ft
f

nt. ( 'hoose ,s--=(l 2 3^,

then 8l

- l*-l
8l =8l

- l

(\3V)8l =(24:i),Mu\ A^v 1* V s=(24ft).

(1 2 3)
= (1 2 4). Hence Q contains a substitution A consisting
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of a cycle of three elements, and therefore Q is identical with

the alternating group. Thus, there is no normal sub-group

containing the substitution (1 2 3 m)c^^:

(2) Let some one substitution sl in Q consist of two or more

cycles, two cycles of which contain eacli three elements. Let

these two cycles be (1 2 3) (4 5
(i).

Take s = (1 X 4), then

rV\ = (2 f> 1
)
and A= (2 5 1) (1 3 4) = (1 2 C 3 4). This sub-

stitution
f A, found in Q, has more than three elements in its

cycle, and comes under case (1). Hence, there is no normal

sub-group of the alternating group containing a substitution

^ = (123X456).

(3) Let s
l consist of cycles, embracing one cycle of three ele-

ments and another of two elements, viz., the cycles (1 2 3) (4 5).

Choose s = (1 2 4), then A = (2 5 3) (124)== (1 2 5 3
4), which

comes under case (1). Hence, there is no normal sub-group

containing s
l
= (1 23) (4 />).

(4) Let .^ embrace throe transpositions, (1 2) (3 4) (5 6).

Choose H = (1 3
T>),

then A. = (2 6 4) (t 3
T>),

which comes under

case (2). Thus the possibility of the existence of a normal

sub-group, containing j
= (1 2) (3 4) (5 0), is excluded.

(5) Let A consist, in part or wholly, of two transpositions

and one invariant element. That is, let ^ contain among its

cycles (1 2) (3 4)(f>). Take = (1 2 5) and we got A= (1 2 5)(1 2 5)

=(1 5 2). Hence, Q again coincides with the alternating group.

The above cases exhaust all the cases which are possible

when n > 4.

When ?*=4, a new possibility arises
; namely, sl=(l 2) (3 4).

No matter what substitution in the alternating group 6r
ls>

(4) is

chosen for s, we fail to get for A a cycle of three elements. On
the other hand, the sub-group

satisfies the characteristic property of a normal sub-group of
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The group 1 is a normal sub-group of any group, but it is not

a normal sub-group of )>rime index for alternating groups of

degrees higher than the fourth. The order of the alternating

group of the nth degree is IS Now tS -^ 1 is the index of the

group 1 under the alternating group. When n > 4, this index

never is a prime number. Hence the theorem is established.

199. Insolvability of General Equations of the Fifth and Higher

Degrees. From 190, 198, it appears that the general equa-
tions of higher degree than the fourth do not satisfy the con-

ditions of solvability. However, a special equation of a higher

degree than the fourth, whose group is not the symmetric or

the alternating group, may possess the necessary series of nor-

mal sub-groups of prime index, and may be solvable by radicals.

Thus, any equation of the fifth degree whose group is not the

symmetric or alternating group can be solved by radicals.

Of the 295 substitution-groups whose degree dors not exceed

eight, only 28 are insolvable. See Am. Jour, of Math., Vol. 21,

p. 326.

Ex. 1. Show that the quartic in Ex. 0, IfiO, is metaeyclic, but not

Abelian ;
find its principal series of composition.

200. A Criterion of Metaeyclic Equations of Prime Degree. All

algebraic equations of the first four degrees arc? metacyclic.

The following process enables one to ascertain whether a given

equation of the fifth or a higher prime degree is metacyclic or

not.

If the given irreducible equation f(x) = is metaeyclic, then

one of the series of groups G, G^ -, Gk in 196 nuivst be the

Galois group of the given equation. Proceeding as in 159
;

let OQ, lt , _! be its roots; also let y be a function of o,

tfi? > <*n n formally unaltered by the substitutions in G and

those only, where G is the group of highest order in this series.

Let the index of G with respect to the symmetric group of
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degree n be./. Operating upon y with the substitutions of the

symmetric group we get j expressions for //, distinct ir ^orra,

viz., yl} 1/2) > Uy Construct the equation of degree J,

F(y) = (y- yi)(y-yi) ... (y-ft) = 0. I

The coefficients of I are symmetric functions of the roots,

Oo, , n_i> hence they are rational in O and can be computed.
If in the function ?/ we substitute the values of the roots of a

metacyclic equation of the nth degree, y assumes a numerical

value which lies in H. For, assuming that the equation is

metacyclic, its Galois group must be either G or one of the sub-

groups Grj, ,
GM 196; hence // admits the substitutions of

the Galois group and is, therefore, a number in 12, 154.

Conversely, if the function // becomes a number in 12, when
the values of the roots of f(x) = 0, n being prime, are substi-

tuted in it, so that I has a rational root, which is not a multiple

root, then is f(.r) = metaoyelie. For, under these condi-

tions y belongs to G, and the Galois group of f(.r) =0 must

be either G or one of its sub-groups, I.V.). If it is (V, then the

conclusion follows at once; if it is one of its sub-groups, it can

be shown (the proof is here omitted) that, when n is prime, the

sub-group is one of the metacyclic groups (7j, fA, ,
GK _^ so

that/(.r) = is a metacyclic equation.*

Hence the rule: Rvlwt a function ?/, formally unaltered by the

substitutions in (7, and those only, so that F(y) = has no mul-

tiple roots. If F(y)=z has a rational root,f(x) = is meta-

otherwise it is

Theoretically, it matters not what function of o, a13 *, Wsl

is selected for
?/,

if only it belongs to the group G. Practically,

much, depends upon this selection, as the algebraic operations
are very much more complicated with some functions than with

others. The computation of the coefficients of F(ij) = is

* For a complete discussion se< H. Weber, Mgebnt, Vol. I, 1898, 188, or

E. Netto, Alyebru, Vol II, 19<X), r,ll-W!>.
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usually very laborious even in the case of the quintio. Inas-

much as Bring, in 178(5, and Jerrard, in 18,'U, were able to trans-

form the general quintic to the form r' 4- <\r -f </ = (for

this transformation, see Netto's Alydtm* Vol. I, pp. 124, IU5),
it is of interest to compute F(y) = for this special form.

Ex. 1. Find the condition that the 1-411,11 nm .r
j f o | </ 0, when

irreducible, shall be metaeyelir.

Referring to 104, we see that for the quintie tlie meUc\ elie group of

the highest order (^ is (/><'tfc)j,). As a function belonging to this group
select (following ('. Kuni;e, Acttt Math 1 JSSo), p. 17.*') >/', wrtero

y
~ UoUi H- (*jj -f (tjrtj + <*><*4 -f- 4<<o

-
<4>rtj

- 'j4 <*4<t! <<i6C.j
-

Uj.uo.

Here j -= <> and /yt ('/>
"

(> ' s ft ivsohont r<|Uiition of the M\th decree.

We iind it convenient to Consider
;/ itM'll, \\luch is jjot ,i nu^at'yelK'- fune-

tion. Opei'ated ii]jon b> the svmmetiic ^roup f // yields {\velv<- values, of

which six differ fiom the other six situ]>ly m sii;n. Let one set ot six

values be j/i, ?AJ, -, y^. Also let the equation of which they are roots bo

2,0 + 1flys + ^,^4 ^ ajy
s + (,i,p ) (1&)f + (f(

, ., 0> x

Its coefficients *7i, a, -, <7 are not necessarily rational numbers, but

they are symmetric functions of yh , //. Consider //i, , y (
-

t
as func-

tions of (*o> ) n-i^ snul operate upon them with the alternating gioup;
the values ?/i, , j/c are merely permuted amon^ themselves. Substitu-

tions which do not belong to the alternating group bring about a change
in sign. The coefficients <t\, a?. , <t$ are therefore either symmetric or

alternating functions of , , rt-i. Of tliest <TO, n^ are symmetric
functions because, being homogeneous functions of crm degree, they are

not affected by changes of signs in //h /., -, ?/ On the other hand,

i, ^, c are alternating i unctions of , i, , M-i, being homogeneoiw
functions of odd degree.

If D is the discriminant of the quintic, then V/> is a function of

oi <^ i belonging to the alternating groui>. llrnr* Jlie coefticients

i, j, c are of the form m\VD, M^Vl), ni>,Vl^ where w<|, y/ty , ?yt;i are

symmetric integral functions. With respect to , i ii it is e^n

that i is of the second degree. But a\ is also of the form m\ v'~D, where

?/it is integral and V/> is of the tenth degree. Hence we must have

tm = 0. Similarly, a.\ being of the sixtli degree, yields my 0. On the

other hand, an and VZ> are both of the tenth degree. Write a$ = mVD.
Equation I becomes

-r a^ -f m Vjf>y -f aft
= 0. U
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In the equation x6 + ex -f d = 0, c and d are homogeneous functions ot

the roots of the degrees 4 and 5, respectively. Since a^ a^ 6 are of the

degrees 4, 8, 12, we may write

where w2 , m^ WQ are integers. To lind the values of wt, m>, m*, m^
assign to c and d the special values c -

1
, <7

-- Then /> = 44
;
the

five roots are 0, t, *-, t-*,
*

,
tlie six values y^ , yc are 2 i, 2 i, -2 4,

2 i,
2 -f 4 t, 2-| 4 i. Equation II becomes

o = & - 1 ij0* + MM* - Y/a -f i imy =
(.'/ + 2 4

G/'
J - 8 /y

- 20)

rr ^ -f 20
2/
4
-f 240 f - 320 -f 512 iy.

Hence m% = 20, w*4 = 240, wiG = 320, m ~ >2. Substituting in II,

and squaring to remove the radical, we have

(?/
- 20 c//* 4- 240 <fy + 320 c3)

2 = 45
Z)^, III

or (|/a
- 4 )

4
(!f*

- 24 c//'-' -f 400 r-')
r^ 46 . 56 . rf^,

where D ~ 44cG 4- TA74 . Write y'*
= 4s; then j/

2
being metacyclic, so is z.

We obtain

which may also be written

(
- _

r)4 (^ _ (j cg + go ca) =

If OJ
5

4- ex -f- (f ~ is irreducible, it is metacyrlie when IV or V has a

rational root, and then only If the quintic is reducible, it is always

solvable. For a different treatment of the quintic see Glashan and Young
in Ant. Juur. of Matli.l (188f>), and especially McClmtoek, ib. 8 (1880)

and 20 (1898).

Ex. 2 Show that no equation of the form x5
-f-6r + 6^ = is meta-

cyclic, where / is any integer not a multiple of 5.

By 12U, the equation is irreducible. It IV in Ex 1 has in this instance

a rational root, it must be integral, since the coefficients of the quintic are

integral and the first term is .r
5

. It must also be a divisor of the absolute

term 25 cu or 58 . But no factor of ob is a root of the equation.

Ex. 3. Show that x + 15 x + 12 = is irreducible and metacyclic.

Ex. 4. Is x5
-f 6 x* -f 10 a8 -f 10 a2 -f 7 jc -f 5 = metacyclic ? Trans-

form so as to remove the second term.
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Ex 5. In V, Ex. 1, let d = <>, z rX, where /* and X are numbers in

the domain tyi), or in any other domain. Show that & + ex -f (Z = is

always metacyclic when

- r/yx
C ""

(X -"l)*(\2 o x-pjo)'

Ex. 6. Construct the metacyclic qiuntic in which p = V2, X = VC.

See Ex. 5.

Ex 7, Is u-
5 + * -f 1 metac}elic ?

Ex 8. There is a theorem to the eifeet that all invincible, metacyclic

equations of the -sixth deniee in a domain 12 may be found by adjoining to

Q a square root and then forming in the enlarged domain all cubic equa-

tions. See Weber's Alt/rhr<r< Vol. II, 18W, i> i*!W Accordingly, adjoining

V*2 to fi(i), we may write .r* -f v -f 1 + v
x

^ ~ ( and obtain, by ti ansposing

V2 and squaring, the metacyclic scxtic, r6 4 2 /4
-f- 2 / l

f r2
-} r 1 r_-0.

Derive similar equations, using the radical V.'J.

Ex. 9. Show that /"' + 5^r 4- 10/>V* + 10;<V
2
-f ?>p*x -f j)

5 - 1 -0 is

metacycho. Also determine its Galois gioup.

Increase its roots by p.

Ex. 10. Show that ?/
5

-4- p//
3
-f 1

j>
2
// -f r = is metacyclic.

Take

Ex 11. Prove that equation Yin Kx. 1 can have no rational root when
c = 1. Then prove that, if j r> x -f d - is sohablc, it is reducible.

Ex, 12 Show that s* - A ~
0, wlieie A is not a pci feet iiftli power, is

metacyclic and has the group (f ''*> in the domain i\\ t \ )t

Ex. 13. Trove that an irreducible equation^/ ) -0 of the prime degree

n can become reducible by adjoining a radical v'c*, where //* is prime, only
when in = n.

Let y
- a ~ I

be irreducible, let it have the roots 7, or/, , ww
~ l

7, where o> Is a complex
tilth root of unity* Let /(r)

~ become reducible when 7 is adjoined to

Q,so that
/(*)=/!(*, 7) /*(** 7), II

the coefficient of the highest power of x in each polynomial being unity.

We may consider I and II as equations in the same domain, having the
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root 7 in common. Then II must be satis/led by all the roots of I

Multiplying together the members of the m equations 1 1ms obtained, we get

where *\(X) = /i(X 1) -/i(* <"7) -/lO'i w"1- 1

?).

j^(a;) = /:(A 7) /(*, 7) /(* w"-7).

.Fi(ae) and J^(ac) are respectively of the degrees miii and ww2 ;
their

coefficients, being symmetric functions of the roots ot I, he m i2. Since

/(/) is irreducible and m and n are both piime, we must have

FiO)~-/OX *j(0=-/(0,

ju itini, </n
-

MM_, HI -f y/j /<, u - r

ni

Ex. 14. Show that in Ex. I '* /(*).-/,(-, 7)-/i(>', y) /!(A w"-^),
where /i (x, 7) is irreducible in the domain S2(w, 7), and is linear with

respect to x.

Ex. 15. Show that if fifa 7)= yields in Ex. 14

o - <*o + <'i7 + f'27
2
H-----1- <'H-i7"

}

,

then a\ = ro + t'iw7 + 'j
272 + 4- f'n-iw

1* 17M" 1

etc., where
i i, etc., are roots of /(.) 0, and r

, ^'i, ,
rn i are num-

bers in i2. Show that the difference of two roots of /(/) = cannot bo a

number in $2.

Ex. 16. Prove that an irreducible solvable quintic with real coefficients

cannot havo three real roots and two complex roots.

Show that the Galois group (1) must bo of the fifth degree ; (2) can-
not be tfu<*>, <VV5)I, W'HI (Ex. 5, 104) ; (3) cannot be (/6(fl>, 171

;

(4) to test ^2o(3) tako y2 in Ex. 1, which admits it. If any two roots,

say and t ,
are assumed to be conjugate imaginaries, then

y = a A 4-

where -4, /?, C are real values. Since A ~ 4 2 , 7^ = 2 a 4 ,

we cannot have yl = 7^, because that would make j
~

4. Thus, we see

that y cannot be real. Consequently //- cannot be real, unless y is a pure

imaginary. Hence ?/=( -0(4 -a). That y* may lie in i2, we must
have y = f\/jr . Vjy and -

i
= / V/, w4

- (t2 = V(/, where / and g are

positive numbers in 12 But by Ex. K>, /and </ cannot be perfect squares.

By Exs. 13, 14, 15 we see that the roots of the given quintic are numbers
in the domain $2(w , y), where w is a complex titth root of unity and 7 is a
root of the irreducible equation //

6 - a 0. Hence Vf and \/~y do not
lie in

(Wt<y)
and the equations -

i = / V/, 4
-

w-j = Vy are impossible,

Consequently ^jo^ is not the group, 165, B.
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5

(6) Since frj
(V> uWs not alter ?/'

2
, it is not the group.

((>) Hence tlie group must be (TM^ w U<ui*\ hoth insolvable.

For different proofs see Weber's Alt/chrti, Vol. I, p. <W9, and Weber's

tfalie tier Elcmentaroi Alycbra unilAnnlynis< p. 327.

Ex 17. Show that x5 4 x 2 = has two complex roots and is

insolvable. For the approximate values of the real roots, see 20.

Ex. 18. Show that x& - 10 x'2 -f 2 x + 6 = is insolvable.

Ex, 19. Show that x5 -f 1 4- i = is metacydic.

Ex. 20. Determine which of the following are inctacyolic :

(6) x5 - 2 te + 7 = 0.
* ~

^ '
(</)

i* - 27 x 4- JJ r -f 6 ^ 0.

201. Historical References. For the development oi the earlier and

more elementary parts of the theory of equations consult the histories of

mathematics written by Hall, Kink, Mane, Xeuthen, and Cujori, and the
u Notes" at the close of the first volume ot Buniside and Paul on *s Thenry
of Equttlion*. Or, better yet, consult the monunental work by Moritz

Cantor, entitled Vorlwtiit/en titter ifwhichtf drr MtitJtPHWfifr. For the

later developments, read C. A, Bjerknes' Mteh-HcHrik Ahrl 'Paris, IHHfi);

^varisto (Jalois* (flHvrrii, edited by 1'ieard (18W7); H. Binkhardt's
u Anfan^e dor Gruppentheorie und Paolo Kuftini," in the Xrtttirh. fur

Mathematik und Phymk (Vol. :^7, Sup , pp. 1 li)-ir>0, 1802). Head articles

in the Bulletin of the American Jtfirthpmtttical NnHHih by James Pierpont,

on Lagrange's place in the theory of substitutions (Vol. 1, pp. 2, 196-204,

1895), on the early history of Galois 1

theory of equations (Vol.4, pp. 382-

337, 1898), on Galois' Collected Works (Vol. r, pp. 290-300, 1899) ; by
G. A. Miller, a report on recent progress in the theory of thr groups of a

finite order (Vol. 5, pp. 227-249, 1H99) ; by Heniy B. Fine, on ^ Kronecker

and his Arithmetical Theory of the Algebraic Equation
"

(Vol. 1, pp. 173-

184, 1892). Consult also James Pierpont,
u Xur (Jeschichte dcr (Jleichung

dcs V. Grades (bis 1858)," in Moimtxhrfie fur Mtthemntih und Physik

(Vol. (>, pp. 15-<)8, 189.r)) ;
G. A. Miller on the history of several funda-

mental theorems in the theory of groups of a finite order, in the American

Mathematical MnniMy (Vol. 8, pp. 213--2UI, 1901); I<V,lix Klein, Vorle-

sunyen uber dux /knmterter (1884). also Lectures on Mathematics (the

Evanstou CJollo(|iiiiun, 1894) ;
B S. Kaston, The Coutttrttrtiw Develop-

ment of Group-theory (Philadelphia, 1902).
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71, Ex.1:

(&
2 - 2 oc) (fc - fr

2 -
. 5 : For/(x) = 0,

Ex. 6 : rt2 4- 3 ai4 5 #c -

Yes.

Ex. 7: ^ (61* -6062).

Ex. : 24.

Ex. 11 : a-
3 - a^'2 -f

4 a 4 ) x ef

= 0.

Ex. 15: -
27 8 .

Ex. 17 : or* - 12 / + V5 = 0.

77, Ex. 3 : The roots of 49 a2 -
Hi;Ju -f 283 =0.

Ex. 5: u.

Ex. 6: 0.

93, Ex 1-

113, Ex.4
Ex. 5 (,V 4) II.

Ex. 6: <r' 4
< 4 > II.

123, Ex 2: (o Vf>._
(rf) V-:.'!.

O) V- I. _
Ex 3: VG-f VIJ4-X/-1.

128, Ex. 2: (1), (), (4), (7),

(8), are reducible.

133, Ex. 7 : ii ~ (? + V2 -f V3).
135, Ex. 7 : Try JV= + 4+ tt

a

= (*
4

4- (a4
)*

4- (a*)
2
.

141, Ex. 2 : Let x = 4 *i 4- 1.

142, Exs. 2, 3 : No.

148, Ex. 3: (.,).
'

159, Ex. 8: (a) P=l.
(fr) P=
(c) P=

(0 p =
(flr)P= W4>I.

(Q P= ^4^ HI.

(*) P = the product
of tf8 >,tfg<*>,0a (a)

,

^u^-), each group

involving distinct

roots of its own as

elements.

163, Ex. 2

a Mub-group.

(m) W3 ^

00 Let y = y - 1.

4
i
= 1 - c - w 4-

-i-

4 <*g =r 14-

188, Ex. 1 :

199, Ex. 1 :

i 4- a?i.

) II
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Complex roots, 0, fc>, 58, 67, 232.
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Conjugate sub-groups, 122.

Constructions by ruler and coin-

passes, 202.

Continuity of /(x), 25.

Cross-ratio, 100, 127.

Cube, duplication of, 207.

Cubic, algebraic solution, 68
; cyclic,

100
; equation of squared diffe"

cnces of, 38
,
h reducible case, 6

208
;
nature

of^roots, 41<"
t

redUv,

ing cubic, 72fremoval of second

term, 3(*.>X
X*

Cyclic equations, 187, 106, 108,
220.

Cyclic function, 115, 127, 128, 133.

Cyclic group, 115, 128, 132, 133.

Cyclotomic equations, 142, 198.

Delian problem, 207.

l)e Moivre's tbmrein, 24.

Descartes, 50.

Descartes' Kule of Signs, 7, 50.

Dialytic method of elimination, 05.

Discriminant, IK); of quadratic,
07

;
of cubic, JO

,
of quartic, 50

;

of f(s,) -0, !">, 17.

Division of (he ciiclc, 75, 203-206.

Domain, defined, 134
, conjugate,

143
; degree of. 1 12

; Galois, 153
;

normal, 142, 150; primitive, 144;
substitutions of, 100.

Duplication of the cube, 207.

Easton, B. S
, 233.

EiseiiRtein'H theorem, 141.

Eliminants, 02.

Equal roots, 21, 53, 142.
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Equations, Abelian, 210
; algebraic,

2; algebraic solution of, 219;

binomial, 74, 210; cubic, 30, 38,

41, 68, 09, 72, 190, 208; cyclic,

187, 220
; cyclotomir, 142

;
irre-

ducible, 137
; mt'tacyclic, 228

;

quadratic, 184; quartic, 185;

quintic, 186, 227, 221), 232, 2:5:5;

reciprocal, 33.

Killer's cubic, 71.

Killer's method of elimination, 94.

Killer's solution of quartic, 71.

Fine, II. B., 233.

Fink, 233.

Fourier, 50.

Function, def. 1; alternating, 115;

"belongs to," 115, 124, 125;

cyclic, 115, 127, 128; derived, 18;

Sturm's, 50
;

resolvents of La-

grange, 12!) ; symmetric, 13, 84,

114.

Galois, 143, 170, 233.

Galois' theory of numbers, 131
;
do-

main, 153; resolvent, 155, K>0,
N

reduction of, 174, 178; groups,

104, determination of, 109.

Gauss, 26, 200
; Lemma, 138.

Graphic representation, 15, 23, 75,

Groups, 112, Abf'lian, 210; alter-

nating, 115; composite, 123;

cyclic, 115, 128, 132, 133; decree
and order of, 113; Galois, 104

;

index of, J22; list of, 118, 119;
normal sub-groups, 122

;
124

;

primitive and imprimitive, 110;

simple, 122 ; sub-groups, 120
; sym-

metric, 1 14
; transitive and in-

transitive, 116.

llermite, 137.

Historical references, 233.

Homographic transformation, 99.

Horner's method, 63

Imaginary roots, 6, 42, 58, 67,

232.

Imprimitive group, 116, 127.

Invariant sub-groups, 122.

Irreducible case in cubic, 69, 208.

Klein, F., 200, 233.

Kronecker, 187, 233.

Lagrange, 233
;
resolvents of, 129

;

theorem ot, 176.

Lindemann, 137.

Marie, 233.

Matthiessen, L., 186.

McClmtock, E., 67, 230.

Metacyclic equations, 223, 227.

Miller, G. A., 233.

Moritz, 26.

Multiple roots, 21, 53, 142.

Netto, 189,218, 228,229.

Newton, 50.

Newton's formula for sums of pow-
ers, 84.

Newton's method of approximation,
00.

Normal domain, 142, 145, 160.

Normal equations. 149, 151.

Normal sub-groups, 122; of prime
index. 124.

Numbers, algebraic
1

,
136

; conjugate,

141; primitive, 144, 147; tran-

scendental, 137.

Panton, see Burnside arid Panton.

Picard, 233.

Pierpont, J., 233.

Primitive congruence roots, 199.

Primitive domains, 144, 147.

Quadratic equation, 184.
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Quartic, cyclic, 198
; Killer's solu-

tion, 71
; groups of, 172, 173

;
in

the Galois theory, 185
;
nature of

roots, f>6
;

removal of second

term, 37
; symmetric functions

of roots, 01
;
when solvable by

square roots, 72.

Quintic, 180, 227, 220, 232, 233.

Radicals, solution by, 00.

Reciprocal equations, 33
, depres-

1

sion of, 81.

Ueducibility, 134, 135, 139.

Reducing cubic, 72.

Regular polygons, inscription of,

20.

Resolvents of Lagrange, 129.

Resultants, 92.

Rollers theorem, 49.

Roots, 2
; complex, 0, 42, 58, 67,

232
; fractional, 01

;
fundamental

theorem, 20
; incommensurable,

61
; integral, 02

; multiple or equal

roots, 21, 53, 142
;
of unity, 76,

108, primitive, 78
; primitive con-

gruence roots, 199
; reciprocal, 33.

Ruflini, P., 233.

Runge, C., 229.

Self-conjugate sub-groups, 122.

Simple groups, 122.

Smith, I). E., 200.

Solvable equations, 223.

Sturm, 50.

Sturm's theorem, 50, 51
; applied to

quartic, 56.

Sub-groups, 120
;
index of, 122

j
of

prime index, 124.

Substitutions, 104
; cyclic, 107 ;

even and odd, 111; identical,

100; inverse, 106; laws of, 105;

product of, 105.

Substitution groups, see Groups.

Sylvester, 50.

Sylvester's method of elimination,95.

Symmetric functions, iS, 84, 114;
fundamental theorem, 87

;
elimi-

nation by, 93.

Symmetric group, 114.

Synthetic division, 3.

Taylor's theorem, 19.

Transcendental numbers, 137.

Transpositions, 109.

Trigonometric solution of irreduci-

ble case, 70
;

of binomial equa-

tions, 74, 82, 83.

Trisecting an rngle, 207, 208.

Tschirnhausen's transformation, 99,

102.

Unity, roots of, 76, 198
; primitive

roots of, 78.

Waring, 50.

Weber, H., 29, 134, 228, 231.

Zeuthen, 233.
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