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'To the Instructor

Economics is a living discipline, changing and evolving
in response to developments in the world economy
and in response to the research of many thousands of
economists throughout the world. Through thirteen
editions, Economics has evolved with the discipline.
Our purpose in this edition, as in the previous twelve,
is to provide students with an introduction to the
major issues facing the worlds economies, to the
methods that economists use to study those issues, and
to the policy problems that those issues create. Our
treatment is everywhere guided by three important
principles:

1. Economics is scientific, in the sense that it pro-
gresses through the systematic confrontation of
theory by evidence. Neither theory nor data
alone can tell us much about the world, but com-
bined they tell us a great deal.

2. Economics is useful and it should be seen by stu-
dents to be so. An understanding of economic
theory combined with knowledge about the
economy produces many important insights
about economic policy. Although we stress these
insights, we are also careful to point out cases
where too little is known to support strong state-
ments about public policy. Appreciating what is
not known is as important as learning what is
known.

3. We strive always to be honest with our readers.
Although we know that economics is not
always easy, we do not approve of glossing
over difficult bits of analysis without letting
readers see what is happening and what has
been assumed. We take whatever space is
needed to explain why economists draw their
conclusions, rather than just asserting the con-
clusions. We also take pains to avoid simplify-
ing matters so much that students would have
to unlearn what they have been taught if they
continue their study beyond the introductory
course. In short, we have tried to follow Albert
Einstein’s advice:

Everything should be made as simple as possible,
but not simpler.

Current Economic Issues

In writing the thirteenth edition of Economics, we
have tried to reflect the major economic issues that
we face in the early twenty-first century.

Living Standards and Economic
Growth

One of the most fundamental economic issues is the
determination of overall living standards. Adam Smith
wondered why some countries become wealthy while
others remain poor. Though we have learned much
about this topic in the past 235 years since Adam
Smith’s landmark work, economists recognize that
there is still much we do not know.

The importance of technological change in deter-
mining increases in overall living standards is a
theme that permeates both the microeconomics and
macroeconomics halves of this book. Chapter 8
explores how firms deal with technological change at
the micro level, and how changes in their economic
environment lead them to create new products and
new production processes. Chapters 11 and 12 dis-
cuss how imperfectly competitive firms often com-
pete through their innovative practices, and the
importance for policymakers of designing competi-
tion policy to keep these practices as energetic as
possible.

Technological change also plays a central role in
our discussions of long-run economic growth in
Chapters 25 and 26. We explore not only the tradi-
tional channels of saving, investment, and population
growth, but also the more recent economic theories
that emphasize the importance of increasing returns
and endogenous growth.

We are convinced that no other introductory
economics textbook places as much emphasis on
technological change and economic growth as we do
in this book. Given the importance of continuing
growth in living standards and understanding where
that growth comes from, we believe this emphasis is
appropriate. We hope you agree.
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Financial Crisis and Recession

The collapse of U.S. housing prices in 2007 led to a
global financial crisis the likes of which had not been
witnessed in a century, and perhaps longer. A deep
recession, experienced in many countries, followed
quickly on its heels. These dramatic events re-awakened
many people to two essential facts about econo-
mics. First, modern economies can and do go into
recession. This essential fact had perhaps been for-
gotten by many who had become complacent after
more than two decades of economic prosperity.
Second, financial markets are crucial to the operation
of modern economies. Like an electricity system, the
details of financial markets are a mystery to most
people, and the system itself is often ignored when it
is functioning properly. But when financial markets
cease to work smoothly, and interest rates rise while
credit flows decline, we are all reminded of their
importance. In this sense, the financial crisis of
2007-2008 was like a global power failure for the
world economy.

The financial crisis had micro causes and macro
consequences. The challenges of appropriate regula-
tion, for financial and non-financial firms, are
explored in Chapters 12 and 16. The market for
financial capital and the determination of interest
rates are examined in Chapter 15. And debates
regarding the appropriate role of the government in a
market economy occur throughout the book, includ-
ing Chapters 1, 5, 16, and 18.

On the macro side, the financial crisis affected
the Canadian banking system, discussed in Chap-
ter 27, and led to some “unconventional” actions by
the Bank of Canada, as discussed in Chapter 29.
Moreover, as the global financial crisis led to a deep
recession worldwide, Canadian fiscal policy was forced
to respond, as we review in Chapters 24 and 32.
Finally, as has happened several times throughout
history, the recession raised the threat of protectionist
policies, as we examine in Chapter 34.

Globalization

Enormous changes have occurred throughout the
world over the last few decades. Flows of trade and
investment between countries have risen so dramati-
cally that it is now common to speak of the “global-
ization” of the world economy. Today it is no longer

possible to study any economy without taking into
account developments in the rest of the world.

Throughout its history, Canada has been a trad-
ing nation, and our policies relating to international
trade have often been at the centre of political
debates. International trade shows up in many parts
of this textbook, but it is the focus of two chapters.
Chapter 33 discusses the theory of the gains from
trade; Chapter 34 explores trade policy, with an
emphasis on NAFTA and the WTO, especially its
round of negotiations that began in Doha.

Included under the label of globalization is the
mobility of labour and capital. How mobile is labour
across international borders? Does such labour
mobility imply that Canada’s policies cannot diverge
significantly from those in other countries? We explore
these issues at various points throughout the book,
especially in Chapters 13, 14, and 18.

With globalization and the international trade
of goods and assets come fluctuations in exchange
rates. In recent years there have been substantial
changes in the Canada-U.S. exchange rate—a 15-
percent depreciation followed the Asian economic
crisis in 1997-1998, and an even greater appreciation
occurred in the 2002-2008 period. Such volatility in
exchange rates complicates the conduct of economic
policy. In Chapters 28 and 29 we explore how the
exchange rate fits into the design and operation of
Canada’ monetary policy. In Chapter 35 we examine
the debate between fixed and flexible exchange rates.

The forces of globalization are with us to stay. In
this thirteenth edition of Economics, we have done
our best to ensure that students are made aware of
the world outside Canada and how events elsewhere
in the world affect the Canadian economy.

The Role of Government

Between 1980 and 2008, the political winds had
shifted in Canada, the United States, and many other
countries. Political parties that previously had advo-
cated a greater role for government in the economy
began to argue the benefits of limited government. But
the political winds shifted again with the arrival of the
financial crisis and global recession in 2008, which led
governments the world over to take some unprece-
dented actions. Many soon argued that we were
observing the “end of laissez-faire” and witnessing the
return of “big government.” But was that really true?



Has the fundamental role of government
changed significantly over the past 30 years? In order
to understand the role of government in the econ-
omy, students must understand the benefits of free
markets as well as the situations that cause markets
to fail. They must also understand that governments
often intervene in the economy for reasons related
more to equity than to efficiency.

In this thirteenth edition of Economics, we con-
tinue to incorporate the discussion of government
policy as often as possible. Here are but a few of the
many examples that we explore:

® tax incidence (in Chapter 4)

¢ the effects of minimum wages and rent controls
(in Chapter 5)

® economic regulation and competition policy (in
Chapter 12)

® pay equity policy (in Chapter 13)

® environmental policies (in Chapter 17)

e the disincentive effects of income taxes (in
Chapter 18)

e fiscal policy (in Chapters 22 and 24)

e policies related to the economy’s long-run
growth rate (in Chapter 26)

® monetary policy (in Chapters 28, 29, and 30)

® policies that affect the economy’s long-run
unemployment rate (in Chapter 31)

¢ the importance of debt and deficits (in Chap-
ter 32)

e trade policies (in Chapter 34)

e policies related to the exchange rate (in Chapter 35)

The Book

Economic growth, financial crisis and recession,
globalization, and the role of government are press-
ing issues of the day. Much of our study of economic
principles and the Canadian economy has been
shaped by these issues. In addition to specific cover-
age of growth and internationally oriented topics,
growth and globalization appear naturally through-
out the book in the treatment of many topics once
thought to be entirely “domestic.”

Most chapters of Economics contain some dis-
cussion of economic policy. We have two main goals
in mind when we present these discussions:

1. We aim to give students practice in using eco-
nomic theory, because applying theory is both a
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wonderfully effective teaching method and a reli-
able test of students’ grasp of theory.

2. We want to introduce students to the major pol-
icy issues of the day and to let them discover that
few policy debates are as “black and white” as
they often appear in the press.

Both goals reflect our view that students should
see economics as useful in helping us to understand
and deal with the world around us.

The choice of whether to study macro first or
micro first is partly a personal one that cannot be
decided solely by objective criteria. We believe that
there are excellent reasons for preferring the
micro—macro order, and we have organized the book
accordingly. For those who prefer the macro—micro
order, we have attempted to make reversibility easy.
The first three chapters provide a solid foundation for
first studying either microeconomics (Chapters 4-18)
or macroeconomics (Chapters 19-35 and 36 W).

Microeconomics: Structure and
Coverage

To open Part 1, Chapter 1 presents the market as an
instrument of coordination. We introduce the issues
of scarcity and choice and then briefly discuss alter-
native economic systems. Comparisons with com-
mand economies help to establish what a market
economy is by showing what it is not. Chapter 2
makes the important distinction between positive
and normative inquiries and goes on to an introduc-
tory discussion of the construction and testing of eco-
nomic theories. We also discuss graphing in detail.
Part 2 deals with demand and supply. After
introducing price determination and elasticity in
Chapters 3 and 4, we apply these tools in Chapter 5.
The case studies are designed to provide practice in
applying the tools rather than a full coverage of each
case. Chapter 5 also has an intuitive and thorough
treatment of economic value and market efficiency.
Part 3 presents the foundations of demand and
supply. The theory of consumer behaviour is devel-
oped via marginal utility theory in Chapter 6, which
also provides an introduction to consumer surplus
and an intuitive discussion of income and substitu-
tion effects. The Appendix to Chapter 6 covers indif-
ference curves, budget lines, and the derivation of
demand curves using indifference theory. Chapter 7
introduces the firm as an institution and develops
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short-run costs. Chapter 8 covers long-run costs and
the principle of substitution, and goes on to consider
shifts in cost curves due to technological change. The
latter topic is seldom, if ever, covered in the micro
part of elementary textbooks, yet applied work on
firms’ responses to changing economic signals shows
it to be extremely important.

The first two chapters of Part 4, Chapters 9 and
10, present the standard theories of perfect competi-
tion and monopoly with a thorough discussion of
price discrimination and some treatment of interna-
tional cartels. Chapter 11 deals with monopolistic
competition and oligopoly, which are the market
structures most commonly found in Canadian indus-
tries. Strategic behaviour plays a central part in the
analysis of this chapter. The first half of Chapter 12
deals with the efficiency of competition and the inef-
ficiency of monopoly. The last half of the chapter
deals with regulation and competition policy.

Part 5 begins in Chapter 13 by discussing the
general principles of factor pricing and how factor
prices are influenced by factor mobility. Chapter 14
then examines the operation of labour markets,
addressing issues such as wage differentials, discrimi-
nation, labour unions, and the “good jobs—bad jobs”
debate. Chapter 15 discusses investment in physical
capital, the role of the interest rate, and the overall
functioning of capital markets.

The first chapter of Part 6 (Chapter 16) provides
a general discussion of market success and market
failure, and outlines the arguments for and against
government intervention in a market economy. Chap-
ter 17 deals with environmental regulation, with a
detailed discussion of market-based policies and an
introduction to the issue of global climate change.
Chapter 18 analyzes taxes, public expenditure, and
the main elements of Canadian social policy. These
three chapters expand on the basics of microeco-
nomic analysis by providing current illustrations of
the relevance of economic theory to contemporary
policy situations.

Macroeconomics: Structure and
Coverage

Our treatment of macroeconomics is divided into six
parts. We make a clear distinction between the econ-
omy in the short run and the economy in the long
run, and we get quickly to the material on long-run
economic growth. Students are confronted with

issues of long-run economic growth before they are
introduced to issues of money and banking. Given
the importance of economic growth in driving over-
all living standards, we feel this is an appropriate
ordering of the material; but for those who prefer
to discuss money before thinking about economic
growth, the ordering can be easily switched without
any loss of continuity.

The first macro chapter, Chapter 19, introduces
readers to the central macro variables, what they
mean, and why they are important. The discussion of
national income accounting in Chapter 20 provides a
thorough treatment of the distinction between real
and nominal GDP, the distinction between GDP and
GNP, and a discussion of what measures of national
income do not measure.

Part 8 develops the core short-run model of the
macro economy, beginning with the fixed-price
(Keynesian Cross) model in Chapters 21 and 22 and
then moving on to the AD/AS model in Chapter 23.
Chapter 21 uses a closed economy model with no
government to explain the process of national-
income determination and the nature of the multi-
plier. Chapter 22 extends the setting to include
international trade and government spending and
taxation. Chapter 23 rounds out our discussion of
the short run with the AD/AS framework, discussing
the importance of both aggregate demand and aggre-
gate supply shocks. We place the Keynesian Cross
before the AD/AS model to show that there is no
mystery as to where the AD curve comes from and
why it is downward sloping; the AD curve is derived
directly from the Keynesian Cross model. In contrast,
books that begin their analysis with the AD/AS
model are inevitably less clear about where the model
comes from. We lament the growing tendency to
omit the Keynesian Cross from introductory macro-
economics textbooks; we believe the model has much
to offer students in terms of economic insights.

Part 9 begins in Chapter 24 by showing how the
short-run model evolves toward the long run through
the adjustment of factor prices—what we often call
the Phillips curve. We introduce potential output as
an “anchor” to which real GDP returns following AD
or AS shocks. This chapter also addresses issues in fis-
cal policy, including the important distinction
between automatic stabilizers and discretionary fiscal
stabilization policy. Chapter 25 is a short chapter that
contrasts short-run with long-run macroeconomics,
emphasizing the different typical causes of output
changes over the two time spans. Using Canadian
data, we show that long-run changes in GDP have



their root causes in changes in factor supplies and
productivity, whereas short-run changes in GDP are
more closely associated with changes in the factor uti-
lization rate. With this short-run/long-run distinction
firmly in place, we are well positioned for the detailed
discussion of long-run economic growth that appears
in Chapter 26. Our treatment of long-run growth,
which we regard as one of the most important issues
facing Canada and the world today, goes well beyond
the treatment in most introductory texts.

Part 10 focuses on the role of money and finan-
cial systems. Chapter 27 discusses the nature of
money, various components of the money supply, the
commercial banking system, and the Bank of
Canada. In Chapter 28 we review the determinants
of the demand for money. We then turn to a detailed
discussion of the link between the money supply and
other economic variables such as interest rates, the
exchange rate, national income, and the price level.
This chapter builds directly on the material in Chap-
ters 23 and 24, with an emphasis on the distinction
between short-run and long-run effects. In Chapter 29
we discuss the Bank of Canada’s monetary policy,
including a detailed discussion of inflation targeting.
The chapter ends with a review of Canadian mone-
tary policy over the past 30 years. This provides
some important historical context for policy discus-
sions later in the book, as well as an opportunity to
draw some general conclusions about the operation
of monetary policy.

Part 11 deals with some of today’s most pressing
macroeconomic policy issues. It contains separate
chapters on inflation, unemployment, and govern-
ment budget deficits. Chapter 30 on inflation exam-
ines the central role of expectations in determining
inflation, and the importance of credibility on the
part of the central bank. Chapter 31 on unemploy-
ment examines the determinants of frictional and
structural unemployment and discusses likely reasons
for increases in the NAIRU over the past few
decades. Chapter 32 on budget deficits stresses the
effect of deficits on long-term economic growth.

Virtually every macroeconomic chapter contains
at least some discussion of international issues. How-
ever, the final part of Economics focuses primarily on
international economics. Chapter 33 gives the basic
treatment of international trade, developing both the
traditional theory of static comparative advantage
and newer theories based on imperfect competition
and dynamic comparative advantage. Chapter 34
discusses both the positive and normative aspects of
trade policy, as well as the WTO and NAFTA. Chap-
ter 35 introduces the balance of payments and exam-

TO THE INSTRUCTOR xxiii

ines exchange-rate determination. Here we also dis-
cuss three important policy issues: the desirability of
current-account deficits or surpluses, whether there
is a “right” value for the Canadian exchange rate,
and the costs and benefits of Canada’ adopting a
fixed exchange rate. Chapter 36 W discusses the main
impediments to economic development and the cur-
rent debates about development policies.

We hope you find this menu both attractive and
challenging; we hope students find the material stim-
ulating and enlightening. Many of the messages of
economics are complex—if economic understand-
ing were only a matter of common sense and simple
observation, there would be no need for professional
economists and no need for textbooks like this one.
To understand economics, one must work hard.
Working at this book should help readers gain a bet-
ter understanding of the world around them and of
the policy problems faced by all levels of govern-
ment. Furthermore, in today’s globalized world, the
return to education is large. We like to think that we
have contributed in some small part to the under-
standing that increased investment in human capital
by the next generation is necessary to restore incomes
to the rapid growth paths that so benefited our par-
ents and our peers. Perhaps we may even contribute
to some income-enhancing accumulation of human
capital by some of our readers.

Substantive Changes
to This Edition

We have revised and updated the entire text with
guidance from an extensive series of formal reviews
and other feedback from both users and nonusers of
the previous editions of this book. As always, we
have strived very hard to improve the teachability
and readability of the book. We have focused the dis-
cussions so that each major point is emphasized as
clearly as possible, without the reader being dis-
tracted by non-essential points. We have removed
some material from the textbook and placed it in the
Additional Topics section of the book’s MyEconLab
(www.myeconlab.com), which also includes new
material that has been written especially for this edi-
tion. (A complete listing of the Additional Topics on
MyEconLab is provided following the Contents after
the List of Boxes.) As in recent editions, we have kept
all core material in the main part of the text. Three
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types of boxes (Applying Economic Concepts, Lessons
from History, and Extensions in Theory) are used to
show examples or extensions that can be skipped
without fear of missing an essential concept. But we
think it would be a shame to skip too many of them,
as there are many interesting examples and policy
discussions in these boxes.

What follows is a brief listing of the main changes
that we have made to the textbook.

Microeconomics

Part 1: WhatIs Economics? In Chapter 1, we
have brought forward the discussion of money and
markets. And in the discussion of the “great debate”
regarding the choice between market and planned
economies, we have added a short discussion of the
experience of the transition economies following the
collapse of the Soviet Union. In Chapter 2, we have
streamlined our treatment of theories and models,
and we have added a new Study Exercise so students
can practise the creation of an index number.

Part 2: An Introduction to Demand and
Supply In Chapter 3, which develops the basic
model of demand and supply, we now explain why
we choose a “boring” product like carrots to demon-
strate the model—because unlike many more “inter-
esting” products like iPods and cell phones, it
satisfies the conditions required for the model to be
applicable. We have streamlined the discussion of the
various factors that lead to shifts in demand and sup-
ply curves, and we have added perception of product
quality to the list of supply shifters.

In Chapter 4, we have clarified our discussion of
the role of substitutes and product definition as
determinants of elasticity. We have also shortened
our presentation of tax incidence and expanded the
discussion of necessities and luxuries. In Chapter 3,
which presents many applications of basic price the-
ory, we have added the example of Canadian health
care in the discussion of legislated price ceilings and
the possible development of black markets. We have
also expanded the discussion of deadweight loss and
efficiency, emphasizing the fact that market changes
generally create both winners and losers in terms of
economic surplus.

Part 3: Consumers and Producers Chap-
ter 6 presents the theory of consumer behaviour. We
have shortened and clarified our discussion of mar-
ginal utility and demand. We have also shortened the

discussion of the paradox of value, but have added
an example of how the paradox also exists in many
markets, including labour markets.

Chapters 7 and 8 present the theory of the firm.
In Chapter 7, we have added the example of optimal
portfolio diversification in our discussion of dimin-
ishing marginal returns. We have also added a new
box on the case of flat marginal and average variable
cost curves—common in situations where firms can
“idle” some of their existing capacity in response to
changes in demand. In Chapter 8, we have expanded
our discussion of the principle of substitution with
an example of the switch toward fuel-efficient jets in
response to rising fuel prices. Finally, we have
expanded our discussion of technological change in
the very long run, emphasizing the importance of
innovations to firm profits.

Part 4: Market Structure and Efficiency

In presenting the theory of perfect competition in
Chapter 9, we have clarified our discussion of the
rules a competitive firm should follow for whether to
produce and how much to produce. We have also
added a new diagram showing the firm’ shut-down
price. In Chapter 10 on the theory of monopoly and
price discrimination, we have improved our explana-
tion of why monopolists do not have a supply curve,
and we have expanded our treatment of the relation-
ship between price discrimination and firm profits. In
Chapter 11, we have added one key assumption to
the theory of monopolistic competition (namely, that
firms have similar cost curves) and clarified our dis-
cussion of the zero-profit tangency solution in the
long-run equilibrium.

Chapter 12 examines productive and allocative
efficiency and economic regulation to promote effi-
ciency. We have added a new box discussing how the
economy’s allocatively efficient point on the produc-
tion possibilities boundary depends on the distribu-
tion of income. We have also added a new box
discussing the benefits from innovation that come from
imperfect competition, much in the spirit of Joseph
Schumpeter. Chapter 12 also has an improved treat-
ment of the regulation of natural monopolies, includ-
ing a new diagram to clarify the distinction between
marginal-cost and average-cost pricing. A new section
discusses how the recent financial crisis and recession
have led to a re-emergence of some financial-market
regulations and government ownership. Finally, the
section on Canadian competition policy has been
updated to reflect the proposed reforms to the Com-
petition Act, and the old box on bank mergers has
been removed.



Part 5: Factor Markets In Chapter 14, which
examines several labour-market issues, we have
moved the box on intra-industry wage differentials
to an online Additional Topic. In Chapter 15 on cap-
ital and interest rates, we have added a discussion in
the opening section about capital markets during the
financial crisis of 2007-2008. We have also written a
new online Additional Topic on “The U.S. Housing
Collapse and the Financial Crisis of 2007-2008,”
which is cited in the chapter’s first section. Finally, we
have improved our explanation of the link between the
interest rate and firms’ desired investment demand.

Part 6: Government in the Market
Economy We have improved our opening discus-
sion of market failures in Chapter 16. We have also
clarified our brief discussion of market power as a
market failure, emphasizing that governments do not
seek to remove all monopoly power but instead seek
to ensure that firms do not abuse whatever market
power they may possess. The example of road pric-
ing is now added to the discussion of congestion and
rivalrous goods, and the regulation of financial insti-
tutions is added to the discussion of moral hazard,
with reference to the financial crisis of 2007-2008.
In the chapter’s closing discussion, we have added a
discussion of how the current economic recession has
brought to the fore the issue of the appropriate role
of government in the economy.

Chapter 17 examines the economics of environ-
mental policy. The discussion of tradable pollution
permits now introduces the student to the terminol-
ogy of cap and trade, which is becoming standard.
We also compare emissions taxes with a cap-and-
trade system, emphasizing how the two systems
work differently in the presence of uncertainty
regarding firms’ marginal costs of abatement. This
issue figured in the 2008 Canadian federal election,
as we now mention. The former section on the “pol-
itics of pollution control” has been moved to become
an online Additional Topic, and in its place we
now have an introductory examination of the issue
of global climate change. It reviews the basics of
greenhouse-gas emissions, the Kyoto Protocol, the
technical challenges of reducing emissions, and the
international and Canadian policy challenges involved.
We end the chapter with a box that reprints the open
letter to Canada’ political leaders signed by over 230
Canadian academic economists advocating the adop-
tion of effective climate-change policies.

Chapter 18 examines government taxation and
expenditure. We have removed the discussion on the
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fiscal imbalance, as this issue has been largely resolved
(for now). We have added the Working Income Tax
Benefit (WITB) in the box on the negative income tax.
We now include the new Tax-Free Savings Accounts in
our discussion of policies to promote saving.

Macroeconomics

Part 7: An Introduction to Macroeco-
NOMICS Chapter 19 now contains many references
to the recent financial crisis and the current reces-
sion, thus improving the chapter’s relevance for the
typical student reader. We have added a new discus-
sion of interest rates and credit flows, motivated by
recent events. In the chapter’s closing passages, we
add a discussion regarding the debate over the gov-
ernment’s role in developing new technologies, an
important issue for long-run growth. In Chapter 20,
we now mention the concept of chain weighting in
the box on real and nominal GDP. At the end of the
chapter where we discuss the connection between
GDP and living standards, we have added a citation
of the online Additional Topic “What Makes People

Happy?”
Part 8: The Economy in the Short Run

Chapter 21 presents the basic model of the Keynesian
Cross. The discussion on self-fulfilling prophesies has
been expanded to include the decline in business
and consumer confidence observed in the current
recession. In Chapter 22, which adds government
and foreign trade to the basic macro model, we have
shortened our opening discussion of the govern-
ment’s budget balance, and we have improved and
expanded our treatment of fiscal stabilization policy.
Chapter 23 introduces the AD/AS model. We have
reworked the explanation for why the AD curve is
downward sloping. When introducing shifts in the
AS curve, we now explain clearly that we are
focusing on exogenous shifts in the AS curve (the
endogenous shifts coming from wage adjustments are
discussed in the next chapter).

Part 9: The Economy in the Long Run In
Chapter 24, we have redesigned the first table to bet-
ter explain the various aspects of the three macro
states—the short run, the adjustment process, and
the long run. We have added a new box discussing
how the intrinsic dynamics of the business cycle
help to return real GDP to potential GDP. This is
especially important for recessions when the
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wage-adjustment process is very weak. Our discus-
sion of the limitations of discretionary fiscal policy
has been strengthened by discussing some of the
problems encountered by the federal government in
its 2009 budget. We have added a new box dis-
cussing the current recession and how it motivated
the fiscal actions taken in the Canadian federal bud-
get of 2009.

In Chapter 25, we have added two new numerical
Study Exercises requiring students to work through
the short-run and long-run changes in GDP as they
are discussed in the chapter. Chapter 26 examines
long-term economic growth. We have added a new
box on climate change and economic growth in the
chapter’s final section, where we discuss the possible
limits to economic growth.

Part 10: Money, Banking, and Monetary
Policy In Chapter 27 on money and banking, we
have enriched our discussion of the Bank of Canada
by mentioning some of the unusual actions taken
during the recent financial crisis. A new section on
the “provision of credit,” motivated by recent eco-
nomic events, helps to explain the role played by
commercial banks. We also have a citation to a new
online Additional Topic on “The U.S. Housing Col-
lapse and the Financial Crisis of 2007-2008.”

In Chapter 28, we have expanded and improved
our explanation of the different stages of the mone-
tary transmission mechanism. In Chapter 29, we
have added a new box discussing “unconventional”
monetary policy actions during the recent financial
crisis, including the possible actions of quantitative
easing and credit easing. In the chapter’ final sec-
tion, we have added a substantial discussion on mon-
etary policy since the beginning of the financial crisis.

Part 11: Macroeconomic Problems and
Policies In Chapter 30, which examines the details
of inflation in the AD/AS model, we have clarified the
explanation of a constant inflation, with nominal
interest rates being held constant by two equal but
opposing forces (monetary expansion versus rising
wages and prices leading to a rise in money demand).
We have added a new box discussing the potential
danger of deflation, and we have added a second new
box examining whether the NAIRU is really a “razor’s
edge” as assumed by the standard macro model. The
old box on the “death of inflation” has been removed.

In Chapter 31 on the NAIRU and unemployment
fluctuations, we have clarified the discussion of New
Classical theory in the existing box. We now illus-
trate the concept of structural unemployment with
reference to changes in Canada between 2002 and
2008, driven largely by rising energy and commodity
prices. In the discussion of policies to reduce struc-
tural unemployment, we discuss the recent govern-
ment support provided to GM and Chrysler
Chapter 32 examines budget deficits and debt. With
the significant turnaround in Canadian government
budgets since 2008, this chapter has been updated
throughout, although the basic structure of the chapter
is unchanged.

Part 12: Canada in the Global Economy
Chapter 33 examines the theory of the gains from
trade. We have added a new box that works through
two numerical examples of absolute and comparative
advantage, as well as a new discussion of human cap-
ital as one of the sources of comparative advantage.
In the section discussing whether comparative advan-
tage is obsolete, we have added some mention of
government successes and failures in trying to create
comparative advantage. Finally, we have added a
new box on the concept of global supply chains and
integrative trade.

In Chapter 34, we have added a new box dis-
cussing how recession usually leads to an increase
in trade protection, with references to the Great
Depression and the current economic situation. And
in Chapter 35, we have improved our presentation of
the demand and supply of foreign exchange, includ-
ing a more intuitive figure.

If you are moved to write to us (and we hope that
you will be!), please do. You can send any comments
or questions regarding the text (or any of the supple-
mentary material, such as the Instructor’s Manual, the
Study Guide, the TestGen, or the web-based Additional
Topics) to:

Christopher Ragan
Department of Economics
McGill University
855 Sherbrooke St. West
Montreal, Quebec H3A 2T7
e-mail: christopher.ragan@mcgill.ca



To the Student

Welcome to what is most likely your first book about
economics! You are about to encounter what is for
most people a new way of thinking, which often
causes people to see things differently than they did
before. But learning a new way of thinking is not
always easy, and you should expect some hard work
ahead. We do our best to be as clear and logical as
possible, and to illustrate our arguments whenever pos-
sible with current and interesting examples.

You must develop your own technique for study-
ing, but the following suggestions may prove helpful.
Begin by carefully considering the Learning Objec-
tives at the beginning of a chapter. Read the chapter
itself relatively quickly in order to get the general run
of the argument. At this first reading, you may want
to skip the boxes and any footnotes. Then, after
reading the Summary and the Key Concepts (at the
end of each chapter), reread the chapter more slowly,
making sure that you understand each step of the
argument.

With respect to the figures and tables, be sure you
understand how the conclusions that are stated in
boldface at the beginning of each caption have been
reached. You should be prepared to spend time on
difficult sections; occasionally, you may spend an hour
on only a few pages. Paper and pencil are indispens-
able equipment in your reading. It is best to follow a
difficult argument by building your own diagram
while the argument unfolds rather than by relying on
the finished diagram as it appears in the book.

The end-of-chapter Study Exercises require you
to practise using some of the concepts that you
learned in the chapter. These will be excellent prepa-
ration for your exams. To provide you with immedi-
ate feedback, we have posted Solutions to Selected
Study Exercises on MyEconLab (www.myeconlab.
com). The end-of-chapter Discussion Questions
require you to apply what you have studied. We
advise you to outline answers to some of the ques-
tions. In short, you should seek to understand eco-
nomics, not to memorize it.

The red numbers in square brackets in the text
refer to a series of mathematical notes that are found
starting on page M-1 at the end of the book. For
those of you who like mathematics or prefer mathe-

matical argument to verbal or geometric exposition,
these may prove useful. Others may disregard them.

In this edition of the book, we have incorporated
many elements to help you review material and pre-
pare for examinations. A brief description of all the
features in this book is given in the separate section
that follows.

We encourage you to make use of the brand
new MyEconLab that accompanies this book
(www.myeconlab.com) at the outset of your studies.
MyEconLab contains a wealth of valuable resources
to help you. MyEconLab provides Solutions to
Selected Study Exercises. It also includes many addi-
tional practice questions, some of which are mod-
elled on Study Exercises in the book. In the book,
the MyEconLab icon directs you to
online discussions of Additional Topics—these rep-
resent material written especially for this textbook
and include many interesting theoretical, empirical,
and policy discussions. You can also find animations
of some of the key figures in the text, as well as an
electronic version of the textbook. For more details
about the MyEconLab, please see the description at
the very beginning of this book.

We strongly suggest you make use of the excel-
lent Study Guide written expressly for this text. The
Study Guide is closely integrated with the book. In
fact, special references in the margins of the textbook
will direct you to appropriate practice questions and
exercises in the Study Guide. They will test and rein-
force your understanding of the concepts and analyt-
ical techniques stressed in each chapter of the text
and will help you prepare for your examinations.
Explanations are provided for the answers to many
of the Multiple-Choice Questions to facilitate your
independent study. The ability to solve problems and
to communicate and interpret your results are impor-
tant goals in an introductory course in economics.
The Study Guide can play a crucial role in your
acquisition of these skills.

Over the years, the book has benefited greatly
from comments and suggestions we have received
from students. Please feel free to send your comments
to christopher.ragan@mcgill.ca. Good luck, and we
hope you enjoy your course in economics!
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We have made a careful effort with this edition to incorporate features that
will facilitate the teaching and learning of economics.

¢ A set of Learning Objectives at the beginning of each chapter clarifies the
skills and knowledge to be learned in each chapter. These same learning
objectives are used in the chapter summaries, as well as in the Study
Guide.

® Major ideas are highlighted with a yellow background in the text.

® Key terms are boldfaced where they are defined in the body of the text
and they are restated with their definitions in the margins. In the index
at the back of the book, each key term and the page reference to its def-
inition are boldfaced.

® Weblinks to useful Internet addresses are given in the margins. Each
weblink presents a URL address, along with a brief description of the
material available there. Some links are to government home pages
where much data can be obtained. Other links are to organizations such
as OPEC, the UN, and the WTO.

® Study Guide references in the margin direct students to appropriate
questions in the Study Guide that reinforce the topic being discussed in
the text.

® The colour scheme for Figures consistently uses the same colour for each
type of curve. For example, all demand curves are blue, whereas all
supply curves are red.

® A caption for each Figure and Table summarizes the underlying
economic reasoning. Each caption begins with a boldfaced statement of
the relevant economic conclusion.

® Additional Topics on MyEconLab (www.myeconlab.com) are refer-
enced in special boxes inserted at the appropriate place in the body of
the relevant chapter. The Additional Topics include the entire online
Chapter 36 W, “Challenges Facing the Developing Countries.”

® Applying Economic Concepts boxes demonstrate economics in action,
providing examples of how theoretical material relates to issues of cur-
rent interest.

® Extensions in Theory boxes provide a deeper treatment of a theoretical
topic that is discussed in the text.

® Lessons from History boxes contain discussions of a particular policy
debate or empirical finding that takes place in a historical context.

® Photographs with short captions are interspersed throughout the chap-
ters to illustrate some of the arguments.
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® Chapter Summaries are organized using the same numbered heading as e
found in the body of the chapter. The relevant learning objectives (LO) o
numbers are given in dark blue next to each heading in the summary.

e Key Concepts are listed near the end of each chapter.

o A set of Study Exercises is provided for each chapter. These often quan-
titative exercises require the student to analyze problems by means of
computations, graphs, or explanations.

Study Exercises

SAVE TIME. IMPROVE RESULTS.

® A set of Discussion Questions is also provided for each chapter. These
questions require the student to synthesize and generalize. They are iscussion Questions
designed especially for discussion in class.

® A set of Mathematical Notes is presented in a separate section near the
end of the book. Because mathematical notation and derivations are not
necessary to understand the principles of economics but are more help-
ful in advanced work, this seems to be a sensible arrangement. Refer-
ences in the text to these mathematical notes are given by means of red
numbers in square brackets.

Mathematical Notes

/\/\/\’—/\/—\/\m/\,

e A Timeline of Great Economists, running from the mid-seventeenth cen-

tury to the late-twentieth century, is presented near the end of the book. Ticline
Along this timeline we have placed brief descriptions of the life and Economists

works of some great economists, most of whom the reader will
encounter in the textbook. Along this timeline we have also listed some
major world events in order to give readers an appreciation for when
these economists did their work.

® Economists on Record, given on the inside of the back cover, quotes
some classic excerpts that are relevant to the study and practice of
€conomics.

® For convenience, a list of the Common Abbreviations Used in the Text | ~— ——~ — — |
is given on the inside of the front cover.




Supplements

A comprehensive set of supplements has been care-
fully prepared to assist students and instructors in
using this new edition.

Study Guide

A robust Study Guide, written by Paul T. Dickinson
and Gustavo Indart, is available as split volumes for
microeconomics (978-0-321-68523-0) and macroeco-
nomics (978-0-321-69496-6). It is designed for use
either in the classroom or by students on their own.
The Study Guide offers additional study support and
reinforcement for each text chapter. It is closely inte-
grated with the textbook. Special notes in the margins
of the textbook direct students to appropriate practice
exercises in the Study Guide. To facilitate independent
study, we have now provided explanations for about
70 percent of the answers to the Additional Multiple-
Choice Questions. For each chapter, the Study Guide
provides the following helpful material:

® Learning Objectives matching those in the textbook

® Chapter Overview

® Hints and Tips

® Chapter Review consisting of Multiple-Choice
Questions, organized into sections matching the
numbered sections in the textbook

e Short-Answer Questions

® Exercises

® Extension Exercises

¢ Additional Multiple-Choice Questions

® Solutions to all of the Questions and Exercises
above

® Explanations for the answers to at least 70 percent
of the Additional Multiple-Choice Questions

Instructor’s Resource CD-ROM

The Instructor’s Resource CD-ROM (978-0-321-
67477-7) for this new edition contains the following
items:

¢ An Instructor’s Manual (in both Word and PDF
format) written by Christopher Ragan. It includes
full solutions to all the Study Exercises and sug-
gested answers to all the Discussion Questions.

o A Computerized Testbank (Pearson TestGen)
prepared by Ingrid Kristjanson and Christopher
Ragan. The testbank consists of 4000 multiple-
choice questions, with an emphasis on applied
questions (as opposed to recall questions) and
quantitative questions (as opposed to qualitative
questions). Approximately 60 percent of the
questions test applied skills, about 20 percent of
the questions are quantitative, and about 20 per-
cent of the questions have a graph or table. All
the questions have been carefully checked for
accuracy. For each question, the authors have
provided the correct answer, identified the rele-
vant section number in the textbook chapter,
specified the concept being tested, assigned a
level of difficulty (easy, moderate, or challeng-
ing), identified the skill tested (recall or applied),
noted whether the question is qualitative or
quantitative, and noted whether the question
involves a graph or table. TestGen enables
instructors to search for questions according to
any of these attributes and to sort questions into
any order desired. With TestGen, instructors can
easily edit existing questions, add questions,
generate tests, and print the tests in a variety of
formats. TestGen also allows instructors to
administer tests on a local area network, have
the tests graded electronically, and have the
results prepared in electronic or printed reports.

* PowerPoint® Slides prepared by Christopher
Ragan. Instructors can readily adapt these slides
for lecture presentations.

® Clicker Questions, consisting of more than 600
questions in PowerPoint format, that can be used
with any Personal Response System.

® An Image Library, consisting of all the Figures
and Tables from the textbook in gif format.
These files can easily be imported into Power-
Point slides for class presentation.

e Additional Topics, written by Christopher
Ragan, offer optional topics on a wide variety of
economic subjects, all cited in the textbook and
found on MyEconLab (www.myeconlab.com).

MyEconLab

MyEconLab (www.myeconlab.com) pro-
vides students with personalized Study Plans and the



opportunity for unlimited practice. It also provides
instructors with ready-to-use assignments that can
be graded electronically. MyEconLab also includes
Pearson eText, a robust electronic version of the
textbook that enables students and instructors to
highlight sections, add notes, share notes, and mag-
nify any of the images or pages without distortion.
Pearson’s Technology Specialists work with fac-
ulty and campus course designers to ensure that Pear-
son technology products, assessment tools, and
online course materials are tailored to meet your spe-
cific needs. This highly qualified team is dedicated to
helping students take full advantage of a wide range
of educational resources, by assisting in the integra-
tion of a variety of instructional materials and media
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formats. Your local Pearson Canada sales representa-
tive can provide you with more details about this ser-
vice program.

CourseSmart eTextbook

CourseSmart eTextbook represents a new way for
instructors and students to access textbooks online
anytime from anywhere. With thousands of titles
across hundreds of courses, CourseSmart helps
instructors choose the best textbook for their class
and give their students a new option for buying the
assigned textbook as an eTextbook at a lower cost.
For more information, visit www.coursesmart.com.
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PART 1 Whatls Economics?

Economic Issues
and Concepts

If you want a litre of milk, you go to your local gro-
cery store and buy it. When the grocer needs more
milk, he orders it from the wholesaler, who in turn
gets it from the dairy, which in its turn gets it from
the dairy farmer. The dairy farmer buys cattle feed
and electric milking machines, and he gets power to
run all his equipment by putting a plug into a wall
outlet where the electricity is supplied as he needs
it. The milking machines are made from parts manu-
factured in several different places in Canada, the
United States, and overseas. The parts themselves
are made from materials mined and smelted in a
dozen or more different countries.

As it is with the milk you drink, so it is with
everything else that you buy. When you go to the
appropriate store, what you want is normally on the
shelf. Those who make these products find that all
the required components and materials are available
when they need them—even though these things
typically come from many different parts of the world
and are made by many people who have no direct
dealings with one another.

(® LEARNING OBJECTIVES
In this chapter you will learn

@ to view the market economy as self-organizing
in the sense that coordination and order
emerge from a large number of decentralized
decisions.

@ the importance of scarcity, choice, and
opportunity cost, and how all three concepts
are illustrated by the production possibili-
ties boundary.

©® about the circular flow of income and
expenditure.

@ that all actual economies are mixed
economies, having elements of free markets,
tradition, and government intervention.




economy A system in
which scarce resources are
allocated among competing
uses.

PART 1: WHAT IS ECONOMICS?

1.1 The Complexity of
the Modern Economy

Your own transactions are only a small part of the remarkably complex set of transac-
tions that takes place every day in a modern society. Shipments arrive daily at our
ports, railway terminals, and airports. These shipments include raw materials, such as
iron ore, logs, and oil; parts, such as automobile engines, transistors, and circuit
boards; tools, such as screwdrivers, lathes, and digging equipment; perishables, such as
fresh flowers, coffee beans, and fruit; and all kinds of manufactured goods, such as
washing machines, computers, and personal DVD players. Railways and trucking lines
move these goods among thousands of different destinations within Canada. Some go
directly to consumers. Others are used by local firms to manufacture their products—
some of which will be sold domestically and some exported to other countries.

Most people who want to work can find work. They spend their working days
engaging in the activities just described. In doing so, they earn incomes that they then
spend on goods and services produced by others. Some people own firms that employ
workers to assist in the many activities described above, such as importing, producing,
transporting, and selling things. They earn their incomes as profits from these enterprises.

An economy is a system, typically a very complex one, in which scarce resources—
such as labour, land, and machines—are allocated among competing uses. Decisions
must be made about which goods are produced and which are not; who works where
and at what wage; and who consumes which goods at what times. Although each
of these individual decisions may seem simple, the entire combination is remarkably
complex, especially in modern societies.

The Self-Organizing Economy

Early in the development of modern economics, thoughtful observers wondered how
such a complex set of dealings gets organized. Who coordinates the whole set of
efforts? Who makes sure that all the activities fit together, providing jobs to produce
the things that people want and delivering those things to where they are wanted? The
answer is, surprisingly, no one!

The great insight of economists is that an economy based on free-market transac-
tions is self-organizing.

A market economy is self-organizing in the sense that when individual consumers
and producers act independently to pursue their own self-interests, responding to
prices determined in open markets, the collective outcome is coordinated—there is a
“spontaneous economic order.” In that order, literally thousands of millions of transac-
tions and activities fit together to produce the things that people want within the con-
straints set by the resources that are available to the nation.

The great Scottish economist and political philosopher Adam Smith (1723-1790)
who was the first to develop this insight fully, put it this way:

1
5

! Throughout this book, we encounter many great economists from the past whose ideas shaped the disci-
pline of economics. At the back of the book you will find a timeline, beginning in the 1600s, that contains
brief discussions of many of these thinkers and places them in their historical context.
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It is not from the benevolence of the butcher, the brewer, or the
baker, that we expect our dinner, but from their regard to their own
interest. We address ourselves, not to their humanity but to their self-
love, and never talk to them of our own necessities but of their
advantages.

Smith is not saying that benevolence is unimportant. Indeed, he praises
it in many passages. He is saying, however, that the massive number of
economic interactions that characterize a modern economy cannot all be
motivated by benevolence. Although benevolence does motivate some of
our actions, often the very dramatic ones, the vast majority of our everyday
actions are motivated by self-interest. Self-interest, not benevolence, is
therefore the foundation of economic order.

Adam Smith wrote An Inquiry into the
Nature and Causes of the Wealth of

Efficient Organizati on Nations in 1776. Now referred to by
most people simply as The Wealth of

Another great insight, which was hinted at by Smith and fully developed Nations, it is considered to be the
over the next century and a half, was that this spontaneously generated beginning of modern economics.
economic order is relatively efficient. Loosely speaking, efficiency means
that the resources available to the nation are organized so as to produce all the goods
and services that people want to purchase and to produce them with the least possible
amount of resources.
An economy organized by free markets behaves almost as if it were guided by “an
invisible hand,” in Smith’s now-famous words. This does not literally mean that a
supernatural presence runs a market economy. Instead it refers to the relatively efficient
order that emerges spontaneously out of the many independent decisions made by
those who produce, sell, and buy goods and services. The key to explaining this market
behaviour is that these decision makers all respond to the same set of prices, which are
determined in markets that respond to overall conditions of national scarcity or plenty.
Much of economics, and this book, is devoted to a detailed elaboration of how this
market order is generated and to how efficiently that job is done.

Main Characteristics of Market Economies

The main characteristics of market economies that produce this spontaneous self-
organization are as follows:

SELF-INTEREST. Individuals pursue their own self-interest, buying and selling what
seems best for them and their families.

INCENTIVES. People respond to incentives. Sellers usually want to sell more when prices
are high; buyers usually want to buy more when prices are low.

MARKET PRICES AND QUANTITIES. Prices and quantities are determined in free mar-
kets in which would-be sellers compete to sell their products to would-be buyers.

INSTITUTIONS. All these activities are governed by a set of institutions largely created
by government. The most important are private property, freedom of contract, and the
rule of law. The natures of private property and contractual obligations are defined by
laws passed by legislatures and enforced by the police and the courts.



factors of production
Resources used to produce
goods and services;
frequently divided into the
basic categories of land,
labour, and capital.

goods Tangible
commodities, such as cars
or shoes.

services Intangible
commodities, such as
haircuts or medical care.

production The act of
making goods or services.

consumption The act of
using goods or services to
satisfy wants.
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1.2 Scarcity, Choice, and
Opportunity Cost

All the issues discussed so far would not matter much if we lived in an economy of such
plenty that there was enough to satisfy all of everyone’s wants. But such an economy is
impossible. Why?

The short answer is because we live in a world of scarcity. Compared with the
known desires of individuals for such products as better food, clothing, housing, edu-
cation, holidays, health care, and entertainment, the existing supplies of resources are
clearly inadequate. They are sufficient to produce only a small fraction of the goods
and services that people desire. This scarcity gives rise to the basic economic problem
of choice. If we cannot have everything we want, we must choose what we will and will
not have.

One definition of economics comes from the great economist Alfred Marshall
(1842-1924), whom we will encounter at several points in this book: “Economics is a
study of mankind in the ordinary business of life.” A more penetrating definition is the
following:

Economics is the study of the use of scarce resources to satisfy unlimited human
wants.

Scarcity is inevitable and is central to economic problems. What are society’s
resources? Why is scarcity inevitable? What are the consequences of scarcity?

Resources

A society’s resources are often divided into the three broad categories of land,
labour, and capital. Land includes all natural endowments, such as arable land,
forests, lakes, crude oil, and minerals. Labour includes all mental and physical
human resources, including entrepreneurial capacity and management skills. Capi-
tal includes all manufactured aids to production, such as tools, machinery, and
buildings. Economists call such resources factors of production because they are
used to produce the things that people desire. We divide what is produced into
goods and services. Goods are tangible (e.g., cars and shoes), and services are intan-
gible (e.g., haircuts and education).

People use goods and services to satisfy many of their wants. The act of making them
is called production, and the act of using them to satisfy wants is called consumption.
Goods are valued for the services they provide. An automobile, for example, helps to
satisfy its owner’ desires for transportation, mobility, and possibly status.

Scarcity and Choice

For almost all of the world’s 6.8 billion people, scarcity is real and ever present. As we
said earlier, relative to people’s desires, existing resources are inadequate; there are
enough to produce only a fraction of the goods and services that are wanted.

But aren’t the advanced industrialized nations rich enough that scarcity is nearly
banished? After all, they have been characterized as affluent societies. Whatever
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affluence may mean, however, it does not mean
the end of the problem of scarcity. Canadian FIGURE 1-1 Choosing Between Pizza and Beer
families that earn $72 000 per year, the average
Canadian family after-tax income in 2007 but a
princely amount by world standards, have no
trouble spending it on things that seem useful to
them and they would certainly have no trouble
convincing you that their resources are scarce
relative to their desires.

Because resources are scarce, all societies
face the problem of deciding what to produce
and how much each person will consume. Soci-
eties differ in who makes the choices and how 1 1 1 1
they are made, but the need to choose is com- 0 1 2 3 4 $ 6 7 8
mon to all. Just as scarcity implies the need for Slices of Pizza
choice, so choice implies the existence of cost.
A decision to have more of something requires a

3 A Unattainable
Get one combinations
extra beer

Give up two
slices of pizza

Number of Beers
)

Limited resources force a choice among competing alterna-
decision to have less of something else. The less EXCS' Chvene toflal.Of $16 to spend on $2 slices of pizza and

- . o eers, some choices are unattainable, such as point A. The
of “something else” can be thought of as the cost five points on the green line show all combinations that are
of having the more of “something.” attainable by spending the $16. If it were possible to buy
parts of a beer and parts of a slice of pizza, then all combina-
tions on the line and in the green area would be attainable. If
the entire $16 is to be spent, the choice between more pizza
and more beer involves an opportunity cost. The slope of the
costs. green line reflects opportunity costs. The opportunity cost of
one extra slice of pizza is half of a beer; the opportunity cost
of one extra beer is two slices of pizza.

Scarcity implies that choices must be made,
and making choices implies the existence of

Opportunity Cost To see how choice implies
cost, we look first at a trivial example and then at
one that affects all of us; both examples involve
precisely the same fundamental principles.

Consider the choice David faces on a Saturday night when he goes out for pizza
and beer with his friends. Suppose that he has only $16 for the night and that each
beer costs $4 and each slice of pizza costs $2. Since David is both hungry and
thirsty, he would like to have 4 slices of pizza and 3 beers, but this would cost $20
and is therefore unattainable given David’s scarce resources of $16. There are sev-
eral combinations, however, that are attainable: 8 slices of pizza and 0 beers; 6 slices
of pizza and 1 beer; 4 slices of pizza and 2 beers; 2 slices of pizza and 3 beers; and 0
slices of pizza and 4 beers.

David’s choices are illustrated in Figure 1-1, which graphs the combinations of
beers and slices of pizza that David considers buying. The numbers of slices of pizza
are shown on the horizontal axis; the numbers of beers are shown on the vertical
axis. The downward-sloping line connects the five possible combinations of beer and
pizza that use up all of David’s resources—$16. Notice that point A shows a combi-
nation—4 slices of pizza and 3 beers—that lies outside the line because its total cost
is more than $16. Point A is unattainable to David. If David could buy fractions of a
beer and of a slice of pizza, all points that lie on or inside the line would be attainable Practise with Study Guide
combinations. Chapter 1, Exercise 3.

In this setting David can ask himself, “What is the cost of one beer? ” One answer is
that the cost is $4. An equivalent answer, assuming that he wanted to spend all of this
$16 on these two items, is that the cost of one beer is the two slices of pizza he must give
up to get it. In fact, we say in this case that two slices of pizza is the opportunity cost of
one beer since it is the opportunity David must give up to get one extra beer.




opportunity cost The cost
of using resources for a
certain purpose, measured
by the benefit given up by
not using them in their
best alternative use.

Practise with Study Guide
Chapter 1, Exercise 4.

production possibilities
boundary A curve showing
which alternative
combinations of
commodities can just be
attained if all available
resources are used
efficiently; itis the
boundary between
attainable and unattainable
output combinations.
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Every time a choice is made, opportunity costs are incurred.

The idea of opportunity cost is one of the central insights of economics. Here is
a precise definition. The opportunity cost of using resources for a certain purpose is
the benefit given up by not using them in the best alternative way. That is, it is the
cost measured in terms of other goods and services that could have been obtained
instead. If, for example, resources that could have produced 20 km of road are best
used instead to produce one hospital, the opportunity cost of a hospital is 20 km of
road; looked at the other way round, the opportunity cost of 20 km of road is one
hospital.

See Applying Economic Concepts 1-1 for an example of opportunity cost that
should seem quite familiar to you: the opportunity cost of getting a university
degree.

imy{={eelgllele) ADDITIONAL TOPICS

Economists use graphs to illustrate theories and to show data. If you need a
quick refresher about how to use graphs, look for A Brief Introduction to
Graphing in the Additional Topics section of this book's MyEconLab.

www.myeconlab.com

Production Possibilities Boundary Although David’s choice between pizza
and beer may seem to be a trivial consumption decision, the nature of the decision is
the same whatever the choice being made. Consider, for example, the choice that any
country must face between producing military and civilian goods.

If resources are fully and efficiently employed, it is not possible to have more of
both. However, as the government cuts defence expenditures, resources needed to pro-
duce civilian goods will be freed up. The opportunity cost of increased civilian goods
is therefore the forgone military output. Or, if we were considering an increase in mil-
itary output, the opportunity cost of increased military output would be the forgone
civilian goods.

The choice is illustrated in Figure 1-2. Because resources are scarce, some
combinations—those that would require more than the total available supply of
resources for their production—cannot be attained. The negatively sloped curve on the
graph divides the combinations that can be attained from those that cannot. Points
above and to the right of this curve cannot be attained because there are not enough
resources; points below and to the left of the curve can be attained without using all of
the available resources; and points on the curve can just be attained if all the available
resources are used efficiently. The curve is called the production possibilities boundary.
(Sometimes the word “boundary” is replaced with “curve” or “frontier.”) It has a neg-
ative slope because when all resources are being used efficiently, producing more of one
good requires producing less of others.

A production possibilities boundary illustrates three concepts: scarcity, choice, and
opportunity cost. Scarcity is indicated by the unattainable combinations outside the
boundary; choice, by the need to choose among the alternative attainable points
along the boundary; and opportunity cost, by the negative slope of the boundary.
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APPLYING ECONOMIC CONCEPTS 1-1

The Opportunity Cost of Your University Degree

As discussed in the text, the opportunity cost of choos-
ing one thing is what must be given up as the best alter-
native. Computing the opportunity cost of a college or
university education is a good example to illustrate
which factors are included in the computation of oppor-
tunity cost. You may also be surprised to learn how
expensive your university degree really is!*

Suppose that a bachelor’s degree requires four
years of study and that each year you spend $6000 for
tuition fees—approximately the average at Canadian
universities in 2009—and a further $1500 per year for
books and materials. Does this mean that the cost of a
university education is only $30000? Unfortunately
not; the true cost of a university degree is much higher.

The key point is that the opportunity cost of a uni-
versity education does not just include the out-of-pocket
expenses on tuition and books. You must also take into
consideration what you are forced to give up by choosing
to attend university. Of course, if you were not studying
you could have been doing any one of a number of things,

The opportunity cost to an individual completing a univer-
sity degree in Canada is large. It includes the direct cost of
tuition and books as well as the earnings forgone while
attending university.

but the relevant one is the one you would have chosen
instead—your best alternative to attending university.

Suppose that your best alternative to attending uni-
versity was to get a job. In this case, the opportunity
cost of your university degree must include the earnings
that you would have received had you taken that job.
Suppose that your (after-tax) annual earnings would
have been $20 000 per year, for a total of $80 000 if you
had stayed at that job for four years. To the direct
expenses of $30 000, we must therefore add $80000 for
the earnings that you gave up by not taking a job. This
brings the true cost of your university degree—the
opportunity cost—up to $110 000!

Notice that the cost of food, lodging, clothing, and
other living expenses did not enter the calculation of the
opportunity cost in this example. The living expenses
must be incurred in either case—whether you attend
university or get a job.

If the opportunity cost of a degree is so high, why
do students choose to go to university? Maybe the stu-
dents simply enjoy learning and thus are prepared to
incur the high cost to be in the university environment.
Or maybe they believe that a university degree will sig-
nificantly increase their future earning potential. (In
Chapter 14 we will see that this is true.) In this case,
they are giving up four years of earnings at one salary so
that they can invest in their own skills in the hope of
enjoying many more years in the future at a consider-
ably higher salary.

Whatever the reason for attending college or uni-
versity, the recognition that a post-secondary degree is
very expensive should convince students to make the
best use of their time while they are there. Read on!

*This box considers only the cost to the student of a university
degree. For reasons that will be discussed in detail in Part 6
of this book, provincial governments heavily subsidize post-
secondary education in Canada. Because of this subsidy, the
cost to society of a university degree is generally much higher
than the cost to an individual student.

The shape of the production possibilities boundary in Figure 1-2 implies that an

increasing amount of civilian production must be given up to achieve equal succes-
sive increases in military production. This shape, referred to as concave to the
origin, indicates that the opportunity cost of either good increases as we increase the
amount of it that is produced. A straight-line boundary, as in Figure 1-1, indicates
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that the opportunity cost of one good stays constant,
no matter how much of it is produced.

The concave shape in Figure 1-2 is the way econo-
mists usually draw a country’s production possibilities
boundary. The shape occurs because each factor of
production is not equally useful in producing all
goods. To see why differences among factors of pro-
duction are so important, suppose we begin at point ¢
in Figure 1-2, where most resources are devoted to the
production of military goods, and then consider grad-
ually shifting more and more resources toward the
f production of civilian goods. We might begin by shift-
ing nutrient-rich land that is particularly well suited to
growing wheat. This land may not be very useful for
making military equipment, but it is very useful for
. making certain civilian goods (like bread). This shift of

resources will therefore lead to a small reduction in
0 military output but a substantial increase in civilian
output. Thus, the opportunity cost of producing a few
more units of civilian goods, which is equal to the for-
gone military output, is small. But as we shift more
and more resources toward the production of civilian

FIGURE 1-2 A Production Possibilities
Boundary

Unattainable
e combinations

Production
b possibilities
boundary

L )

Quantity of Civilian Goods

Attainable
combinations

Quantity of Military Goods

The negatively sloped boundary shows the combina-
tions that are attainable when all resources are effi-

ciently used. The production possibilities boundary
separates the attainable combinations of goods, such
as a, b, ¢, and d, from unattainable combinations,
such as e and f. Points a, b, and ¢ represent full and
efficient use of society’s resources. Point d represents
either inefficient use of resources or failure to use all
the available resources. If production changes from
point a to point b, an opportunity cost is involved.
The opportunity cost of producing Ax more military
goods is the necessary reduction in the production of
civilian goods equal to Ay.

goods, and therefore move along the production possi-
bilities boundary toward point a, we must shift more
and more resources that are actually quite well suited
to the production of military output, like aerospace
engineers or the minerals needed to make gunpowder.
As we produce more and more civilian goods (by hav-
ing more and more resources devoted to producing
them), the amount of military output that must be for-
gone to produce one extra unit of civilian goods rises.

That is, the opportunity cost of producing one good
rises as more of that good is produced.

Four Key Economic Problems
Practise with Study Guide

Chapter 1, Exercises 1 and 2. Modern economies involve millions of complex production and consumption activ-
ities. Although this complexity is important, many of the basic types of decisions
that must be made are not very different from those made in primitive economies
in which people work with few tools and barter with their neighbours. Whatever
the economic system, whether modern or primitive, there are four key economic

questions.

What Is Produced and How? This question concerns the allocation of scarce
resources among alternative uses. This resource allocation determines the quantities of
various goods that are produced. Choosing to produce a particular combination of
goods means choosing a particular allocation of resources among the industries or
regions producing the goods. What determines which goods are produced and which
ones are not?

Furthermore, because resources are scarce, it is desirable that they be used effi-
ciently. Hence, it matters which of the available methods of production is used to

resource allocation The
allocation of an economy'’s
scarce resources of land,
labour, and capital among
alternative uses.
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produce each of the goods. What determines which

9

methods of production get used and which ones do not? FIGURE 1-3 The Effect of Economic
Any economy must have some mechanism by which Growth on the Production
these decisions about resource allocation are made. Possibilities Boundary

What Is Consumed and by Whom? Econ-
omists seek to understand what determines the distribu-
tion of a nation’s total output among its people. Who
gets a lot, who gets a little, and why?

If production takes place on the production possi-
bilities boundary, then how about consumption? Will
the economy consume exactly the same goods that it
produces? Or will the country’s ability to trade with
other countries permit the economy to consume a differ-
ent combination of goods?

Production
possibilities
boundary

Quantity of Civilian Goods

Questions relating to what is produced and how,
and what is consumed and by whom, fall within
the realm of microeconomics. Microeconomics is

before @th/

Production possibilities
boundary after growth

the study of the causes and consequences of the

. .. 0

flllocatlon of resources as it is affected by the wpr.k- Quantity of Military Goods

ings of the price system and government policies

that seek to influence it. Economic growth shifts the boundary outward and

makes it possible to produce more of all products.
Before growth in productive capacity, points a, b,

Why Are Resources Sometimes Idle? Some- and ¢ were on the production possibilities boundary

times many workers who would like to have jobs are
unable to find employers to hire them. At the same time,
the managers and owners of offices and factories could
operate at a higher level of activity—that is, they could
produce more goods and services. For some reason,
however, these resources—land, labour, and factories—lie idle. Thus, in terms of Fig-
ure 1-2, the economy is operating inside its production possibilities boundary.

Why are resources sometimes idle? Should governments worry about such idle
resources, or is there some reason to believe that such occasional idleness is necessary
for a well-functioning economy? Is there anything that the government could do to
reduce such idleness?

Is Productive Capacity Growing? The capacity to produce goods and services
grows rapidly in some countries, grows slowly in others, and actually declines in oth-
ers. Growth in productive capacity can be represented by an outward shift of the pro-
duction possibilities boundary, as shown in Figure 1-3. If an economy’s capacity to
produce goods and services is growing, some combinations that are unattainable today
will become attainable in the future. What are the determinants of growth? Are there
some undesirable side effects of growth? Can governments do anything to influence
economic growth?

Questions relating to the idleness of resources and the growth of productive capac-
ity fall within the realm of macroeconomics. Macroeconomics is the study of the
determination of economic aggregates, such as total output, total employment, the
price level, and the rate of economic growth.

and points e and f were unattainable. After growth,
points e and f and many other previously unattain-
able combinations are attainable.

microeconomics The
study of the causes and
consequences of the
allocation of resources as it
is affected by the workings
of the price system.

macroeconomics The
study of the determination
of economic aggregates
such as total output, the
price level, employment,
and growth.
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1.3 Who Makes the Choices
and How?

So choices have to be made, but who makes them and how are they made?

The Flow of Income and Expenditure

Figure 1-4 shows the basic decision makers and the flows of income and expenditure
that they set up. Individuals own factors of production. They sell the services of these
factors to producers and receive payments in return. These are their incomes. Produc-
ers use the factor services that they buy to make goods and services. They sell these to
individuals, receiving payments in return. These are the incomes of producers. These
basic flows of income and expenditure pass through markets. Individuals sell the ser-
vices of the factor that they own in what are collectively called factor markets. When
you get a part-time job during university, you are participating in the factor market.
Producers sell their outputs of goods and services in what are collectively called goods
markets. When you purchase a haircut or a new pair of shoes, for example, you are
participating in the goods market.
The prices that are determined in these markets
determine the incomes that are earned. People who get

FIGURE 1-4 The Circular Flow of Income high prices for their factor services earn high incomes;

@dividual

\(glsumer

7]

and Expenditure

those who get low prices earn low incomes. The distrib-
ution of income refers to how the nation’ total income

is distributed among its citizens. This is largely deter-
mined by the price that each type of factor service
receives in factor markets.

Goods
markets

Maximizing Decisions Consumers and produc-
ers are the basic decision makers in a market economy.
To these two groups we will shortly add a third, the
government. The important assumption that econo-
mists usually make about how these two groups make
their decisions is that everyone tries to do as well as pos-
sible for himself or herself. In the jargon of economics,
people are assumed to be maximizers. When individuals
decide how many factor services to sell to producers
and how many products to buy from them, we assume

The red line shows the flows of goods and services; that they make choices designed to maximize their well-
the blue line shows the payments made to purchase being, or utility. When producers decide how many fac-
these. Factor services flow from individuals who tor services to buy from individuals and how many
own the factors (including their own labour) through goods to produce and sell to them, we assume that they

factor markets to firms that use them to make goods
and services. These goods and services then flow

make choices designed to maximize their profits.

through goods markets to those who consume them. M argi nal Decisions Firms and consumers who

Money payments flow from firms to individuals
through factor markets. These payments become the

are trying to maximize usually need to weigh the costs

income of individuals. When they spend this income and benefits of their d.ecisions. at the m.a.rgin. For
buying goods and services, money flows through example, when you consider buying an additional CD,

goods markets back to producers.

you know the marginal cost of the CD—that is, how
much you must pay to get one extra CD—and you
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need to weigh it against the marginal benefit that you will receive—the extra satisfac-
tion you get from that CD. If you are trying to maximize your utility, you will buy
that CD only if you think that the benefit to you in terms of extra utility exceeds the
marginal cost.

Similarly, a producer attempting to maximize its profits and considering whether
to hire an extra worker must evaluate the marginal cost of the worker—the extra
wages and benefits that must be paid—and weigh it against the marginal benefit of the
worker—the increase in sales revenues that will be generated by the extra worker.
A producer interested in maximizing its profit will hire the extra worker only if the
benefit in terms of extra revenue exceeds the cost in terms of extra wages.

Consumers and producers who are maximizers make marginal decisions—whether
to buy or sell a little bit more or less of the many things that they buy and sell.

Voting in an election is an example in which decisions are #zot made on a mar-
ginal basis. When you vote in a Canadian federal election, you have only one vote and
you must support one party over the others. When you do, you vote for everything
that party stands for, even though you may prefer to pick and choose elements from
each party’s political platform. You cannot say “I vote for the Liberals on issue A and
for the Conservatives on issue B.” You must make a total, rather than a marginal,
decision.

The Complexity of Production

Producers decide what to produce and how to produce it. Production is a very complex
process in any modern economy. A typical car manufacturer assembles a product out
of thousands of individual parts. It makes some of these parts itself. Most are subcon-
tracted to parts manufacturers, and many of the major parts manufacturers subcon-
tract some of their work out to smaller firms. This kind of production displays two
characteristics noted long ago by Adam Smith—specialization and the division of
labour.

Specialization In ancient hunter—gatherer societies, and in modern subsistence
economies, most people make most of the things they need for themselves. However,
from the time that people first engaged in settled agriculture and some of them began
to live in towns, people have specialized in doing particular jobs. Artisan, soldier,
priest, and government official were some of the earliest specialized occupations. Econ-
omists call this allocation of different jobs to different people the specialization
of labour. There are two fundamental reasons that specialization is extraordinarily
efficient compared with universal self-sufficiency.

First, individual abilities differ, and specialization allows each person to do what
he or she can do relatively well while leaving everything else to be done by others. Even
when people’s abilities are unaffected by the act of specializing, the economy’ total
production is greater when people specialize than when they all try to be self-sufficient.
This is true for individuals, but it is also true for entire countries, and it is one of the
most fundamental principles in economics: the principle of comparative advantage.
A much fuller discussion of comparative advantage is found in Chapter 33, where we
discuss the gains from international trade.

The second reason that specialization is more efficient than self-sufficiency con-
cerns changes in people’s abilities that occur because they specialize. A person who
concentrates on one activity becomes better at it than could a jack-of-all-trades. This is
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specialization of labour
The specialization of
individual workers in the
production of particular
goods or services.
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division of labour The
breaking up of a
production processinto a
series of specialized tasks,
each done by a different
worker.

barter An economic
system in which goods and
services are traded directly
for other goods and
services.
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called learning by doing, and it was a factor much stressed by early economists;
research shows that it is important in many modern industries.

The Division of Labour Throughout most of history each artisan who special-
ized in making some product made the whole of that product. Over the last several hun-
dred years, many technical advances have made it efficient to organize production
methods into large-scale firms organized around what is called the division of labour.
This term refers to specialization within the production process of a particular product.

MASS PRODUCTION. In a mass-production factory, work is divided into highly spe-
cialized tasks by using specialized machinery. Each individual repeatedly does one or a
few small tasks that represent only a small fraction of those necessary to produce any
one product.

ARTISANS AND FLEXIBLE MANUFACTURING. Two recent changes have significantly
altered the degree of specialization found in many modern production processes.
First, individual artisans have recently reappeared in some lines of production. They
are responding to a revival in the demand for individually crafted, rather than mass-
produced, products. Second, many manufacturing operations are being reorganized
along new lines called lean production or flexible manufacturing, which was pio-
neered by Japanese car manufacturers in the mid-1950s. It has led back to a more
craft-based form of organization within the factory. In this technique, employees
work as a team; each employee is able to do every team member’s job rather than
only one very specialized task at one point on the assembly line. However, even these
workers are practising the division of labour—but the division is not as fine as it is in
mass production.

Markets and Money

People who specialize in doing only one thing must satisfy most of their wants by con-
suming things made by other people. In early societies the exchange of goods and ser-
vices took place by simple mutual agreement among neighbours. In the course of time,
however, trading became centred on particular gathering places called markets. For
example, the French markets or trade fairs of Champagne were well known through-
out Europe as early as the eleventh century. Even now, many small towns in Canada
have regular market days. Today, however, the term marker has a much broader mean-
ing, referring to any institutions that allow buyers and sellers to transact with each
other, possibly by meeting physically or possibly by communicating on the Internet.
For example, eBay represents one of the modern forms that an Internet-based market
can take. Also, we use the term market economy to refer to a society in which people
specialize in productive activities and meet most of their material wants through volun-
tary market transactions with other people.

Specialization must be accompanied by trade. People who produce only one thing
must trade most of it to obtain all the other things they want.

Early trading was by means of barter, the trading of goods directly for other
goods. But barter is costly in terms of time spent searching out satisfactory exchanges.
If a farmer has wheat but wants a hammer, he must find someone who has a hammer
and wants wheat. A successful barter transaction thus requires what is called a double
coincidence of wants.
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Money eliminates the cumbersome system of barter by separating the transactions
involved in the exchange of products. If a farmer has wheat and wants a hammer, he
merely has to find someone who wants wheat. The farmer takes money in exchange.
Then he finds a person who wants to sell a hammer and gives up the money for the
hammer.

Money greatly facilitates specialization and trade.

Globalization

Market economies constantly change, largely as a result of the development of new
technologies. Many of the recent changes are referred to as globalization, a term often
used loosely to mean the increased importance of international trade. International
trade is, however, a very old phenomenon. The usual pattern over most of the last 200
years was manufactured goods being sent from Europe and North America to the rest
of the world, with raw materials and primary products being sent in return. What is
new in the last few decades is the globalization of manufacturing. Assembly of a
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product may take place in the most industrialized countries, but the hundreds of
component parts are manufactured in dozens of different countries and delivered
to the assembly plant “just in time” for assembly.

Two major causes of globalization are the rapid reduction in transportation
costs and the revolution in information technology that have occurred in the past
50 years. The cost of moving products around the world fell greatly over the last
half of the twentieth century because of containerization and the increasing size
of ships. Our ability to transmit and analyze data increased even more dramati-
cally, while the costs of doing so decreased, equally dramatically. For example,
today $1500 buys an ultra-slim laptop computer that has the same computing

power as one that in 1970 cost $10 million and filled a large room. This revolu-  The revolution in shipping and
tion in information and communication technology has made it possible to coor-  in computer technology has
dinate economic transactions around the world in ways that were difficult and  drastically reduced communica-
costly 50 years ago and quite impossible 100 years ago. tion and transportation costs.
Globalization is as important for consumers as it is for producers. For This reduction in costs lies at
example, as some tastes become universal to young people, spread by ever-  the beart of globalization.

increasing access to foreign television stations and global Internet chat lines,

we can see the same clothes and hear the same music in virtually all big cities.

And as tastes have become more universal, many corporations have globalized and
have become what economists call transnational corporations (TNCs). McDonald’s
restaurants are as visible in Moscow or Beijing as in London, New York, Vancouver,
or Montreal. Many other brands are also known around the world, such as Calvin
Klein, Nike, Coca-Cola, Kellogg’s, Heinz, Nestlé, Molson, Toyota, Rolls-Royce,
Sony, and Mitsubishi.

Through the ongoing process of globalization, national economies are ever more
linked to the global economy, in which an increasing share of jobs and incomes is
created.

The word globalization has recently become a focal point for an important and
contentious set of policy debates and public protests. These debates are often very con-
fusing to the observer. See Applying Economic Concepts 1-2 for a brief outline of the
key issues.

transnational
corporations (TNCs)
Firms that have operations
in more than one country.
Also called multinational
enterprises (MNESs).
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APPLYING ECONOMIC CONCEPTS 1-2

The Globalization Debate

Over the past several years, large public “globaliza-
tion protests” have occurred in many cities around the
world, from Seattle and Quebec City to Washington,
D.C., and Athens. These protests often occur when
political leaders from many countries gather to dis-
cuss and negotiate agreements regarding international
trade or finance. What are these protests about? What
are the key issues?

The protesters, who generally refer to themselves
as “anti-globalization activists,” have two main argu-
ments. First, they argue that increases in the flow of
international trade and investment have been responsi-
ble for increasing global income inequality and wors-
ening poverty in developing countries. Second, they
argue that such organizations as the World Trade
Organization (WTO), the World Bank, and the Inter-
national Monetary Fund (IMF) operate in an undemo-
cratic fashion and hold their meetings behind closed
doors, out of view of and without critical input from
the people whose lives their policies are so dramati-
cally influencing. A related concern is that global
economic agreements appear to give power to transna-
tional corporations, taking power out of the hands
of citizens. The anti-globalization activists are in
favour of slowing down the process of globalization
and reforming (if not eliminating) these international
organizations.

On the other side of the barricades are the
defenders of globalization and a rules-based approach
to international trade. They argue that the process of
globalization, far from being the cause of poverty in
developing countries, is the best bet for reducing such
poverty. They claim that freer trade between countries
has been responsible for enormous advances in living
standards over the past century, and that the develop-
ing countries of today will be much better off if trade
is further liberalized. For example, the dramatic trans-
formation of much of China and India into industrial
nations with quickly rising living standards is based
mainly on international trade. Indeed, some defenders
of globalization argue that one of the problems has
been the developed countries’ unwillingness to permit
genuinely free international trade with the developing
countries—especially for such products as agricultural
commodities and textiles in which the developing

countries have a comparative advantage. According to
this view, the biggest contributor to poverty in devel-
oping countries is too little trade, not too much!

Defenders of globalization also point out that the
meetings held by the WTO and other international
organizations are voluntary meetings held between
the democratically elected leaders of the member
countries; no agreements are legal until each of the
member countries ratifies them in its parliament.
Thus, they say, the process is democratic.

Is there a middle ground in this debate? On the
democratic issue, the defenders of globalization are
probably correct, at least literally. The agreements do
not come into force until they are passed by the
respective parliaments. The political challenge for all
countries involved is to improve communications so
that these complicated international agreements—
which often run thousands of pages in length—are
made clear enough that they can be effectively
debated in the respective parliaments. With effective
political debates within each member country, citizens
will be more involved in the policy-making process.

The more subtle issue is the relationship between
globalization and poverty. Most economists would
argue, for reasons that we will explore in Chapters 33
and 34, that freer trade leads to increases in average
living standards within both developed and develop-
ing countries. A typical empirical finding is that an
economy whose trade share increases from 20 percent
to 40 percent of its GDP can expect to experience a
10-percent increase in per capita income. But there is
no guarantee that, within any particular country,
these gains in living standards will be shared among
the various segments of society in what their citizens
regard as a socially just way. Quite often while the
manufacturing sector prospers, the agricultural sector
languishes. Although no one may be actually made
worse off, the rising disparity between growing
incomes in the manufacturing sector and static ones in
agriculture often create social tensions. One of the
crucial challenges faced by governments negotiating
international economic agreements is to ensure that
the benefits from such agreements are spread through-
out the population, thus increasing their public
acceptability.
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1.4 Is There an Alternative
to the Market Eiconomy?”

In this chapter we have discussed the elements of an economy based on free-market
transactions—what we call a market economy. But are there any alternatives to this
type of economy? The answer is no in one sense and yes in another. We answer no
because the modern economy has no practical alternative to reliance on market deter-
mination for many of its transactions. We answer yes because not all transactions take
place in free markets even in the most market-oriented society. To go further we need
to identify various types of economic systems.

Types of Economic Systems

It is helpful to distinguish three pure types of economies, called traditional, command,
and free-market economies. These economies differ in the way in which economic
decisions are coordinated. But no actual economy fits neatly into one of these three
categories—all real economies contain some elements of each type.

Traditional Economies A traditional economy is one in which behaviour is
based primarily on tradition, custom, and habit. Young men follow their fathers’ occu-
pations. Women do what their mothers did. There is little change in the pattern of
goods produced from year to year, other than those imposed by the vagaries of nature.
The techniques of production also follow traditional patterns, except when the effects
of an occasional new invention are felt. Finally, production is allocated among the
members according to long-established traditions.

Such a system works best in an unchanging environment. Under such static condi-
tions, a system that does not continually require people to make choices can prove
effective in meeting economic and social needs.

Traditional systems were common in earlier times. The feudal system, under which
most people in medieval Europe lived, was a largely traditional society. Peasants, arti-
sans, and most others living in villages inherited their positions in that society. They
also usually inherited their specific jobs, which they handled in traditional ways.

Command Economies In command economies, economic behaviour is deter-
mined by some central authority, usually the government, which makes most of the
necessary decisions on what to produce, how to produce it, and who gets it. Such
economies are characterized by the centralization of decision making. Because central-
ized decision makers usually create elaborate and complex plans for the behaviour that
they want to impose, the terms command economy and centrally planned economy are
usually used synonymously.

The sheer quantity of data required for the central planning of an entire modern
economy is enormous, and the task of analyzing it to produce a fully integrated plan
can hardly be exaggerated. Moreover, the plan must be continually modified to take
account not only of current data but also of future trends in labour supplies, technolog-
ical developments, and people’s tastes for various goods and services. This is a notori-
ously difficult exercise, not least because of the unavailability of all essential, accurate,
and up-to-date information.

Thirty years ago, more than one-third of the world’ population lived in countries
that relied heavily on central planning. Today, after the fall of the Berlin Wall and the
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traditional economy

An economy in which
behaviour is based mostly
on tradition.

command economy An
economy in which most
economic decisions are
made by a central planning
authority.
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free-market economy An
economy in which most
economic decisions are
made by private
households and firms.

mixed economy An
economy in which some
economic decisions are
made by firms and
households and some by
the government.
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collapse of the Soviet Union, the number of such countries is small. Even in countries in
which central planning is the proclaimed system, as in Cuba, increasing amounts of
market determination are being quietly permitted.

Free-Market Economies In the third type of economic system, the decisions
about resource allocation are made without any central direction. Instead, they result
from innumerable independent decisions made by individual producers and con-
sumers. Such a system is known as a free-market economy or, more simply, a market
economy. In such an economy, decisions relating to the basic economic issues are
decentralized. Despite the absence of a central plan, these many decentralized deci-
sions are nonetheless coordinated. The main coordinating device is the set of market-
determined prices—which is why free-market systems are often called price systems.

In a pure market economy, all these decisions are made by buyers and sellers acting
through unhindered markets. The state provides the background of defining property
rights and protecting citizens against foreign and domestic enemies but, beyond that,
markets determine all resource allocation and income distribution.

Mixed Economies Economies that are fully traditional or fully centrally planned
or wholly free-market are pure types that are useful for studying basic principles. When
we look in detail at any real economy, however, we discover that its economic behav-
iour is the result of some mixture of central control and market determination, with a
certain amount of traditional behaviour as well.

In practice, every economy is a mixed economy in the sense that it combines signif-
icant elements of all three systems in determining economic behaviour.

Furthermore, within any economy, the degree of the mix varies from sector to sec-
tor. For example, in some planned economies, the command principle was used more
often to determine behaviour in heavy-goods industries, such as steel, than in agricul-
ture. Farmers were often given substantial freedom to produce and sell what they
wanted in response to varying market prices.

When economists speak of a particular economy as being centrally planned, we
mean only that the degree of the mix is weighted heavily toward the command princi-
ple. When we speak of one as being a market economy, we mean only that the degree
of the mix is weighted heavily toward decentralized decision making,.

Although no country offers an example of either system working alone, some
economies, such as those of Canada, the United States, France, and Hong Kong, rely
much more heavily on market decisions than others, such as the economies of China,
North Korea, and Cuba. Yet even in Canada, the command principle has some sway.
Crown corporations, legislated minimum wages, rules and regulations for environmen-
tal protection, quotas on some agricultural outputs, and restrictions on the import of
some items are just a few examples.

The Great Debate

As we saw earlier, in 1776 Adam Smith was one of the first people to analyze the oper-
ation of markets, and he stressed the relative efficiency of free-market economies. A cen-
tury later, another great economist and political philosopher, Karl Marx (1818-1883),
argued that although free-market economies would indeed be successful in producing
high levels of output, they could not be relied on to ensure that this output would be
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justly distributed among citizens. He argued the benefits of a cen-
trally planned system in which the government could ensure a more
equitable distribution of output.

Beginning with the Soviet Union in the early 1920s, many
nations adopted systems in which conscious government central
planning replaced the operation of the free market. For almost a
century, a great debate then raged on the relative merits of com-
mand economies versus market economies. Along with the
Soviet Union, the countries of Eastern Europe and China were
command economies for much of the twentieth century.
Canada, the United States, and most of the countries of Western
Europe were, and still are, primarily market economies. The
apparent successes of the Soviet Union and China in the 1950s
and 1960s, including the ability to mobilize considerable
resources into heavy industries, suggested to many observers
that the command principle was at least as good for organizing
economic behaviour as the market principle. Over the long run,
however, planned economies proved to be a failure of such dis-
astrous proportions that they seriously depressed the living
standards of their citizens.

During the last decade of the twentieth century, most of the
world’s centrally planned economies began the difficult transition
back toward freer markets. These transitions occurred at different
paces in different countries, but in most cases the initial few years g7 Marx argued that free-market economies
were characterized by significant declines in output and employ-  could not be relied on to ensure an equitable
ment. Twenty years later, however, most of the “transition”  distribution of income. He advocated a
economies are experiencing growth rates above the ones they had in  system of central planning in which
their final years as centrally planned economies. Living standards  government owns most of the means of
are on the rise. production.

Lessons from History 1-1 discusses in more detail why the
centrally planned economies failed. This failure suggests the supe-
riority of decentralized markets over centrally planned ones as mechanisms for allo-
cating an economy’s scarce resources. Put another way, it demonstrates the superiority
of mixed economies with substantial elements of market determination over fully
planned command economies. However, it does nzot demonstrate, as some observers
have asserted, the superiority of completely free-market economies over mixed
economies.

There is no guarantee that completely free markets will, on their own, handle such
urgent matters as controlling pollution, providing public goods (like national defence),
or preventing financial-market disasters, such as occurred in 2008 and 2009. Indeed,
as we will see in later chapters, much economic theory is devoted to explaining why
free markets often fail to do these things. Mixed economies, with significant elements
of government intervention, are needed to do these jobs.

Furthermore, acceptance of the free market over central planning does not provide
an excuse to ignore a country’s pressing social issues. Acceptance of the benefits of the
free market still leaves plenty of scope to debate the most appropriate levels and types of
government policies directed at achieving specific social goals. It follows that there is
still considerable room for disagreement about the degree of the mix of market and
government determination in any modern mixed economy—room enough to accommo-
date such divergent views as could be expressed by conservative, liberal, and modern
social democratic parties.




18 PART 1: WHAT IS ECONOMICS?

So, the first answer to the question about the existence of an alternative to the mar-
ket economy is no: There is no practical alternative to a mixed system with major
reliance on markets but some government presence in most aspects of the economy.
The second answer is yes: Within the framework of a mixed economy there are
substantial alternatives among many different and complex mixes of free-market and
government determination of economic life.
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The debate regarding the appropriate roles of governments and free markets
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www.myeconlab.com

E LESSONS FROM HISTORY 1-1

The Failure of Central Planning

The fall of the Berlin Wall in November 1989 was the
beginning of the end of the Soviet system of central
planning.

The Bolshevik Revolution in 1917 in Russia brought
the world its first example of a large-scale communist
society. With the rise to power of Joseph Stalin and the
creation of the Soviet Union in 1922, communism and
central economic planning began their spread through-
out Eastern and Central Europe. This spread of central
planning was accelerated by the Soviet Union’s role fol-
lowing the Second World War in “liberating” several
countries from Nazi domination, thus creating the

group of countries that became known as the Eastern
Bloc or the Soviet Bloc.

Despite the successful geographic spread of com-
munism, the Soviet system of central economic planning
had many difficulties. By 1989, communism had col-
lapsed throughout Central and Eastern Europe, and the
economic systems of formerly communist countries
began the difficult transition from centrally planned to
market economies. Although political issues surely
played a role in these events, the economic changes gen-
erally confirmed the superiority of a market-oriented
price system over central planning as a method of orga-
nizing economic activity. The failure of central planning
had many causes, but four were particularly significant.

Failure of Coordination

In the centrally planned economies, a body of planners
attempted to coordinate all the economic decisions
about production, investment, trade, and consumption
that were likely to be made by producers and consumers
throughout the country. Without the use of prices to sig-
nal relative scarcity and abundance, central planning
generally proved impossible to do with any reasonable
degree of success. Bottlenecks in production, shortages
of some goods, and gluts of others plagued the Soviet
economy for decades.
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Government in the Modern Mixed Economy

Market economies in today’s advanced industrial countries are based primarily on vol-
untary transactions between individual buyers and sellers. Private individuals have the
right to buy and sell what they want, to accept or refuse work that is offered to them,

and to move where they want when they want.

Key institutions are private property and freedom of contract, both of which must
be maintained by active government policies. The government creates laws of
ownership and contract and then provides the institutions, such as police and

courts, to enforce these laws.

In modern mixed economies, governments go well beyond these important basic
functions. They intervene in market transactions to correct what economists call mar-
ket failures. These are well-defined situations in which free markets do not work well.
Some products, called public goods, are usually not provided at all by markets because

Failure of Quality Control

Central planners could monitor the number of units pro-
duced by any factory, reward plants that exceeded their
production targets, and punish those that fell short. Fac-
tory managers operating under these conditions would
meet their quotas by whatever means were available,
and once the goods passed out of their factory, what
happened to them was someone else’s headache.

In market economies, poor quality is punished by
low sales, and retailers soon give a signal to factory
managers by shifting their purchases to other suppliers.
The incentives that obviously flow from such private-
sector purchasing discretion were generally absent from
centrally planned economies, where purchases and sales
were organized by the body of planners and prices and
profits were not used to signal customer satisfaction or
dissatisfaction.

Misplaced Incentives

In market economies, relative wages and salaries pro-
vide incentives for labour to move from place to place,
and the possibility of losing one’s job provides an incen-
tive to work diligently. This is a harsh mechanism that
punishes job losers with loss of income (although social
programs provide floors to the amount of economic
punishment that can be suffered). In centrally planned
economies, workers usually had complete job security.
Industrial unemployment was rare, and even when it

did occur, new jobs were usually found for all who lost
theirs. Although the high level of security was attractive
to many people, it proved impossible to provide suffi-
cient incentives for reasonably hard and efficient work
under such conditions.

Environmental Degradation

Fulfilling production plans became the all-embracing
goal in centrally planned economies, to the exclusion of
most other considerations, including the environment.
As a result, environmental degradation occurred in the
Soviet Union and the countries of Eastern Europe on a
scale unknown in advanced Western nations. A particu-
larly disturbing example (only one of many) occurred in
central Asia, where high quotas for cotton output led to
indiscriminate use of pesticides and irrigation. Birth
defects became very common, and the vast Aral Sea has
been more than three-quarters drained, causing major
environmental effects.

This failure to protect the environment stemmed
from the pressure to fulfill production plans and the
absence of a “political marketplace” where citizens
could express their preferences for the environment.
Imperfect though the system may be in democratic mar-
ket economies—and in some particular cases it has been
quite poor—their record of environmental protection
has been vastly better than that of the centrally planned
economies.
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their use cannot usually be restricted to those who pay for them. Defence and police
protection are examples of public goods. In other cases, private transactors impose
costs called externalities on those who have no say in the transaction. This is the case
when factories pollute the air and rivers. The public is harmed but plays no part in the
transaction. In yet other cases, financial institutions, such as banks, mortgage compa-
nies, and investment houses, may indulge in risky activities that threaten the health of
the entire economic system. These market failures explain why governments sometimes
intervene to alter the allocation of resources.

Also, important equity issues arise from letting free markets determine people’s
incomes. Some people lose their jobs because firms are reorganizing to become more
efficient in the face of new technologies. Others keep their jobs, but the market places
so little value on their services that they face economic deprivation. The old and the
chronically ill may suffer if their past circumstances did not allow them to save enough
to support themselves. For many reasons of this sort, almost everyone accepts some
government intervention to redistribute income. Care must be taken, however, not to
kill the goose that lays the golden egg. By taking too much from higher-income people,
we risk eliminating their incentives to work hard and produce income, some of which
is to be redistributed to those in need.

These are some of the reasons that all modern economies are mixed economies.
Throughout most of the twentieth century in advanced industrial societies, the mix had
been altering toward more and more government participation in decisions about
the allocation of resources and the distribution of income. In the past three decades,
however, there has been a worldwide movement to reduce the degree of government
participation. The details of this shift in the market/government mix, and the reasons
for it, are some of the major issues that will be studied in this book.

Summary

1.1 The Complexity of the Modern Economy ©o0

prices determined in open markets, the collective out-
come is coordinated.

® A market economy is self-organizing in the sense that
when individual consumers and producers act indepen-
dently to pursue their own self-interest, responding to

1.2 Scarcity, Choice, and Opportunity Cost ©0

® Scarcity is a fundamental problem faced by all ® A production possibilities boundary shows all

economies. Not enough resources are available to pro-
duce all the goods and services that people would like to
consume. Scarcity makes it necessary to choose. All soci-
eties must have a mechanism for choosing what goods
and services will be produced and in what quantities.

® The concept of opportunity cost emphasizes the problem

of scarcity and choice by measuring the cost of obtaining
a unit of one product in terms of the number of units of
other products that could have been obtained instead.

the combinations of goods that can be produced by an
economy whose resources are fully and efficiently
employed. Movement from one point to another along
the boundary requires a reallocation of resources.

Four basic questions must be answered in all economies:
What is produced and how? What is consumed and by
whom? Why are resources sometimes idle? Is productive
capacity growing?
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1.3 Who Makes the Choices and How?

® The interaction of consumers and producers through
goods and factor markets is illustrated by the circular
flow of income and expenditure. Individual con-
sumers sell factor services to producers and thereby
earn their income. Similarly, producers earn their
income by selling goods and services to individual
consumers.

® Individual consumers are assumed to make their deci-
sions in an effort to maximize their well-being or utility.

©0e

Producers’ decisions are assumed to be designed to
maximize their profits.

Modern economies are based on the specialization and
division of labour, which necessitate the exchange (trad-
ing) of goods and services. Exchange takes place in mar-
kets and is facilitated by the use of money.

Driven by the ongoing revolution in transportation and
communications technology, the world economy is
rapidly globalizing.

1.4 Is There an Alternative to the Market Economy? ©0

® We can distinguish three pure types of economies: tradi-
tional, command, and free-market. In practice, all
economies are mixed economies in that their economic
behaviour responds to mixes of tradition, government
command, and price incentives.

® In the late 1980s, events in Eastern Europe and the
Soviet Union led to the general acceptance that the sys-
tem of fully centrally planned economies had failed to
produce minimally acceptable living standards for its
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citizens. All these countries are now moving toward
greater market determination and less state command in
their economies.

Governments play an important role in modern mixed
economies. They create and enforce important back-
ground institutions such as private property and free-
dom of contract. They intervene to correct market
failures. They also redistribute income in the interests of
equity.
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1. What is the difference between microeconomics and
macroeconomics?

2. List the four main types of economic systems and their
main attributes.

3. Explain the three economic concepts illustrated by the
production possibilities boundary.
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4. Consider an economy that produces only food and
clothing. Its production possibilities boundary is shown
below.

°y

Tonnes of Food per Year
-~ 0 W A Loy

0 1 2 3 45 6 7 8
Tonnes of Clothing per Year

a. If the economy is at point A, how many tonnes of
clothing and how many tonnes of food are being
produced? At point B? At point C?

b. What do we know about the use of resources when
the economy is at point A? At point B? At point C?

c. If the economy is at point B, what is the opportu-
nity cost of producing one more tonne of food?
What is the opportunity cost of producing one
more tonne of clothing?

d. What do we know about the use of resources at
point D? How would it be possible for the econ-
omy to produce at point D?

5. State and explain two reasons why the specialization of
labour is more efficient than universal self-sufficiency.

6. Choiceland has 250 workers and produces only two
goods, X and Y. Labour is the only factor of produc-
tion, but some workers are better suited to producing
X than Y (and vice versa). The table below shows the
maximum levels of output of each good possible from
various levels of labour input.

Number of Annual Number of Annual

Workers Production Workers Production

Producing X of X Producing Y of Y

0 0 250 1300

50 20 200 1200

100 45 150 900

150 60 100 600

200 70 50 350

250 75 0 0

a. Draw the production possibilities boundary for
Choiceland on a scale diagram, with the produc-
tion of X on the horizontal axis and the production
of Y on the vertical axis.

b. Compute the opportunity cost of producing an
extra 15 units of X if the economy is initially
producing 45 units of X and 600 units of Y.
How does this compare to the opportunity cost
if the economy were initially producing 60 units
of X?

c. Suppose now that the technology associated with
producing good Y improves, so that the maximum
level of Y that can be produced from any given
level of labour input increases by 10 percent.
Explain (or show in a diagram) what happens to
the production possibilities curve.

. Explain why a technological improvement in the pro-

duction of one good means that a country can now
produce more of other goods than it did previously.
Hint: Draw a country’s production possibilities
boundary to help answer this question.

. Consider your decision whether to go skiing for the

weekend. Suppose transportation, lift tickets, and
accommodation for the weekend cost $300. Suppose
also that restaurant food for the weekend will cost
$75. Finally, suppose you have a weekend job that you
will have to miss if you go skiing, which pays you $120
(after tax) for the one weekend day that you work.
What is the opportunity cost of going skiing? Do you
need any other information before computing the
opportunity cost?

. Suppose you and a friend go wilderness camping

for a week and must find your own food to survive.
From past experience, you know that you and your
friend have different abilities in fishing and hunt-
ing. If each of you were to work for one day either
catching fish or trapping rabbits, the number of
fish and rabbits that you could catch is given in the
following table:

Fish Rabbits
You 6 3
Your friend 8 2

You and your friend decide that you should each spe-
cialize so that one person catches fish while the other
traps rabbits. But who should do which task?

a. What is the opportunity cost for you to catch an
additional rabbit? What is your friend’s opportu-
nity cost of catching an extra rabbit?

b. Assuming that you and your friend specialize, what
allocation of tasks maximizes total output for your
one day of joint effort?

c. Suppose you both decide to work for two days
according to the allocation in part (b). What is
the total amount of output? What would it have
been had you chosen the reverse allocation of
tasks?
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Discussion Questions

1. What is the difference between scarcity and poverty? If the store and find that the item is magically there

everyone in the world had enough to eat, could we say
that food was no longer scarce?

. Evidence accumulates that the use of chemical fertiliz-
ers, which increases agricultural production greatly,
damages water quality. Analyze the choice between
more food and cleaner water involved in using such
fertilizers. Use a production possibilities curve with
agricultural output on the vertical axis and water
quality on the horizontal axis. In what ways does this
production possibilities curve reflect scarcity, choice,
and opportunity cost? How would an improved fertil-
izer that increased agricultural output without further
worsening water quality affect the curve? Suppose a
pollution-free fertilizer were developed; would this
mean that there would no longer be any opportunity
cost in using it?

. Discuss the following statement by a leading econo-
mist: “One of the mysteries of semantics is why
the government-managed economies ever came to
be called planned and the market economies
unplanned. It is the former that are in chronic chaos,
in which buyers stand in line hoping to buy some
toilet paper or soap. It is the latter that are in
reasonable equilibrium—where if you want a cake
of soap or a steak or a shirt or a car, you can go to

for you to buy. It is the liberal economies that reflect
a highly sophisticated planning system, and the
government-managed economies that are primitive
and unplanned.”

. Consider the market for doctors’ services. In what way

has this market taken advantage of the specialization
of labour?

. “It is not from the benevolence of the butcher, the

brewer, or the baker, that we expect our dinner, but
from their regard to their own interest. We address
ourselves, not to their humanity but to their self-love,
and never talk to them of our own necessities but of
their advantages.” Do you agree with this quotation
from Adam Smith’s classic, The Wealth of Nations?
How are “our dinner” and “their self-interest” related
to the price system? What does Smith assume to be the
motives of firms and households?

. In the chapter we used a simple idea of a production

possibilities boundary to illustrate the concepts of
scarcity, choice, and opportunity cost. We assumed
there were only two goods—call them X and Y. But we
all know that any economy produces many more than
just two goods. Explain why the insights illustrated in
Figure 1-2 on page 8 are more general, and why the
assumption of only two goods is a useful one.
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In this chapter you will learn

to distinguish between positive and norma-
tive statements.

how economists use models to help them
think about the economy.

about the interaction between economic
theories and empirical observation.

to identify several types of economic data,
including index numbers, time-series and
cross-sectional data, and scatter diagrams.

that the slope of a line on a graph relating
two variables shows how one responds to a
small change in the other.

Economic Theories,

Data, and Graphs

If you surf Internet news sites, read the newspaper,
watch television, or listen to the radio, you will often
see or hear some economist’s opinions being reported,
perhaps about unemployment, the exchange rate, or
interest rates; some new tax; the case for regulation of
the financial industry; or the possible reforms to
Canada’s health-care system. Where do economists’
opinions come from? Are they supported by hard evi-
dence, and if so, why do economists sometimes dis-
agree with each other over important issues?
Economicsis a social science, and in this chap-
ter we explore what it means to be “scientific” in the
study of economics. Along the way we will learn
much about theories, predictions, data, testing, and
graphing—economists use all of these tools and
techniques in their attempt to understand the eco-
nomic world. We begin with the important distinc-
tion between positive and normative statements.
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2.1 Positive and Normative Advice

Economists give two broad types of advice, called normative and positive. For example,
they sometimes advise that the government ought to try harder to reduce unemployment.
When they say such things, they are giving normative advice; in this case, they are mak-
ing judgements about the value of the various things that the government could do with
its limited resources and about the costs and benefits of reducing unemployment. Advice
that depends on a value judgement is normative—it tells others what they ought to do.

Another type of advice is illustrated by the statement, “If the government wants to
reduce unemployment, reducing unemployment insurance benefits is an effective way
of doing so.” This is positive advice. It does not rely on a judgement about the value of
reducing unemployment. Instead, the expert is saying, “If this is what you want to do,
here is a way to do it.”

Normative statements depend on value judgements and cannot be evaluated solely
by a recourse to facts. In contrast, positive statements do not involve value judgements.
They are statements about matters of fact and so disagreements about them are appro-
priately dealt with by an appeal to evidence. The distinction between positive and nor-
mative is fundamental to scientific progress. Much of the success of modern science
depends on the ability of scientists to separate their views on what does happen in the
world from their views on what they would like to happen. For example, until the eigh-
teenth century almost everyone believed that Earth was only a few thousand years old.
Evidence then began to accumulate that Earth was billions of years old. This evidence
was hard for most people to accept since it ran counter to a literal reading of many reli-
gious texts. Many did not want to believe the evidence. Nevertheless, scientists, many
of whom were religious, continued their research because they refused to allow their
feelings about what they wanted to believe to affect their scientific search for the truth.
Eventually, all scientists and most members of the public came to accept that Earth is
about 4 billion years old.

Distinguishing what is actually true from what we would like to be true requires
distinguishing between positive and normative statements.

Examples of both types of statements are given in Table 2-1. All five positive state-
ments in the table are assertions about the nature of the world in which we live. In

TABLE 2-1 Positive and Normative Statements
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normative statement

A statement about what
ought to be as opposed to
what actuallyis.

positive statement

A statement about what
actually is (was or will be),
as opposed to what ought
to be.
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Positive Normative

A Raising interest rates encourages people to save.

B High rates of income tax encourage people to evade
paying taxes.

C Lowering the price of tobacco leads people to smoke less.

D The majority of the population would prefer a policy

cannot avoid paying them.

F People should be encouraged to save.
G Governments should arrange taxes so that people

H The government should raise the tax on tobacco
to discourage people from smoking.

that reduced unemployment to one that reduced I Unemployment is a more important social

inflation. problem than inflation.

E Government financial assistance to the auto sector is J Government should not spend taxpayers’ money

ineffective at preventing job losses.

on supporting firms in the auto sector.
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Economists often disagree with each other in the press or at con-
ferences, but their debates are more often about normative issues

than positive ones.
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contrast, the five normative statements involve value judgements. Notice two things
about the positive/normative distinction. First, positive statements need not be true.
Statement C is almost certainly false. Yet it is positive, not normative. Second, the
inclusion of a value judgement in a statement does not necessarily make the statement
itself normative. Statement D is a positive statement about the value judgements that
people hold. We could conduct a survey to check if people really do prefer low unem-
ployment to low inflation. We could ask them and we could observe how they voted.
There is no need for the economist to rely on a value judgement to check the validity of
the statement itself.

We leave you to analyze the remaining eight statements to decide precisely why
each is either positive or normative. Remember to apply the two tests. First, is the state-
ment only about actual or alleged facts? If so, it is a positive one. Second, are value
judgements necessary to assess the truth of the statement? If so, it is normative.

Disagreements Among Economists

Economists often disagree with each other in public discussions, frequently because of
poor communication. The adversaries fail to define their terms or their points of refer-
ence clearly, and so they end up “arguing past” each other, with the only certain result
being that the audience is left confused.

Another source of disagreement stems from

, some economists’ failure to acknowledge the full

QRiA state of their ignorance. There are many things on
= e we? which the evidence is far from conclusive. Informed
"°i;\ TR e judgements are required to take a position on even a
S5 “5’ %y purely ppsitiye question. In such cases, a regpongible

e economist will make clear the extent to which his or
her view is based on judgements about the relevant
facts.

Many other public disagreements are based on
the positive/normative distinction. Different econo-
mists have different values, and these normative
views play a large part in most discussions of public
policy. Many economists stress the importance of
individual responsibility and argue, for example, that
lower employment insurance benefits would be desir-
able because people would have a greater incentive to
search for a job. Other economists stress the need for
a generous “social safety net” and argue that higher
employment insurance benefits would be desirable
because human hardship would be reduced. In such debates, and there are many in
economics, it is the responsibility of the economist to state clearly what part of the
proffered advice is normative and what part is positive.

Because the world is complex and because no issue can be settled beyond any
doubt, economists rarely agree unanimously on an issue. Nevertheless, there is an
impressive amount of agreement on many aspects of how the economy works and
what happens when governments intervene to alter its workings. A survey published
in the American Economic Review, perhaps the most influential economics journal,
showed strong agreement among economists on many propositions, including “Rent
control leads to a housing shortage” (85 percent yes), “Tariffs usually reduce eco-
nomic welfare” (93 percent yes), “Large government budget deficits have adverse

waFara TExn
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effects on the economy” (83 percent yes), and “A minimum wage increases unemploy-
ment among young workers” (79 percent yes). Notice that all these are positive rather
than normative statements. Other examples of these areas of agreement will be found
in many places throughout this book.

2.2 Economic Theories

Economists seek to understand the world by developing theories and models that
explain some of the things that have been seen and to predict some of the things that
will be seen. What is a theory and what is a model?

Theories

Theories are constructed to explain things. For example, economists may seek to
explain what determines the quantity of eggs bought and sold in a particular month in
Manitoba and the price at which they are sold. Or they may seek to explain what
determines the quantity of petroleum bought and sold around the world on a particu-
lar day and the price at which it is traded. As part of the answer to such questions as
these, economists have developed theories of demand and supply—theories that we
will study in detail in the next three chapters. These and all other theories are distin-
guished by their variables, assumptions, and predictions.

Variables The basic elements of any theory are its variables. A variable is a well-
defined item, such as a price or a quantity, that can take on different possible values.

In our theory of the egg market, the variable quantity of eggs might be defined as
the number of cartons of 12 Grade A large eggs. The variable price of eggs is the
amount of money that must be given up to purchase each carton of eggs. The particu-
lar values taken on by those two variables might be 2000 cartons at a price of $2.55 on
July 1, 2009; 1800 cartons at a price of $2.75 on July 1, 2010; and 1950 cartons at a
price of $2.95 on July 1, 2011.

There are two broad categories of variables that are important in any theory. An
endogenous variable is one whose value is determined within the theory. An exogenous
variable influences the endogenous variables but is itself determined outside the theory.
To illustrate the difference, the price of eggs and the quantity of eggs are endogenous
variables in our theory of the egg market—our theory is designed to explain them. The
state of the weather, however, is an exogenous variable. It may well affect the number
of eggs consumers demand or producers supply but we can safely assume that the state
of the weather is not influenced by the market for eggs.

Assumptions A theorys assumptions concern motives, directions of causation,
and the conditions under which the theory is meant to apply.

MOTIVES. The theories we study in this book make the fundamental assumption that
everyone pursues his or her own self-interest when making economic decisions. Indi-
viduals are assumed to strive to maximize their utility, while firms are assumed to try
to maximize their profits. Not only are they assumed to know what they want, but we
also assume that they know how to go about getting it within the constraints they face.

DIRECTION OF CAUSATION. When economists assume that one variable is related to
another, they are usually assuming some causal link between the two. For example,
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variable Any well-defined
item, such as the price or
quantity of a commodity,
that can take on various
specific values.

endogenous variable

A variable that is explained
within a theory. Sometimes
called an induced variable
or a dependent variable.

exogenous variable

A variable thatis
determined outside the
theory. Sometimes called
an autonomous variable or
an independent variable.
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when the amount of eggs that producers want to supply is assumed to increase when
the price of their chicken feed falls, the causation runs from the price of chicken feed to
the supply of eggs. Producers supply more eggs because the price of chicken feed has
fallen; they are not assumed to get cheaper chicken feed because of their decision to
supply more eggs.

CONDITIONS OF APPLICATION. Assumptions are often used to specify the conditions
under which a theory is meant to hold. For example, a theory that assumes there is “no
government” usually does not mean literally the absence of government but only that
the theory is meant to apply when governments are not significantly affecting the situ-
ation being studied.

Although assumptions are an essential part of all
theories, students are often concerned about those that
seem unrealistic. An example will illustrate some of the
issues involved. Much of the theory that we are going
to study in this book uses the assumption that owners
of firms attempt to make as much money as they can—
that is, to maximize their profits. The assumption of
profit maximization allows economists to make pre-
dictions about the behaviour of firms, such as “firms
will supply more output if the market price increases.”

Profit maximization may seem like a rather crude
assumption. Surely, for example, the managers of firms
sometimes choose to protect the environment rather
than pursue certain highly polluting but profitable
opportunities. Does this not discredit the assumption

A key assumption in economics is that firms make decisions of profit maximization by showing it to be unrealistic?
with the goal of maximizing their profits. The answer is no; to make successful predictions,

economic model A term
used in several related
ways: sometimes for an
abstraction designed to
illustrate some point but
not designed to generate
testable hypotheses, and
sometimes as a synonym
for theory.

the theory does not require that managers be solely
and unwaveringly motivated by the desire to maximize profits at all times. All that is
required is that profits be a sufficiently important consideration that a theory based on
the assumption of profit maximization will lead to explanations and predictions that
are substantially correct. It is not always appropriate to criticize a theory because its
assumptions seem unrealistic. A good theory abstracts in a useful way; a poor theory
does not. If a theory has ignored some genuinely important factors, its predictions will
usually be contradicted by the evidence.

All theory is an abstraction from reality. If it were not, it would merely duplicate
the world in all its complexity and would add little to our understanding of it.

Predictions A theory’s predictions are the propositions that can be deduced from
it. They are often called hypotheses. For example, a prediction from our theory of the
egg market is that “if the price of chicken feed falls, producers will want to sell more
eggs.” Another prediction from the same theory is that “if the price of eggs declines,
consumers will want to purchase more eggs.”

Models

Economists use the term economic model in two different but related ways.
First, a model may be primarily an illustrative abstraction, designed to help us
organize our thinking and gain crucial insights. At the same time, it may lack the detail
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or precision necessary to generate testable predictions. The circular flow of income and
expenditure and the production possibilities boundary discussed in Chapter 1 are each
models of this type. In some ways, models of this sort are like political caricatures.
Their value is in the insights they provide; insights that help us to understand key
features of the much more complex real world.

Second, the term model is used as a synonym for a theory, as when economists
speak of the demand-and-supply model of the Manitoba egg market that we discussed
earlier. Sometimes economists use model to refer to a specific quantitative version of a
theory. In this case, specific numbers are attached to the mathematical relationships
embodied in the theory. The result is that the predictions are more precise. For exam-
ple, rather than such a prediction as “a decrease in the price of chicken feed will lead to
an increase in the quantity of eggs supplied,” the prediction from the more specific
model might be “a 10-percent reduction in the price of chicken feed will lead to an
8-percent increase in the number of eggs supplied.”

2.3 'lesting Theories

A theory is tested by confronting its predictions with evidence. For example, is a
decrease in the price of chicken feed actually followed by an increase in the number of
eggs supplied by producers? A theory ceases to be useful when it cannot predict better
than an alternative theory. When a theory consistently fails to predict better than an
available alternative, it is either modified or replaced.

The old question “Which came first: the chicken or the egg? ” is often raised when
discussing economic theories. In the first instance, it was observation that preceded
economic theories; people were not born with economic theories embedded in their
minds. However, once economics was established as a scientific line of inquiry, theories
and evidence interacted with each other. It has now become impossible to say that one
precedes the other. In some cases, empirical evidence may suggest inadequacies that
require the development of better theories. In other cases, an inspired guess may lead to
a theory that has little current empirical support but is subsequently found to explain
many observations. This interaction between theory and empirical observation is illus-
trated in Figure 2-1.

The scientific approach is central to the study of economics: Empirical observation
leads to the construction of theories, theories generate specific predictions, and the
predictions are tested by more detailed empirical observation.

imy/sleelgllele) ADDITIONAL TOPICS

Economists sometimes disagree about the usefulness of a theory or model.
For a glimpse of one such debate between two Nobel Laureates, Milton
Friedman and Ronald Coase, look for How Economists Choose Their Theories in
the Additional Topics section of this book’s MyEconLab.

www.myeconlab.com
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FIGURE 2-1 The Interaction Between Theory and Empirical

Observation

Definitions and
assumptions
about behaviour

A process of
logical deduction

Predictions
(often called hypotheses)

Empirical observation
and testing of the theory

Conclusion: The theory does or
does not provide a better
explanation of the facts than
alternative competing theories

If the theory passes the
test, no consequent action is
necessary, although the
theory should be subjected
to continued scrutiny

Theory and observation are in continuous interaction. Starting (at the top left) with the
assumptions of a theory and the definitions of relevant terms, the theorist deduces by log-
ical analysis everything that is implied by the assumptions. These implications are the
predictions or the hypotheses of the theory. The theory is then tested by confronting its
predictions with evidence. If the theory is in conflict with facts, it will usually be amended
to make it consistent with those facts (thereby making it a better theory), or it will be dis-
carded, to be replaced by a superior theory. The process then begins again: The new or

The existing theory is
modified in light of
the newly acquired

empirical knowledge

either
If the theory is in conflict

with the evidence
or

The theory is discarded
in favour of a superior
competing theory

amended theory is subjected first to logical analysis and then to empirical testing.

Rejection Versus Confirmation

An important part of the scientific approach consists of creating a theory that will
explain some observation. A theory designed to explain observation X will typically
generate a prediction about some other observable variables, Y and Z. The prediction
about Y and Z can be tested and may be rejected by the data. If the prediction is

rejected, the value of the theory is brought into question.



CHAPTER 2: ECONOMIC THEORIES, DATA, AND GRAPHS

The alternative to this approach is to create a theory and then look for confirming
evidence. Such an approach is hazardous because the world is sufficiently complex
that some confirming evidence can be found for any theory, no matter how unlikely the
theory may be. For example, flying saucers, the Loch Ness monster, fortune telling,
and astrology all have their devotees who can quote confirming evidence in spite of the
failure of many attempts to discover systematic, objective evidence of these things.

Statistical Analysis

Most theories generate a prediction of the form “if X increases, then Y will also
increase.” Another example is “if X falls, then Z will rise.” Statistical analysis can be
used to test such predictions and to estimate the numerical values of the function that
describes the relationship. In practice, the same data can be used simultaneously to test
whether a relationship exists and, if it does exist, to provide an estimate of the magni-
tude of that relationship.

Because economics is primarily a non-laboratory science, it lacks the controlled
experiments central to such sciences as physics and chemistry. Economics must there-
fore use millions of uncontrolled “experiments” that are going on every day in the mar-
ketplace. Households are deciding what to purchase given changing prices and
incomes, firms are deciding what to produce and how, and governments are involved in
the economy through their various taxes, subsidies, and regulations. Because all these
activities can be observed and recorded, a mass of data is continually being produced
by the economy.

The variables that interest economists—such as the level of employment, the price
of a DVD, and the output of automobiles—are generally influenced by many forces
that vary simultaneously. If economists are to test their theories about relations among
specific variables, they must use statistical techniques designed for situations in which
other things cannot be held constant.

Fortunately, such techniques exist, although their application is usually neither
simple nor straightforward. Later in this chapter we provide a discussion of some
graphical techniques for describing data and displaying some of the more obvious rela-
tionships. Further examination of data involves techniques studied in elementary statis-
tics courses. More advanced courses in econometrics deal with the array of techniques
designed to test economic hypotheses and to measure economic relations in the com-
plex circumstances in which economic evidence is often generated.

Correlation Versus Causation

Suppose you want to test your theory’s prediction that “if X increases, Y will also
increase.” You are looking for a causal relationship from X to Y, because a change in X
is predicted to cause a change in Y. When you look at the data, suppose you find that
X and Y are positively correlated—that is, when X rises, Y also tends to rise. Is your
theory supported? It might appear that way, but there is a potential problem.

A finding that X and Y are positively correlated means only that X and Y tend to
move together. This correlation is consistent with the theory that X causes Y, but it is
not direct evidence of this causal relationship. The causality may be in the opposite
direction—from Y to X. Or X and Y may have no direct causal connection but may
instead be jointly caused by some third variable, Z.

Here is an example. Suppose your theory predicts that individuals who get more
education will earn higher incomes as a result—the causality in this theory runs from
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For data on the Canadian
economy and many other
quantifiable aspects

of Canadian life, see
Statistics Canada’s website:
www. statcan.gc.ca

index number An average
that measures change over
time of such variables as
the price level and
industrial production;
conventionally expressed
as a percentage relative to
a base period, which is
assigned the value 100.
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education to income. In the data, suppose we find that education and income are
positively correlated. This should not, however, be taken as direct evidence for the
(causal) prediction. The data are certainly consistent with that theory, but they are also
consistent with others. For example, individuals who grow up in higher-income
households may “buy” more education, just as they buy more clothes or entertainment.
This is a case of “reverse causality”: income causes education, rather than the other way
around. Another possibility is that education and income are positively correlated
because the personal characteristics that lead people to become more educated—ability
and motivation—are the same characteristics that lead to high incomes. In this case, the
causal relationship runs from personal characteristics to both income and education.

Most economic predictions involve causality. Economists must take care when
testing predictions to distinguish between correlation and causality. Correlation
can establish that the data are consistent with the theory; establishing the likeli-
hood of causality usually requires advanced statistical techniques.

2.4 Economic Data

Economists use real-world observations to test their theories. For example, did the
amount that people saved last year rise—as the theory predicts it should have—when a
large tax cut increased their after-tax incomes? To test this prediction we need reliable
data for people’s incomes and their savings.

Political scientists, sociologists, anthropologists, and psychologists often collect for
themselves the data they use to formulate and test their theories. Economists are
unusual among social scientists in mainly using data collected by others, often govern-
ment statisticians. In economics there is a division of labour between collecting data
and using it to test theories. The advantage is that economists do not need to spend
much of their scarce research time collecting the data they use. The disadvantage is
that they are often not as well informed about the limitations of the data collected by
others as they would be if they had collected the data themselves.

After data are collected, they can be displayed in various ways, many of which we
will see later in this chapter. They can be laid out in tables. They can be displayed in
various types of graphs. And when we are interested in relative movements rather than
absolute ones, the data can be expressed in index numbers. We begin with a discussion
of index numbers.

Index Numbers

Economists frequently look at data on prices or quantities and explore how specific vari-
ables change over time. For example, they may be interested in comparing the time paths
of output in two industries: steel and newsprint. The problem is that it may be difficult to
compare the time paths of the two different variables if we just look at the “raw” data.

Table 2-2 shows some hypothetical data for the volume of output in the steel and
newsprint industries. Because the two variables are measured in different units, it is not
immediately clear which of the two variables is more volatile or which, if either, has an
upward or a downward trend.

It is easier to compare the two paths if we focus on relative rather than absolute
changes. One way to do this is to construct some index numbers.
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How to Build an Index Number We start by
taking the value of the variable at some point in time as
the “base” to which the values in other periods will be
compared. We call this the base period. In the present
example, we choose 2001 as the base year for both
series. We then take the output in each subsequent year,
called the given year, and divide it by the output in the
base year, and then multiply the result by 100. This
gives us an index number for the output of steel and a
separate index number for the output of newsprint. For
each index number, the value of output in the base year
is equal to 100. The details of the calculations are
shown in Table 2-3.

An index number simply expresses the value of
some series in any given year as a percentage of its value
in the base year. For example, the 2011 index of steel
output of 122.5 tells us that steel output in 2011 was
22.5 percent greater than in 2001. In contrast, the 2011
index for newsprint output of 93.8 tells us that
newsprint output in 2011 was only 93.8 percent of the
output in 2001 —that is, output was 6.2 percent lower
in 2011 than in 2001. The results in Table 2-3 allow us
to compare the relative fluctuations in the two series. It
is apparent from the values in the table that the output
of steel has shown significantly more percentage vari-
ability than has the output of newsprint. This is also
clear in Figure 2-2.

TABLE 2-3 Constructing Index Numbers
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TABLE 2-2 Volume of Steel and Newsprint

Output
Volume of
Volume of Steel Newsprint
Year (thousands of tonnes) (thousands of rolls)
2001 200 3200
2002 210 3100
2003 225 3000
2004 215 3200
2005 250 3100
2006 220 3300
2007 265 3100
2008 225 3300
2009 255 3100
2010 230 3200
2011 245 3000

Comparing the time paths of two data series is diffi-
cult when absolute numbers are used. Since steel out-
put and newsprint output have quite different
absolute numbers, it is difficult to detect which time
series is more volatile.

Steel Newsprint
Year Procedure Index Procedure Index
2001 (200/200) x 100 100.0 (3200/3200) x100 = 100.0
2002 (210/200) x 100 = 105.0 (3100/3200) x100 =  96.9
2003 (225/200) x 100 = 112.5 (3000/3200) x100 =  93.8
2004 (215/200) x100 = 107.5 (3200/3200) x100 = 100.0
2005 (250/200) x100 = 125.0 (3100/3200) x100 = 96.9
2006 (220/200) x100 = 110.0 (3300/3200) x100 = 103.1
2007 (265/200) x100 = 132.5 (3100/3200) x100 = 96.9
2008 (225/200) x 100 = 112.5 (3300/3200) x100 = 103.1
2009 (255/200) x 100 = 127.5 (3100/3200) x100 =  96.9
2010 (230/200) x100 = 115.0 (3200/3200) x100 = 100.0
2011 (245/200) x100 = 122.5 (3000/3200) x 100 93.8

Index numbers are calculated by dividing the value in the given year by the value in the
base year and multiplying the result by 100. The 2011 index number for steel tells us that
steel output in 2011 was 22.5 percent greater than in the base year, 2001. The 2011 index
number for newsprint tells us that newsprint output in 2011 was 93.8 percent of the out-
put in the base year, 2001.
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FIGURE 2-2 Index Values for Steel and Newsprint Output
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Comparing the time paths of two variables is much easier when index numbers are used.
Since both index numbers are equal to 100 in the base year, relative volatility and trends
become clear. Steel output is clearly more volatile in percentage terms than newsprint out-
put. Steel output also has an upward trend, whereas newsprint output appears to have lit-
tle or no trend.

The formula of any index number is:

Value of index ~_ Absolute value in given period
in any given period Absolute value in base period

X 100

Care must be taken, however, when using index numbers. The index number
always tells you the percentage change compared with the base year, but when compar-
ing an index number across non-base years, the percentage change in the index number
is not given by the absolute difference in the values of the index number. For example,
if you want to know how much steel output changed from 2005 to 2007, we know
from Table 2-3 that the index number for steel output increased from 125.0 to 132.5.
But this is not an increase of 7.5 percent. The percentage increase in steel output is
computed as (132.5 — 125.0)/125.0 = 7.5/125.0 = 0.06, or 6 percent.

More Complex Index Numbers Perhaps the most famous index number used
by economists is the index of average prices—the consumer price index (CPI). This is a
price index of the average price paid by consumers for the typical basket of goods that
they buy. The inclusion of the word “average,” however, makes the CPI a more com-
plex index number than the ones we have constructed here.

With what you have just learned, you could construct separate index numbers
for the price of beef, the price of coffee, and the price of orange juice. But to get the
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consumer price index, we need to take the average of
these separate price indexes (plus thousands of others
for the goods and services we have ignored here). But it
cannot be a simple average. Instead, it must be a
weighted average where the weight on each price index
reflects the relative importance of that good in the typi-
cal consumer’s basket of goods and services. For exam-
ple, since the typical consumer spends a tiny fraction of
income on sardines but a much larger fraction of income
on housing, the weight on the “sardines” price index in
the CPI will be very small and the weight on the “hous-
ing” price index will be very large. The result is that
even huge swings in the price of sardines will have negli-
gible effects on the CPI, whereas much more modest
changes in the price of housing will have noticeable
effects on the CPL

We will spend much more time discussing the con-
sumer price index when we study macroeconomics
beginning in Chapter 19. For now, keep in mind the
usefulness of the simple index numbers we have con-
structed here. They allow us to compare the time paths
of different variables.

imy/=leelgllele) ADDITIONAL TOPICS

Another famous index that is reported every day on the news is the S&P/TSX,
an index number showing the average market value of a specific set of
companies traded on the Toronto Stock Exchange. For more information about
the S&P/TSX index, look for What the S&P/TSX Really Measures in the
Additional Topics section of this book’s MyEconLab.

www.myeconlab.com

Graphing Economic Data

A single economic variable, such as unemployment, national income, or the average
price of a house, can come in two basic forms.

Cross-Sectional and Time-Series Data The first is called cross-sectional
data, which means a number of different observations on one variable all taken in dif-
ferent places at the same point in time. Figure 2-3 shows an example. The variable in
the figure is the average selling price of a house. It is shown for each of the ten Cana-
dian provinces in May 2009.

The second type of data is called time-series data. It refers to observations of one
variable at successive points in time. The data in Figure 2-4 show the unemployment
rate for Canada from 1978 to 2009. (Note that the Canadian unemployment rate is
simply a weighted average of the ten provincial unemployment rates, where the weight
for each province is that province’s labour force as a fraction of the total Canadian
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The S&*P/TSX is one of the best-known index numbers in
Canada. Its fluctuations reflect changes in the market
value of the largest publicly traded companies in Canada.

cross-sectional data A set
of observations made at
the same time across
several different units
(such as households, firms,
or countries).

time-series data A set of
observations made at
successive periods of time.
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FIGURE 2-3 A Cross-Sectional Graph of Average
House Prices for Ten Canadian
Provinces, 2009
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(Source: Adapted from MLS® Statistics © 2009 The Canadian Real
Estate Association; www.crea.ca/public/news_stats/statistics.htm.)

labour force.) Time-series graphs are quite
useful in economics because we often
want to know how specific economic
numbers are changing over time. As is
clear in Figure 2-4, the Canadian unem-
ployment rate is relatively volatile over
long periods of time, but in recent years it
has been low by historical standards.

Scatter Diagrams Another way in
which data can be presented is in a scatter
diagram. It is designed to show the rela-
tion between two different variables, such
as the price of eggs and the quantity of
eggs purchased. To plot a scatter diagram,
values of one variable are measured on
the horizontal axis and values of the sec-
ond variable are measured on the vertical
axis. Any point on the diagram relates a
specific value of one variable to a corre-
sponding specific value of the other.

The data plotted on a scatter diagram
may be either cross-sectional data or
time-series data. An example of a cross-
sectional scatter diagram is a scatter of
the price of eggs and the quantity sold in

FIGURE 2-4 A Time-Series Graph of the Canadian Unemployment Rate, 1978-2009
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(Source: Annual average of monthly, seasonally adjusted data from Statistics Canada, CANSIM database, V2062815

Canada; unemployment rate; both sexes; 15 years and over.)
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FIGURE 2-5 A Scatter Diagram of Household Income and Saving

Household Annual Income Annual Saving
1 $ 70 000 $10 000 /g 15
2 30 000 2500 = . 3
3 100 000 12000 e 10
4 60 000 3000 ) 65 610
S 80 000 8 000 e § S . T
6 10 000 500 é o o o2 o3
7 20 000 2000 g
8 50 000 2 000 0 20 40 60 80 100
9 40 000 4200 Income
10 90 000 8 000 (thousands of dollars)

Saving tends to rise as income rises. The table shows the amount of income earned by ten selected households together
with the amount they saved during the same year. The scatter diagram plots the income and saving for the ten house-
holds listed in the table. The number on each dot refers to the household in the corresponding row of the table.

July 2010 at two dozen different places in Canada. Each dot refers to a price—quantity ~ scatter diagram A graph
combination observed in a different place at the same time. An example of a scatter  of statistical observations
diagram using time-series data is the price and quantity of eggs sold in Thunder Bay  of paired values of two
for each month over the last ten years. Each of the 120 dots refers to a price—quantity  variables, one measured on
combination observed at the same place in one particular month. the horizontal and the
The table in Figure 2-5 shows data for the income and saving of ten households in  other on the vertical axis.
one particular year and these data are plotted on a scatter diagram. Each point in the  Each point on the
figure represents one household, showing its income and its saving. The positive relation  coordinate grid represents
between the two stands out. The higher the household’s income, the higher its saving  the values of the variables
tends to be. for a particular unit of
observation.

imy=leelgllele) ADDITIONAL TOPICS

If you need a quick refresher course on graphing, look for A Brief
Introduction to Graphing in the Additional Topics section of this book’s
MyEconLab.

www.myeconlab.com

2.0 Graphing Economic Theories

Theories are built on assumptions about relationships between variables. For example,
the quantity of eggs demanded is assumed to fall as the price of eggs rises, and the total
amount an individual saves is assumed to rise as his or her income rises. How can such
relations be expressed?



38

PART 1: WHAT IS ECONOMICS?

Functions

When one variable, X, is related to another variable, Y, in such a way that to every
value of X there is only one possible value of Y, we say that Y is a function of X. When
we write this relation down, we are expressing a functional relation between the two
variables.

Here is a specific but hypothetical example. Consider the relation between an indi-
vidual’s annual income, which we denote by the symbol Y, and the amount that person
spends on goods and services during the year, which we denote by the symbol C (for
consumption). Any particular example of the relation between C and Y can be
expressed several ways: in words, in a table or schedule, in a mathematical equation, or
in a graph.

VERBAL STATEMENT. When income is zero, the person will spend $800 a year (either
by borrowing the money or by consuming past savings), and for every extra $1 of

income the person will increase expenditure by 80 cents.

SCHEDULE. This table shows selected values of the person’s income and consumption.

Annual Income Consumption Reference Letter
$ 0 $ 800 p
2500 2800 q
5000 4800 r
7 500 6 800 s
10 000 8 800 t

MATHEMATICAL EQUATION. C = $800 + 0.8Y is the equation of the relation just
described in words. As a check, you can first see that when Y is zero, C is $800. Fur-
ther, you can see that every time Y increases by $1, the level of C increases by 0.8($1),
which is 80 cents.

GRAPH. Figure 2-6 shows the points from the preced-

FIGURE 2-6 Income and Consumption ing schedule and the line representing the equation

given in the previous paragraph.

10000 ! ! ! Comparison of the Valugs on the graph wiFh the val-
< C =800+ 0.8Y / ues in the schedule, and with the values derived from
E / ? the equation just stated, shows that these are alternative
= 8 000 v expressions of the same relation between C and Y. All
& % four of these modes of expression refer to the same rela-
- 6 000 y tion between the person’s consumption expenditure and
-2 r income.
g* 4 000
=}
& 5 oo0l A1 More Detail About Functions Let us look ina
/ little more detail at the mathematical expression of this
4 relation between income and consumption. To state the
0 2000 6 000 10 000 expression in general form, detached from the specific
Income ($) numerical example above, we use a symbol to express
) _ ) ) _ the dependence of one variable on another. Using f for
Consumption expenditure rises as income rises. The this purpose, we write

figure graphs the schedule and the equation for the
hypothetical functional relation discussed in the text.

C =1Y) (2-1)
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This is read, “C is a function of Y.” Spelling this out more fully, we would say, “The
amount of consumption expenditure depends on the person’s income.”

The variable on the left-hand side is the dependent variable, since its value depends
on the value of the variable on the right-hand side. The variable on the right-hand side
is the independent variable, since it can take on any value. The letter f tells us that a
functional relation is involved. This means that a knowledge of the value of the vari-
able (or variables) within the parentheses on the right-hand side allows us to determine
a unique value of the variable on the left-hand side. Although in this case we have used
f (as a memory-aid for “function”), any convenient symbol can be used to denote the
existence of a functional relation.

Functional notation can seem intimidating to those who are unfamiliar with it. But
it is helpful. Since the functional concept is basic to all science, the notation is worth
mastering,.

Functional Forms The equation C = fY) states that C is a function of Y. It says
nothing about the form of this function. The term functional form refers to the specific
nature of the relation between the variables in the function. Earlier, we gave one spe-
cific functional form for this relation:

C =$800 + 0.8Y (2-2)

Equation 2-1 expresses the general assumption that consumption expenditure
depends on the consumer’s income. Equation 2-2 expresses the more specific assump-
tion that C is equal to $800 when Y is zero and rises by 80 cents for every $1 that Y
rises. An alternative assumption would be C = $600 + 0.9Y. You should be able to say
in words the behaviour implied in this relation. There is no reason why either of these
assumptions must be true; indeed, neither may be consistent with the facts. But that is
a matter for testing. What we do have in each equation is a precise statement of a par-
ticular assumption.

Notice that Equation 2-2 also specifies a linear consumption function—the rela-
tionship between C and Y is shown as a straight line in Figure 2-6. This is a very spe-
cial case. Another possibility is that the relationship
between C and Y is non-linear—so that the consump-
tion function when graphed is not a straight line. This
possibility takes us to our next discussion, of linear and
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FIGURE 2-7 Linear Pollution Reduction
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we will meet many of these in subsequent chapters. Fig- 0 }5 2 j 4 5R6d / SP “9 10 1; 12
ure 2-6 is an example of a relation in which the two pen l(tﬁfgfszndi (l,lfc iin(ﬁla(r)s)unon’
variables move together. When income goes up, con-
sumption goes up. In such a relation the two variables Pollution as a linear function of clean-up expendi-

are positively related to each other.

Figure 2-7 gives an example of variables that move
in opposite directions. As the amount spent on reducing
pollution goes up, the amount of remaining pollution ture on pollution clean-up
goes down. In such a relation the two variables are pollution by 0.5 tonnes.
negatively related to each other.

tion reduction is the same el

ture. Between points A and B it costs $2000 to
reduce pollution by 1000 tonnes. The cost of pollu-

sewhere on the line. The

slope of the line, -0.5, indicates that any $1 expendi-

reduces the amount of




£

Practise with Study Guide
Chapter 2, Exercise 2.

40

PART 1: WHAT IS ECONOMICS?

Both of these graphs are straight lines. In such cases the variables are linearly
related to each other (either positively or negatively).

The Slope of a Straight Line Slopes are important in economics. They show
you how much one variable changes as the other changes. The slope is defined as the
amount of change in the variable measured on the vertical axis per unit change in the
variable measured on the horizontal axis. In the case of Figure 2-7 it tells us how many
tonnes of pollution, symbolized by P, are removed per dollar spent on reducing pollu-
tion, symbolized by E. Consider moving from point A to point B in the figure. If we
spend $2000 more on clean-up, we reduce pollution by 1000 tonnes. This is 0.5 tonnes
per dollar spent. On the graph the extra $2000 is indicated by AE, the arrow indicating
that E rises by 2000. The 1000 tonnes of pollution reduction is indicated by AP, the
arrow showing that pollution falls by 1000. (The Greek uppercase letter delta, A,
stands for “the change in.”) To get the amount of pollution reduction per dollar of
expenditure, we merely divide one by the other. In symbols this is AP/AE.

If we let X stand for whatever variable is measured on the horizontal axis and Y for
whatever variable is measured on the vertical axis, the slope of a straight line is
AY/AX [1]!

The equation of the line in Figure 2-7 can be computed in two steps. First, note
that when E = 0, the amount of remaining pollution, P, is equal to 6 (thousand
tonnes). Thus, the line meets the vertical axis (E = 0) when P equals 6. Second, we
have already seen that the slope of the line, AP/AE, is equal to —0.5, which means that
for every one-unit increase in E, P falls by 0.5 unit. We can thus state the equation of
the line as

P=6- (0.5 E

where both P and E are expressed as thousands of units (tonnes and dollars, respectively).

Non-linear Functions Although it is sometimes convenient to simplify a real
relation between two variables by assuming them to be linearly related, this is seldom
the case over their whole range. Non-linear relations are much more common than lin-
ear ones. In the case of reducing pollution, it is usually quite cheap to eliminate the first
units of pollution. Then, as the environment gets cleaner and cleaner, the cost of further
clean-up tends to increase because more and more sophisticated and expensive meth-
ods need to be used. As a result, Figure 2-8 is more realistic than Figure 2-7. Inspection
of Figure 2-8 shows that as more and more is spent, the amount of pollution reduction
for an additional $1 of clean-up expenditure gets smaller and smaller. This is shown by
the diminishing slope of the curve as we move rightward along it. For example, as we
move from point A to point B, an increase in expenditure of $1000 is required to
reduce pollution by 1000 tonnes. Thus, each tonne of pollution reduction costs $1. But
as we move from point C (where we have already reduced pollution considerably) to
point D, an extra $6000 must be spent in order to reduce pollution by 1000 tonnes.
Each tonne of pollution reduction therefore costs $6.

Economists call the change in pollution when a bit more or a bit less is spent on
clean-up the marginal change. The figure shows that the slope of the curve at each

! Red numbers in square brackets indicate mathematical notes that are found in a separate section at the back
of the book.
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FIGURE 2-8 Non-linear Pollution Reduction
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Pollution as a non-linear function of clean-up expenditure. The slope of the curve changes
as we move along it. Between points A and B, it costs $1000 to reduce pollution by
1000 tonnes. Between points C and D, it costs $6000 to reduce pollution by 1000 tonnes.
At point Z, the slope of the curve is equal to the slope of the straight line tangent to the
curve at point Z. The slope of the tangent line is —0.75/1.75 = —0.43.

point measures this marginal change. It also shows that, in the type of curve illustrated,
the marginal change per dollar spent is diminishing as we spend more on reducing pol-
lution. There is always a payoff to more expenditure over the range shown in the fig-
ure, but the payoff diminishes as more is spent. This relation can be described as
diminishing marginal response. We will meet such relations many times in what fol-
lows, so we emphasize now that diminishing marginal response does not mean that the
total response is diminishing. In Figure 2-8, the total amount of pollution continues to
fall as more and more is spent on clean-up. But diminishing marginal response does
mean that the amount of pollution reduced per dollar of expenditure gets less and less
as the total expenditure rises.

Figure 2-9 shows a graph in which the marginal response is increasing. The graph
shows the relationship between annual production costs and annual output for a firm
that makes hockey sticks. Notice that the more hockey sticks produced annually, the
higher the firm’s costs. This is shown by the positive slope of the line. Notice also that
as more and more hockey sticks are produced, the extra amount that the firm must pay
to produce each extra hockey stick rises. For example, as the firm moves from point
A to point B, annual costs rise by $30 000 in order to increase its annual output by
10000 hockey sticks. Each extra hockey stick costs $3 ($30000/10000 = $3). But
when the firm is producing many more hockey sticks, such as at point C, its factory is
closer to its capacity and it becomes more costly to increase production. Moving from
point C to point D, the firm’s annual costs increase by $150 000 in order to increase its
annual output by 10000 hockey sticks. Each extra hockey stick then costs $15
($150 000/10 000 = $15). This figure illustrates a case of increasing marginal cost, a
characteristic of production that we will see often in this book.

Figures 2-8 and 2-9 show that with non-linear functions the slope of the curve
changes as we move along the curve. For example, in Figure 2-8, the slope of the curve
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falls as the expenditure on pollution clean-up increases.
FIGURE 2-9 Increasing Production Costs In Figure 2-9, the slope of the curve increases as the vol-
ume of production increases.

S0l — — D How, exactly, do we measure the slope of a curved
| line? The answer is that we use the slope of a straight
I | ac line tangent to that curve at the point that interests us.
S 400 [ For example, in Figure 2-8, if we want to know the
£z S I : slope of the curve at point Z, we draw a straight line
g Straight line | that touches the curve only at point Z; this is a tangent
2 300 tangent to the | line. The slope of this line is -0.75/1.75 = -0.43. Simi-
E 8 curve at point Z a0 : larly, in Figure 2-9, the slope of the curve at point Z is
g 2 : . )
§% ., Z|{ 65 I given by the slope of the straight line tangent to the
22 0= } | curve at point Z.
Z 150 |- = \ ‘ |
. :A } \ : For non-linear functions, the slope of the curve
Mo | } | changes as X changes. Therefore, the marginal
lTQfl | | : | response of Y to a change in X depends on the value
0 10 20 30 40 S0 60 of X
Annual Number of Hockey Sticks Produced, O
(thousands) N . . . .
Functions with a Minimum or a Maximum
Production costs increase at an increasing rate as So far, all the graphs we have shown have had either a
annual output rises. From point A to point B, an positive or a negative slope over their entire range. But

extra annual output of 10 000 hockey sticks increases
annual costs by $30 000. Each extra hockey stick
costs $3. From point C to point D, an extra output of
10 000 hockey sticks increases annual costs by $150

many relations change directions as the independent
variable increases. For example, consider a firm that is
attempting to maximize its profits and is trying to deter-

000. Each extra hockey stick then costs $135. This is a mine how much output to produce. The firm may find
case of increasing marginal cost. At point Z, the slope that its unit production costs are lower than the market
of the curve is equal to the slope of the straight line price of the good, and so it can increase its profit by pro-
tangent to the curve at point Z. The slope of the tan- ducing more. But as it increases its level of production,

gent line is 65/8 =8.1. the firm’s unit costs may be driven up because the capac-

ity of the factory is being approached. Eventually, the

firm may find that extra output will actually cost so
much that its profits will be reduced. This is a relationship that we will study in detail in
later chapters, and it is illustrated in Figure 2-10. Notice that when profits are maxi-
mized at point A, the slope of the curve is zero (because a tangent to the curve at point
A is horizontal) and so the marginal response of profits to output is zero.

Now consider an example of a function with a minimum. You probably know that
when you drive a car, the fuel consumption per kilometre depends on your speed.
Driving very slowly uses a lot of fuel per kilometre travelled. Driving very fast also uses
a lot of fuel per kilometre travelled. The best fuel efficiency—the lowest fuel consump-
tion per kilometre travelled—occurs at a speed of approximately 95 kilometres per
hour. The relationship between speed and fuel consumption is shown in Figure 2-11
and illustrates a function with a minimum. Note that at point A the slope of the curve
is zero (because a tangent to the curve at point A is horizontal) and so the marginal
response of fuel consumption to speed is zero.

At either a minimum or a maximum of a function, the slope of the curve is zero.
Therefore, at the minimum or maximum, the marginal response of Y to a change
in Xis zero.
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FIGURE 2-10 Profits as a Function of
Output
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Profits rise and then eventually fall as output rises.
When the firm is producing fewer than 2500 units
annually, the marginal response of profit to output is
positive—that is, an increase in output leads to an
increase in profit. Beyond 2500 units annually, the
marginal response is negative—an increase in output
leads to a reduction in profit. At point A, profits are
maximized and the marginal response of profit to
output is zero. Because the tangent at point A is hor-
izontal, the slope of the curve is zero at that point.

FIGURE 2-11 Average Fuel Consumption as
a Function of Speed

12 |-
w
=
g 10 |-
e
Z
S 8
Al
2 A
k= Straight line
§ | tangent to
< 4] ‘ the curve at
&3 ‘ point A
o \
w
£ 2 |
35 \
\
1 1 1 [ 1 1 1

0 20 40 60 80 1100120 140 160
95
Speed
(kilometres per hour)

Average fuel consumption falls and then eventually
rises as speed increases. Average fuel consumption in
litres per kilometre travelled is minimized at point A
at a speed of approximately 95 kilometres per hour
(km/h). At speeds less than 95 km/h, the marginal
response is negative—that is, an increase in speed
reduces fuel consumption per kilometre. At speeds
above 95 km/h, the marginal response is positive—
an increase in speed increases fuel consumption per
kilometre. At 95 km/h, the marginal response is zero
and fuel consumption per kilometre is minimized.

A Final Word

We have done much in this chapter. We have discussed why economists use theory and
how they build economic models. We have discussed how they test their theories and
how there is a continual back-and-forth process between empirical testing of predic-
tions and refining the theoretical model. Finally, we have devoted considerable time
and space to exploring the many ways that data can be displayed in graphs and how
economists use graphs to illustrate their theories.

Many students find themselves intimidated when they are first confronted with all
the details about graphing. But try not to worry. You may not yet be a master of all the
graphing techniques that we have discussed in this chapter, but you will be surprised at
how quickly it all falls into place. And, as is true for most skills, there is no substitute
for practice. In the next three chapters we will encounter many graphs. But we will
start simply and then slowly attempt more complicated cases. We are confident that
in the process of learning some basic economic theories you will get enough practice
in graphing that you will very soon look back at this chapter and realize how straight-
forward it all is.
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Summary

2.1 Positive and Normative Advice

A key to the success of scientific inquiry lies in separat-
ing positive statements about the way the world works

©0

from normative statements about how one would like
the world to work.

2.2 Economic Theories

Theories are designed to explain and predict what we
see. A theory consists of a set of definitions of the vari-
ables to be employed, a set of assumptions about how
things behave, and the conditions under which the
theory is meant to apply.

A theory provides predictions of the type “if one event
occurs, then another event will also occur.”

©0e

The term model is often used as a synonym for theory.
It is also used to describe an illustrative abstraction that
is used to organize our thinking even though it may not
generate testable hypotheses.

2.3 Testing Theories

Theories are tested by checking their predictions against
evidence. In some sciences, these tests can be conducted
under laboratory conditions in which only one thing
changes at a time. In economics, testing is almost
always done using the data produced by the world of
ordinary events.

Economists make use of statistical analysis when testing
their theories. They must take care to make the distinc-
tion between correlation and causation.

©0e

The progress of any science lies in finding better expla-
nations of events than are now available. Thus, in any
developing science, one must expect to discard some
existing theories and replace them with demonstrably
superior alternatives.

2.4 Economic Data

Index numbers express economic series in relative form.
Values in each period are expressed in relation to the
value in the base period, which is given a value of 100.

Economic data can be graphed in three different ways.
Cross-sectional graphs show observations taken at the

©0

same time. Time-series graphs show observations on
one variable taken over time. Scatter diagrams show
many points, each one of which refers to specific obser-
vations on two different variables.

2.5 Graphing Economic Theories

A functional relation can be expressed in words, in a
schedule giving specific values, in a mathematical equa-
tion, or in a graph.

A graph of two variables has a positive slope when they
both increase or decrease together and a negative slope
when they move in opposite directions.

The marginal response of a variable gives the amount
it changes in response to a change in a second variable.

©0e

When the variable is measured on the vertical axis of a
diagram, its marginal response at a specific point on
the curve is measured by the slope of the line at that
point.

Some functions have a maximum or minimum point. At
such points, the marginal response is zero.



CHAPTER 2: ECONOMIC THEORIES, DATA, AND GRAPHS 45

Key Concepts

Positive and normative statements Correlation versus causation Positively and negatively sloped curves
Endogenous and exogenous variables Functional relations Marginal responses
Theories and models Positive and negative relations between =~ Maximum and minimum values
Variables, assumptions, and variables

predictions

Study Exercises

iy/=leelgllel) SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.
MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com

1. In the following examples, identify the exogenous (or b. A comparison of average household expenditures
independent) variable and the endogenous (or depen- across provinces and territories in 2007:
dent) variable. British Columbia $72 621
a. The amount of rainfall on the Canadian prairies Alberta 85912
determines the amount of wheat produced in Saskatchewan 63 944
Canada. Manitoba 63 303
b. When the world price of coffee increases, there is a Ontario 76 654
change in the price of your cup of coffee at Tim Quebec 57308
Hortons. New Brunswick 58 205
c. If student loans were no longer available, there Nova Scotia 59987
would be fewer students attending university. Prince Edward Island 55574
d. An increase in the tax on gasoline leads people to Newfoundland and Labrador 69 946
drive more fuel-efficient vehicles. Yukon Territory 76 997
2. Use the appropriate graph—time-series, cross-sectional, Northwest Territories 89075
or scatter diagram—to illustrate the economic data pro- Nunavut 73747
vided in each part below. c. Per capita growth rates of real GDP and investment
Canada’s prime i s rates for various countries, averaged over the
a. Canada’s prime interest rate in 2008: period 1970-1990:
January 5.75
February 5.75 Average Average
March 5.25 Growth Rate Investment Rate
April 4.75 Country (% per year) (% of GDP)
M 4.75
Juﬁz 47e Canada 2.6 22,0
' Austria 2.6 25.5
July 4.75
August 4.75 Japan 3.6 31.0
September 475 United States 1.7 18.7
October 4'00 United Kingdom 2.1 18.2
November 4.00 Spain 2.3 23.0

December 3.50 Norway 3.2 28.2
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3. Use the following figure to answer the questions below.
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a. Is the slope of Line A positive or negative? Line B?
b. Calculate the slope of Line A. Write the equation

describing the line in the form Y = mX + b where
m is the slope of the line and b is a constant term.
c. Calculate the slope of Line B. Write the equation
describing the line in the form Y = mX + b where
m is the slope of the line and b is a constant term.

. Suppose the relationship between the government’s
tax revenue (T) and national income (Y) is repre-
sented by the following equation: T = 10 + 0.25Y.
Plot this relationship on a scale diagram, with Y on
the horizontal axis and T on the vertical axis. Inter-
pret the equation.

. Consider the following three specific functional forms
for a functional relation between X and Y:

i) Y=150+2X
i) Y=50+ 2X+ 0.05X?
i) Y = 50 + 2X -0.05X>

a. For the values of X of 0, 10, 20, 30, 40, and 50,
plot X and Y on a scale diagram for each spe-
cific functional form. Connect these points with
a smooth line.

b. For each functional form, state whether the
slope of the line is constant, increasing, or
decreasing as the value of X increases.

c. Describe for each functional form how the mar-
ginal change in Y depends on the value of X.

. Suppose you want to create a price index for the price
of a particular physics textbook over ten years in
your university bookstore. The price of the book on
September 1 of each year is as follows:

Year Price ($) Year Price ($)
2000 85 2006 120
2001 87 2007 125
2002 94 2008 127
2003 104 2009 127
2004 110 2010 130
2005 112

a. The base year is 2000. Construct a physics text-
book price index.

b. What is the percentage increase in the price of the
book between the base year and 2005?

c. What is the percentage increase in the price of the
book from 2007 to 2010?

d. Are the data listed above time-series or cross-
sectional data? Explain why.

. Suppose you want to create a price index for the price

of pizza across several Canadian university campuses,
as of March 1, 2010. The data are as follows:

University Price per Pizza
Dalhousie $6.50
Laval 5.95
McGill 6.00
Queen’s 8.00
Waterloo 7.50
Manitoba 5.50
Saskatchewan 5.75
Calgary 6.25
UBC 7.25
Victoria 7.00

a. Using Calgary as the “base university,” construct
the Canadian university pizza price index.

b. At which university is pizza the most expensive,
and by what percentage is the price higher than in
Calgary?

c. At which university is pizza the least expensive, and
by what percentage is the price lower than in
Calgary?

d. Are the data listed above time-series or cross-
sectional data? Explain why.

. For each of the functional relations listed below, plot

the relations on a scale diagram (with X on the hori-
zontal axis and Y on the vertical axis) and compute
the slope of the line.

i) Y=10+ 3X
i) Y= 20+ 4X
i) Y = 30 + 5X
iv)Y=10+ 5X
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9. Suppose we divide Canada into three regions: the West,

the Centre, and the East. Each region has an unem-
ployment rate, defined as the number of people unem-
ployed, expressed as a fraction of that region’s labour
force. The table that follows shows each region’s
unemployment rate and the size of its labour force.

Unemployment
Region Rate Labour Force
West 5.5% 5.3 million
Centre 7.2% 8.4 million
East 12.5% 3.5 million

a. Compute an unemployment rate for Canada using
a simple average of the rates in the three regions. Is

Discussion Questions

1. What are some of the positive and normative issues that

lie behind the disagreements in the following cases?

a. Economists disagree on whether the government of
Canada should try to stimulate the economy in the
next six months.

b. European and North American negotiators dis-
agree over the desirability of reducing European
farm subsidies.

c. Economists argue about the merits of a voucher
system that allows parents to choose the schools
their children will attend.

d. Economists debate the use of a two-tier medical
system in Canada (whereby health care continues
to be publicly provided, but individuals are permit-
ted to be treated by doctors who bill the patient
directly—*“extra billing”).

e. Economists debate the costs of global climate
change and the relative merits of carbon taxes and
other policies to reduce greenhouse gas emissions.

f. Policymakers disagree about the extent to which
financial markets need to be regulated.

2. Much recent public debate has centred on the pros

and cons of permitting continued unrestricted sale of
cigarettes. Proposals for the control of cigarettes range
from increasing excise taxes to the mandatory use of
plain packaging to an outright ban on their sale. Dis-
cuss the positive and normative assumptions that
underlie the national mood to reduce the consumption
of tobacco products.

3. Economists sometimes make each of the following

assumptions when they construct models. Discuss

this the “right” unemployment rate for Canada as
a whole? Explain why or why not.

b. Now compute an unemployment rate for Canada
using weights that reflect the size of that region’s
labour force as a proportion of the overall
Canadian labour force. Explain the difference in
this unemployment rate from the one in part (a). Is
this a “better” measure of Canadian unemploy-
ment? Explain why.

10. Draw three graphs in which the dependent variable

increases at an increasing rate, at a constant rate, and
at a diminishing rate. Then draw three graphs in
which it decreases at an increasing, constant, and
diminishing rate. For each of these graphs state a real
relation that might be described by it—other than the
ones given in the text of this chapter.

some situations in which each of these assumptions
might be a useful simplification in order to think
about some aspect of the real world.

Earth is flat.

. There are no differences between men and women.
There is no tomorrow.

. There are only two periods: this year and next year.
A country produces only two types of goods.
People are wholly selfish.

e a0 o

. Untestable statements can often be reworded so that

they can be tested by an appeal to evidence. How
might you do this for each of the following assertions?

a. Free-market economic systems are the best in the
world.

b. Unemployment insurance is eroding the work ethic
and encouraging people to become wards of the
state rather than productive workers.

c. Robotics ought to be outlawed because it will
destroy the future of working people.

d. Laws requiring equal pay for work of equal value
will make women better off.

e. Free trade improves the welfare of a country’s
citizens.

. There are hundreds of eyewitnesses to the existence of

flying saucers and other UFOs. There are films and
eyewitness accounts of Nessie, the Loch Ness monster.
Are you convinced of their existence? If not, what
would it take to persuade you? If you are already con-
vinced, what would it take to make you change your
mind?



( LEARNING OBJECTIVES

In this chapter you will learn

the determinants of “quantity demanded,”
the amount of some product that consumers
want to purchase.

to distinguish between a shiftin a demand
curve and a movement along a demand
curve.

the determinants of “quantity supplied,”
the amount of some product that producers
want to sell.

to distinguish between a shiftin a supply
curve and a movement along a supply
curve.

about the forces that drive market price to
equilibrium, and how equilibrium price is
affected by changes in demand and supply.

PART 2 An Introduction to Demand and Supply

Demand, Supply,

and Price

We are now ready to study the important question of
how markets work. The answer leads us to develop a
simple model of supply and demand. And though
there is much more to economics than just demand
and supply (as many following chapters will illustrate),
this is an essential starting point for understanding
how a market, and thus a market economy, functions.

As a first step, we need to understand what deter-
mines the demand for and the supply of particular
products. Then we can see how demand and supply
together determine the prices of products and the
quantities that are bought and sold. Finally, we exam-
ine how the price system allows the economy to
respond to changes in demand and supply. The con-
cepts of demand and supply help us to understand
the price system’s successes and failures, and the
consequences of many government policies.

This chapter deals with the basic elements of
demand, supply, and price. In the next two chapters
we use the demand-and-supply apparatus to discuss
such issues as cigarette taxes, legislated minimum
wages, rent controls, and the burden of payroll taxes.
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3.1 Demand

What determines the demand for any given product? How have Canadian consumers
responded to the recent declines in the prices of personal computers and cell phones?
How will they respond to the next sudden change in the price of gasoline or coffee?
We start by developing a theory designed to explain the demand for some typical
product.

Quantity Demanded

The total amount of any particular good or service that consumers want to purchase in
some time period is called the quantity demanded of that product. It is important to
notice two things about this concept.

First, quantity demanded is a desired quantity. It is the amount that consumers
want to purchase when faced with a particular price of the product, other products’
prices, their incomes, their tastes, and everything else that might matter. It may be dif-
ferent from the amount that consumers actually succeed in purchasing. If sufficient
quantities are not available, the amount that consumers want to purchase may exceed
the amount that they actually purchase. (For example, think of standing in line to pur-
chase tickets to a show, only to find out that the show is sold out before you get to the
head of the line.) To distinguish these two concepts, the term quantity demanded is
used to refer to desired purchases, and such phrases as quantity bought or quantity
exchanged are used to refer to actual purchases.

Second, quantity demanded refers to a flow of purchases. It must therefore be
expressed as so much per period of time: 1 million units per day, 7 million per week, or
365 million per year. For example, being told that the quantity of new television sets
demanded (at current prices) in Canada is 50 000 means nothing unless you are also
told the period of time involved. For a country as large as Canada, 50 000 TVs
demanded per day would be an enormous rate of demand, whereas 50 000 per year
would be a very small rate of demand. The important distinction between stocks and
flows is discussed in Extensions in Theory 3-1.

The total amount of some product that consumers in the relevant market want to
buy in a given time period is influenced by the following important variables: [2]

Product’s own price
Consumers’ income

Prices of other products
Tastes

Population

Expectations about the future

We will discuss the separate effects of each of these variables later in the chapter.
For now, we focus on the effects of changes in the product’s own price. But how do we
analyze the distinct effect of changes in one variable when all are likely to be changing
at once? Since this is difficult to do, we manage it in two stages. First, we consider the
influence of the variables one at a time. To do this, we hold all but one of them con-
stant. Then we let the selected variable vary and study how its change affects quantity
demanded. We can do the same for each of the other variables in turn, and in this way
we can come to understand the importance of each. Second, we combine the separate
influences of the variables to discover what happens when several things change at the
same time—as they often do.

49

quantity demanded
The amount of a good or
service that consumers
want to purchase during
some time period.
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EXTENSIONS IN THEORY 3-1

The Distinction Between Stocks and Flows

An important conceptual issue that arises frequently in
economics is the distinction between stock and flow
variables. Economic theories use both, and it takes a
little practice to keep them straight.

As noted in the text, a flow variable has a time
dimension—it is so much per unit of time. For example,
the quantity of Grade A large eggs purchased in Edmon-
ton is a flow variable. No useful information is con-
veyed if we are told that the number purchased was
2000 dozen eggs unless we are also told the period of
time over which these purchases occurred. Two thou-
sand dozen eggs per hour would indicate a much more
active market in eggs than would 2000 dozen eggs per
month.

In contrast, a stock variable is a variable whose
value has meaning at a point in time. Thus, the number
of eggs in the egg producer’s warehouse on a particular
day—for example, 20 000 dozen eggs on September 3,
2010—is a stock variable. All those eggs are there at
one time, and they remain there until something hap-
pens to change the stock held in the warehouse. The
stock variable is just a number at a point in time, not a
rate of flow of so much per unit of time.

The terminology of stocks and flows can be
understood in terms of an analogy to a bathtub. At
any moment, the tub holds so much water. This is the
stock, and it can be measured in terms of the volume
of water, say, 100 litres. There might also be water
flowing into the tub from the tap; this flow is mea-
sured as so much water per unit time, say, 10 litres per
minute.

The distinction between stocks and flows is impor-
tant. Failure to keep them straight is a common source
of confusion and even error. Note, for example, that a
stock variable and a flow variable cannot be added
together without specifying some time period for which
the flow persists. We cannot add the stock of 100 litres
of water in the tub to the flow of 10 litres per minute to
get 110 litres. The new stock of water will depend on
how long the flow persists; if it lasts for 20 minutes, the
new stock will be 300 litres; if the flow persists for
60 minutes, the new stock will be 700 litres (or the tub
will overflow!).

The amount of income earned is a flow; it is so
much per year or per month or per hour. The amount of
a consumer’s expenditure is also a flow—so much spent
per week or per month or per year. The amount of
money in a bank account (earned, perhaps, in the past
but unspent) is a stock—just so many thousands of dol-
lars. The key test is always whether a time dimension is
required to give the variable meaning.

The amount of water behind the dam at any time is the
stock of water; the amount moving through the gate is the
flow, which is measured per unit of time.
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Holding all other variables constant is often described by the expressions “other
things being equal,” “other things given,” or the equivalent Latin phrase, ceteris
paribus. When economists speak of the influence of the price of eggs on the quantity of
eggs demanded, ceteris paribus, they refer to what a change in the price of eggs would
do to the quantity of eggs demanded if all other variables that influence the demand for
eggs did not change.

Quantity Demanded and Pricel

We are interested in studying the relationship between the quantity demanded of a
product and that product’s price. This requires that we hold all other influences con-
stant and ask, “How will the quantity demanded of a product change as its price
changes?”

A basic economic hypothesis is that the price of a product and the quantity
demanded are related negatively, other things being equal. That is, the lower the
price, the higher the quantity demanded; the higher the price, the lower the quan-
tity demanded.

The great British economist Alfred Marshall (1842-1924) called this fundamental
relation the “law of demand.” In Chapter 6, we will derive the law of demand as a pre-
diction that follows from more basic assumptions about the behaviour of individual
consumers. For now, let’s simply explore why this relationship seems reasonable. Prod-
ucts are used to satisfy desires and needs, and there is almost always more than one
product that will satisfy any desire or need. Hunger may be alleviated by meat or veg-
etables; a desire for green vegetables can be satisfied by broccoli or spinach. The desire
for a vacation may be satisfied by a trip to the ocean or
to the mountains; the need to get there may be satisfied
by different airlines, a bus, a car, or a train. For any gen- h m;]—S—EaBk
eral desire or need, there are almost always many differ- nasconicor
ent products that will satisfy it.

Now consider what happens if income, tastes, pop-
ulation, and the prices of all other products remain con-
stant and the price of only one product changes. As the
price goes up, that product becomes an increasingly
expensive means of satisfying a desire. Many consumers
will decide to switch wholly or partly to other products.
Some consumers will stop buying it altogether; others
will buy smaller amounts; still others may continue to
buy the same quantity. But the net effect is that less will
be demanded of the product whose price has risen. As
meat becomes more expensive, for example, some con-
sumers will switch to meat substitutes; others may
forgo meat at some meals and eat less meat at others.

Changes in prices lead most consumers to alter their choices.
For example, as airfares rise, vacationers may switch to other
Taken together as a group, consumers will want to buy types of trips, or perhaps to other ways altogether of spending
less meat when its price rises. their money.

Un this chapter we explore the demand curve for some product for the market as a whole—what we often
call the market demand curve. In Chapter 6 we discuss how this market demand curve is derived by adding
up, or aggregating, the demands of different individuals.
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FIGURE 3-1 The Demand for Carrots

A Demand Schedule for Carrots A Demand Curve for Carrots
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Both the table and the graph show the total quantity of carrots that would be demanded at various prices, ceteris
paribus. For example, row W indicates that if the price of carrots were $60 per tonne, consumers would desire to pur-
chase 65 tonnes of carrots per year, holding constant the values of the other variables that affect quantity demanded.
The demand curve, labelled D, relates quantity of carrots demanded to the price of carrots; its negative slope indicates
that quantity demanded increases as price falls.

demand schedule A table
showing the relationship
between quantity
demanded and the price of
a commodity, other things
being equal.

Conversely, as the price goes down, the product becomes a cheaper method of sat-
isfying a desire. Households will demand more of it. At the same time they will buy less
of similar products whose prices have not fallen and as a result have become expensive
relative to the product in question. For example, when the price of tomatoes falls,
many shoppers will switch to tomatoes and cut their purchases of other vegetables that
now are relatively more expensive.

Demand Schedules and Demand Curves

A demand schedule is one way of showing the relationship between quantity demanded
and the price of a product, other things being equal. It is a table showing the quantity
demanded at various prices.

The table in Figure 3-1 shows a hypothetical demand schedule for carrots.? It lists
the quantity of carrots that would be demanded at various prices, given the assumption
that all other variables are held constant. We should note in particular that average
household income is assumed to be $50 000 per year because later we will want to see

2 We realize that carrots are not a very exciting product to discuss, and many students wonder why we do not
instead use MP3 players, restaurant meals, or cars as our hypothetical example. The model of demand and
supply, however, best applies to products that are demanded by many consumers and supplied by many pro-
ducers, each of which offers for sale a virtually identical (“homogeneous™) version of the product. For this
reason, we have chosen a simple agricultural product, but we could have illustrated the same principles with
beef, wheat, copper, newsprint, oil, and a whole host of what economists call “commodities.”
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what happens when income changes. The table gives the quantities demanded for five
selected prices, but in fact a separate quantity would be demanded at every possible
price.

A second method of showing the relationship between quantity demanded and
price is to draw a graph. The five price—quantity combinations shown in the table are
plotted in Figure 3-1. Price is plotted on the vertical axis, and the quantity demanded is
plotted on the horizontal axis.

The curve drawn through these points is called a demand curve. It shows the quan-
tity that consumers would like to buy at each price. The negative slope of the curve indi-
cates that the quantity demanded increases as the price falls. Each point on the demand
curve indicates a single price—quantity combination. The demand curve as a whole
shows something more.

The demand curve represents the relationship between quantity demanded and
price, other things being equal.

When economists speak of demand in a particular market, they are referring not
just to the particular quantity being demanded at the moment (i.e., not just to one
point on the demand curve) but to the entire demand curve—to the relationship
between desired purchases and all the possible prices of the product.

The term demand therefore refers to the entire relationship between the quantity
demanded of a product and the price of that product. In contrast, a single point on a
demand schedule or curve is the quantity demanded at that point. This distinction
between “demand” and “quantity demanded” is an extremely important one and we
will examine it more closely later in this chapter.

Shifts in the Demand Curve The demand curve is drawn with the assumption
that everything except the product’s own price is being held constant. But what if other
things change, as they often do? For example, consider an increase in average house-
hold income while price remains constant. If consumers spend some of their extra
income on that product, the new quantity demanded cannot be represented by a point
on the original demand curve. It must be represented on a new demand curve that is to
the right of the old curve. Thus, a rise in income that causes more to be demanded at
each price shifts the demand curve to the right, as shown in Figure 3-2. This shift illus-
trates the operation of an important general rule.

A demand curve is drawn with the assumption that everything except the product’s
own price is held constant. A change in any of the variables previously held con-
stant will shift the demand curve to a new position.

A demand curve can shift in two important ways. In the first case, more is desired
at each price—the demand curve shifts rightward so that each price corresponds to a
higher quantity than it did before. In the second case, less is desired at each price—the
demand curve shifts leftward so that each price corresponds to a lower quantity than it
did before.

We can assess the influence of changes in variables other than price by determin-
ing how changes in each variable shift the demand curve. A change will shift the
demand curve to the right if it increases the amount that households want to buy at
each price, other things remaining equal. It will shift the demand curve to the left if it
decreases the amount that households want to buy at each price, other things remain-
ing equal.
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demand curve The
graphical representation of
the relationship between
quantity demanded and
the price of a commodity,
other things being equal.

demand The entire
relationship between the
quantity of a commodity
that buyers want to
purchase and the price of
that commodity, other
things being equal.
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FIGURE 3-2 An Increase in the Demand for Carrots
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An increase in annual household income increases the quantity demanded at each price (for all normal goods). This is
shown by the rightward shift in the demand curve, from Dy to D;. When average income rises from $50 000 to
$60 000 per year, quantity demanded at a price of $60 per tonne rises from 65 tonnes per year to 95 tonnes per year.
A similar rise occurs at every other price.

substitutes in
consumption Goods that
can be used in place of
another good to satisfy
similar needs or desires.

1. CONSUMERS’ INCOME. If agverage income rises, consumers as a group can be
expected to desire more of most products, other things being equal. Goods for which
the quantity demanded increases when income rises are called normal goods; goods for
which the quantity demanded falls when income rises are called inferior goods. The
term normal goods reflects economists’ empirical finding that the demand for most
goods rises when income rises. We therefore expect that a rise in average consumer
income shifts the demand curve for most products to the right, indicating that more
will be demanded at any given price. Such a shift is illustrated in Figure 3-2.

A change in the distribution of income can also lead to changes in demand. In par-
ticular, a change in the distribution of income will cause an increase in the demand for
products bought most by consumers whose incomes increase and a decrease in the
demand for products bought most by consumers whose incomes decrease. If, for exam-
ple, the government increases the child tax credit and at the same time raises basic tax
rates, income will be transferred from households without children to households with
children. Demands for products more heavily bought by persons without children will
decline, while demands for products more heavily bought by households with children
will increase.

2. PRICES OF OTHER GOODS. We saw that the negative slope of a product’s demand
curve occurs because the lower its price, the cheaper the product becomes relative to
other products that can satisfy the same needs or desires. These other products are
called substitutes in consumption. Another way for the same change to come about is
that the price of the substitute product rises. For example, carrots can become cheap
relative to broccoli either because the price of carrots falls or because the price of broc-
coli rises. Either change will increase the amount of carrots that consumers want to buy
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as some consumers substitute away from broccoli and toward carrots. Thus, a rise in
the price of a substitute for a product shifts the demand curve for the product to the
right. More will be demanded at each price. For example, Coke and Pepsi are substi-
tutes. If the price of Pepsi increases, the demand curve for Coke will shift to the right.

Complements in consumption are products that tend to be used jointly. Cars and
gasoline are complements; so are CD players and speakers, golf clubs and golf balls,
electric stoves and electricity, and airplane flights to Calgary and ski-lift tickets in
Banff. Because complements tend to be consumed together, a fall in the price of one
will increase the quantity demanded of both products. Thus, a fall in the price of a
complement for a product will shift that product’s demand curve to the right. More
will be demanded at each price. For example, a fall in the price of airplane trips to
Calgary will lead to a rise in the demand for ski-lift tickets in Banff, even though the
price of those lift tickets is unchanged. (So the demand curve for ski-lift tickets will
shift to the right.)

3. TASTES. Tastes have a powerful effect on people’s desired purchases. A change in
tastes may be long-lasting, such as the shift from typewriters to computers or from
VCRs to DVD players, or it may be a short-lived fad as is common with many elec-
tronic games, such as the latest versions of Super Mario or Need for Speed. In either
case, a change in tastes in favour of a product shifts the demand curve to the right.
More will be demanded at each price. Of course, a change in tastes against some prod-
uct has the opposite effect and shifts the demand curve to the left. Note that we include
in “tastes” any changes in consumers’ perception of quality of the product that may
result from published research. For example, medical studies suggesting that drinking
moderate amounts of red wine can have positive health effects may have contributed to
an increase in demand for this product.

4. POPULATION. If there is an increase in population with purchasing power, the
demands for all the products purchased by the new people will rise. Thus, we expect
that an increase in population will shift the demand curves for most products to the
right, indicating that more will be demanded at each price.

5. EXPECTATIONS ABOUT THE FUTURE. Our discussion has so far focused on how
changes in the current value of variables may change demand. But it is also true that
changes in people’s expectations about future values of variables may change demand.
For example, suppose you are thinking about buying a vacation property in a small
town in Nova Scotia, and you have learned that in the near future a large high-tech
firm will be moving its head office and several hundred employees to this same small
town. Since their future movement into your town will probably increase the demand
for housing and drive up the future price of houses, this expectation will lead you (and
others like you) to increase your demand today so as to make the purchase before the
price rises. Thus, the demand curve for houses will shift to the right today in anticipa-
tion of a future event.
Figure 3-3 summarizes the reasons that demand curves shift.

Movements Along the Curve Versus Shifts of the Whole Curve
Suppose you read in today’s newspaper that a sharp increase in the world price of
coffee beans has been caused by an increased worldwide demand for coffee. Then
tomorrow you read that the rising price of coffee is reducing the typical consumer’s
purchases of coffee, as shoppers switch to other beverages. The two stories appear
to contradict each other. The first associates a rising price with rising demand; the
second associates a rising price with declining demand. Can both statements be true?
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complements in
consumption Goods that
tend to be consumed
together.
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FIGURE 3-3 Shifts in the Demand Curve
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A rightward shift in the demand curve from Dy to Dy
indicates an increase in demand; a leftward shift
from Dy to D, indicates a decrease in demand. An
increase in demand means that more is demanded at
each price. Such a rightward shift can be caused by a
rise in income, a rise in the price of a substitute, a fall
in the price of a complement, a change in tastes that
favours that product, an increase in population, a
redistribution of income toward groups that favour
the product, or the anticipation of a future event that
will increase the price.

A decrease in demand means that less is
demanded at each price. Such a leftward shift can be
caused by a fall in income, a fall in the price of a sub-
stitute, a rise in the price of a complement, a change
in tastes that disfavours the product, a decrease in
population, a redistribution of income away from
groups that favour the product, or the anticipation
of a future event that will decrease the price.

The answer is yes—because the two statements
actually refer to different things. The first describes
a shift in the demand curve; the second describes a
movement along the demand curve in response to a
change in price.

Consider first the statement that the increase in
the price of coffee has been caused by an increased
demand for coffee. This statement refers to a shift in
the demand curve for coffee—in this case, a shift to
the right, indicating more coffee demanded at each
price. This shift, as we will see later in this chapter,
will increase the price of coffee.

Now consider the second statement—that less
coffee is being bought because of its rise in price. This
refers to a movement along the new demand curve
and reflects a change between two specific quantities
demanded, one before the price increased and one
afterward.

Possible explanations for the two stories are as
follows:

1. A rise in population and income in coffee-drinking
countries shifts the demand curve for coffee to the
right. This, in turn, raises the price of coffee (for
reasons we will soon study in detail). This was the
first newspaper story.

2. The rising price of coffee is causing each individ-
ual household to cut back on its coffee pur-
chases. The cutback is represented by an upward
movement to the left along the new demand
curve for coffee. This was the second newspaper
story.

To prevent the type of confusion caused by our
two newspaper stories, economists use a specialized

vocabulary to distinguish between shifts of demand curves and movements along

change in demand A demand curves.

change in the quantity We have seen that “demand” refers to the entire demand curve, whereas “quantity
demanded at each possible ~ demanded” refers to the quantity that is demanded at a specific price, as indicated by a
price of the commodity, particular point on the demand curve. Economists reserve the term change in demand
represented by a shift in to describe a change in the quantity demanded at every price. That is, a change in
the whole demand curve. demand refers to a shift of the entire demand curve. The term change in quantity

change in quantity
demanded A changein the
specific quantity of the good

demanded refers to a movement from one point on a demand curve to another point,
either on the same demand curve or on a new one.

demanded, represented by a A change in quantity demanded can result from a shift in the demand curve with
change from one point on a the price constant; from a movement along a given demand curve due to a change
demand curve to another in the price; or from a combination of the two. [3]

point, either on the original
demand curve or on a new

one. We consider these three possibilities in turn.



CHAPTER 3: DEMAND, SUPPLY, AND PRICE Y

An increase in demand means that the whole
demand curve shifts to the right; a decrease in demand
means that the whole demand curve shifts to the left. At
any given price, an increase in demand causes an
increase in quantity demanded, whereas a decrease in
demand causes a decrease in quantity demanded. For
example, in Figure 3-2 on page 54, the shift in the
demand curve for carrots from Dy to D; represents an
increase in demand, and at a price of $40 per tonne,
quantity demanded increases from 85 tonnes to
115 tonnes, as indicated by the move from V to V'.

A movement down and to the right along a demand
curve represents an increase in quantity demanded; a
movement up and to the left along a demand curve rep-
resents a decrease in quantity demanded. For example,
in Figure 3-2, with the demand for carrots given by the
curve Dy, an increase in price from $40 to $60 per
tonne causes a movement along D from V' to W', and
quantity demanded decreases from 115 tonnes to 95
tonnes.

When there is a change in demand and a change in
the price, the overall change in quantity demanded is
the net effect of the shift in the demand curve and the
movement along the new demand curve. Figure 3-4
shows the combined effect of an increase in demand,
shown by a rightward shift in the whole demand curve,
and an upward movement to the left along the new
demand curve caused by an increase in price. The
increase in demand causes an increase in quantity
demanded at the initial price, whereas the movement
along the new demand curve causes a decrease in the
quantity demanded. Whether quantity demanded rises
or falls overall depends on the relative magnitudes of
these two changes.

3.2 Supply

FIGURE 3-4 Shifts of and Movements
Along the Demand Curve
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An increase in demand means that the demand curve
shifts to the right, and hence quantity demanded will
be higher at each price. A rise in price causes a move-
ment upward and to the left along the demand curve,
and hence quantity demanded will fall. The demand
curve is originally Dy and price is py, which means
that quantity demanded is Qp. Suppose demand
increases to Dy, which means that at any particular
price, there is a larger quantity demanded; for exam-
ple, at py, quantity demanded is now Q. Now sup-
pose the price rises above pg. This causes a movement
up and to the left along Dy, and quantity demanded
falls below Q;. As the figure is drawn, the quantity
demanded at the new price p; is less than Qg but
greater than Q. So in this case the combined effect of
the increase in demand and the rise in price is an
increase in quantity demanded from Qg to Q>.

What determines the supply of any given product? Why do Canadian oil producers
extract and sell more oil when the price of oil is high? Why do Canadian cattle ranch-
ers raise and sell more beef when the price of cattle-feed falls? We start by developing a
theory designed to explain the supply of some typical product.

Quantity Supplied

The amount of some good or service that producers want to sell in some time period
is called the quantity supplied of that product. Quantity supplied is a flow; it is so
much per unit of time. Note also that quantity supplied is the amount that producers

quantity supplied The
amount of a commodity
that producers want to sell
during some time period.
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A rise in the price of wheat, other things being equal, will lead
farmers to plant less of other crops and plant more wheat.

supply schedule A table
showing the relationship
between quantity supplied
and the price of a
commodity, other things
being equal.

supply curve The
graphical representation of
the relationship between
quantity supplied and the
price of a commodity, other
things being equal.
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are willing to offer for sale; it is not necessarily the
amount that they succeed in selling, which is expressed
by quantiry sold or quantity exchanged.

As a general rule, any event that makes production
of a specific product more profitable will lead firms to
supply more of it. The quantity supplied of a product is
influenced by the following key variables: [4]

Product’s own price

Prices of inputs

Technology

Some government taxes or subsidies
Prices of other products

Number of suppliers

The situation with supply is the same as that with
demand: There are several influencing variables, and
we will not get far if we try to discover what happens
when they all change at the same time. Again, we use the convenient ceteris paribus
assumption to study the influence of the variables one at a time.

Quantity Supplied and Price

We begin by holding all other influences constant and ask, “How do we expect the
total quantity of a product supplied to vary with its own price? ”

A basic hypothesis of economics is that the price of the product and the quantity
supplied are related positively, other things being equal. That is, the higher the
product’s own price, the more its producers will supply; the lower the price, the
less its producers will supply.

In later chapters we will derive this hypothesis as a prediction from more basic
assumptions about the behaviour of individual profit-maximizing firms. For now we
simply note that as the product’s price rises, producing and selling this product
becomes a more profitable activity. Firms interested in increasing their profit will there-
fore choose to increase their production.

Supply Schedules and Supply Curves

The general relationship just discussed can be illustrated by a supply schedule, which
shows the relationship between quantity supplied of a product and the price of the
product, other things being equal. The table in Figure 3-5 presents a hypothetical
supply schedule for carrots.

A supply curve, the graphical representation of the supply schedule, is illustrated in
Figure 3-5. Each point on the supply curve represents a specific price—quantity combi-
nation; however, the whole curve shows something more.

The supply curve represents the relationship between quantity supplied and price,
other things being equal; its positive slope indicates that quantity supplied increases
when price increases.
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FIGURE 3-5 The Supply of Carrots
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A Supply Schedule for Carrots A Supply Curve for Carrots
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Both the table and the graph show the quantities that producers want to sell at various prices, ceferis paribus. For
example, row w indicates that if the price of carrots were $60 per tonne, producers would want to sell 65 tonnes per
year. The supply curve, labelled S, relates quantity of carrots supplied to the price of carrots; its positive slope indicates

that quantity supplied increases as price increases.

When economists make statements about the conditions of supply, they are not
referring just to the particular quantity being supplied at the moment—that is, not to
just one point on the supply curve. Instead, they are referring to the entire supply
curve, to the complete relationship between desired sales and all possible prices of the
product.

Supply refers to the entire relationship between the quantity supplied of a product
and the price of that product, other things being equal. A single point on the supply
curve refers to the quantity supplied at that price.

Shifts in the Supply Curve A shift in the supply curve means that at each price
there is a change in the quantity supplied. An increase in the quantity supplied at each
price is shown in Figure 3-6. This change appears as a rightward shift in the supply
curve. In contrast, a decrease in the quantity supplied at each price would appear as a
leftward shift. For supply, as for demand, there is an important general rule:

A change in any of the variables (other than the product’s own price) that affects
the quantity supplied will shift the supply curve to a new position.

Let’s now consider the possible causes of shifts in supply curves.

1. PRICES OF INPUTS. All things that a firm uses to produce its outputs, such as
materials, labour, and machines, are called the firm’s inputs. Other things being equal,
the higher the price of any input used to make a product, the less will be the profit from
making that product. We expect, therefore, that the higher the price of any input used
by a firm, the less the firm will produce and offer for sale at any given price of the

supply The entire
relationship between the
quantity of some
commodity that producers
wish to sell and the price
of that commodity, other
things being equal.
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FIGURE 3-6 An Increase in the Supply of Carrots
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A cost-saving innovation increases the quantity supplied at each price. This is shown by the rightward shift in the sup-
ply curve, from Sy to S;. As a result of a cost-saving innovation, the quantity that is supplied at a price of $100 per
tonne rises from 95 to 125 tonnes per year. A similar rise occurs at every price.

product. A rise in the price of inputs therefore shifts the supply curve to the left, indi-
cating that less will be supplied at any given price; a fall in the price of inputs makes
production more profitable and therefore shifts the supply curve to the right.

2. TECHNOLOGY. At any time, what is produced and how it is produced depend on
what is known. Over time, knowledge changes. The enormous increase in production
per worker that has been going on in industrial societies for about 200 years is due
largely to improved methods of production. The Industrial Revolution is more than a
historical event; it is a present reality. Discoveries in chemistry have led to lower costs
of production for well-established products, such as paints, and to a large variety of
new products made of plastics and synthetic fibres. Such inventions as silicon chips
have radically changed products, such as cell phones, computers, and televisions, and
the consequent development of smaller computers has revolutionized the production
and lowered the costs of countless other non-electronic products.

Any technological innovation that decreases the amount of inputs needed per unit
of output reduces production costs and hence will increase the profits that can be
earned at any given price of the product. Because increased profitability leads to
increased willingness to produce, this change shifts the supply curve to the right.

For producers of agricultural products, extreme weather events are similar to a
deterioration in technology because they reduce the amount of output that can be pro-
duced with a given amount of land, labour, and other inputs. Agricultural production
generally depends on specific weather conditions, and extreme deviations from normal
can lead to dramatic reductions in output. Droughts, floods, hurricanes, tornados, and
early frosts are a few examples of extreme weather events that usually reduce the sup-
ply of agricultural products.



CHAPTER 3: DEMAND, SUPPLY, AND PRICE

3. GOVERNMENT TAXES OR SUBSIDIES. We have just seen that anything increasing
firms’ costs will shift the supply curve to the left, and anything decreasing firms’ costs
will shift the supply curve to the right. As we will see in later chapters, governments
often levy special taxes on the production of specific goods, such as gasoline, cigarettes,
and alcohol. These taxes make the production and sale of these goods less profitable.
The result is that the supply curve shifts to the left.

For other goods, governments often subsidize producers—that is, they pay produc-
ers a specific amount for each unit of the good produced. This often occurs for agricul-
tural products, especially in the United States and the European Union. In such
situations, the subsidy increases the profitability of production and shifts the supply
curve to the right. For example, environmental concerns have led the U.S. and Cana-
dian governments in recent years to provide subsidies for the production of biofuels.
These subsidies have caused the supply curve for biofuels to shift to the right.

4. PRICES OF OTHER PRODUCTS. Changes in the price of one product may lead to
changes in the supply of some other product because the two products are either sub-
stitutes or complements in the production process.

A prairie farmer, for example, can plant his field in wheat or oats. If the market
price of oats falls, thus making oat production less profitable, the farmer will be more
inclined to plant wheat. In this case, wheat and oats are said to be substitutes in pro-
duction—for every extra hectare planted in one crop, one fewer hectare can be planted
in the other. In this example, a reduction in the price of oats leads to an increase in the
supply of wheat.

An excellent example in which two products are complements in production is oil
and natural gas, which are often found together below Earth’s surface. If the market
price of natural gas rises, producers will do more drilling and increase their production
of natural gas. But as more wells are drilled, the usual outcome is that more of both
natural gas and oil are discovered and then produced. Thus, the rise in the price of nat-
ural gas leads to an increase in the supply of the complementary product—oil.

5. NUMBER OF SUPPLIERS. For given prices and technology, the total amount of any
product supplied depends on the number of firms producing that product and offering
it for sale. If profits are being earned by current firms, then more firms will choose to
enter this industry and begin producing. The effect of this increase in the number of
suppliers is to shift the supply curve to the right. Similarly, if the existing firms are los-
ing money, they will eventually leave the industry; such a reduction in the number of
suppliers shifts the supply curve to the left.

Movements Along the Curve Versus Shifts of the Whole Curve As
with demand, it is important to distinguish movements along supply curves from shifts
of the whole curve. Economists reserve the term change in supply to describe a shift of
the whole supply curve—that is, a change in the quantity that will be supplied at every
price. The term change in quantity supplied refers to a movement from one point on a
supply curve to another point, either on the same supply curve or on a new one. In
other words, an increase in supply means that the whole supply curve has shifted to the
right, so that the quantity supplied at any given price has increased; a movement up
and to the right along a supply curve indicates an increase in the quantity supplied in
response to an increase in the price of the product.

A change in quantity supplied can result from a change in supply, with the price
constant; a movement along a given supply curve because of a change in the price;
or a combination of the two.
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change in supply A
change in the quantity
supplied at each possible
price of the commodity,
represented by a shiftin
the whole supply curve.

change in quantity
supplied A change in the
specific quantity supplied,
represented by a change
from one point on a supply
curve to another point,
either on the original supply
Ccurve or on a new one.
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Chapter 3, Exercise 4.

market Any situation in
which buyers and sellers
can negotiate the exchange
of goods or services.

excess demand

A situation in which, at the
given price, quantity
demanded exceeds
quantity supplied.
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An exercise you might find useful is to construct a diagram similar to Figure 3-4
(see page 57), emphasizing the difference between a shift of the supply curve and a
movement along the supply curve.

3.3 The Determination of Price

So far we have considered demand and supply separately. We now come to a key ques-
tion: How do the two forces of demand and supply interact to determine price?

The Concept of a Market

Originally the term market designated a physical place where products were bought
and sold. We still use the term this way to describe such places as Granville Island Mar-
ket in Vancouver, Kensington Market in Toronto, or Jean Talon Market in Montreal.
Once developed, however, theories of market behaviour were easily extended to cover
products, such as wheat or oil, which can be purchased anywhere in the world at a
price that tends to be uniform the world over. Today we can also buy and sell items in
markets that exist in cyberspace—consider the online auction services provided by
eBay—thus extending our viewpoint well beyond the idea of a single place to which
consumers go to buy something.

For present purposes, a market may be defined as existing in any situation (such as
a physical place or an electronic medium) in which buyers and sellers negotiate the
exchange of some product or related group of products.

Individual markets differ in the degree of competition among the various buyers
and sellers. In the next few chapters we will examine markets in which the number of
buyers and sellers is sufficiently large that no one of them has any appreciable influence
on the market price. This is a rough definition of what economists call perfectly com-
petitive markets. Starting in Chapter 10, we will consider the behaviour of
markets in which there are small numbers of either sellers or buyers. But
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our initial theory of markets, based on the interaction of demand and sup-
ply, will be a very good description of the markets for such things as wheat,
= pork, newsprint, coffee, copper, oil, and many other commodities.
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The table in Figure 3-7 brings together the demand and supply schedules
from Figures 3-1 and 3-5. The quantities of carrots demanded and supplied
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eBay brings together buyers and sellers
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> z at each price can now be compared.
& v p 3

There is only one price, $60 per tonne, at which the quantity of car-
rots demanded equals the quantity supplied. At prices less than $60 per
tonne, there is a shortage of carrots because the quantity demanded
exceeds the quantity supplied. This is a situation of excess demand. At
prices greater than $60 per tonne, there is a surplus of carrots because the
quantity supplied exceeds the quantity demanded. This is a situation of
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FIGURE 3-7 Determination of the Equilibrium Price of Carrots
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The equilibrium price corresponds to the intersection of the demand and supply curves. At any price above $60, there
is excess supply and thus downward pressure on price. At any price below $60, there is excess demand and thus
upward pressure on price. Only at a price of $60 is there no pressure for price to change. Equilibrium occurs at point

E, at a price of $60.

excess supply. This same story can also be told in graphical terms. The quantities
demanded and supplied at any price can be read off the two curves; the excess supply
or excess demand is shown by the horizontal distance between the curves at each
price.

To examine the determination of market price, let’s suppose first that the price is
$100 per tonne. At this price, 95 tonnes are offered for sale, but only 40 tonnes are
demanded. There is an excess supply of 55 tonnes per year. Sellers are then likely to cut
their prices to get rid of this surplus. And purchasers, observing the stock of unsold
carrots, will begin to offer less money for the product. In other words, excess supply
causes downward pressure on price.

Now consider the price of $20 per tonne. At this price, there is excess demand. The
20 tonnes produced each year are snapped up quickly, and 90 tonnes of desired pur-
chases cannot be made. Rivalry between would-be purchasers may lead them to offer
more than the prevailing price to outbid other purchasers. Also, sellers may begin to
ask a higher price for the quantities that they do have to sell. In other words, excess
demand causes upward pressure on price.

Finally, consider the price of $60. At this price, producers want to sell 65 tonnes
per year, and purchasers want to buy that same quantity. There is neither a shortage
nor a surplus of carrots. There are no unsatisfied buyers to bid the price up, nor are
there unsatisfied sellers to force the price down. Once the price of $60 has been
reached, therefore, there will be no tendency for it to change.

Equilibrium implies a state of rest, or balance, between opposing forces. The
equilibrium price is the one toward which the actual market price will tend. Once

excess supply A situation
in which, at the given price,
quantity supplied exceeds
quantity demanded.

equilibrium price The
price at which quantity
demanded equals quantity
supplied. Also called the
market-clearing price.
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disequilibrium price

A price at which quantity
demanded does not equal
quantity supplied.

disequilibrium A situation
in a market in which there
is excess demand or excess

supply.

comparative statics The
derivation of predictions by
analyzing the effect of a
change in some exogenous
variable on the equilibrium.
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established, it will persist until it is disturbed by some change in market conditions
that shifts the demand curve, the supply curve, or both.

The price at which the quantity demanded equals the quantity supplied is called
the equilibrium price, or the market-clearing price. [5]

Any price at which the market does not “clear”—that is, quantity demanded
does not equal quantity supplied—is called a disequilibrium price. Whenever there is
either excess demand or excess supply in a market, that market is said to be in a state
of disequilibrium, and the market price will be changing.

Figure 3-7 makes it clear that the equilibrium price occurs where the demand and
supply curves intersect. Below that price, there is excess demand and hence upward
pressure on the existing price. Above that price, there is excess supply and hence down-
ward pressure on the existing price.

Changes in Market Prices

Changes in any of the variables, other than price,

CLOSING PRICES (SPOT) 5 . . .

= o e oy that 1nﬂu§nc¢ quantity demanded or supplied will
0il Texas USS/bbl 6694 262 | Pulp NBSKUSS/metic ton ssass o000 cause a shift in the demand curve, the supply curve,
Nat Gas Henry Hub US§ mmbt 402 —0.03 | Wheat DK N. Spr US$ bshl 7.78 —0.14 or both. There are four p0551ble shifts: an increase
Nat Gas AECO CCS/gigajole 313 —023 | Lumber KD W, S-P-F, MIlUSS 20000 500 . . .
Gold US$/roy ounce 92230 —12.90 | FramingLumber Composite 22900 700  in demand (a rightward shift in the demand curve),
Silver US$/troy ounce 13.76 —0.45 | Corn Ont C$ tonne 161.51 —5.51 : ; ;
Zinc US$/b 067 —003 | FoodBarley LtivdgeCome 18700 nop, & decrease in demand (a .leftward Shlf,t in the
Aluminum_ US$/b 070 005 | FeedWheat ThndrBayC$tome 21400 000  demand curve), an increase in supply (a rightward
Copper US$/b 214 —0.12 | Soybeans Ont #2 C$ tonne 467.01 —9.19 hf . h 1 d d . 1
Lead US$/b 072 004 | Canola nSwreVanCSwme 40810 570 Shift in the supply curve), and a decrease in supply

Many commodities are bought and sold every day on world markets,
with prices that fluctuate frequently because of changes in the condi-

tions of demand and supply.

(a leftward shift in the supply curve).

To discover the effects of each of the possible
curve shifts, we use the method known as
comparative statics.* With this method, we derive
predictions about how the endogenous variables
(equilibrium price and quantity) will change fol-
lowing a change in some exogenous variable (the variables whose changes cause shifts in
the demand and supply curves). We start from a position of equilibrium and then intro-
duce the change to be studied. We then determine the new equilibrium position and
compare it with the original one. The difference between the two positions of equilib-
rium must result from the change that was introduced, because everything else has been
held constant.

> When economists graph a demand (or supply) curve, they put the variable to be explained (the dependent
variable) on the horizontal axis and the explanatory variable (the independent variable) on the vertical
axis. This is “backward” to what is usually done in mathematics. The rational explanation of what is now
economists” odd practice is buried in the history of economics and dates back to Alfred Marshall’s Princi-
ples of Economics (1890) [6]. For better or worse, Marshall’s scheme is now used by all economists,
although mathematicians never fail to wonder at this example of the odd ways of economists.

* The term static is used because we are not concerned with the actual path by which the market goes from
the first equilibrium position to the second or with the time taken to reach the second equilibrium. Analysis
of these movements would be described as dynamic analysis.
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FIGURE 3-8 Shifts in Demand and Supply Curves
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Shifts in either demand or supply curves will generally lead to changes in equilibrium price and quantity. In part (i),
suppose the original demand and supply curves are Dy and S, which intersect to produce equilibrium at E,, with a
price of pg and a quantity of Qg. An increase in demand shifts the demand curve to Dy, taking the new equilibrium to
E;. Price rises to p; and quantity rises to Qy. Starting at Eg, a decrease in demand shifts the demand curve to D,, tak-
ing the new equilibrium to E,. Price falls to p, and quantity falls to O,.

In part (ii), the original demand and supply curves are D and Sy, which intersect to produce equilibrium at E,
with a price of py and a quantity of Qp. An increase in supply shifts the supply curve to Sy, taking the new equilibrium
to Ej. Price falls to p; and quantity rises to Q. Starting at E, a decrease in supply shifts the supply curve from S to
S5, taking the new equilibrium to E,. Price rises to p, and quantity falls to Q.

The changes caused by each of the four possible curve shifts are shown in Figure 3-8.
Study the figure carefully. Previously, we had given the axes specific labels, but because
it is now intended to apply to any product, the horizontal axis is simply labelled
“Quantity.” This means quantity per period in whatever units output is measured.
“Price,” the vertical axis, means the price measured as dollars per unit of quantity for
the same product.

The effects of the four possible curve shifts are as follows:

1. An increase in demand causes an increase in both the equilibrium price and the
equilibrium quantity exchanged.

2. A decrease in demand causes a decrease in both the equilibrium price and the equi-
librium quantity exchanged.

3. An increase in supply causes a decrease in the equilibrium price and an increase in
the equilibrium quantity exchanged.

4. A decrease in supply causes an increase in the equilibrium price and a decrease in
the equilibrium quantity exchanged.
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H LESSONS FROM HISTORY 3-1

Ice Storms, Hurricanes, and Economics

Here are two simple examples of the demand and supply
model in action. Both examples show how the
weather—something that changes in unpredictable and
often dramatic ways—can have significant effects on
either the demand or the supply of various products,
with obvious implications for the observed market price.

The Weather and a Demand Shock

In January 1998, Quebec, Eastern Ontario, and parts of
the Northeastern United States were hit by a massive ice
storm. So unprecedented was this storm in its magni-
tude that many electric power systems were devastated.
Homes and businesses in the Montreal area went with-
out power for as long as four weeks.

This electric power shortage had many economic
effects, including lost factory production, damage to
many businesses, the death of farm livestock, and the
displacement of thousands of people into shelters.
Another effect of the power shortage, as soon as it
became clear that it would last for more than just a few

hours, was a sudden and substantial increase in the
demand for portable gas-powered electric generators.
Within just a few days, all stores in the greater Montreal
area were sold out of such generators, and the prices for
newly ordered units increased sharply.

Furthermore, the shortages and price increases for
electric generators were not confined to the area directly
hit by the ice storm. As it became clear that there was an
excess demand for generators in Quebec, sellers in other
parts of the country began to divert their supply toward
Quebec. This reduction in supply caused shortages, and
thus price increases, in other parts of the country, as far
away as Edmonton.

The Weather and a Supply Shock

In late August 2005, Hurricane Katrina emerged from the
Caribbean, gathered strength as it crossed the Gulf of
Mexico, and unleashed its fury on New Orleans,
Louisiana. The damage to New Orleans was massive,
especially after the levee holding back Lake Pontchartrain

Demonstrations of these effects are given in the caption to Figure 3-8. The intuitive
reasoning behind each is as follows:

1. An increase in demand (the demand curve shifts to the right). An increase in
demand creates a shortage at the initial equilibrium price, and the unsatisfied buy-
ers bid up the price. This rise in price causes a larger quantity to be supplied, with

- the result that at the new equilibrium more is exchanged at a higher price.

AT

6 . . .

3 2. A decrease in demand (the demand curve shifts to the left). A decrease in demand

Sui% creates a surplus at the initial equilibrium price, and the unsuccessful sellers bid the

Practise with Study Guide price dovyp. As a result, legs of the prodgct is supplied and offered for sale. At the

Chapter 3, Exercise 3 and new equilibrium, both price and quantity exchanged are lower than they were

Short-Answer Question 4. originally.

&'

3. An increase in supply (the supply curve shifts to the right). An increase in
supply creates a surplus at the initial equilibrium price, and the unsuccessful
suppliers force the price down. This drop in price increases the quantity
demanded, and the new equilibrium is at a lower price and a higher quantity
exchanged.

4. A decrease in supply (the supply curve shifts to the left). A decrease in supply cre-
ates a shortage at the initial equilibrium price that causes the price to be bid up.
This rise in price reduces the quantity demanded, and the new equilibrium is at a
higher price and a lower quantity exchanged.
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broke, and much of the city was flooded. Katrina was the
worst natural disaster in U.S. history; the cost of the dam-
age to buildings, bridges, houses, and other infrastructure
was estimated to be close to U.S.$125 billion.

Hurricane Katrina had an instant effect on the
world market for oil. Over short periods of time, the
world demand curve for oil is relatively steep, reflecting
the fact that users of oil initially reduce their purchases
only slightly when the price rises.

Hurricane Katrina interrupted the local production
and distribution of oil, thereby causing a temporary
reduction in world supply. Several large oilrigs in the
Gulf of Mexico were damaged and were shut down or
operating well below their capacity for several weeks. In
addition, the major pipelines that transport this oil from
the Gulf ports to the inland refineries were also seri-
ously damaged. For both reasons, the supply curve for
oil shifted to the left. And given the relatively steep
demand curve, this reduction in supply caused a sharp
increase in the equilibrium price. The price per barrel of
oil, which had averaged roughly U.S.$40 earlier that
year, reached U.S.$70 on August 29, and stayed above
U.S.$65 for about a month. As the rigs and pipelines
were repaired, and Gulf-area oil production began to

Hurricane Katrina in August 2005 damaged several oil
platforms operating in the Gulf of Mexico and thus caused
a temporary reduction in the supply of oil.

approach its pre-Katrina levels, the supply curve shifted
back to the right and the price returned to levels
between U.S.$55 and U.S.$60 per barrel.

i\{={eelallele) ADDITIONAL TOPICS

Economists often use data from market transactions to estimate demand and
supply relationships. This is a difficult exercise, however, because the
demand and supply curves in any given market are often shifting at the same
time. To learn more about what is needed to identify a demand or supply
curve by using real-world data, ook for Economic Data and the Identification
Problem in the Additional Topics section of this book’s MyEconLab.

www.myeconlab.com

By using the tools we have learned in this chapter, we can link many real-world
events that cause demand or supply curves to shift with changes in market prices and
quantities. Lessons from History 3-1 shows how we can use demand-and-supply analy-
sis to examine the effects of two real-world weather shocks: Quebec’s 1998 ice storm

and Hurricane Katrina in 2005.

Our discussion of demand, supply, and equilibrium has explained why equilibrium UD

price and quantity are found at the intersection of the demand and supply curves. And we
have shown diagrams (Figures 3-7 and 3-8) illustrating this in the general case. But we have Suls
not presented a specific example of demand and supply and “solved” precisely for the equi-
librium price and quantity. This is a useful exercise but requires some algebra. See Exten-
sions in Theory 3-2 for an algebraic solution to a specific model of demand and supply.

) S50

£

Practise with Study Guide
Chapter 3, Exercise 5 and
Extension Exercise E1.
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E EXTENSIONS IN THEORY 3-2

The Algebra of Market Equilibrium

This box presents an algebraic model of demand and
supply and the method for determining the equilibrium
price and quantity. For simplicity, we assume that the
demand and supply curves are linear relationships
between price and quantity.

Consider the following demand and supply curves:

Demand: OP=a-bp
Supply: OS=c+dp pr=d-c |l

where p is the price, QP is quantity demanded, Q° is
quantity supplied, and a, b, ¢, and d are positive con-
stants. Both relationships are plotted in the accompany-
ing figure.

What is the interpretation of the demand curve and
how do we plot it? First, at a price of zero, consumers 0 ¢ . ad+ch a
will buy a units—this is the horizontal intercept of the o= b+d
demand curve. Second, at a price of a/b, consumers will
buy zero units, so a/b is the vertical intercept of the
demand curve. Finally, the slope of the demand curve is
—1/b; the quantity demanded increases by b units for
every $1 that price falls.

What is the interpretation of the supply curve, and
how do we plot it? First, if the price is zero, suppliers
will sell ¢ units—this is the horizontal intercept of the
supply curve. Second, for every $1 increase in price, the
quantity supplied increases by d units. Thus, the slope
of the supply curve is 1/d.

Given these demand and supply curves, the market
equilibrium can be determined in two ways. The first is
to construct a scale diagram and plot the two curves
accurately. If you do this carefully, you will be able to Demand:  O* =a—bp*
read the equilibrium price and quantity off the diagram. Supply: O* =c+dp*

Supply: QS =c+dp

A

1
Slope = =
ope 7

Price

SN

Demand: QD =a-bp

Quantity

But your diagram will have to be very accurate for this
to work!

A more precise method is to use algebra to solve for
the equilibrium price and quantity. Here is how we do
it. We know that in equilibrium quantity demanded
equals quantity supplied, or QP = Q5. We call the equi-
librium quantity Q*. But we also know that in equilib-
rium the price paid by the consumers will equal the
price received by the producers—that is, there is only
one equilibrium price, which we call p*. Putting these
two facts together we know that in equilibrium

absolute price The . . .
amount ofpmoney that Relative Prices and Inflation
must be spent to acquire
one unit of a commodity.
Also called money price.

The theory we have developed explains how individual prices are determined by the
forces of demand and supply. To facilitate matters, we have made ceteris paribus
assumptions. Specifically, we have assumed the constancy of all prices except the one

relative price The ratio of we are studying. Does this mean that our theory is inapplicable to an inflationary
the money price of one world in which all prices are rising at the same time? Fortunately, the answer is no.

commodity to the money The price of a product is the amount of money that must be spent to acquire one
price of another unit of that product. This is called the absolute price or money price. A relative price is
commodity; that is, a ratio the ratio of two absolute prices; it expresses the price of one good in terms of (relative

of two absolute prices. to) another.
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We now have two equations and two unknown
variables (p* and O*) and can proceed to solve the sys-
tem of equations. Since O* from the demand curve
equals O* from the supply curve, it follows that

a—bp* =c+dp*
This implies
a—c=(b+dp*
which can be solved for p* to get
. a—c
P =b+d

This is the solution for the equilibrium market
price. By substituting this value of p* back into either
the demand curve or the supply curve (it doesn’t matter
which), we get the solution for O*:

X . bla—c¢)
Q" =a—bp* =a—770y
which can be simplified to be
. alb+d) _ bla—c)
T (b+d)  (b+d)
which can be further simplified to be
o _lad+bq)
Q b+d

We now have the precise solutions for the equilib-
rium price and quantity in this market. Notice that the
solutions for p* and O* naturally depend on those
(exogenous) variables that shift the demand and supply
curves. For example, an increase in demand for the prod-
uct would be reflected by an increase in a. This would
shift the demand curve to the right, increasing both p*
and O*. A decrease in supply would have a different

effect. It would be reflected by a decrease in ¢ that would
shift the supply curve to the left, leading to an increase in
p* and a reduction in O*.

Now let’s do the same thing but with even more
specific demand and supply curves. Suppose we have
the following relationships:

oP=18 -3p
O5=2+5p
The equilibrium condition is that QP = Q%= O*.
And when quantity is equal to Q*, price will be equal to
p*. Thus, in equilibrium we will have
0* =18 - 3p*
Q* =2+5p*
Since O* from the demand curve obviously equals
QO* from the supply curve, we have
18 —3p* =2+ 5p*
which can be solved for p* to get
8p* =16
=)
Putting this value of p* back into the demand curve
we get
0 =18 —3(2)
0* =12
We have therefore solved for the equilibrium price
and quantity in this specific numerical model of demand
and supply.
Mastering the algebra of demand and supply takes
a little practice, but is worth the effort. If you would like
to practise, try the Study Exercises at the end of the

chapter (and Chapters 4 and 5) that deal with the alge-
bra of demand and supply.

We have been reminded several times that what matters for demand and supply is

the price of the product in question relative to the prices of other products; that is,
what matters is the relative price. For example, if the price of carrots rises while the
prices of other vegetables are constant, we expect consumers to reduce their quantity
demanded of carrots as they substitute toward the consumption of other vegetables. In
this case, the relative price of carrots has increased. But if the prices of carrots and all
other vegetables are rising at the same rate, the relative price of carrots is constant. In
this case we expect no substitution to take place between carrots and other vegetables.

In an inflationary world, we are often interested in the price of a given product as
it relates to the average price of all other products. If, during a period when all prices
were increasing by an average of 5 percent, the price of coffee increased by 30 percent,
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then the price of coffee increased relative to the prices of other goods as a whole. Cof-
fee became relatively expensive. However, if coffee had increased in price by 30 percent
when other prices increased by 40 percent, then the relative price of coffee would have
fallen. Although the money price of coffee increased substantially, coffee became rela-
tively cheap.

In this chapter we have been assuming that changes in a particular price occur
when all other prices are constant. We can easily extend the analysis to an inflationary
setting by remembering that any force that raises the price of one product when other
prices remain constant will, given general inflation, raise the price of that product
faster than the price level is rising. For example, consider a change in tastes in favour of
carrots that raises their price by 5 percent when other prices are constant. The same
change would raise their price by 8 percent if, at the same time, the general price level
were rising by 3 percent. In each case, the price of carrots rises 5 percent relative to the

average of all prices.

In microeconomics, whenever we refer to a change in the price of one product, we
mean a change in that product’ relative price; that is, a change in the price of that
product relative to the prices of all other goods.

yeeals9) ADDITIONAL TOPICS

The world price of oil increased from about U.S.$15 per barrel in 1998 to more
than U.S.$100 in 2008. For more details on the many recent developments in
the world oil market, including the role of various geopolitical tensions, look for
A Primer on the Market for Crude Qil in the Additional Topics section of this book’s

MyEconLab.

www.myeconlab.com

Summary

3.1 Demand

The amount of a product that consumers want to pur-
chase is called quantity demanded. 1t is a flow expressed
as so much per period of time. It is determined by tastes,
income, the product’s own price, the prices of other
products, the size of the population, and expectations
about the future.

The relationship between quantity demanded and price
is represented graphically by a demand curve that shows
how much will be demanded at each market price.
Quantity demanded is assumed to increase as the price
of the product falls, other things held constant. Thus,
demand curves are negatively sloped.

©00

A shift in a demand curve represents a change in the
quantity demanded at each price and is referred to as a
change in demand.

An increase in demand means the demand curve shifts
to the right; a decrease in demand means the demand
curve shifts to the left.

It is important to make the distinction between a move-
ment along a demand curve (caused by a change in the
product’s price) and a shift of a demand curve (caused
by a change in any of the other determinants of
demand).
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3.2 Supply

The amount of a good that producers wish to sell is
called quantity supplied. It is a flow expressed as so
much per period of time. It depends on the product’s
own price, the costs of inputs, the number of suppliers,
government taxes or subsidies, the state of technology,
and prices of other products.

The relationship between quantity supplied and price is
represented graphically by a supply curve that shows
how much will be supplied at each market price.
Quantity supplied is assumed to increase as the price of
the product increases, other things held constant. Thus,
supply curves are positively sloped.

©00

® A shift in the supply curve indicates a change in the

quantity supplied at each price and is referred to as a
change in supply.

An increase in supply means the supply curve shifts to
the right; a decrease in supply means the supply curve
shifts to the left.

It is important to make the distinction between a move-
ment along a supply curve (caused by a change in the
product’s price) and a shift of a supply curve (caused by
a change in any of the other determinants of supply).

3.3 The Determination of Price

The equilibrium price is the price at which the quantity
demanded equals the quantity supplied. At any price
below equilibrium, there will be excess demand; at any
price above equilibrium, there will be excess supply.
Graphically, equilibrium occurs where the demand and
supply curves intersect.

Price rises when there is excess demand and falls when
there is excess supply. Thus, the actual market price will
be pushed toward the equilibrium price. When it is
reached, there will be neither excess demand nor excess
supply, and the price will not change until either the
supply curve or the demand curve shifts.

By using the method of comparative statics, we can
determine the effects of a shift in either demand or

Key Concepts

Stock and flow variables

Ceteris paribus or “other things being
equal”

Quantity demanded

Demand schedule and demand
curve

Study Exercises

Change in quantity demanded versus
change in demand

Quantity supplied

Supply schedule and supply curve

Change in quantity supplied versus
change in supply

©0

supply. An increase in demand raises both equilibrium
price and equilibrium quantity; a decrease in demand
lowers both. An increase in supply raises equilibrium
quantity but lowers equilibrium price; a decrease in
supply lowers equilibrium quantity but raises equilib-
rium price.

The absolute price of a product is its price in terms of
moneys its relative price is its price in relation to other
products. In an inflationary period, a rise in the relative
price of one product means that its absolute price rises
by more than the average of all prices; a fall in its rela-
tive price means that its absolute price rises by less than
the average of all prices.

Equilibrium, equilibrium price, and
disequilibrium

Comparative statics

Relative price

myeconlob SAVE TIME. IMPROVE RESULTS.

Visit MyEconlLab to practise Study Exercises and prepare for tests and exams.
MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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1. Fill in the blanks to complete the statements about a

supply-and-demand model, as applied in the following
situations.

a. Consider the market for cement in Toronto. If,
ceteris paribus, half the producers in this market
shut down, the curve for cement will shift
to the ___ , indicating a(n) ___ in

b. Consider the market for Canadian softwood lum-
ber (a normal good). If, ceteris paribus, average
incomes in both Canada and the United States rise
over several years, the curve for lumber
will shift to the , indicating a(n)
in .

c. Consider the market for Quebec artisanal cheeses.
If, ceteris paribus, the price of imported cheeses

from France rises significantly, the curve
for Quebec cheeses will shift to the , indi-
cating a(n) in .

d. Consider the market for milk in the United States.
If ceteris paribus, the U.S. government decreases
subsidies to dairy farmers, the curve for
milk will shift to the , indicating a(n)

in .

e. Consider the world market for shipping containers.

If, ceteris paribus, the price of steel (a major input)

rises, the curve for shipping containers
will shift to the , indicating a(n)
in

f. Consider the market for hot dog buns. If, ceteris
paribus, the price of wieners doubles, the
curve for hot dog buns will shift to the ,
indicating a(n) in

. The following table shows hypothetical demand
schedules for sugar for three separate months. To help
make the distinction between changes in demand and
changes in quantity demanded, choose the wording to
make each of the following statements correct.

Quantity Demanded for Sugar (in kilograms)

Price/kg  October November December

$1.50 11 000 10 500 13 000
1.75 10 000 9500 12 000
2.00 9000 8 500 11 000
2.25 8 000 7 500 10 000
2.50 7 000 6 500 9 000
2.75 6 000 5500 8 000
3.00 5000 4500 7 000
3.25 4000 3500 6 000
3.50 3000 2 500 5000

Price (dollars per can)

a. When the price of sugar rises from $2.50 to $3.00
in the month of October there is a(n) (increase/
decrease) in (demand forlquantity demanded of)
sugar of 2000 kg.

b. We can say that the demand curve for sugar in
December shifted (to the rightito the left) of
November’s demand curve. This represents a(n)
(increase/decrease) in demand for sugar.

c. An increase in the demand for sugar means that
quantity demanded at each price has (increased/
decreased), while a decrease in demand for sugar
means that quantity demanded at each price has
(increased/decreased).

d. In the month of December, a price change for sugar
from $3.50 to $2.75 per kilogram would mean a
change in (demand forlquantity demanded of)
sugar of 3000 kg.

e. Plot the three demand schedules on a graph and
label each demand curve to indicate whether it is
the demand for October, November, or December.

3. For each of the following statements, determine

whether there has been a change in supply or a change
in quantity supplied. Draw a demand and supply dia-
gram for each situation to show either a movement
along the supply curve or a shift of the supply curve.

a. The price of Canadian-grown peaches skyrockets
during an unusually cold summer that reduces the
size of the peach harvest.

b. An increase in income leads to an increase in the
price of beef and also to an increase in beef sales.

c. Technological improvements in the microchip lead
to price reductions for laptop computers and an
increase in computer sales.

d. Greater awareness of the health risks from smoking
lead to a reduction in the price of cigarettes and to
fewer cigarettes being sold.

. The following diagram describes the hypothetical

demand and supply for tuna in Canada in 2010.

4.50 |-
400 F— Ng—————— ——
3.50 |-
300 b— — 4+ —— — — =
2.50 |
2.00 |-
L0 f———f———————
1.00 |-
0.50 |-

\ |
o |
| |
1 1 1 1 1 1
0 1 2 3 4 5 6 7 8 9 10 11 12

Quantity (millions of cans)

a. Suppose the price of a can of tuna is $4.00. What
is the quantity demanded? What is the quantity
supplied? At this price, is there a shortage or a sur-
plus? By what amount?
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Suppose the price of a can of tuna is $1.50. What
is the quantity demanded? What is the quantity
supplied? At this price, is there a shortage or a sur-
plus? By what amount?

What is the equilibrium price and quantity in this
market?

5. Consider households’ demand for chicken meat. For
each of the events listed below, state and explain the
likely effect on the demand for chicken. How would
each event be illustrated in a diagram?

a.

b.

C.

A medical study reports that eating chicken reduces
the likelihood of suffering from particular types of
heart problems.

A widespread bovine disease leads to an increase in
the price of beef.

An increase in average household income.

6. Consider the world market for a particular quality of
coffee beans. The following table shows the demand
and supply schedules for this market.

Price Quantity Demanded
(per (millions of kilograms Quantity
kilogram) per year) Supplied

$2.00 28 10
$2.40 26 12
$3.10 22 13.5
$3.50 19.5 19.5
$3.90 17 22
$4.30 14.5 23.5

Plot the demand and supply schedules on a diagram.

. Identify the amount of excess demand or supply

associated with each price.
Identify the equilibrium price in this market.

. Suppose that a collection of national governments

were somehow able to set a minimum price for cof-
fee equal to $3.90 per kilogram. Explain the out-
come in the world coffee market.

7. Consider the supply for Grade A beef. As the price of
beef rises, ranchers will tend to sell more cattle to the
slaughterhouses. Yet a central prediction from the sup-
ply-and-demand model of this chapter is that an
increase in the supply of beef reduces the equilibrium
price. Reconcile the apparent contradiction. Use a dia-
gram to do so.

8. Consider the world market for wheat. Suppose there is
a major failure in Russia’s wheat crop because of a
severe drought. Explain the likely effect on the equilib-
rium price and quantity in the world wheat market.
Also explain why Canadian wheat farmers certainly
benefit from Russia’s drought. The diagrams below
provide a starting point for your analysis.

Price

73

S
D
Quantity of Wheat Quantity of Wheat
(thousands of tonnes) (millions of tonnes)

Canada World

9. The New York Times recently stated:

10.

While the world’s appetite for chocolate grows
more voracious each year, cocoa farms around the
globe are failing, under siege from fungal and viral
diseases and insects. . . . Researchers predict a
shortfall in beans from the cacao tree, the raw
material from which chocolate is made, in as little
as five to ten years.

Describe in terms of the supply-and-demand appara-
tus what is described in the quote. What is the implied
prediction for the equilibrium price of chocolate?
What is the implied prediction for the equilibrium
quantity of chocolate?

This is a challenging question and is similar to the
example shown in Extensions in Theory 3-2 on
page 68. It requires you to solve a supply-and-demand
model as a system of simultaneous equations (meaning
simply that both equations apply at the same time).
Letting p be the price of the product, suppose the
demand and supply functions for some product are
given by

=

0P =100-3p
0%=10+2p

Plot both the demand curve and the supply curve.

. What is the condition for equilibrium in this

market?
By imposing the condition for equilibrium, solve
for the equilibrium price.

. Substitute the equilibrium price into either the

demand or the supply function to solve for the
equilibrium quantity. Check to make sure you get
the same answer whether you use the demand func-
tion or the supply function.

Now suppose there is an increase in demand so
that the new demand function is given by

oP=180- 3p

Compute the new equilibrium price and quantity.
Is your result consistent with the “law” of demand?
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f. Now suppose that, with the new demand curve in
place, there is an increase in supply so that the new
supply function is given by Q% =90 + 2p. Compute

Discussion Questions

1. Suppose a government economist predicts that this

spring’s excellent weather will result in larger crops of
wheat and canola than farmers had expected. But the
economist warns consumers not to expect prices to
decrease because the cost of production is rising and
foreign demand for Canadian crops is increasing. “The
classic pattern of supply and demand won’t work this
time,” the economist says. Discuss his observation.

. What do you think would be the effect on the equilib-
rium price and quantity of marijuana if its sale and
consumption were legalized?

. Classify the effect of each of the following as (i) a
decrease in the demand for fish or (ii) a decrease in the
quantity of fish demanded. Illustrate each diagram-
matically.

a. The government of Canada closes the Atlantic cod
fishery.

b. People buy less fish because of a rise in fish prices.

c. The Catholic Church relaxes its ban on eating meat
on Fridays.

d. The price of beef falls and, as a result, consumers
buy more beef and less fish.

e. Fears of mercury poisoning lead locals to shun fish
caught in nearby lakes.

f. It is generally alleged that eating fish is better for
one’s health than eating meat.

the new equilibrium price and quantity. Is your
result consistent with the “law” of supply?

4. Predict the effect on the price of at least one related

product of each of the following events:

a. Winter snowfall is at a record high in the interior of
British Columbia, but drought continues in Quebec
ski areas.

b. A recession decreases employment in Oshawa
automobile factories.

c. The French grape harvest is the smallest in 20
years.

d. The province of Ontario cancels permission for
campers to cut firewood in provincial camp-
grounds.

. Are the following two observations inconsistent?

a. Rising demand for housing causes prices of new
homes to soar.

b. Many families refuse to buy homes as prices
become prohibitive for them.

. Look back at the supply-and-demand figure inside

Extensions in Theory 3-2 on page 68. Notice that the
supply curve has a positive horizontal intercept, sug-
gesting that producers will wish to produce and sell a
positive amount of this product even when the price is
zero. Is this reasonable? Under what conditions might
this occur?



Elasticity

The laws of demand and supply predict the direction
of changes in equilibrium price and quantity in
response to various shifts in demand and supply
curves. For many purposes, however, itis not enough
to know merely whether price and quantity rise or
fall; it is also important to know by how much each
changes.

For example, in the previous chapter we
described the effect of Hurricane Katrina on the world
price of oil in 2005. The hurricane caused a tempo-
rary reduction in the supply of crude oil, which led to
a 20-percent increase in the world price. How can we
explain why the increase in price was 20 percent
rather than 50 percent or only 5 percent? As we will
see in this chapter, the shapes of the demand and
supply curves determine the sensitivity of prices and
quantities to various economic shocks. Precise mea-
sures of these sensitivities are provided by what are
called the elasticity of demand and supply.

(@ LEARNING OBJECTIVES

® 606 o ©

In this chapter you will learn

the meaning of price elasticity of demand
and how itis measured.

about the relationship between total expen-
diture and price elasticity of demand.

the meaning of price elasticity of supply
and how it is measured.

how demand and supply determine the
effects of an excise tax.

how to measure the income elasticity of
demand and how this measure helps us dis-
tinguish between normal and inferior goods.

how to measure cross elasticity of demand,
and the meaning of substitute and comple-
ment goods.
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4.1 Price Elasticity of Demand

Suppose there is a decrease in the supply of some farm crop—that is, a leftward shift in
the supply curve. We saw in Figure 3-8 (see page 65) when we examined the laws of
supply and demand that such a decrease in supply will cause the equilibrium price to
rise and the equilibrium quantity to fall. But by how much will each change? The
answer depends on what is called the price elasticity of demand.

Loosely speaking, demand is said to be elastic when quantity demanded is quite
responsive to changes in price. When quantity demanded is relatively unresponsive to
changes in price, demand is said to be inelastic.

The importance of elasticity is illustrated in Figure 4-1. The two parts of the figure
have the same initial equilibrium, and that equilibrium is disturbed by the same
leftward shift in the supply curve. But the demand curves are different in the two parts
of the figure, and so the sizes of the changes in equilibrium price and quantity are also
different.

Part (i) of Figure 4-1 illustrates a case in which the quantity that consumers
demand is relatively responsive to price changes—that is, demand is relatively elastic.
The reduction in supply pushes up the price, but because the quantity demanded is
quite responsive to changes in price (demand is elastic), only a small change in price is
necessary to restore equilibrium.

FIGURE 4-1 The Effects of a Supply Shift with Two Different Demand Curves

Price

Price

Quantity Quantity

(i) Relatively elastic demand (ii) Relatively inelastic demand

The more responsive the quantity demanded is to changes in price, the less the change in equilibrium price and the
greater the change in equilibrium quantity resulting from any given shift in the supply curve. Both parts of the figure
are drawn to the same scale. They show the same initial equilibrium, E(, and the same shift in the supply curve, from
Sp to S;. In each part, initial equilibrium is at price py and output Qg and the new equilibrium, Eq, is at p; and Q4. In
part (i), the effect of the reduction in supply is a slight rise in the price and a large decrease in quantity. In part (ii), the
effect of the identical reduction in supply is a large increase in the price and a relatively small decrease in quantity.
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Part (ii) of Figure 4-1 shows a case in which the quantity demanded is relatively
unresponsive to price changes—that is, demand is relatively inelastic. As in part (i), the
decrease in supply at the original price causes a shortage that increases the price. How-
ever, in this case the quantity demanded by consumers does not fall much in response
to the rise in price (demand is inelastic). The result is that equilibrium price rises more,
and equilibrium quantity falls less, than in the first case.

In both cases shown in Figure 4-1, the shifts of the supply curve are identical. The
sizes of the effects on the equilibrium price and quantity are different only because of
the different elasticities of demand.

The Measurement of Price Elasticity

In Figure 4-1, we were able to say that the demand curve in part (i) showed more
responsiveness to price changes than the demand curve in part (ii) because two condi-
tions were fulfilled. First, both curves were drawn on the same scale. Second, the initial
equilibrium prices and quantities were the same in both parts of the figure. Let’s see
why these conditions matter.

First, by drawing both figures on the same scale, we saw that the demand curve
that looked steeper actually did have the larger absolute slope. (The slope of a demand
curve tells us the amount by which price must change to cause a unit change in quan-
tity demanded.) If we had drawn the two curves on different scales, we could have con-
cluded nothing about which demand curve actually had the greater slope.

Second, because we started from the same price—quantity equilibrium in both parts
of the figure, we did not need to distinguish between percentage changes and absolute
changes. If the initial prices and quantities are the same in both cases, the larger
absolute change is also the larger percentage change. However, when we want to deal
with different initial price—quantity equilibria, we need to decide whether we are inter-
ested in absolute or percentage changes.

To see why the difference between absolute and percentage change matters, con-
sider the changes in price and quantity demanded for three different products: cheese,
T-shirts, and MP3 players. The information is shown
in Table 4-1. Should we conclude that the demand for
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MP3 players is not as responsive to price changes as
the demand for cheese? After all, price cuts of $2 cause
quite a large increase in the quantity of cheese
demanded, but only a small increase in the quantity
demanded of MP3 players. It should be obvious that a
$2 price reduction is a large price cut for a low-priced
product and an insignificant price cut for a high-
priced product. In Table 4-1, each price reduction is
$2, but they are clearly different proportions of the
respective prices. It is usually more revealing to know
the percentage change in the prices of the various
products.

For similar reasons, knowing the quantity by
which demand changes is not very revealing unless the
initial level of demand is also known. An increase of
7500 kilograms is quite a significant change if the
quantity formerly bought was 15 000 kilograms, but it
is insignificant if the quantity formerly bought was 10
million kilograms.

TABLE 4-1 Price Reductions and Corresponding
Increases in Quantity Demanded for
Three Products

Increase in

Quantity
Reduction Demanded
Commodity  in Price (per month)
Cheese $2 per kilogram 7 500 kilograms
T-shirts $2 per shirt 25 000 shirts

MP3 players  $2 per MP3 player 500 MP3 players

For each of the three products, the data show the
change in quantity demanded resulting from the same
absolute fall in price. The data are fairly uninforma-
tive about the responsiveness of quantity demanded
to price because they do not tell us either the original
price or the original quantity demanded.
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TABLE 4-2 Price and Quantity Information Underlying Data of Table 4-1

Original New Average Original New Average
Product Unit Price ($) Price ($) Price ($) Quantity Quantity Quantity
Cheese kilogram 5.00 3.00 4.00 116 250 123 750 120 000
T-shirts shirt 17.00 15.00 16.00 187 500 212 500 200 000
MP3 players  player 81.00 79.00 80.00 9750 10 250 10 000

These data provide the appropriate context for the data given in Table 4-1. The table relates the $2-per-unit price
reduction of each product to the actual prices and quantities demanded.

price elasticity of demand
(n) A measure of the
responsiveness of quantity
demanded to a change in
the commodity’s own price.
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TABLE 4-3 Calculation of Demand Elasticities

Table 4-2 shows the original and new levels of price and quantity. Note that it also
shows the average price and average quantity. These averages will be necessary for our
computation of elasticity.

The price elasticity of demand, the measure of responsiveness of the quantity of a
product demanded to a change in that product’ price, is symbolized by the Greek letter
eta, M. It is defined as follows:

_ Percentage change in quantity demanded

Percentage change in price

This measure is called the price elasticity of demand, or simply demand elasticity.
Because the variable causing the change in quantity demanded is the product’s own
price, the term own-price elasticity of demand is also used.

The Use of Average Price and Quantity
in Computing Elasticity Table 4-3 shows the
percentage changes for price and quantity using the
data from Table 4-2. The caption in Table 4-3 stresses
that the demand elasticities are computed by using
changes in price and quantity measured in terms of the

(1) (2) (3) average values of each. Averages are used to avoid the

Percentage Percentage  Elasticity ambiguity caused by the fact that when a price or

Decrease in  Increase in  of Demand quantity changes, the change is a different percentage

Product Price Quantity (2) = (1) of the original value than it is of the new value. For
Cheese 50.0 6.25 0.125 example, the $2.00 change in the price of cheese
Toshirts 12.5 12.5 1.0 shown in Table 4-2 represents a 40-percent change in
MP3 players 2.5 50 2.0 the original price of $5.00 but a 66.7-percent change

in the new price of $3.00.

Elasticity of demand is the percentage change in Using average values for price and quantity
quantity demanded divided by the percentage change means that the measured elasticity of demand

in price. The percentage changes are based on average
prices and quantities shown in Table 4-2. For exam-
ple, the $2.00-per-kilogram decrease in the price of

between any two points on the demand curve, call
them A and B, is independent of whether the move-

cheese is 50 percent of $4.00. A $2.00 change in the ment is frpm A to B or from B to A. In the examp}e
price of MP3 players is only 2.5 percent of the aver- of cheese in Tables 4-2 and 4-3, the $2.00 change in
age price per MP3 player of $80.00. the price of cheese is unambiguously 50 percent of

the average price of $4.00, and that percentage
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applies to a price increase from $3.00 to $5.00 or to a price decrease from $5.00 to
$3.00.

Once we have computed the average prices and quantities as in Table 4-2, the alge-
braic formula for price elasticity is straightforward. Suppose we have an initial price of
po and an initial quantity of Q(. We then consider a new price of p; and a new quan-
tity of Q1 (both price-quantity combinations lie on the demand curve for the product).
The formula for price elasticity is then

AQ 01— Qo
_ 0o _ ©
T

b 3

where p is the average price and O is the average quantity. In the case of cheese from
Table 4-2, we have

7500/120 000 _ 0.0625

2.0/4.0 0s 012

as shown in Table 4-3. Notice that elasticity is unit free—even though prices are mea-
sured in dollars and quantity of cheese is measured in kilograms, the elasticity of
demand has no units.

We leave it to you to use this formula to confirm the price elasticities for T-shirts
and MP3 players shown in Table 4-3. [7]

Interpreting Numerical Elasticities Because demand curves have negative
slopes, an increase in price is associated with a decrease in quantity demanded, and vice
versa. Because the percentage changes in price and quantity have opposite signs,
demand elasticity is a negative number. However, we will follow the usual practice of
ignoring the negative sign and speak of the measure as a positive number, as we have
done in the illustrative calculations in Table 4-3. Thus, the more responsive the quan-
tity demanded to a change in price, the greater the elasticity and the larger is m.

The numerical value of demand elasticity can vary from zero to infinity. First con-
sider the extreme cases. Elasticity is zero when a change in price leads to 7o change in
quantity demanded. This is the case of a vertical demand curve, and it is quite rare
because it indicates that consumers do not alter their consumption at all when price
changes. At the other extreme, elasticity is very large when even a very small change in
price leads to an enormous change in quantity demanded. In these situations, the demand
curve is very flat, almost horizontal. (In the rare limiting case, the demand curve is per-
fectly horizontal and elasticity is infinite.) Most of reality lies between the extremes of
vertical and horizontal demand curves. We divide this “realistic” range of elasticities into
two regions.

When the percentage change in quantity demanded is less than the percentage
change in price (elasticity less than 1), there is said to be inelastic demand. When the
percentage change in quantity is greater than the percentage change in price (elasticity
greater than 1), there is said to be elastic demand. The dividing line between these two
cases occurs when the percentage change in quantity demanded is exactly equal to the
percentage change in price and so elasticity is equal to 1. Here we say that demand
is unit elastic. This important terminology is summarized in part A of Extensions in
Theory 4-2, which is found on page 92.

79

vb
<,

SUVY,

Practise with Study Guide
Chapter 4, Exercise 1.

inelastic demand
Following a given
percentage change in
price, there is a smaller
percentage change in
quantity demanded;
elasticity less than 1.

elastic demand Following
a given percentage change
in price, there is a greater
percentage change in
quantity demanded;
elasticity greater than 1.
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FIGURE 4-2 Elasticity Along a Linear Demand Curve
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Moving down a linear demand curve, price elasticity falls continuously, even though the
slope is constant. In the interval between points A and B, the percentage change in quan-
tity is 100 (AQ =10 and O =10) and the percentage change in price is 20 (Ap = 2 and
p =10). The price elasticity over this interval of the demand curve is then 100/20 = 5.

The same absolute changes in price and quantity occur over the intervals CD and EF,
but elasticity differs because these absolute changes represent different percentage
changes. Between points C and D, price elasticity is equal to 1. Between points E and F,
price elasticity is equal to 0.2. Note that elasticity approaches infinity as we get closer to
where the demand curve intersects the vertical axis; elasticity approaches zero as we get
closer to where the demand curve intersects the horizontal axis.

A demand curve need not, and usually does not, have the same elasticity over its
whole length. Figure 4-2 shows that a negatively sloped linear demand curve does not
have a constant elasticity, even though it does have a constant slope. A linear demand
curve has constant elasticity only when it is vertical or horizontal. Figure 4-3 illustrates
these two cases, in addition to a third case of a particular non-linear demand curve that
also has a constant elasticity. (These are only three examples of many demand curves
with constant elasticities.)

iny(=leelgllele) ADDITIONAL TOPICS

For more details about demand elasticity, including the use of calculus to
measure elasticity along a non-linear demand curve, look for Some Further
Details About Demand Elasticity in the Additional Topics section of this book’s
MyEconLab.

www.myeconlab.com
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What Determines Elasticity of Demand?

Elasticity of demand is mostly determined by the availability of substitutes and the time
period under consideration.

Availability of Substitutes Some products, such as margarine, broccoli,
lamb, and Toyota cars, have quite close substitutes—butter, other green vegetables,
beef, and Mazda cars. A change in the price of these products, with the prices of
the substitutes remaining constant, can be expected to cause much substitution.
A fall in price leads consumers to buy more of the product and less of the substi-
tutes, and a rise in price leads consumers to buy less of the product and more of the
substitutes.

A related point concerns product definition. Products defined more broadly, such
as all foods or all clothing or all methods of transportation, have many fewer satisfac-
tory substitutes than do products defined much more narrowly. A rise in their prices
can be expected to cause a smaller fall in quantities demanded than would be the case
if close substitutes were available. For example, there are far more substitutes for Diet
Pepsi than there are for the broader categories of diet colas, soft drinks, or beverages.
As a result, the demand elasticity for Diet Pepsi is significantly higher than for bever-
ages overall.

Products with close substitutes tend to have elastic

8l

demands; products with no close substitutes tend to FIGURE 4-3 Three Demand Curves with

have inelastic demands. Narrowly defined products
have more elastic demands than do more broadly

Constant Elasticity

defined products. D, (n=0)

Short Run and Long Run Demand elasticity
also depends to a great extent on the time period being
considered. Because it takes time to develop satisfac-

Q
tory substitutes, a demand that is inelastic in the short = Po Dym==)
run may prove to be elastic when enough time has
passed. A dramatic example of this principle occurred
in 1973 when the Organization of Petroleum Export-
ing Countries (OPEC) shocked the world with its sud- ~—— D; (n=1)
den and large increase in the price of oil. At that time,
the short-run demand for oil proved to be highly 0 Qo
inelastic. Large price increases were met in the short Quantity
run by very small reductions in quantity demanded. In Each of these demand curves has a constant elastic-
this case, the short run lasted for several years. Gradu- ity. D; has zero elasticity: The quantity demanded
ally, however, the high price of petroleum products led is equal to Qy, independent of the price. D, has
to such adjustments as the development of smaller, infinite elasticity at the price pp: A small price
more fuel-efficient cars, economizing on heating oil by increase from py decreases quantity demanded from

installing more efficient insulation, and replacement of
fuel oil in many industrial processes with other power
sources, such as coal and hydroelectricity. The long-

to the change in quantity demanded after all adjust- demanded is a constant.
ments were made, turned out to have an elasticity of

an indefinitely large amount to zero. D3 has unit
elasticity: A given percentage increase in price
brings an equal percentage decrease in quantity
SH : ' h demanded at all points on the curve; it is a rectan-
run elasticity of demand, relating the change in price gular hyperbola for which price times quantity
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much more than 1, although the long-run adjust-
ments took as much as a decade to work out.!

The response to a price change, and thus the
measured price elasticity of demand, will tend to
be greater the longer the time span.

For such products as cornflakes and sweaters,
the full response to a price change occurs quickly,
and there is little reason to make the distinction
between short-run and long-run effects. But other
products are typically used in connection with
highly durable appliances or machines. A change
in the price of, say, electricity and gasoline may not
have its major effect until the stock of appliances
and automobiles that use these products has been
adjusted. This adjustment may take several years

to occur.
S = For products for which substitutes are devel-
Because most people cannot easily or quickly change the Oped over time, it is helpful to identify two kinds of
size of car they drive or their method of transportation, the demand curves. A short-run demand curve shows
demand for gasoline is much less elastic in the short run than the immediate response of quantity demanded to a
in the long run. change in price given the current stock of durable

goods. The long-run demand curve shows the
response of quantity demanded to a change in price after enough time has passed to
change the stock of durable goods.

The long-run demand for a product is more elastic than the short-run demand.

Figure 4-4 shows the short-run and long-run effects of an increase in supply. In the
short run, the supply increase leads to a movement down the relatively inelastic short-
run demand curve; it thus causes a large fall in price but only a small increase in quan-
tity. In the long run, demand is more elastic; thus long-run equilibrium has price and
quantity above those that prevailed in short-run equilibrium.

LU0 )

"0 Elasticity and Total Expenditure

%,
SV,
k h i i ice fall hat h h 1
Practise with Study Guide We know that quantity demanded increases as price falls, but what happens to the tota

Chapter 4, Exercise 2 and expenditure on that product? It turns out that the response of total expenditure depends
Short-Answer Question 7. on the price elasticity of demand.

! Note that the dramatic increase in the world price of oil that occurred between 2002 and 2008, as well as
the even more dramatic decline from 2008 to 2009, does not illustrate the same points about the elasticity of
demand for oil as the OPEC-related events from the 1970s. In the earlier period, the dominant economic
shocks were (OPEC-induced) shifts in the supply of oil and thus led to movement along a more-or-less stable
demand curve. From 2002 to 2009, in contrast, the dominant shocks were changes in the world demand for
oil and thus movements along a more-or-less stable supply curve.



To see the relationship between the elasticity of
demand and total expenditure, we begin by noting that
total expenditure at any point on the demand curve is
equal to price times quantity:

Total expenditure = Price x Quantity

Because price and quantity move in opposite direc-
tions along a demand curve, one falling when the other
rises, the change in total expenditure is ambiguous if all
we know about the demand curve is that it has a nega-
tive slope. The change in total expenditure depends on
the relative changes in the price and quantity. As an
example, consider a price decline of 10 percent. If quan-
tity demanded rises by more than 10 percent (elastic
demand), then the quantity change will dominate and in
this case total expenditure will rise. In contrast, if quan-
tity demanded increases by less than 10 percent (inelastic
demand), then the price change will dominate and total
expenditure will fall. If quantity demanded increases by
exactly 10 percent (unit elastic demand), then the two
percentage changes exactly offset each other and total
expenditures will remain unchanged.

Figure 4-5 illustrates the relationship between price
elasticity and total expenditure; it is based on the linear
demand curve in Figure 4-2. Total expenditure at each of
a number of points on the demand curve is calculated in
the table, and the general relationship between total
expenditure and quantity demanded is shown by the plot-
ted curve. In the figure we see that expenditure reaches its
maximum when price elasticity is equal to 1. [8]

Our earlier example of the 1973 OPEC-induced
increase in the world price of oil can be used to illustrate

this relationship between elasticity, price, and total expenditure. As the OPEC countries
acted together to restrict supply and push up the world price of oil, quantity demanded
fell, but only by a small percentage—much smaller than the percentage increase in price.
World demand for oil (at least in the short run) was very inelastic, and the result was that
total expenditure on oil increased dramatically. The OPEC oil producers, therefore, expe-

rienced an enormous increase in income.
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FIGURE 4-4 Short-Run and Long-Run
Equilibrium Following an
Increase in Supply

Price

Quantity

The magnitude of the changes in the equilibrium
price and quantity following a shift in supply depends
on the time allowed for demand to adjust. The initial
equilibrium is at E(, with price py and quantity Q.
Supply then increases and the supply curve shifts
from Sy to Sj.

Immediately following the increase in supply, the
relevant demand curve is the short-run curve Dg, and
the new equilibrium immediately following the sup-
ply shock is Eg. Price falls sharply to ps, and quantity
rises only to Qg. In the long run, the demand curve is
the more elastic one given by Dy, and equilibrium is
at E;. The long-run equilibrium price is p; (greater
than pg), and quantity is Oy (greater than Qy).

For information on OPEC
and its activities, see
WWW.0pec.org.

The world wheat market provides another example. This market is strongly influ-
enced by weather conditions in the major wheat-producing countries. If one major
wheat-producing country, like Russia, suffers a significant failure in its wheat crop, the
world supply curve for wheat shifts to the left and the equilibrium world price rises.
Because the world demand for wheat is inelastic, the world’s total expenditure on
wheat will rise. In this case, even though many individual Russian wheat producers will
be worse off because their crop failed, the total income of the world’s wheat producers
will increase. One other observation is relevant: Wheat producers in other countries,
like Canada, benefit by selling their (unchanged) crop at a higher world price. And the
less elastic is the world demand for wheat, the more the price will rise as a result of the
Russian crop failure, and thus the more Canadian wheat farmers will benefit.
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FIGURE 4-5 Total Expenditure and Quantity Demanded
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price elasticity of supply
(ns) A measure of the
responsiveness of quantity
supplied to a change in the
product’s own price.
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4.2 Price Elasticity of Supply

The concept of elasticity can be applied to supply as well as to demand. Price elasticity
of supply measures the responsiveness of the quantity supplied to a change in the
product’s price. It is denoted Mg and defined as follows:

Percentage change in quantity supplied
Ns =

Percentage change in price

This is often called supply elasticity. The supply curves considered in this chapter
all have positive slopes: An increase in price causes an increase in quantity supplied.
Such supply curves all have positive elasticities because price and quantity change in
the same direction.

Figure 4-6 shows a simple linear supply curve to illustrate the measurement of sup-
ply elasticity. Between points A and B, the change in price is $1.50 and the average
price is $4.25. Between the same two points, the change in quantity supplied is 20 units
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and the average quantity is 40 units. The value of sup-

ply elasticity between points A and B is therefore FIGURE 4-6 Computing Price Elasticity of
— Suppl
_AQLQ  20M0  _ 05 p'j g
WS Aph T 1.50/425 0353 b g A0Q 20M0 05,
ST Aphp 150425 0.353
As was the case with demand, care must be taken 6~ S
when computing supply elasticity. Keep in mind that sk ____"——_C B
even though the supply curve may have a constant |
slope, the measure of supply elasticity may be different < 4~ '
at different places on the curve. When ng> 1, supplyis 2 35~~~ =~ "2 | :
said to be elastic; when Mg < 1, supply is said to be = S | |
inelastic. ) - | |
Some important special cases need to be noted. If : :
the supply curve is vertical—the quantity supplied does Ir | |
not change as price changes—then elasticity of supply is | | | | | |
zero. A horizontal supply curve has an infinite elasticity 0 10 20 30 40 50 60

of supply: There is one critical price at which output is
supplied but where a small drop in price will reduce the
quantity that producers are willing to supply from an Supply elasticity is computed using average price and
indefinitely large amount to zero. Between these two average quantity supplied. Between points A and B,

extremes, elasticity of supply varies with the shape of (0 @veaieiy 6lf By 19 [, T GRS pione
shown here can be used to compute elasticity between
the supply curve.

any two points on the supply curve.

Quantity Supplied

Determinants of Supply Elasticity

Because much of the treatment of demand elasticity carries over to supply elasticity, we
can cover the main points quickly.

Substitution and Production Costs The ease of substitution can vary in
production as well as in consumption. If the price of a product rises, how much more
can be produced profitably? This depends in part on how easy it is for producers to
shift from the production of other products to the one whose price has risen. If agri-
cultural land and labour can be readily shifted from one crop to another, the supply
of each crop will be more elastic than if they cannot. Or if machines used to produce
coats can be easily modified to produce pants (and vice versa), then the supply of
both pants and coats will be more elastic than if the machines cannot be so easily
modified.

Supply elasticity also depends on how costs behave as output is varied. If the costs
of producing a unit of output rise rapidly as output rises, then the stimulus to expand
production in response to a rise in price will quickly be choked off by increases in costs.
In this case, supply will tend to be rather inelastic. If, however, the costs of producing a
unit of output rise only slowly as production increases, a rise in price that raises profits
will elicit a large increase in quantity supplied before the rise in costs puts a halt to the
expansion in output. In this case, supply will tend to be rather elastic.

% Here is another special case that is often puzzling at first glance. Consider a linear supply curve that begins
at the origin. It is easy to show that the elasticity of supply along such a curve is always 1—no matter how
steep the supply curve is! See Study Exercise #8 on pages 96-97 to explore this further.
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Short Run and Long Run As with demand, length of time for response is
important. It may be difficult to change quantity supplied in response to a price
increase in a matter of weeks or months but easy to do so over years. An obvious
example is the planting cycle of crops. An increase in the price of wheat that occurs in
mid-summer may lead wheat farmers to be more careful (and less wasteful) in their
harvesting in the fall, but it occurs too late to influence how much wheat gets planted
for this year’s crop. If the high price persists, however, it will surely influence how
much wheat gets planted the following spring. Another example relates to oil produc-
tion. New oil fields can be discovered, wells drilled, and pipelines built over years but
not in a few months. Thus, the elasticity of oil supply is much greater over five years

than over one year.

As with demand, it is useful to make the distinction between the short-run and the
long-run supply curves. The short-run supply curve shows the immediate response of
quantity supplied to a change in price given producers’ current capacity to produce the
good. The long-run supply curve shows the response of quantity supplied to a change in
price after enough time has passed to allow producers to adjust their productive capacity.

FIGURE 4-7 Short-Run and Long-Run
Equilibrium Following an
Increase in Demand
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The size of the changes in the equilibrium price and
quantity following a shift in demand depends on
the time frame of the analysis. The initial equilib-
rium is at Eg, with price py and quantity Q.
Demand then increases such that the demand curve
shifts from Dg to D.

Immediately following the demand shift, the rel-
evant supply curve is the short-run curve Sg, so that
the new equilibrium immediately following the
demand shock is at Eg. Price rises sharply to pg, and
quantity rises only to Qg. In the long run, the supply
curve is the more elastic one given by S;. The long-
run equilibrium is at Ey; price is py (less than pg) and
quantity is Qj (greater than Qy).

The long-run supply for a product is more elastic
than the short-run supply.

Figure 4-7 illustrates the short-run and long-run
effects of an increase in demand. The immediate effect
of the shift in demand is a sharp increase in price (pg to
ps) and only a modest increase in quantity (Qg to Qy).
The inability of firms to change their productive capac-
ity in the short run in response to the increase in
demand means that the market-clearing response is
mostly an increase in price. Over time, however, as firms
are more able to increase their capacity, the conse-
quences of the demand shift fall more on quantity and
less on price.

A recent example of this price and quantity
behaviour is found in the world oil market in the
years between 1998 and 2008. Because of relatively
rapid rates of economic growth in many countries,
and especially in the large emerging markets of China
and India, the world demand for oil was growing sig-
nificantly. During this period, however, most oil pro-
ducers were at or close to their production limits: The
number of oil-producing wells could increase only
with costly new exploration and drilling, and each
active well delivered a daily flow of oil that was diffi-
cult to increase. Producers’ inability to easily expand
oil production in the short term means that the short-
run supply of oil is quite inelastic. As a result, the
increase in demand led to sharp price increases—
from about U.S.$15 per barrel in 1998 to more than
U.S.$100 per barrel in mid-2008.

Over time, however, to the extent that oil pro-
ducers are able to increase their exploration and
drilling activities, the high price should induce a
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larger increase in quantity supplied. In other words, the long-run supply of oil can be
expected to be more elastic than the short-run supply. If no other significant changes
occur in the world oil market, the effect of this new oil production should be to
reduce oil prices from the very high levels observed in 2008. (As it turned out, the
price dropped sharply in late 2008 but mostly because of the onset of a major world
recession, which reduced world demand.)

4.3 An Important Example
Where Elasticity Matters

So far, this chapter may have seemed fairly tough going. We have spent much time
examining price elasticity (of both demand and supply) and how to measure it. But
why should we care about this? In this section, we explore the important concept of
tax incidence and show that elasticity is crucial to determining whether consumers or
producers (or both) end up bearing the burden of excise taxes.

The federal and provincial governments levy special sales taxes called excise
taxes on many goods, such as cigarettes, alcohol, and gasoline. At the point of sale of
the product, the sellers collect the tax on behalf of the government and then periodi-
cally remit the tax collections. When the sellers write their cheques to the govern-
ment, these firms feel that they are the ones paying the whole tax. Consumers,
however, argue that they are the ones who are shouldering the burden of the tax
because the tax causes the price of the product to rise. Who actually bears the burden
of the tax?

The question of who bears the burden of a tax is called the question of tax incidence.
A straightforward application of demand-and-supply analysis will show that tax inci-
dence has nothing to do with whether the government collects the tax directly from con-
sumers or from firms.

The burden of an excise tax is distributed between consumers and sellers in a man-
ner that depends on the relative elasticities of supply and demand.

Let’s consider a case where the government imposes an excise tax on cigarettes.
The analysis begins in Figure 4-8. To simplify the problem, we analyze the case where
there is initially no tax. The equilibrium without taxes is illustrated by the solid supply
and demand curves. What happens when a tax of $¢ per pack of cigarettes is intro-
duced? With an excise tax, the price paid by the consumer, called the consumer price,
and the price received by the seller, called the seller price, must differ by the amount of
the tax, ¢.

In terms of the figure, we can analyze the effect of the tax by considering a new
supply curve §’ that is above the original supply curve S by the amount of the tax, ¢.
This reduction in supply, caused by the imposition of the excise tax, will cause a
movement along the demand curve, reducing the equilibrium quantity. At this new
equilibrium, E;, the consumer price rises to p. (greater than pg), the seller price falls
to p, (less than pg), and the equilibrium quantity falls to Q7. Notice that the differ-
ence between the consumer price and the seller price is exactly the amount of the
excise tax.
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excise tax A tax on the
sale of a particular
commodity.

tax incidence The
location of the burden of a
tax—that is, the identity of
the ultimate bearer of the
tax.
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FIGURE 4-8 The Effect of a Cigarette Excise Tax

Price of Cigarettes per Pack

Packs of Cigarettes

The burden of an excise tax is shared by consumers and producers. The original supply
and demand curves for cigarettes are given by the solid lines S and D; equilibrium is at
Eq with price pg and quantity Qg. When an excise tax of ¢ per pack is imposed, the sup-
ply curve shifts up to the dashed line §’, which lies above the original supply curve by
the amount of the tax ¢. The new equilibrium is at E;. The tax increases the consumer
price but by less than the full amount of the tax, and reduces the seller price, also by
less than the full amount of the tax. The tax also reduces the equilibrium quantity
exchanged.

Note also that the quantity demanded at the consumer price is equal to the quan-
tity supplied at the seller price, a condition that is required for equilibrium. As shown
in the figure, compared with the original equilibrium, the consumer price is higher and
the seller price is lower, although in each case the change in price is less than the full
extent of the excise tax. The difference between py and p, is the amount of the tax that
the consumer ends up paying; the difference between py and p, is the amount of the tax
the seller ends up paying. The burden of the excise tax is shared between consumers
and sellers in proportion to the rise in price to consumers relative to the fall in price
received by sellers.

After the imposition of an excise tax, the difference between the consumer and
seller prices is equal to the tax. In the new equilibrium, the quantity exchanged is
less than that exchanged before the imposition of the tax.

The role of the relative elasticities of supply and demand in determining the inci-
dence of the excise tax is illustrated in Figure 4-9. In part (i), demand is inelastic rela-
tive to supply; as a result, the fall in quantity is quite small, whereas the price paid by
consumers rises by almost the full extent of the tax. Because neither the price received
by sellers nor the quantity sold changes very much, sellers bear little of the burden of
the tax. In part (ii), supply is inelastic relative to demand; in this case, consumers can
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FIGURE 4-9 Elasticity and the Incidence of an Excise Tax
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The distribution of the burden of an excise tax between consumers and producers
depends on the relative elasticities of supply and demand. In both parts of the figure, the
initial supply and demand curves are given by S and D; the initial equilibrium is at E
with equilibrium price pg and quantity Q. A tax of # per pack of cigarettes is imposed,
causing the supply curve to shift up by the amount of the tax to §'. The new equilibrium
is at Eq. The consumer price rises to p,, the seller price falls to p., and the quantity
falls to Qq. Sellers bear little of the burden of the tax in the first case (and consumers
bear a lot), whereas consumers bear little of the burden in the second case (and sellers

bear a lot).

more easily substitute away from cigarettes. There is little change in the price, and
hence they bear little of the burden of the tax, which falls mostly on suppliers. Notice
in Figure 4-9 that the size of the upward shift in supply is the same in the two cases,
indicating the same tax in both cases.

U0 )

o o o o o

When demand is inelastic relative to supply, consumers bear most of the burden of &

excise taxes. When supply is inelastic relative to demand, producers bear most of s>
the burden. Practise with Study Guide

Chapter 4, Exercise 8.

Now we can examine who really pays for cigarette tax increases (or tax increases
on gasoline and alcohol). The demand for cigarettes is inelastic both overall and rela-
tive to supply, suggesting that the burden of a cigarette tax is borne more by consumers
than by producers. The demand for gasoline is also inelastic, but much more so in the
short run than in the long run. (In the long run, drivers can change their driving habits
and improve the efficiency of their vehicles, but in the short run such changes are very
costly.) The supply of gasoline, given world trade in petroleum and petroleum prod-
ucts, is elastic relative to demand. The relatively inelastic demand and elastic supply
imply that the burden of gasoline taxes falls mostly on consumers.

Extensions in Theory 4-1 shows how to work through the algebra of demand and
supply in the presence of an excise tax.
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EXTENSIONS IN THEORY 4-1

The Algebra of Tax Incidence

It is straightforward to show precisely the burden of an
excise tax by using algebra to solve for the equilibrium
price and quantity. Suppose the demand-and-supply
model of the market is given by the following two linear
equations.

(1) OP =4 - bp, Demand curve
(2) O%=c+dps Supply curve

where QP is quantity demanded at the consumer price,
pe and Q% is quantity supplied at the seller price, p..
The presence of an excise tax of ¢ dollars per unit
implies that the price received by the seller, p,, must be #
dollars less than the price paid by the consumer, p.:

(3 ps=pc—t

We can substitute equation (3) into (2) to express
the supply curve in terms of the consumer price:

(4 OS=c+dp. -1
or
(5) OS=c—dt+dp.

When the market is in equilibrium, QP = Q, and
so we can equate OP from equation (1) with O° from
equation (5). This gives us

a—bp. =c—dt +dp,

This equation allows us to solve for the equilibrium
consumer price, p.*.

a—c d

PE = pvd Thed!

This solution for p.* can now be substituted back
into the demand curve, equation (1), to solve for the
equilibrium quantity, O*.

e _ 3. % _ _ bla—c+d)
Q" =a—bp’ =a b+d

ad +bc  bd ;
b+d b+d

Now compare these solutions for p.* and O* to the
case where there is no tax, ¢ = 0. This exercise reveals
what we already know from Figures 4-8 and 4-9—that

6;""%-‘1 Practise with Study Guide
% Chapter 4, Extension
™ Exercise E3.

the excise tax increases the equilibrium consumer price
and reduces the equilibrium quantity from the levels that
we would observe in the absence of the excise tax.

Who bears the burden of the excise tax? To answer
this question, we must examine both the equilibrium
consumer and seller prices, p.* and p*. We just saw
that

., _a—c d
€ o8 =p5d T p+d’

and we also know that p.* —t = p.*. It follows that

- d

7) bt =gt peal
_a—c_ b
b+d b+d

Note that when # = 0, the equilibrium price in this
model, for both consumers and sellers, is
a—c

P =y

We can therefore express the equilibrium consumer
and seller prices in the presence of an excise tax in terms

of p*:

These solutions for p.* and p,* show precisely how
the burden of the excise tax depends on the slopes of the
demand and supply curves. For example, consider a
small value of d, which reflects a relatively steep supply
curve. The small value of d means that p.* is only a little
above p*, whereas p;* is considerably below p*; thus,
when the supply curve is relatively steep, sellers bear
more of the burden of the tax. In contrast, consider a
small value of b, which reflects a relatively steep demand
curve. The small value of b means that p* is only a little
below p*, but p.* is considerably above p*; thus, con-
sumers bear more of the burden of the tax when the
demand curve is relatively steep.
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my/=leegllele) ADDITIONAL TOPICS

Another application of the concept of tax incidence relates to payroll taxes,
such as premiums that workers and firms pay for employment insurance and
the Canada Pension Plan. For more information on this application of tax
incidence, look for Who Really Pays for Payroll Taxes? in the Additional Topics
section of this book’s MyEconLab.

www.myeconlab.com

4.4 Other Demand Elasticities

The price of the product is not the only important variable determining the quantity
demanded for that product. Changes in income and changes in the prices of other prod-
ucts also lead to changes in demand, and elasticity is a useful concept in measuring their
effects.

Income Elasticity of Demand

One important determinant of demand is the income of the customers. The responsive-
ness of demand to changes in income is termed the income elasticity of demand and is
symbolized ny.

. Percentage change in quantity demanded
y=

Percentage change in income

For most goods, increases in income lead to increases in demand—their income elasticity
is positive. These are called normal goods. Goods for which demand decreases in response
to a rise in income have negative income elasticities and are called inferior goods.

The income elasticity of normal goods can be greater than 1 (elastic) or less than
1 (inelastic), depending on whether the percentage change in quantity demanded is greater
or less than the percentage change in income that brought it about. It is also common to use
the terms income-elastic and income-inelastic to refer to income elasticities of greater or less
than 1. (See Extensions in Theory 4-2 for a summary of the different elasticity concepts.)

How the demand for goods and services reacts to changes in income has important
economic effects. In most Western countries during the twentieth century, economic
growth caused the level of income to double every 20 to 30 years. This rise in income
was shared to some extent by almost all citizens. As they found their incomes increas-
ing, they increased their demands for most products. In the first part of that century,
however, the demands for some products (such as food and basic clothing) were
income-inelastic, whereas the demands for other products (such as durable goods)
were income-elastic. As a result, the demand for food and clothing grew less rapidly
than did the demand for durable goods. Later in the century, as incomes rose still fur-
ther, the income elasticity of demand for manufactured durables (such as cars, TV sets,
and refrigerators) fell while that for services (such as restaurant meals and movies)
increased. During this period the ongoing income growth led the demand for services
to grow more rapidly than the demand for durable goods.

91

income elasticity of
demand (ny) A measure of
the responsiveness of
quantity demanded to a
change in income.

normal good A good for
which quantity demanded
rises as income rises—its
income elasticity is
positive.

inferior good A good for
which quantity demanded
falls as income rises—its
income elasticity is
negative.
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ﬁ EXTENSIONS IN THEORY 4-2

The Terminology of Elasticity

Term

Numerical Measure
of Elasticity Verbal Description

A. Price elasticity of demand (supply)

inelastic

Perfectly or completely Zero Quantity demanded (supplied) does not change as

price changes.

Inelastic

Between zero and 1 Quantity demanded (supplied) changes by a smaller per-
centage than does price.

Unit elastic

One Quantity demanded (supplied) changes by exactly the
same percentage as does price.

infinitely elastic

Elastic Greater than 1 but Quantity demanded (supplied) changes by a larger
less than infinity percentage than does price.
Perfectly, completely, or  Infinity Purchasers (sellers) are prepared to buy (sell) all they can

at some price and none at all at a higher (lower) price.

B. Income elasticity of demand

Inferior good Negative Quantity demanded decreases as income increases.

Normal good Positive Quantity demanded increases as income increases:
Income-inelastic Less than 1 Less than in proportion to income increase
Income-elastic Greater than 1 More than in proportion to income increase

C. Cross elasticity of demand
Substitute Positive Price increase of a substitute leads to an increase in quan-
tity demanded of this good.
Complement Negative Price increase of a complement leads to a decrease in

quantity demanded of this good.

In some developing countries today, where per capita incomes are close to those of
the Western nations at the beginning of the twentieth century, it is the demands for
durable manufactured goods that are increasing most rapidly as income rises. In future
years (assuming that the current growth of income continues), these same countries
will likely experience the same shift in demand toward services that was experienced by
the Western countries in the last part of the twentieth century.

The uneven impact of the growth of income on the demands for different products
has important effects on the pattern of employment. For example, in Western coun-
tries, employment in agriculture fell during the first part of the twentieth century, while
employment in manufacturing rose. In the last half of the century, employment in manu-
facturing fell gradually whereas employment in services increased rapidly (and employ-
ment in agriculture continued its gradual decline). We will see many other consequences
of these demand shifts later in this book.

Luxuries Versus Necessities Different products typically have different
income elasticities of demand. For example, empirical studies find that basic food
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items—such as vegetables, bread, and cereals—usually have positive income elasticities
less than 1 (so an increase in income of 10 percent leads to an increase in quantity
demanded of less than 10 percent). Such goods are often called necessities. In contrast,
more expensive foods—such as high-quality cuts of meat, prepared meals, and wine—
usually have positive income elasticities greater than 1 (so an increase in income of
10 percent leads to an increase in quantity demanded of more than 10 percent). These
products are often called luxuries.

The more necessary an item is in the consumption pattern of consumers, the lower
is its income elasticity.

Income elasticities for any one product also vary with the level of a consumer’s
income. When incomes are low, consumers may eat almost no green vegetables and
consume lots of starchy foods, such as bread and potatoes; when incomes are higher,
they may eat cheap cuts of meat and more green vegetables along with their bread and
potatoes; when incomes are higher still, they are likely to eat higher-quality and prepared
foods of a wide variety.

The distinction between luxuries and necessities helps to explain differences in
income elasticities. The case of restaurant meals is one example. Such meals are almost
always more expensive, calorie for calorie, than meals prepared at home. It would thus
be expected that at lower incomes, restaurant meals would be regarded as an expensive
luxury but that the demand for them would expand substantially as consumers became
richer. This is actually what happens.

Notice that both necessities and luxuries have positive income elasticities and thus
are normal goods. In contrast, inferior goods have a negative income elasticity because
an increase in income actually leads to a reduction in quantity demanded. An example
of an inferior good for some consumers might be packages of instant noodles or inex-
pensive cuts of meat; as consumers’ incomes rise, they reduce their demand for these
products and consume more of higher-quality items.

Cross Elasticity of Demand

The responsiveness of demand to changes in the price of another product is called the
cross elasticity of demand. It is denoted myy and defined as follows:

_ Percentage change in quantity demanded of good X
Percentage change in price of good Y

nxy

The change in the price of good Y causes the demand curve for good X to shift. If
X and Y are substitutes, an increase in the price of Y leads to an increase in the demand
for X. If X and Y are complements, an increase in the price of Y leads to a reduction in
demand for X. In either case, we are holding the price of X constant. We therefore mea-
sure the change in the quantity demanded of X (at its unchanged price) by measuring
the shift of the demand curve for X.

Cross elasticity can vary from minus infinity to plus infinity. Complementary prod-
ucts, such as cars and gasoline, have negative cross elasticities. A rise in the price of gaso-
line will lead to a decline in the demand for cars, as some people decide to do without a
car and others decide not to buy an additional car. Substitute products, such as cars and
public transport, have positive cross elasticities. A rise in the price of cars (relative to
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necessities Products for
which the income elasticity
of demand is positive but
less than 1.

luxuries Products for
which the income elasticity
of demand is positive and
greater than 1.

cross elasticity of
demand (nyy) A measure
of the responsiveness

of the quantity of one
commodity demanded to
changes in the price of
another commodity.
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Practise with Study Guide
Chapter 4, Extension
Exercise E1.
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Substitute products have a positive cross elastic-
ity; an increase in the price of one leads to an
increase in demand for the other.

public transport) will lead to a rise in the demand for public trans-
port as some people shift from cars to public transport.

The positive or negative signs of cross elasticities tell us whether
goods are substitutes or complements.

Measures of cross elasticity sometimes prove helpful in defin-
ing whether producers of similar products are in competition with
each other. For example, glass bottles and tin cans have a high
cross elasticity of demand. The producer of bottles is thus in com-
petition with the producer of cans. If the bottle company raises its
price, it will lose substantial sales to the can producer. In contrast,
men’s shoes and women’s shoes have a low cross elasticity and
thus a producer of men’s shoes is not in close competition with a
producer of women’s shoes. If the former raises its price, it will not

lose many sales to the latter. Knowledge of cross elasticity can be important in matters
of competition policy in which the issue is whether a firm in one industry is or is not
competing with firms in another industry. We discuss competition policy in more

detail in Chapter 12.

Summary

4.1 Price Elasticity of Demand

Price elasticity of demand is a measure of the extent to
which the quantity demanded of a product responds to

a change in its price. Represented by the symbol n, it is
defined as

_ Percentage change in quantity demanded
Percentage change in price

The percentage changes are usually calculated as the
change divided by the average value. Elasticity is defined
to be a positive number, and it can vary from zero to
infinity.

When elasticity is less than 1, demand is inelastic—the
percentage change in quantity demanded is less than the
percentage change in price. When elasticity exceeds 1,
demand is elastic—the percentage change in quantity
demanded is greater than the percentage change in price.

©00

The main determinant of demand elasticity is the avail-
ability of substitutes for the product. Any one of a group
of close substitutes will have a more elastic demand than
will the group as a whole.

Items that have few substitutes in the short run tend to
develop many substitutes when consumers and producers
have time to adapt. Therefore, demand is more elastic in
the long run than in the short run.

Elasticity and total expenditure are related in the follow-
ing way: If elasticity is less than 1, total expenditure is
positively related with price; if elasticity is greater than
1, total expenditure is negatively related with price; and
if elasticity is 1, total expenditure does not change as
price changes.

4.2 Price Elasticity of Supply

Elasticity of supply measures the extent to which the
quantity supplied of some product changes when the
price of that product changes. Represented by the sym-
bol 1, it is defined as

_ Percentage change in quantity supplied
s Percentage change in price

©0e

Supply tends to be more elastic in the long run than in
the short run because it usually takes time for produc-
ers to alter their productive capacity in response to price
changes.
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4.3 An Important Example Where Elasticity Matters ©0

e The distribution of the burden of an excise tax between
consumers and producers depends on the relative elas-
ticities of supply and demand for the product.

e The less elastic demand is relative to supply, the more of

the burden of an excise tax falls on the consumers. The
more elastic demand is relative to supply, the more of
the burden of an excise tax falls on producers.

4.4 Other Demand Elasticities

e Income elasticity of demand is a measure of the extent
to which the quantity demanded of some product
changes as income changes. Represented by the symbol
TNy, it is defined as

_ Percentage change in quantity demanded
Percentage change in income

Ny

e The income elasticity of demand for a product will usu-
ally change as income varies. A product that has a high
income elasticity at a low income may have a low or
negative income elasticity at higher incomes.

Key Concepts

©00

Cross elasticity of demand is a measure of the extent to
which the quantity demanded of one product changes
when the price of a different product changes.
Represented by the symbol nyy, it is defined as

Percentage change in quantity demanded of good X
Nxy = Percentage change in price of good Y

It is used to define products that are substitutes for one
another (positive cross elasticity) and products that are
complements for one another (negative cross elasticity).

Price elasticity of demand Elasticity of supply Income elasticity of demand

Inelastic and perfectly inelastic Short-run and long-run responses to Normal goods and inferior goods
demand shifts in demand and supply Luxuries and necessities

Elastic and infinitely elastic demand The burden of an excise tax Cross elasticity of demand

Relationship between demand Consumer price and seller price Substitutes and complements

elasticity and total expenditure

Study Exercises
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1. Fill in the blanks to make the following statements
correct.

a. When a 10-percent change in the price of a good
brings about a 20-percent change in its quantity
demanded, the price elasticity of demand is

. We can say that demand for this
good is .

b. When a 10-percent change in the price of a good

brings about a 4-percent change in its quantity

demanded, the price elasticity of demand is
. We can say that demand for this
good is .

c. When a 10-percent change in the price of a good
brings about a 10-percent change in its quantity
demanded, the price elasticity of demand is

. We can say that demand for this
good is
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A hypothetical demand schedule for comic books in a
small town is provided below.

Demand Schedule for Comic Books

Price Demanded diture

Percent
Total  Percent Change in Elasticity
Quantity Expen- Change Quantity of
in Price Demanded Demand

$11
9

— W »n

1

=0 N »Li W

1

3.

a. Fill in the table and calculate the price elasticity of
demand over each price range. Be sure to use aver-
age prices and quantities when computing the per-
centage changes.

b. Plot the demand curve and show the elasticities
over the different ranges of the curve.

c. Explain why demand is more elastic at the higher
prices.

Suppose the market for frozen orange juice is in equi-
librium at a price of $1.00 per can and a quantity of
4200 cans per month. Now suppose that at a price of
$1.50 per can, quantity demanded falls to 3000 cans
per month and quantity supplied increases to 4500
cans per month.

a. Draw the appropriate diagram for this market.

b. Calculate the price elasticity of demand for frozen
orange juice between the prices of $1.00 and
$1.50. Is the demand elastic or inelastic?

c. Calculate the elasticity of supply for frozen orange
juice between the prices of $1.00 and $1.50. Is the
supply elastic or inelastic?

d. Explain in general what factors would affect the
elasticity of demand for frozen orange juice.

e. Explain in general what factors would affect the
elasticity of supply of frozen orange juice.

What would you predict about the relative price elas-
ticity of demand for each of the following items?
Explain your reasoning.

food

vegetables

leafy vegetables

leafy vegetables sold at your local supermarket
leafy vegetables sold at your local supermarket on
Wednesdays

Suppose a stamp dealer buys the only two existing
copies of a stamp at an auction. After the purchase, the
dealer goes to the front of the room and burns one of

o gp

the stamps in front of the shocked audience. What must
the dealer believe in order for this to be a wealth-
maximizing action? Explain with a demand-and-supply
diagram.

. For each of the following events, state the relevant elas-

ticity concept. Then compute the measure of elasticity,
using average prices and quantities in your calcula-
tions. In all cases, assume that these are ceteris paribus
changes.

a. When the price of theatre tickets is reduced from
$14.00 to $11.00, ticket sales increase from 1200
to 1350.

b. As average household income in Canada increases
by 10 percent, annual sales of Toyota Camrys
increase from 56 000 to 67 000.

c. After a major failure of Brazils coffee crop sent
coffee prices up from $3.00 per kilogram to $4.80
per kilogram, sales of tea in Canada increased from
7500 kg per month to 8000 kg per month.

d. An increase in the world demand for pulp (used in
producing newsprint) increases the price by 14 per-
cent. Annual Canadian production increases from
8 million tonnes to 11 million tonnes.

. The following table shows the demand schedule for

denim jeans.

Quantity
Price Demanded Total

(per unit) (per year) Expenditure
A $30 400 000
B 35 380 000
C 40 350 000
D 45 320 000
E 50 300 000
F S5 260 000
G 60 230 000
H 65 190 000

a. Compute total expenditure for each row in the

table.

b. Plot the demand curve and the total expenditure
curve.

c. Compute the price elasticities of demand between
points A and B, B and C, C and D, and so on.

d. Over what range of prices is the demand for denim
jeans elastic? Explain.

e. Over what range of prices is the demand for denim
jeans inelastic? Explain.

. Consider the following straight-line supply curves. In

each case, p is the price (measured in dollars per unit)
and O° is the quantity supplied of the product (mea-
sured in thousands of units per month).



i) p=20°
i) p=40°
i) p=50°%
iv) p=100°

a. Plot each supply curve on a scale diagram. In each
case, plot point A (which corresponds to price
equal to $20) and point B (which corresponds to
price equal to $40).

b. For each supply curve, compute the price elasticity
of supply between points A and B.

c. Explain why the slope of a supply curve is not the
same as the elasticity of supply.

9. This is a challenging question intended for those stu-

dents who like mathematics. It will help you work
through the issue of tax incidence. (See Extensions in
Theory 4-1 on page 90 if you get stuck!)

Consider the market for gasoline. Suppose the market
demand and supply curves are as given below. In each

Discussion Questions

1. From the following quotations, what, if anything, can

you conclude about elasticity of demand?

a. “Good weather resulted in record wheat harvests
and sent wheat prices tumbling. The result has been
disastrous for many wheat farmers.”

b. “Ridership always went up when bus fares came
down, but the increased patronage never was
enough to prevent a decrease in overall revenue.”

c. “As the price of CD players fell, producers found
their revenues soaring.”

d. “Coffee to me is an essential good—I’ve just gotta
have it no matter what the price.”

e. “The soaring price of condominiums does little to
curb the strong demand in Vancouver.”

2. Laptop computers were a leader in sales appeal over

the past decade. But per capita sales are much lower in
Mexico than in Canada, and lower in Newfoundland
and Labrador than in Alberta. Manufacturers are puz-
zled by the big differences. Can you offer an explana-
tion in terms of elasticity?

3. What elasticity measure or measures would be useful

in answering the following questions?

a. Will cheaper transport into the central city help to
keep downtown shopping centres profitable?

b. Will raising the bulk postage rate increase or
decrease the revenues for Canada Post?

CHAPTER 4: ELASTICITY 97

case, quantity refers to millions of litres of gasoline per
month; price is the price per litre (in cents).

Demand: p = 80 — 5QP
Supply: p= 24+ 20°%

a. Plot the demand and supply curves on a scale
diagram.

b. Compute the equilibrium price and quantity.

c. Now suppose the government imposes a tax of 14
cents per litre. Show how this affects the market
equilibrium. What is the new “consumer price”
and what is the new “producer price”?

d. Compute the total revenue raised by the gasoline
tax. What share of this tax revenue is “paid” by
consumers, and what share is “paid” by producers?
(Hint: if the consumer price were unchanged from
the pre-tax equilibrium, we would say that con-
sumers pay none of the tax.)

c. Are producers of toothpaste and mouthwash in
competition with each other?

d. What effect will rising gasoline prices have on the
sale of cars that use propane gas?

. Interpret the following statements in terms of the rele-

vant elasticity concept.

a. “As fuel for tractors has become more expensive,
many farmers have shifted from plowing their
fields to no-till farming. No-till acreage increased
dramatically in the past 20 years.”

b. “Fertilizer makers brace for dismal year as fertilizer
prices soar.”

c. “When farmers are hurting, small towns feel the
pain.”

d. “The development of the Hibernia oil field off the
Grand Banks may bring prosperity to Newfound-
land and Labrador merchants.”

. When the New York City Opera faced a growing

deficit, it cut its ticket prices by 20 percent, hoping to
attract more customers. At the same time, the New
York Transit Authority raised subway fares to reduce
its growing deficit. Was one of these two opposite
approaches to reducing a deficit necessarily wrong?



@ LEARNING OBJECTIVES
In this chapter you will learn

@ thatindividual markets do not exist in isola-
tion, and that changes in one market typi-
cally have repercussions in other markets.

@ how a market works in the presence of
legislated price ceilings or price floors.

©® about the different short-run and long-run
effects of legislated rent controls.

@O why government interventions that cause
prices to deviate from their market-clearing
levels tend to be inefficient for society as a
whole.

Markets in Action

Over the past two chapters, we have developed the
model of demand and supply that you can now use
to analyze individual markets. A full understanding
of the basic theory, however, comes only with prac-
tice. This chapter will provide some practice by ana-
lyzing several examples, including minimum wages
and rent controls.

Before examining these cases, however, we begin
the chapter by discussing how various markets are
related to one another. In Chapters 3 and 4, we used
the simple demand-and-supply model to describe a
single market, ignoring what was going on in other
markets. For example, when we examined the mar-
ket for carrots, we made no mention of the markets
for milk, televisions, or labour services. In other words,
we viewed the market for carrots in isolation from all
other markets. But this was only a simplification. In
this chapter’s opening section we note that the econ-
omy should not be viewed as a series of isolated
markets. Rather, the economy is a complex system
of inter-related markets. The implication of this com-
plex structure is that events leading to changes in
one market typically lead to changes in other markets
as well.
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5.1 The Interaction Among Markets

Suppose an advance is made that reduces the cost of extracting natural gas. This tech-
nological improvement would be represented as a rightward shift in the supply curve
for natural gas. The equilibrium price of natural gas would fall and there would be an
increase in the equilibrium quantity exchanged.

How would other markets be affected? As natural-gas firms expanded their pro-
duction, they would increase their demand for the entire range of goods and services
used for the extraction, processing, pumping, and distribution of natural gas. This
increase in demand would tend to raise the prices of those items and lead the produc-
ers of those goods to devote more resources to their production. The natural-gas firms
would also increase their demand for labour, since more workers would be required to
drill for and extract more natural gas. The increase in demand for labour would tend
to push wages up. Firms that hire similar workers in other industries would have to
pay higher wages to retain their workers. The profits of those firms would fall and they
would employ fewer workers, thus freeing up the extra workers needed in the natural-
gas industry.

There would also be a direct effect on consumers. The reduction in the equilibrium
price of natural gas would generate some substitution away from other fuels, such as
oil and propane, and toward the now-lower-priced natural gas. Such reductions in
demand would tend to push down the price of oil and propane, and producers of those
fuels would devote fewer resources to their production.

In short, a technological improvement in the natural-gas industry would have
effects in many other markets. But there is nothing special about the natural-gas indus-
try. The same would be true about a change in almost any market you can think of.

No market or industry exists in isolation from the economy’s many other markets.

A change in one market will lead to changes in many other markets. The induced
changes in these other markets will, in turn, lead to changes in the first market. This is
what economists call feedback. In the example of the natural-gas industry, the reduc-
tion in the price of natural gas leads consumers to reduce their demand for oil and
propane, thus driving down the prices of these other fuels. But when we draw any
given demand and supply curves for natural gas, we assume that the prices of all other
goods are constant. So, when the prices of oil and propane fall, the feedback effect on
the natural-gas market is to shift the demand curve for natural gas to the left (because
natural gas is a substitute for both oil and propane).

Predicting the precise size of this feedback effect is difficult, and the analysis of the
natural-gas industry—or any other industry—would certainly be much easier if we
could ignore it. But we cannot always ignore such feedback effects. Economists make a
distinction between cases in which the feedback effects are small enough that they can
safely be ignored, and cases in which the feedback effects are large enough that ignor-
ing them would significantly change the analysis.

Partial-equilibrium analysis is the analysis of a single market in situations in which
the feedback effects from other markets are ignored. This is the type of analysis that we
have used so far in this book, and it is the most common type of analysis in microeco-
nomics. For example, when we examined the market for cigarettes at the end of Chap-
ter 4, we ignored any potential feedback effects that could have come from the market
for alcohol, coffee, or many other goods or services. In this case, we used partial-equi-
librium analysis, focusing only on the market for cigarettes, because we assumed that
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Practise with Study Guide
Chapter 5, Exercise 1.

partial-equilibrium
analysis The analysis of a
single market in isolation,
ignoring any feedbacks
that may come from
induced changes in other
markets.
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general-equilibrium
analysis The analysis of all
the economy’s markets
simultaneously, recognizing
the interactions among the
various markets.
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the changes in the cigarette market would produce small enough changes on the other
markets that the feedback effects from the other markets would, in turn, be sufficiently
diffused that we could safely ignore them. This suggests a general rule telling us when
partial-equilibrium analysis is a legitimate method of analysis:

If a specific market is quite small relative to the entire economy, changes in the
market will have relatively small effects on other markets. The feedback effects on
the original market will, in turn, be even smaller. In such cases, partial-equilibrium
analysis can successfully be used to analyze the original market.

When economists study all markets together, rather than a single market in isola-
tion, they use what is called general-equilibrium analysis. This is more complicated
than partial-equilibrium analysis because the economist not only must consider what is
happening in each individual market but also must take into account how events in
each market affect all the other markets.

General-equilibrium analysis is the study of how all markets function together,
taking into account the various relationships and feedback effects among individ-
ual markets.

imy/sleelgllele) ADDITIONAL TOPICS

For a detailed discussion and several examples of the various ways that
seemingly unrelated markets may be linked, look for Linkages Between Markets
in the Additional Topics section of this book’s MyE conLab.

www.myeconlab.com

As you go on to learn more microeconomics in this and later chapters, you will
encounter mostly partial-equilibrium analysis. The book is written this way intention-
ally—it is easier to learn about the basic ideas of monopoly, competition policy, labour
unions, and environmental policy (as well as many other topics) by restricting our
attention to single markets. But keep in mind that many other markets are “behind the
scenes,” linked to the individual markets we choose to study.

We now go on to examine the effects of government-controlled prices. These
appear prominently in labour markets and rental housing markets.

5.2 Government-Controlled Prices

In a number of important cases, governments fix the price at which a product must be
bought and sold in the domestic market. Here we examine the general consequences of
such policies. Later, we look at some specific examples.

In a free market the equilibrium price equates the quantity demanded with the
quantity supplied. Government price controls are policies that attempt to hold the
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price at some disequilibrium value. Some controls hold
the market price below its equilibrium value, thus creat- FIGURE 5-1 The Determination of Quantity
ing a shortage at the controlled price. Other controls Exchanged in Disequilibrium
hold price above its equilibrium value, thus creating a
surplus at the controlled price.

LS
: —_— : 3 oo
Disequilibrium Prices g, E,*
o A S
When controls hold the price at some disequilibrium } ”\
value, what determines the quantity actually traded on | Seeal
.. . ===D
the market? This is not a question we have to ask when ‘
examining a free market because the price adjusts to 0 Q
equate quantity demanded with quantity supplied. But Quantity

this adjustment cannot take place if the government is

. . . : . In disequilibrium, quantity exchanged is determined
controlling the price. So, in this case, what determines .

by the lesser of quantity demanded and quantity sup-

the quantity actually exchanged? plied. At E, the market is in equilibrium, with quan-

The key to the answer is the fact that any voluntary tity demanded equal to quantity supplied. For any
market transaction requires both a willing buyer and a price below po, the quantity exchanged will be deter-
willing seller. So, if quantity demanded is less than mined by the supply curve. For any price above py,

: . . . the quantity exchanged will be determined by the
quantity supplied, demand will determine the amount demand curve. Thus, the solid portions of the S and

ac.tually. exchanged, while the rest of the quantity sup- D curves show the actual quantities exchanged at
plied will remain in the hands of the unsuccessful sell- different disequilibrium prices.

ers. Conversely, if quantity demanded exceeds quantity

supplied, supply will determine the amount actually

exchanged, while the rest of the quantity demanded will represent unsatisfied demand
of would-be buyers. Figure 5-1 illustrates the general conclusion:

At any disequilibrium price, quantity exchanged is determined by the lesser of
quantity demanded or quantity supplied.

Price Floors

Governments sometimes establish a price floor, which is the minimum permissible price
that can be charged for a particular good or service. A price floor that is set at or below
the equilibrium price has no effect because the free-market equilibrium remains attain-
able. If, however, the price floor is set above the equilibrium, it will raise the price, in
which case it is said to be binding.

Price floors may be established by rules that make it illegal to sell the product
below the prescribed price, as in the case of a legislated minimum wage. Or the govern-
ment may establish a price floor by announcing that it will guarantee a certain price by
buying any excess supply. Such guarantees are a feature of many agricultural support
policies.

The effects of a binding price floor are illustrated in Figure 5-2, which establishes
the following key result:

Binding price floors lead to excess supply. Either an unsold surplus will exist, or
someone (usually the government) must enter the market and buy the excess

supply.
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The consequences of excess supply differ from

FIGURE 5-2 A Binding Price Floor product to product. If the product is labour, subject to
a minimum wage, excess supply translates into people
| E | S without jobs (unemployment). If the product is wheat,
xcess | .
| supply | and more is produced than can be sold to consumers,
l———1 /" Price floor the surplus wheat will accumulate in grain elevators or

by

Price

government warehouses. These consequences may or
may not be worthwhile in terms of the other goals
achieved. But worthwhile or not, these consequences
are inevitable in a competitive market whenever a
price floor is set above the market-clearing equilibrium
price.

Why might the government want to incur these

A binding price floor leads to excess supply. The
free-market equilibrium is at E, with price py and

consequences? One reason is that the people who suc-

Quantity ceed in selling their products at the price floor are bet-

ter off than if they had to accept the lower equilibrium
price. Workers and farmers are among the politically

quantity Qp. The government now establishes a actin:, organized groups who have .gainec'l much by per-
binding price floor at p;. The result is excess supply suading the government to establish price floors that

equal to 010,;.

For information on various
labour-market policies in
Canada, see HRSDC's
website: www.hrsdc.gc.ca.
Then click on “Labour and
Workplace. ”

enable them to sell their goods or services at prices

above free-market levels. If the demand is inelastic, as it

often is for agricultural products, producers earn more
income in total (even though they sell fewer units of the product). The losses are
spread across the large and diverse set of purchasers, each of whom suffers only a
small loss.

Applying Economic Concepts 5-1 examines the case of a legislated minimum wage
in more detail, and explains the basis of the often-heard claim that minimum wages
increase unemployment. We discuss the effects of minimum wages in greater detail in
Chapter 14 when we examine various labour-market issues.

Price Ceilings

A price ceiling is the maximum price at which certain goods and services may be
exchanged. Price ceilings on oil, natural gas, and rental housing have been frequently
imposed by federal and provincial governments. If the price ceiling is set above the
equilibrium price, it has no effect because the free-market equilibrium remains attain-
able. If, however, the price ceiling is set below the free-market equilibrium price, the
price ceiling lowers the price and is said to be binding. The effects of binding price ceil-
ings are shown in Figure 5-3, which establishes the following conclusion:

Binding price ceilings lead to excess demand, with the quantity exchanged being
less than in the free-market equilibrium.

Allocating a Product in Excess Demand Free markets eliminate excess
demand by allowing prices to rise, thereby allocating the available supply among
would-be purchasers. Because this adjustment cannot happen in the presence of a bind-
ing price ceiling, some other method of allocation must be adopted. Experience sug-
gests what we can expect.
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APPLYING ECONOMIC CONCEPTS 5-1

Minimum Wages and Unemployment

All Canadian governments, provincial, territorial, and
federal, have legislated minimum wages. For those
industries covered by provincial or territorial legisla-
tion (which includes most industries except banking,
airlines, trucking, and railways), the minimum wage
in 2010 ranged from a low of $8.00 per hour in
British Columbia to a high of $10.00 per hour in
Nunavut. This box examines the effects of implement-
ing a minimum wage in a competitive labour market
and provides a basis for understanding the often-
heard claim that minimum wages lead to an increase
in unemployment.

The accompanying figure shows the demand and
supply curves for labour services in a fully competitive
market with “Employment” on the horizontal axis and
“Hourly Wage Rate” on the vertical axis. In the absence
of any legislated minimum wage, the equilibrium in the
labour market would be a wage equal to w( and a level
of employment equal to Ej.

Supply of labour
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Now suppose the government introduces a mini-
mum wage equal to w,;, that is greater than wy. The
increased wage has two effects. First, by increasing the
cost of labour services to firms, the minimum wage
reduces the level of employment to E;. The second
effect is to increase the quantity supplied of labour ser-
vices to E,. Thus, the clear effect of the binding mini-
mum wage, as seen in the figure, is to generate
unemployment—workers that want a job in this market
but are unable to get one—equal to the amount E; E,.

Whom does this policy benefit? And whom does it
harm? Firms are clearly made worse off since they are
now required to pay a higher wage than before the min-
imum wage was imposed. They respond to this increase
in costs by reducing their use of labour. Some (but not
all) workers are made better off. The workers who are
lucky enough to keep their jobs—E; workers in the fig-
ure—get a higher wage than before. The shaded area
shows the redistribution of income away from firms and
toward these fortunate workers. Some workers are
harmed by the policy—the ones who lose their jobs as a
result of the wage increase, shown in the figure as the
quantity Eq Ej.

We have discussed here the effects of minimum
wages in a competitive labour market—one in which
there are many firms and many workers, none of whom
have the power to influence the market wage. In Chap-
ter 14 we will examine non-competitive labour markets,
and we will then see that minimum wages may have a
different effect on the market. This different behaviour
of competitive and non-competitive markets in the pres-
ence of minimum wages probably accounts for the dis-
agreements among economists and policymakers
regarding the effects of minimum-wage legislation.
Until we proceed to that more advanced discussion,
however, the analysis of a competitive labour market in
this box provides an excellent example of the economic
effects of a binding price floor in specific circumstances.

If stores sell their available supplies on a first-come, first-served basis, people will

rush to stores that are said to have stocks of the product. Buyers may wait hours to get
into the store, only to find that supplies are exhausted before they can be served. This
is why standing in lines became a way of life in the centrally planned economies of the
Soviet Union and Eastern Europe in which price controls were pervasive.
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FIGURE 5-3 A Price Ceiling and Black-
Market Pricing

Price

9, 9

Quantity

A binding price ceiling causes excess demand and
invites a black market. The equilibrium point, E, is ata
price of py and a quantity of Q. If a price ceiling is set
at py, the quantity demanded will rise to Oy and the
quantity supplied will fall to Q). Quantity actually
exchanged will be Q,. But if all the available supply of
O, were sold on a black market, the price to con-
sumers would rise to p,. Because black marketeers buy
at the ceiling price of p; and sell at the black-market
price of ps, their profits are represented by the shaded
area.

sellers’ preferences
Allocation of commodities
in excess demand by

decisions of the sellers. market price.

black market A situation
in which goods are sold
illegally at prices that
violate a legal price
control.

TO DEMAND AND SUPPLY

In market economies, “first-come, first-served” is
often the basis for allocating tickets to concerts and
sporting events when promoters set a price at which
demand exceeds the supply of available seats. In these
cases, an illegal market often develops, in which ticket
“scalpers” resell tickets at market-clearing prices. Store-
keepers (and some ticket sellers) often respond to excess
demand by keeping goods “under the counter” and sell-
ing only to customers of their own choosing. When sell-
ers decide to whom they will and will not sell their
scarce supplies, allocation is said to be by sellers’ prefer-
ences.

If the government dislikes the allocation of prod-
ucts by long line-ups or by sellers’ preferences, it can
choose to ration the product. To do so, it prints only
enough ration coupons to match the quantity supplied
at the price ceiling and then distributes the coupons to
would-be purchasers, who then need both money and
coupons to buy the product. The coupons may be dis-
tributed equally among the population or on the basis
of some criterion, such as age, family status, or occupa-
tion. Rationing of this sort was used by Canada and
many other countries during both the First and Second
World Wars.

Black Markets Price ceilings usually give rise to
black markets. A black market is any market in which
goods are sold illegally at prices that violate a legal price
control.

Binding price ceilings always create the potential for a black market because a
profit can be made by buying at the controlled price and selling at the black-

Figure 5-3 illustrates the extreme case in which all the available supply is sold on
a black market. We say this case is extreme because there are law-abiding people in
every society and because governments ordinarily have at least some power to
enforce their price ceilings. Although some units of a product subject to a binding

price ceiling will be sold on the black market, it is unlikely that all of that product

will be.

Does the existence of a black market mean that the goals sought by imposing price
ceilings have been thwarted? The answer depends on what the goals are. Three of the
goals that governments often have when imposing a price ceiling are as follows:

1. To restrict production (perhaps to release resources for other uses, such as wartime

military production)

2. To keep specific prices down

3. To satisfy notions of equity in the consumption of a product that is temporarily in

short supply
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When price ceilings are accompanied by a significant black market, it is not clear
that any of these objectives are achieved. First, if producers are willing to sell (illegally)
at prices above the price ceiling, nothing restricts them to the level of output of O, in
Figure 5-3. As long as they can receive more than a price of py, they have an incentive to
increase their production. Second, black markets clearly frustrate the second objective
since the actual prices are not kept down; if quantity supplied remains below O, then
the black-market price will be higher than the free-market equilibrium price, po. The
third objective may also be thwarted since with an active black market it is likely that
much of the product will be sold only to those who can afford the black-market price,
which will often be well above the free-market equilibrium price.

To the extent that binding price ceilings give rise to a black market, it is likely that
the government’s objectives motivating the imposition of the price ceiling will
be thwarted.

The market for health care in Canada is an important example in which market-
clearing prices are not charged; instead, the price is controlled at zero and the services
are rationed by customers having to wait their turn to be served. No black market has
arisen, although when some Canadians travel to the United States and pay cash for
health-care services that they cannot get quickly enough in Canada, or when they pay
cash for the limited services provided by Canadian private clinics, the effects are similar
to those that occur in a black market. Even though there is not enough of the product
available in the public system to satisfy all demand at the controlled price of zero,
many people’s sense of social justice is satisfied because health care, at least in princi-
ple, is freely and equally available to everyone. In recent years, there has been a great
deal of debate regarding potential reforms to Canada’s health-care system; we discuss
this debate in more detail in Chapter 18.

5.3 Rent Controls: A Case Study
of Price Ceilings

For long periods over the past hundred years, rent controls existed in London, Paris,
New York, and many other large cities. In Sweden and Britain, where rent controls on
apartments existed for decades, shortages of rental accommodations were chronic.
When rent controls were initiated in Toronto and Rome, severe housing shortages
developed, especially in those areas where demand was rising.

Rent controls provide a vivid illustration of the short- and long-term effects of this
type of market intervention. Note, however, that the specifics of rent-control laws vary
greatly and have changed significantly since they were first imposed many decades ago.
In particular, current laws often permit exemptions for new buildings and allowances
for maintenance costs and inflation. Moreover, in many countries rent controls have
evolved into a “second generation” of legislation that focuses on regulating the rental
housing market rather than simply controlling the price of rental accommodation.

In this section, we confine ourselves to an analysis of rent controls that are aimed
primarily at holding the price of rental housing below the free-market equilibrium
value. It is this “first generation” of rent controls that produced dramatic results in
such cities as London, Paris, New York, and Toronto.

105
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The Predicted Effects of Rent Controls

Binding rent controls are a specific case of price ceilings, and therefore Figure 5-3 can
be used to predict some of their effects:

There will be a housing shortage in the sense that quantity demanded will exceed
quantity supplied. Since rents are held below their free-market levels, the available
quantity of rental housing will be less than if free-market rents had been charged.

The shortage will lead to alternative allocation schemes. Landlords may allocate
by sellers’ preferences, or the government may intervene, often through security-
of-tenure laws, which protect tenants from eviction and thereby give them prior-

1.
(3)
4 3—°
SO 2.
Practise with Study Guide
Chapter 5, Exercise 3. ¢ v
Ity over prospective new tenants.
3

. Black markets will appear. For example, landlords may (illegally) require tenants

to pay “key money” equal to the difference in value between the free-market and
the controlled rents. In the absence of security-of-tenure laws, landlords may force
tenants out when their leases expire in order to extract a large entrance fee from

new tenants.

FIGURE 5-4 The Short-Run and Long-
Run Effects of Rent Controls
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Quantity of Rental Accommodations

Rent control causes housing shortages that worsen
as time passes. The free-market equilibrium is at
point E. The controlled rent of 7, forces rents below
their free-market equilibrium value of 7. The short-
run supply of housing is shown by the perfectly
inelastic curve Sg. Thus, quantity supplied remains at
Qg in the short run, and the housing shortage is
0105. Over time, the quantity supplied shrinks, as
shown by the long-run supply curve S;. In the long
run, there are only Q3 units of rental accommoda-
tions supplied, fewer than when controls were insti-
tuted. The long-run housing shortage of O30, is
larger than the initial shortage of Q1Q0>.

The unique feature of rent controls, however, as
compared with price controls in general, is that they are
applied to a highly durable good that provides services
to consumers for long periods. Once built, an apartment
can be used for decades. As a result, the immediate
effects of rent control are typically quite different from
the long-term effects.

The short-run supply response to the imposition of
rent controls is usually quite limited. Some conversions
of apartment units to condominiums (that are not
covered by the rent-control legislation) may occur, but
the quantity of apartments does not change much. The
short-run supply curve for rental housing is quite
inelastic.

In the long run, however, the supply response to
rent controls can be quite dramatic. If the expected
rate of return from building new rental housing falls
significantly below what can be earned on other
investments, funds will go elsewhere. New construc-
tion will be halted, and old buildings will be converted
to other uses or will simply be left to deteriorate. The
long-run supply curve of rental accommodations is
highly elastic.

Figure 5-4 illustrates the housing shortage that
worsens as time passes under rent control. Because the
short-run supply of housing is inelastic, the controlled
rent causes only a moderate housing shortage in the
short run. Indeed, most of the shortage comes from an
increase in the quantity demanded rather than from a
reduction in quantity supplied. As time passes, however,
fewer new apartments are built, more conversions take
place, and older buildings are not replaced (and not
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repaired) as they wear out. As a result, the quantity supplied shrinks steadily and the
extent of the housing shortage worsens.

Along with the growing housing shortage comes an increasingly inefficient use of
rental accommodation space. Existing tenants will have an incentive to stay where they
are even though their family size, location of employment, or economic circumstances
may change. Since they cannot move without giving up their low-rent accommodation,
some may accept lower-paying jobs nearby simply to avoid the necessity of moving.
Thus, a situation will arise in which existing tenants will hang on to accommodation
even if it is poorly suited to their needs, while individuals and families who are newly
entering the housing market will be unable to find any rental accommodation except at
black-market prices.

The province of Ontario instituted rent controls in 1975 and tightened them on at
least two subsequent occasions. The controls permitted significant increases in rents
only where these were needed to pass on cost increases. As a result, the restrictive
effects of rent controls were felt mainly in areas where demand was increasing rapidly
(as opposed to areas where only costs were increasing rapidly).

During the mid- and late-1990s, the population of Ontario grew substantially but
the stock of rental housing did not keep pace. A
shortage developed in the rental-housing market, and
was especially acute in Metro Toronto. This growing
housing shortage led the Conservative Ontario gov-
ernment in 1997 to loosen rent controls, in particular
by allowing landlords to increase the rent as much as
they saw fit but only as tenants vacated the apart-
ment. Not surprisingly, this policy had both critics
and supporters. Supporters argued that a loosening
of controls would encourage the construction of
apartments and thus help to reduce the housing
shortage. Critics argued that landlords would harass
existing tenants, forcing them to move out so that
rents could be increased for incoming tenants.
(Indeed, this behaviour happened in rent-controlled
New York City, where a landlord pleaded guilty in
January 1999 to hiring a “hit man” to kill some ten-
ants and set fires to the apartments of others to scare
them out so that rents could be increased!)

Rent control still exists in Ontario, and the gov-
ernment now places a limit on the annual rate of
increase of rents. As of 2009, the maximum allow-
able increase was 1.8 percent, although landlords
could apply to the regulatory body for permission to
have a larger increase.

Who Gains and Who Loses?

Existing tenants in rent-controlled accommodations
are the principal gainers from a policy of rent con-
trol. As the gap between the controlled and the free-
market rents grows, and as the stock of available

housing falls, those who are still lucky enough to live  perhaps the most striking effect of rent control is the long-term
in rent-controlled housing gain more and more. decline in the amount and quality of rental housing.
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Landlords suffer because they do not get the rate of return they expected on their
investments. Some landlords are large companies, and others are wealthy individuals.
Neither of these groups attracts great public sympathy, even though the rental compa-
nies’ shareholders are not all rich. But some landlords are people of modest means who
may have put their retirement savings into a small apartment block or a house or two.
They find that the value of their savings is diminished, and sometimes they find them-
selves in the ironic position of subsidizing tenants who are far better off than they are.

The other important group of people who suffer from rent controls are potential
future tenants. The housing shortage will hurt some of them because the rental housing
they will require will not exist in the future. These people, who wind up living farther
from their places of employment and study or in apartments otherwise inappropriate
to their situations, are invisible in debates over rent control because they cannot obtain
housing in the rent-controlled jurisdiction. Thus, rent control is often stable politically
even when it causes a long-run housing shortage. The current tenants benefit, and they
outnumber the current landlords, while the potential tenants, who are harmed, are
nowhere to be seen or heard.

imy/=leegllele) ADDITIONAL TOPICS

In some situations, legislated rent controls may impose relatively small costs.
For a fuller explanation, look for When Rent Controls Work and When They Don’t
in the Additional Topics section of this book’s MyE conLab.

www.myeconlab.com

Policy Alternatives

Most rent controls today are meant to protect lower-income tenants, not only against
“profiteering” by landlords in the face of severe local shortages but also against the
steadily rising cost of housing. The market solution is to let rents rise sufficiently to
cover the rising costs. If people decide that they cannot afford the market price of
apartments and will not rent them, construction will cease. Given what we know about
consumer behaviour, however, it is more likely that people will make agonizing
choices, both to economize on housing and to spend a higher proportion of total
income on it, which mean consuming less housing and less of other things as well.

If governments do not want to accept this market solution, there are many things
they can do, but they cannot avoid the fundamental fact that the opportunity cost of
good housing is high. Binding rent controls create housing shortages. The shortages
can be removed only if the government, at taxpayer expense, either subsidizes housing
production or produces public housing directly.

Alternatively, the government can make housing more affordable to lower-income
households by providing income assistance to these households, allowing them access
to higher-quality housing than they could otherwise afford. Whatever policy is
adopted, it is important to recognize that providing greater access to rental accommo-
dations has a resource cost. The costs of providing additional housing cannot be voted
out of existence; all that can be done is to transfer the costs from one set of persons to
another.
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5.4 An Introduction to Market
Efficiency

In this chapter we have seen the effects of governments intervening in competitive
markets by setting price floors and price ceilings. In both cases, we noted that the
imposition of a controlled price generates benefits for some individuals and costs for
others. For example, in the case of the legislated minimum wage (a price floor), firms
are made worse off by the minimum wage, but workers who retain their jobs are
made better off. Other workers, those unable to retain their jobs at the higher wage,
may be made worse off. In the example of legislated rent controls (a price ceiling),
landlords are made worse off by the rent controls, but some tenants are made better
off. Those tenants who are no longer able to find an apartment when rents fall are
made worse off.

Is it possible to determine the overall effects of such policies, rather than just the
effects on specific groups? For example, can we say that a policy of legislated minimum
wages, while harming firms, nonetheless makes society as a whole better off because it
helps workers more than it harms firms? Or can we conclude that the imposition of
rent controls makes society as a whole better off because it helps tenants more than it
harms landlords?

To address such questions, economists use the concept of market efficiency. We
will explore this concept in more detail in later chapters, but for now we simply intro-
duce the idea and see how it helps us understand the overall effects of price controls.
We begin by taking a slightly different look at market demand and supply curves.

Demand as “Value” and Supply as “Cost”

In Chapter 3 we saw that the market demand curve for any product shows, for each
possible price, how much of that product consumers want to purchase. Similarly, we
saw that the market supply curve shows how much producers want to sell at each
possible price. But we can turn things around and view these curves in a slightly dif-
ferent way—by starting with any given quantity and asking about the price. Specifi-
cally, we can consider the highest price that consumers are willing to pay and the
lowest price that producers are willing to accept for any given unit of the product. As
we will see, viewing demand and supply curves in this manner helps us think about
how society as a whole benefits by producing and consuming any given amount of
some product.

Let’s begin by considering the market demand curve for pizza, as shown in part (i)
of Figure 5-5. Each point on the demand curve shows the highest price consumers are
willing to pay for a given pizza. (We assume for simplicity that all pizzas are identical.)
At point A we see that consumers are willing to pay up to $20 for the 100th pizza, and
at point B consumers are willing to pay up to $15 for the 200th pizza. In both cases,
these maximum prices reflect the value consumers place on that particular pizza. If
consumers valued the 100th pizza by more than $20, they would be willing to pay
more to get that pizza, and the price as shown on the demand curve would be higher
than $20. If they valued the 100th pizza less than $20, they would not be willing to pay
as much as $20, and the price as shown on the demand curve would then be less than
$20. Thus, for each pizza, the price on the demand curve shows the value to consumers
from consuming that pizza.
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FIGURE 5-5 Reinterpreting the Demand and Supply Curves in the
Pizza Market
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For each pizza, the price on the demand curve shows the value consumers receive from
consuming that pizza; the price on the supply curve shows the additional cost to firms of
producing that pizza. Each point on the demand curve shows the maximum price con-
sumers are willing to pay to consume that unit. This maximum price reflects the value
that consumers get from that unit of the product. Each point on the supply curve shows
the minimum price firms are willing to accept for producing and selling that unit. This
minimum price reflects the additional costs incurred by producing that unit.

The reason the demand curve is downward sloping is that not all consumers are
the same. Some consumers value pizza so highly that they are willing to pay $20 for a
pizza; others are prepared to pay only $10, while some value pizza so little that they
are prepared to pay only $5. There is nothing special about pizza, however. What is
true for the demand for pizza is true for the demand for any other product:

For each unit of a product, the price on the market demand curve shows the value
to consumers from consuming that unit.

Now let’s consider the market supply curve for pizza, shown in part (ii) of Figure 5-5.
Each point on the market supply curve shows the lowest price firms are willing to
accept to produce and sell a given pizza. (We maintain our simplifying assumption that
all pizzas are identical.) At point E firms are willing to accept a price no lower than $5
for the 100th pizza, and at point F firms are willing to accept a price no lower than $10
for the 200th pizza. The lowest acceptable price as shown on the supply curve reflects
the additional cost firms incur to produce each given pizza. To see this, consider the
production of the 200th pizza at point E If the firm’ total costs increase by $10 when
this pizza is produced, the firm will be able to increase its profits as long as it can sell
that pizza at a price greater than $10. If it sells the pizza at any price below $10, its
profits will decline. If it sells the pizza at a price of exactly $10, its profits will neither

rise nor fall. Thus, for a profit-maximizing firm, the lowest acceptable price for the
200th pizza is $10.
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The reason that the supply curve is upward sloping is that not all producers are the
same. Some are so good at producing pizzas (low-cost producers) that they would be
willing to accept $35 per pizza; others are less easily able to produce pizzas (high-cost pro-
ducers) and hence would need to receive $15 in order to produce and sell the identical
pizza. Again, what is true for the supply of pizza is true for the supply of other products:

For each unit of a product, the price on the market supply curve shows the lowest
acceptable price to firms for selling that unit. This lowest acceptable price reflects
the additional cost to firms from producing that unit.

Economic Surplus and Market Efficiency

Once the demand and supply curves are put together, the equilibrium price and quan-
tity can be determined. This brings us to the important concept of economic surplus.
We continue with our pizza example in Figure 5-6, which shows the demand and sup-
ply curves together. Consider a quantity of 100 pizzas. For each one of those 100 piz-
zas, the value to consumers is given by the height of the demand curve. The additional
cost to firms from producing each of these 100 pizzas is shown by the height of the
supply curve. For the entire 100 pizzas, the difference between the value to consumers
and the additional costs to firms is called economic surplus and is shown by the shaded
area @ in the figure.

For any given quantity of a product, the area below the demand curve and above
the supply curve shows the economic surplus associated with the production and
consumption of that product.

What does this “economic surplus” represent? The economic surplus is the net
value that society as a whole receives by producing and consuming these 100 pizzas. It
arises because firms and consumers have taken resources that have a lower value (as
shown by the height of the supply curve) and transformed them into something valued
more highly (as shown by the height of the demand curve). To put it differently, the
value from consuming the 100 pizzas is greater than the cost of the resources necessary
to produce those 100 pizzas—flour, yeast, tomato sauce, cheese, and labour. Thus, the
act of producing and consuming those 100 pizzas “adds value” and thus generates ben-
efits for society as a whole.

We are now ready to introduce the concept of market efficiency. In later chapters,
after we have explored consumer and firm behaviour in greater detail, we will have a
more detailed discussion of efficiency. For now, we simply introduce the concept and
see how it relates to the imposition of government price controls.

A market for a specific product is efficient if the quantity of the product produced
and consumed is such that the economic surplus is maximized. Note that this refers to
the fotal surplus but not its distribution between consumers and producers. For exam-
ple, the removal of a binding set of rent controls will increase total surplus and thus
improve the efficiency of the market. At the same time, however, some tenants will be
made worse off while some landlords will be made better off. The fact that total sur-
plus has increased means that, at least in principle, it would be possible for those who
gain to compensate those who lose so that everyone ends up being better off. When
economists say that “society gains” when market efficiency is enhanced, even though
these compensations rarely occur, there is an implicit value judgement being made that
the benefits to those who gain outweigh the costs to those who lose.
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FIGURE 5-6 Economic Surplus in the
Pizza Market
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For any quantity of pizzas, the area below the
demand curve and above the supply curve shows the
economic surplus generated by the production and
consumption of those pizzas. The demand curve
shows the value consumers place on each additional
pizza; the supply curve shows the additional cost
associated with producing each pizza. For example,
consumers value the 100th pizza at $20, whereas the
additional cost to firms of producing that 100th
pizza is $5. The economic surplus generated by pro-
ducing and consuming this 100th pizza is therefore
$15 ($20 - $5). For any range of quantity, the
shaded area between the curves over that range
shows the economic surplus generated by producing
and consuming those pizzas.

Economic surplus in the pizza market is
maximized—and thus market efficiency is achieved—
at the free-market equilibrium quantity of 250 pizzas
and price of $12.50. At this point, total economic
surplus is the sum of the three shaded areas.
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Let’s continue with the pizza example in Figure 5-6
and ask, What level of pizza production and consump-
tion is efficient? Consider the quantity of 100 pizzas. At
this quantity, the shaded area @ shows the total eco-
nomic surplus that society receives from producing and
consuming 100 pizzas. But if output were to increase
beyond 100 pizzas, more economic surplus would be
generated because the value placed by consumers on
additional pizzas is greater than the additional costs
associated with their production. Specifically, if produc-
tion and consumption were to increase to 200 pizzas,
additional economic surplus would be generated, as
shown by shaded area @. Continuing this logic, we see
that the amount of economic surplus is maximized
when the quantity is 250 units, and at that quantity the
total economic surplus is equal to the sum of areas @,
@, and ®.

What would happen if the quantity of pizzas were
to rise further, say to 300 units? For any pizzas beyond
250, the value placed on these pizzas by consumers is
less than the additional costs associated with their pro-
duction. In this case, producing the last 50 pizzas would
actually decrease the amount of economic surplus in
this market because society would be taking highly val-
ued resources (flour, cheese, etc.) and transforming
them into pizzas, which are valued less.

In our example of the pizza market, as long as the
price is free to adjust to excess demands or supplies, the
equilibrium price and quantity will be determined
where the demand and supply curves for pizza intersect.
In Figure 5-6, the equilibrium quantity is 250 pizzas, the
quantity that maximizes the amount of economic sur-
plus in the pizza market. In other words, the free inter-
action of demand and supply will result in market
efficiency. This result in the pizza market suggests a
more general rule:

A competitive market will maximize economic sur-
plus and therefore be efficient when price is free to
achieve its market-clearing equilibrium level.!

Market Efficiency and Price Controls
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At the beginning of this section we asked whether we could determine if society as a
whole is made better off or worse off as a result of the government’s imposition of price
floors or price ceilings. With an understanding of economic surplus and market

Practise with Study Guide
Chapter 5, Exercise 4.

efficiency, we are now ready to consider these questions.

! In Part 6 of this book, we will see some important exceptions to this rule when we discuss “market failures.”
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FIGURE 5-7 Market Inefficiency with Price Controls
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Binding price floors and price ceilings in competitive markets lead to a reduction in over-
all economic surplus and thus to market inefficiency. In both parts of the figure, the free-
market equilibrium is at point E with price py and quantity Qq. In part (i), the
introduction of a price floor at p; reduces quantity to Q. In part (ii), the introduction of
a price ceiling at p, reduces quantity to Q». In both parts, the purple shaded area shows
the reduction in overall economic surplus—the deadweight loss—created by the price floor
(or ceiling). Both outcomes display market inefficiency.

Let’s begin with the case of a price floor, as shown in part (i) of Figure 5-7. The
free-market equilibrium is shown by point E, with price py and quantity Qg. When the
government imposes a price floor at pq, the quantity exchanged falls to Q1. In the free-
market case, each of the units of output between Q¢ and O generate some economic
surplus. But when the price floor is put in place, these units of the good are no longer
produced or consumed, and thus they no longer generate any economic surplus. The
purple shaded area is called the deadweight loss caused by the binding price floor, and
it represents the overall loss of economic surplus to society. The size of the deadweight
loss reflects the extent of market inefficiency.

The imposition of a binding price floor in an otherwise free and competitive
market leads to market inefficiency.

Now let’s consider the case of a price ceiling, as shown in part (ii) of Figure 5-7.
The free-market equilibrium is again shown by point E, with price pg and quantity Q.
When the government imposes a price ceiling at p,, the quantity exchanged falls to O,.
In the free-market case, each unit of output between Qg and O, generates some eco-
nomic surplus. But when the price ceiling is imposed, these units of the good are no
longer produced or consumed, and so they no longer generate any economic surplus.
The purple shaded area is the deadweight loss and represents the overall loss of surplus
to society caused by the policy. The size of the deadweight loss reflects the extent of
market inefficiency.

The imposition of a binding price ceiling in an otherwise free and competitive
market leads to market inefficiency.
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Binding price floors and price ceilings do more than
FIGURE 5-8 The Inefficiency of Output merely redistribute economic surplus between buyers
Quotas and sellers. They also lead to a reduction in the quantity
of the product transacted and a reduction in total eco-

Maximum production nomic surplus. Society as a whole receives less economic
&« level under the quota

surplus as compared with the free-market case.

One Final Application: Output Quotas

Before ending this chapter, it is useful to consider one
final application of government intervention in a com-
petitive market, and to examine the effects on overall
economic surplus and market efficiency. Figure 5-8
illustrates the effects of introducing a system of output

quotas in a competitive market. Output quotas are com-
monly used in Canadian agriculture, especially in the

Quantity .
markets for milk, butter, and cheese. Output quotas are
Binding output quotas lead to a reduction in output sometimes used in other industries as well; for example,
and a reduction in overall economic surplus. The they are often used in large cities to regulate the number
free-market equilibrium is at point E with price py of taxi drivers.

and quantity Q. Suppose the government then
restricts total quantity to Q4 by issuing output quo-
tas to firms. The market price rises to p;. The purple

The equilibrium in the free-market case is at point
E, with price py and quantity Q. When the government

shaded area shows the reduction in overall economic in'Froduces an output quota, it restrilcts.total output of
surplus—the deadweight loss—created by the quota this product to O units and then distributes quotas—
system. “licences to produce”—among the producers. With out-

put restricted to Oy units, the market price rises to p,

the price that consumers are willing to pay for this
quantity of the product. The purple shaded area—the deadweight loss of the output
quota—shows the overall loss of economic surplus as a result of the quota-induced
output restriction.

One interesting consequence of the use of output quotas relates to the market value
of the quotas themselves. When quota systems are used, firms initially issued quotas by
the government are usually permitted to buy or sell quotas to each other or to new
firms interested in entering the industry. The quota itself simply provides the holder
permission to produce and sell in that industry, but the market value of the quota
reflects the profitability of that production.

As you can see from Figure 5-8, the output restriction created by the quota leads to
an increase in the product’s price. If demand for the product is inelastic, as is the case in
the dairy markets where quotas are commonly used, total income to producers rises as a
result of the reduction in output. But since their output falls, firms” production costs are
also reduced. The introduction of a quota system therefore leads to a rise in revenues and
a fall in production costs—a clear benefit for producers! Not surprisingly, individual pro-
ducers are often prepared to pay a high price to purchase quota from other producers
because having more quota gives them the ability to produce more output.

There is a catch, however: Producers must incur a very high cost in order to purchase
the quotas. For example, an average dairy farm in Manitoba has about 90 cows and pro-
duces about 2300 litres of milk per day. The market value of the quota required to pro-
duce this amount of milk is approximately $1.8 million. The ownership of quota
therefore represents a considerable asset for those producers who were lucky enough to
receive it (for free) when it was initially issued by the government. But for new producers



CHAPTER 5: MARKETS IN ACTION

wanting to get into the industry, the need to purchase expensive quota represents a con-
siderable obstacle. These large costs from purchasing the quota offset the benefits from
selling the product at the (quota-induced) high price.

imy/=leelgllele) ADDITIONAL TOPICS

The agricultural sector offers an excellent setting in which to analyze the
effects of government policies designed to support and stabilize producers’
incomes. For more details about the challenges faced by farmers and the
government’s policy responses, look for Agriculture and the Farm Problem in the
Additional Topics section of this book's MyE conlLab.

www.myeconlab.com

A Cautionary Word

In this chapter we have examined the effects of government policies to control prices in
otherwise free and competitive markets, and we have shown that such policies usually
have two results. First, there is a redistribution between buyers and sellers; one group
is made better off while the other group is made worse off—at least as far as the eco-
nomic value of production is concerned. Second, there is a reduction in the overall
amount of economic surplus generated in the market; the result is that the outcome is
inefficient and society as a whole is made worse off.

The finding that government intervention in otherwise free markets leads to ineffi-
ciency should lead one to ask why government would ever intervene in such ways. The
answer in many situations is that the government policy is often motivated by the
desire to help a specific group of people and that the overall costs are deemed to be a
worthwhile price to pay to achieve the desired effect. For example, legislated minimum
wages are often viewed by politicians as an effective means of reducing poverty—by
increasing the wages received by low-wage workers. The costs such a policy imposes
on firms, and on society overall, may be viewed as costs worth incurring to redistribute
economic surplus toward low-wage workers. Similarly, the use of output quotas in cer-
tain agricultural markets is sometimes viewed by politicians as an effective means of
increasing income to specific farmers. The costs that such quota systems impose on
consumers, and on society as a whole, may be viewed by some as acceptable costs in
achieving a redistribution of economic surplus toward these farmers.

In advocating these kinds of policies, ones that redistribute economic surplus but
also reduce the total amount of economic surplus available, policymakers are making
normative judgements regarding which groups in society deserve to be helped at the
expense of others. These judgements may be informed by a careful study of which
groups are most genuinely in need, and they may also be driven by political considera-
tions that the current government deems important to its prospects for re-election. In
either case, there is nothing necessarily “wrong” about the government’s decision to
intervene in these markets, even if these interventions lead to inefficiency.

The job of the economist is to carefully analyze the effects of such policies, taking care
to identify both the distributional effects and the implications for the overall amount of
economic surplus generated in the market. This is positive analysis, emphasizing the actual
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effects of the policy rather than what might be desirable. These analytical results can then
be used as “inputs” to the decision-making process, where they will be combined with
normative and political considerations before a final policy decision is reached. In many
parts of this textbook, we will encounter policies that governments implement (or con-
sider implementing) to alter market outcomes, and we will examine the effects of those
policies. A full understanding of why specific policies are implemented requires paying
attention to the effects of such policies on both the overall amount of economic surplus

and the distribution of that surplus.

Summary

5.1 The Interaction Among Markets

Partial-equilibrium analysis is the study of a single market
in isolation, ignoring events in other markets. General-
equilibrium analysis is the study of all markets together.

©0

Partial-equilibrium analysis is appropriate when the
market being examined is small relative to the entire
economy.

5.2 Government-Controlled Prices

Government price controls are policies that attempt to
hold the price of some good or service at some disequi-
librium value—a value that could not be maintained in
the absence of the government’s intervention.

A binding price floor is set above the equilibrium price;
a binding price ceiling is set below the equilibrium
price.

©e

Binding price floors lead to excess supply. Either the
potential sellers are left with quantities that cannot be
sold, or the government must step in and buy the surplus.
Binding price ceilings lead to excess demand and pro-
vide a strong incentive for black marketeers to buy at
the controlled price and sell at the higher free-market
(illegal) price.

5.3 Rent Controls: A Case Study of Price Ceilings

Rent controls are a form of price ceiling. The major
consequence of binding rent controls is a shortage of
rental accommodations and the allocation of rental
housing by sellers’ preferences.

©e

e Because the supply of rental housing is much more elas-

tic in the long run than in the short run, the extent of
the housing shortage caused by rent controls worsens
over time.

5.4 An Introduction to Market Efficiency

Demand curves show consumers’ willingness to pay for
each unit of the product. For any given quantity, the
area below the demand curve shows the overall value
that consumers place on that quantity of the product.
Supply curves show the lowest price producers are pre-
pared to accept in order to produce and sell each unit of
the product. This lowest acceptable price for each addi-
tional unit reflects the firm’s costs required to produce
each additional unit.

For any given quantity exchanged of a product, the area
below the demand curve and above the supply curve (up
to that quantity) shows the economic surplus generated
by the production and consumption of those units.

©0

Economic surplus is a common measure of market effi-
ciency. A market’s surplus is maximized when the quan-
tity exchanged is determined by the intersection of the
demand and supply curves. This outcome is said to be
efficient.

Policies that intervene in otherwise free and competitive
markets—such as price floors, price ceilings, and pro-
duction quotas—generally lead to a reduction in the
total amount of economic surplus generated in the mar-
ket. Such policies are inefficient for society overall.
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Key Concepts

Partial-equilibrium analysis Rent controls Market efficiency
General-equilibrium analysis Short-run and long-run supply curves Inefficiency of price controls and
Price controls: floors and ceilings of rental accommodations production quotas

Allocation by sellers” preferences and Economic surplus

by black markets
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1. Consider the market for straw hats on a tropical island. 2. The following questions are about resource allocation in
The demand and supply schedules are given below. the presence of price ceilings and price floors.
- - a. A binding price ceiling leads to excess demand. What
. Quantity Quangty are some methods, other than price, of allocating
Price ($) Demanded Supplied the available supply?
b. A binding price floor leads to excess supply. How
1 1000 200 & P pply.
P 900 300 might the government deal with this excess supply?
3 300 400 c.  Why might the government choose to implement a
price ceiling?
L‘; 288 288 d.  Why might the government choose to implement a
6 500 200 price floor?
7 400 800 3. Consider the market for some product X that is repre-
8 300 900 sented in the demand-and-supply diagram.
pply diag
a. The equilibrium price for straw hats is Px N
X

The equilibrium quantity demanded and quantlty
supplied is

b. Suppose the government believes that no islander
should have to pay more than $3 for a hat. The
government can achieve this by imposing a

c. At the government-controlled price of $3 there will
be a of hats. p
d. Suppose now that the government believes the
island’ hat makers are not paid enough for their
hats and that islanders should pay no less than $6
for a hat. They can achieve this by imposing a

e. At the new government-controlled price of $6 there 0

will be a of hats. Q* Oy
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a. Suppose the government decides to impose a price
floor at pq. Describe how this affects price, quan-
tity, and market efficiency.

b. Suppose the government decides to impose a price
floor at p,. Describe how this affects price, quan-
tity, and market efficiency.

c. Suppose the government decides to impose a price
ceiling at py. Describe how this affects price, quan-
tity, and market efficiency.

d. Suppose the government decides to impose a price
ceiling at p,. Describe how this affects price, quan-
tity, and market efficiency.

. Consider the market for rental housing in Yourtown.
The demand and supply schedules for rental housing
are given in the table.

Quantity Quantity
Demanded Supplied
Price (thousands (thousands

($ per month) of units) of units)
1100 40 80
1000 50 77
900 60 73
800 70 70
700 80 67
600 90 65
500 100 60

a. In a free market for rental housing, what is the
equilibrium price and quantity?

b. Now suppose the government in Yourtown decides
to impose a ceiling on the monthly rental price.
What is the highest level at which such a ceiling
could be set, in order to have any effect on the mar-
ket? Explain your answer.

c. Suppose the maximum rental price is set equal to
$500 per month. Describe the effect on the rental-
housing market.

d. Suppose a black market develops in the presence of
the rent controls in (c). What is the black-market
price that would exist if all of the quantity supplied
were sold on the black market?

. Explain and show in a diagram why the short-run
effects of rent control are likely to be less significant
than the long-run effects.

. Consider the situation of Canadian barley farmers,
who face weather conditions largely independent of
those faced by barley growers in other countries. The
incomes earned by the Canadian farmers, however, are
affected by what happens to barley farmers in other
countries. The key point is that Canadian barley farm-
ers sell their barley on the same world market as all
other barley farmers.

a. Show in a diagram of the world barley market how
a bumper crop of European barley will push down
the world barley price.

b. Show in a diagram of Canadian barley supply how
a reduction in the world price of barley, ceteris
paribus, will reduce the incomes of Canadian bar-
ley farmers.

c. Explain why Canadian barley farmers are made
better off when there are crop failures in other
parts of the world.

7. Consider the market for burritos in a hypothetical

Canadian city, blessed with thousands of students and
dozens of small burrito stands. The demand and sup-
ply schedules are shown in the table.

Quantity Quantity
Demanded Supplied
Price ($) (thousands of burritos per month)

0 500 125
1.00 400 175
1.50 350 200
2.00 300 225
2.50 250 250
3.00 200 275
3.50 150 300
4.00 100 325
5.00 0 375

a. Graph the demand and supply curves. What is the
free-market equilibrium in this market?

b. What is the total economic surplus in this market
in the free-market equilibrium? What area in your
diagram represents this economic surplus?

c. Suppose the local government, out of concern for
the students’ welfare, enforces a price ceiling on
burritos at a price of $1.50. Show in your diagram
the effect on price and quantity exchanged.

d. Are students better off as a result of this policy?
Explain.

e. What happens to overall economic surplus in this
market as a result of the price ceiling? Show this in
the diagram.

. Consider the market for milk in Saskatchewan. If p is

the price of milk (cents per litre) and Q is the quantity
of litres (in millions per month), suppose that the
demand and supply curves for milk are given by

Demand: p=225-150P
Supply:  p=25+350°
a. Assuming there is no government intervention in

this market, what is the equilibrium price and
quantity?
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b. Now suppose the government guarantees milk pro-
ducers a price of $2 per litre and promises to buy
any amount of milk that the producers cannot sell.
What are the quantity demanded and quantity sup-
plied at this guaranteed price?

c¢. How much milk would the government be buying
(per month) with this system of price supports?

d. Who pays for the milk that the government
buys? Who is helped by this policy and who is
harmed?

. This question is related to the use of output quotas in

the milk market in the previous question. Suppose the
government used a quota system instead of direct price
supports to assist milk producers. In particular, it
issued quotas to existing milk producers for 1.67 mil-
lion litres of milk per month.

a. If milk production is exactly equal to the amount
of quotas issued, what price do consumers pay for
milk?

Discussion Questions

1.

“When an item is vital to everyone, it is easier to start
controlling the price than to stop controlling it. Such
controls are popular with consumers, regardless of
their harmful consequences.” Explain why it may be
inefficient to have such controls, why they may be
popular, and why, if they are popular, the government
might nevertheless choose to decontrol these prices.

. It is sometimes asserted that the overheated housing

market is putting housing out of the reach of ordinary
citizens. Who bears the heaviest cost when rentals are
kept down by (a) rent controls, (b) a subsidy to ten-
ants equal to some fraction of their rent payments,
and (¢) low-cost public housing?

. “This year the weather smiled on us, and we made a

crop,” says a wheat farmer near Minnedosa in Mani-
toba. “But just as we made a crop, the economic situa-
tion changed.” This quotation brings to mind the old
saying, “If you are a farmer, the weather is always bad.”
Discuss the sense in which this saying might be true.

. Severe floods recently swept through the American

Midwest. Although many homes that flooded then do
not typically flood, for many people this was only one
in a long string of floods. However, after the waters
receded, most people rebuilt their homes, generally
with low-interest loans and disaster relief grants from
the federal government. Discuss how the policy of sub-
sidizing the reconstruction of property following
floods affects the market for real estate in flood-prone
areas. Is the outcome more or less efficient in the long
run with such government intervention?

b. Compared with the direct price controls in the pre-
vious question, whose income is higher under the
quota system? Whose is lower?

10. This question relates to the section Linkages Between

Markets found on the MyEconLab (www.myeconlab.
com). In 1994, the Quebec and Ontario governments
significantly reduced their excise taxes on cigarettes,
but Manitoba and Saskatchewan left theirs in place.
This led to cigarette smuggling between provinces that
linked the provincial markets.

a. Draw a simple demand-and-supply diagram for the
“Eastern” market and a separate one for the
“Western” market.

b. Suppose that cigarette taxes are reduced in the
Eastern market. Show the immediate effects.

c. Now suppose that the supply of cigarettes is (ille-
gally) mobile. Explain and show what happens.

d. What limits the extent of smuggling that will take
place in this situation?

. Gary Storey, a professor of agricultural economics at

the University of Saskatchewan, made the following
statement: “One of the sad truths of the agricultural
policies in Europe and the United States is that they do
very little for the future generations of farmers. Most
of the subsidies get capitalized into higher land prices,
creating windfall gains for current landowners (i.e.,
gains that they did not expect). It creates a situation
where the next generation of farmers require, and ask
for, increased government support.”

a. Explain why subsidies to farmers increase land
values and generate windfall gains to current
landowners.

b. Some Canadian agricultural policies are based on
the use of production quotas. Do such quota systems
avoid the problem described by Professor Storey?

. This question relates to the section Linkages Between

Markets found on the MyEconLab (www.myeconlab.
com). Governments often announce major spending
increases on “infrastructure” programs—involving
spending several billion dollars on bridges, highways,
sewer systems, and so on. One of the alleged benefits of
such programs is to create thousands of jobs, not only in
the construction industry but also elsewhere in the econ-
omy as construction workers spend their now-higher
incomes on cars, clothing, entertainment, and so on.
Discuss how such spending would create jobs in the con-
struction industry. Why would you expect some jobs to
be lost in other industries as a result of this program?



@ LEARNING OBJECTIVES
In this chapter you will learn

@ the difference between marginal and total
utility.

@ that utility-maximizing consumers adjust
their expenditure until the marginal utility
per dollar spentis equalized across
products.

©® how any change in price generates both an
income and a substitution effect on quantity
demanded.

@ that consumer surplusis the “bargain” the
consumer gets by paying less for the product
than the maximum price he or she is willing
to pay.

© about the “paradox of value.”

PART 3 Consumers and Producers

Consumer
Behaviour

Imagine that you are walking down the aisle of a
supermarket with only a $1 0 bill in your pocket, look-
ing for a late-night snack to have while you are study-
ing. You must choose how to divide this $1 0 between
frozen burritos and cans of Coke. How do you make
this decision? In this chapter we look at how econo-
mists analyze such problems—the theory of con-
sumer behaviour. Not surprisingly, economists think
about consumers as caring both about the prices of
the goods and the satisfaction they get from the
goods.

The first two sections of the chapter explore the
underpinnings of consumer behaviour and explain in
some detail why demand curves are negatively
sloped—and also discuss the rare situations in which
demand curves might be positively sloped. The third
and final section examines an important implication
of having negatively sloped demand curves and intro-
duces the concept of consumer surplus, which is part
of the economic surplus that we discussed in Chapter
5. As you will seein later chapters, consumer surplus
is useful in showing that free and competitive mar-
kets often generate efficient outcomes.
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6.1 Marginal Utility and

Consumer Choice

Consumers make all kinds of decisions—they choose to drink coffee or tea (or neither),
to go to the movies, to dine out, and to buy top-of-the-line (or not so good) computer
equipment. As we discussed in Chapter 1, economists assume that in making their
choices, consumers are motivated to maximize their utility, the total satisfaction that
they derive from the goods and services that they consume.

Although utility cannot be measured directly, it is still a useful concept. You know
that you derive satisfaction—or utility—from eating a good meal, listening to a CD, or
taking a walk through a park. And we need some way to think about how you as a
consumer make your decisions. As we will see in this chapter, it is possible to construct
a useful theory of consumer behaviour based on the idea of utility maximization.

In developing our theory of consumer behaviour, we begin by considering the con-
sumption of a single product. It is useful to distinguish between the consumer’s total
utility, which is the full satisfaction resulting from the consumption of that product by
a consumer, and the consumer’ marginal utility, which is the additional satisfaction
resulting from consuming one more unit of that product. For example, the total utility
of consuming five Cokes per day is the total satisfaction that those five Cokes provide.
The marginal utility of the fifth Coke consumed is the additional satisfaction provided
by the consumption of that Coke each day.!

Diminishing Marginal Utility

The central hypothesis of utility theory, often called the law of diminishing marginal
utility, is as follows:

The utility that any consumer derives from successive units of a particular product
consumed over some period of time diminishes as total consumption of the prod-
uct increases (if the consumption of all other products is unchanged).

Consider your utility from using clean water, for drinking, bathing, washing your
dishes or clothes, and all its other purposes. Some minimum quantity is very important
and you would, if necessary, give up a considerable sum of money to obtain that quan-
tity of water. Thus, your marginal utility of that basic quantity of water is very high.
You will, of course, consume more than this bare minimum, but your marginal utility
of successive litres of water used over a period of time will decline steadily.

We will consider evidence for this hypothesis later, but you can convince yourself
that it is at least reasonable by asking a few questions. How much money would be
needed to induce you to reduce your consumption of water by one litre per week? The
answer is very little. How much would induce you to reduce it by a second litre? By a
third litre? To only one litre consumed per week? The answer to the last question is
quite a lot. The fewer litres you are already using, the higher the marginal utility of one
more litre of water.

! Technically, incremental utility is measured over a discrete interval, such as from four Cokes to five Cokes,
whereas marginal utility is a rate of change measured over an infinitesimal interval. However, common usage
applies the word marginal when the last unit is involved, even if a one-unit change is not infinitesimal. [9]
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utility The satisfaction or
well-being that a consumer
receives from consuming
some good or service.

total utility The total
satisfaction resulting from
the consumption of a given
commodity by a consumer.

marginal utility The
additional satisfaction
obtained from consuming
one additional unit of a
commodity.
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Utility Schedules and Graphs

In Figure 6-1 we make the assumption that utility can be measured, and thus the differ-
ent amount of utility received from consuming different units can be compared. This is
a helpful assumption in allowing us to see the important difference between total and
marginal utility. The figure illustrates the assumptions that have been made about util-
ity, using Alison’s daily consumption of Coke as an example. The table shows that Ali-
son’s total utility rises as she drinks more Coke per day. However, the utility that she
gets from each additional Coke per day is less than that of the previous one—that is,
her marginal utility declines as the quantity she consumes rises. [10]
The data are graphed in the two parts of Figure 6-1.

FIGURE 6-1 Alison’s Total and Marginal Utility from Drinking Coke

100
= 80 |- Total utility
e
T 60
S
Number of BE 40 [~
Cokes 22
Alison
Drinks Alison’s Alison’s 20 1~
per Day Total Utility Marginal Utility
| | | | |
0 0 30 0 2 4 6 8 10
1 30 20 Quantity of Coke
2 50 (cans of Coke per day)
15
3 65
10
4 75 g :T 30
S 83 6 5 Marginal utility
6 89 4 _a 20
7 93 5
3 =
8 96 5 2 10
9 98 1 2
10 99 =
0

Quantity of Coke
(cans of Coke per day)

Total utility rises, but marginal utility declines, as consumption increases. The marginal utility of 20, shown as the
second entry in the third column, arises because Alison’s total utility increases from 30 to 50—a difference of 20—
with consumption of the second Coke. To indicate that the marginal utility is associated with the change from one
level of consumption to another, the figures in the third column are recorded between the rows of the values in the

second column.
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Maximizing Utility

As already noted, economists assume that consumers try to make themselves as well off
as they possibly can in the circumstances in which they find themselves. In other words,
consumers seek to maximize their total utility subject to the constraints they face—in
particular, their income and the market prices of various products.

The Consumer’s Decision Now that we have examined the concepts of total
utility and marginal utility, we are ready to answer the question posed at the beginning
of the chapter: How can consumers decide to allocate their consumption of Cokes and
burritos in such a way as to maximize their utility? Of course, we could ask the same
question about any two goods, or any number of goods, but we will focus on Cokes
and burritos to keep the example simple.

A simple but incorrect answer to the question is that to maximize utility a con-
sumer should consume Cokes and burritos until the marginal utility from the last Coke
consumed is equal to the marginal utility from the last burrito consumed. But this
would be sensible only if the price of a Coke and the price of a burrito were the same.
The correct answer is that the utility-maximizing consumer should consume Cokes and
burritos to the point at which the marginal utility per dollar spent on the last Coke is
just equal to the marginal utility per dollar spent on the last burrito. In this way, the
consumer’s utility will be maximized.

Let’s consider a specific example. Suppose Alison is buying burritos for $3 each
and Cokes for $1 each. Buying burritos would represent a poor use of her money if the
marginal utility from the last burrito equalled the marginal utility from the last Coke.
Why? Because Alison would be spending $3 on a burrito to get additional utility equal
to what she could have acquired for only $1 by buying a Coke.

A utility-maximizing consumer allocates expenditures so that the utility obtained
from the last dollar spent on each product is equal.

Imagine that Alison’s utility from the last dollar spent on Coke is three times her
utility from the last dollar spent on burritos. In this case, Alison can increase her total
utility by switching a dollar of expenditure from burritos to Coke and by gaining the
difference between the utilities of a dollar spent on each.

If Alison wants to maximize her utility, she will continue to switch her expenditure
from burritos to Coke as long as her last dollar spent on Coke yields more utility than
her last dollar spent on burritos. This switching, however, reduces the quantity of bur-
ritos consumed and, given the law of diminishing marginal utility, raises the marginal
utility of burritos. At the same time, switching increases the quantity of Coke con-
sumed and thereby lowers the marginal utility of Coke.

Eventually, the marginal utilities will have changed enough so that the utility
received from the last dollar spent on Coke is just equal to the utility received from the
last dollar spent on burritos. At this point, Alison gains nothing from further switches.
(In fact, switching further would reduce her total utility.)

So much for the simple example. What can we say more generally about utility
maximization? Suppose we denote the marginal utility of the last unit of product X by
MU x and its price by px. Let MUy and py refer, respectively, to the marginal utility of
a second product Y and its price. The marginal utility per dollar spent on X will be
MU x/px. For example, if the last unit of X increases utility by 30 and costs $3, its mar-
ginal utility per dollar is 30/3 = 10. If the last unit of Y increases utility by 10 and costs
$1, its marginal utility per dollar is 10/1 = 10. With these numbers, the marginal utili-
ties from the last dollar spent on X and Y are equal.

123



124

ub
£

&'

U,

Practise with Study Guide
Chapter 6, Exercise 1 and
Short-Answer Question 1.

PART 3: CONSUMERS AND PRODUCERS

The condition required for a consumer to be maximizing utility, for any pair of prod-
ucts, is

MUy _ MUy
Px Py

This equation says that a utility-maximizing consumer will allocate expenditure so
that the utility gained from the last dollar spent on one product is equal to the utility
gained from the last dollar spent on any other product.

This is the fundamental equation of marginal utility theory. A consumer with a given
amount of income to spend demands each good up to the point at which the marginal
utility per dollar spent on it is the same as the marginal utility per dollar spent on every
other good. When this condition is met for all goods, the consumer cannot increase utility
further by reallocating expenditure. That is, utility will be maximized. (Of course, if she
gets more income to spend, she can raise her total utility by buying more of each good.)

(6-1)

An Alternative Interpretation If we rearrange the terms in Equation 6-1, we
can gain additional insight into consumer behaviour.

MUX _ P_X
MUy Py

The right side of this equation is the relative price of the two goods. It is determined by
the market and is beyond Alison’ control. She reacts to these market prices but is pow-
erless to change them. The left side is the relative ability of the two goods to add to Ali-
son’s utility. This is within her control because in determining the quantities of different
goods to buy, she also determines their marginal utilities. (If you have difficulty seeing
why, look again at Figure 6-1.)

If the two sides of Equation 6-2 are not equal, Alison can increase her total utility
by rearranging her purchases of X and Y. Suppose that the price of X is $4 and the
price of Y is $2. The right-hand side of Equation 6-2 is then px/py = 4/2 = 2. Remem-
ber that Alison can do nothing to change the right-hand side of this equation—the
prices are determined in the market and are beyond her control. Suppose also that Ali-
son is currently purchasing X and Y such that the marginal utility for X is 12 and the
marginal utility for Y is 4. The left-hand side of Equation 6-2 is then MU x/MUy =
12/4 = 3. In this case MU /MUy > px/py. Alison can increase her total utility by
increasing her purchases of X (which have a high MU) and reducing her purchases of
Y (which have a low MU) until the ratio MU x/MUyy is equal to 2, the same as the ratio
of the prices. At this point Alison cannot increase her total utility any further by rear-
ranging her purchases between the two products.

Consider what Alison is doing. She is faced with a set of prices that she cannot
change. She responds to these prices and maximizes her utility by adjusting the things
that she can change—the quantities of the various goods that she purchases—until
Equation 6-2 is satisfied for all pairs of products.

(6-2)

Is This Realistic? It may seem unrealistic to argue that consumers maximize util-
ity in the precise way we have described. After all, not many of us stand in the grocery
store and compute ratios of marginal utilities and prices. Keep in mind, though, that
utility theory is used by economists to predict how consumers will behave when faced
with such events as changing prices and incomes. As long as consumers seek to do the
best they can for themselves with their limited resources, the consumer’s actual thought
process does not concern us. The theory is not meant to be a description of how they
reach their decisions but is rather a convenient way of discovering the implications of
their maximizing behaviour. Like many theories, utility-maximization theory leads to
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predictions that can be tested empirically. Economists continue to use the theory of util-
ity maximization because its predictions are rarely rejected by the data. One of the most
important of these predictions is that consumers who act as if they are following a rule
like Equation 6-2 have negatively sloped demand curves for goods and services. In the
next section we derive this result.

The Consumer’s Demand Curve

To derive the consumer’s demand curve for a product, we need to ask what happens
when there is a change in the price of that product. As an example, let us derive Ali-
son’s demand curve for Coke. Consider Equation 6-2 and let X represent Coke and Y
represent all other products taken together. In this case, the price of Y is interpreted as
the average price of all other products. What will Alison do if, with all other prices
remaining constant, there is an increase in the price of Coke? Alison cannot avoid suf-
fering some loss in utility—whereas her income is unchanged, it costs more to buy each
Coke and the same to buy each unit of everything else. She might decide to spend less
on everything else and increase her spending on Coke in order to hold her Coke con-
sumption constant. But she can do better than that. To see why, notice that when the
price of Coke rises, the right side of Equation 6-2 increases. But, until Alison adjusts
consumption, the left side is unchanged. Thus, after the price changes but before Alison
reacts, the following situation exists:

MU of Coke - Price of Coke
MU of Y Price of Y

What does Alison do to restore the equality? The hypothesis of diminishing marginal
utility tells us that as she buys fewer Cokes, the marginal utility of Coke will rise and
thereby increase the ratio on the left side. Thus, in response to an increase in the price of
Coke, with all other prices constant, Alison reduces her consumption of Coke until the
marginal utility of Coke rises sufficiently that Equation 6-2 is restored. (See Study
Exercise #5 on page 137 to work through a specific numerical example.)

This analysis leads to the basic prediction of demand theory:

A rise in the price of a product (with all other determinants of demand held con-
stant) leads each consumer to reduce the quantity demanded of the product.

If this is what each consumer does, it is also what all consumers taken together do.
Thus, the theory of consumer behaviour that we have considered here predicts a

imy=leelgllele) ADDITIONAL TOPICS

We said earlier that utility cannot be measured directly. However, some very
new research in the social sciences has attempted to do just that—by simply
asking people how happy they are and then examining how their reported level
of happiness changes when they are in different circumstances. For a closer
look at happiness and where it comes from, look for What Makes People
Happy? in the Additional Topics section of this book’s MyEconLab.

www.myeconlab.com
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E EXTENSIONS IN THEORY 6-1

Market and Individual Demand Curves

Market demand curves show how much is demanded by
all purchasers. For example, in Figure 3-1 on page 52,
the market demand for carrots is 85 tonnes when the
price is $40 per tonne. This 85 tonnes is the sum of the
quantities demanded by millions of different consumers.
The demand curve in Figure 3-1 also tells us that when
the price rises to $60, the total quantity demanded falls
to 65 tonnes per year. This quantity, too, can be traced
back to individual consumers.

The market demand curve is the horizontal sum of
the demand curves of individual consumers. It is the hor-

izontal sum because we want to add quantities demanded
at a given price, and quantities are measured in the hori-
zontal direction on a conventional demand curve.

The figure below illustrates a market made up of
only two consumers: Alison and Brenda. At a price of
$3, Alison purchases 2 units and Brenda purchases
4 units; thus, together they purchase 6 units, yielding
one point on the market demand curve. No matter how
many consumers are involved, the process is the same:
Add the quantities demanded by all consumers at each
price, and the result is the market demand curve.

|
|
!
4

Quantity

Quantity

Quantity

(i) Alison (ii) Brenda (iii) Alison and Brenda

negatively sloped market demand curve in addition to a negatively sloped demand
curve for each individual consumer. Extensions in Theory 6-1 shows how we can
obtain a market demand curve by adding up the demand curves of individual
consumers.

6.2 Income and Substitution Effects
of Price Changes

We have just seen the relationship between the law of diminishing marginal utility and
the slope of the consumer’ demand curve for some product. Here we consider an alter-
native method for thinking about the slope of an individual’s demand curve. From the
discussion in Extensions in Theory 6-1, this alternative method can also be used to
think about the slope of a market demand curve.

Let’s consider Tristan, a student who loves to eat—and especially loves to eat ice
cream. A fall in the price of ice cream affects Tristan in two ways. First, it provides
an incentive to buy more ice cream (and less of other things) because eating ice
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cream is now a cheaper way to satisfy some of his cravings. Thus, a reduction in the
price of ice cream—which, with all other prices constant means a fall in the relative
price of ice cream—Ileads Tristan to substitute away from other products toward ice
cream.

Second, because the price of ice cream has fallen, Tristan has more purchasing
power or real income available to spend on all products. Suppose the price of premium
ice cream fell from $5.00 to $4.00 per litre and Tristan was in the habit of eating half a
litre of ice cream a day. In the course of a 30-day month, Tristan could keep his ice
cream habit unchanged but save $15.00, money that would be available for any
purpose—more ice cream, DVD rentals, or photocopies of your economics notes.

Let’s now explore these two separate effects in a little more detail.

The Substitution Effect

To isolate the effect of the change in relative price when the price of ice cream falls, we can
consider what would happen if we also reduce Tristan’s money income to restore the origi-
nal purchasing power. Suppose Tristan’s uncle sends him a monthly allowance for ice cream,
and when the price of ice cream falls, the allowance is reduced so that Tristan can buy just as
much ice cream—and everything else—as he could before. Tristan’s purchasing power will
be unchanged. If his behaviour remains unchanged, however, he will no longer be maximiz-
ing his utility. Recall that utility maximization requires that the ratio of marginal utility to
price be the same for all goods. In our example, with no change in behaviour, the quantities
(and hence marginal utilities) and the prices of all goods other than ice cream are unchanged.
The quantity of ice cream is also unchanged, but the price has fallen. To maximize his utility
after the price of ice cream falls, Tristan must therefore increase his consumption (reduce his
marginal utility) of ice cream and reduce his consumption of other goods. In other words, he
must substitute away from other goods and toward ice cream.

When purchasing power is held constant, the change in the quantity demanded of a
good whose relative price has changed is called the substitution effect of the price
change.?

The substitution effect increases the quantity demanded of a good whose price has
fallen and reduces the quantity demanded of a good whose price has risen.

The Income Effect

To examine the substitution effect, we reduced Tristan’s money income following the price
reduction so that we could see the effect of the relative price change, holding purchasing
power constant. Now we want to see the effect of the change in purchasing power, holding
relative prices constant at their new value. To do this, suppose that after Tristan has
adjusted his purchases to the new price and his reduced income, he then calls his uncle and
pleads to have his allowance restored to its original (higher) amount. Tristan’s uncle
agrees, and Tristan’s money income is returned to its original level. If we assume that ice
cream is a normal good, Tristan will increase his consumption of ice cream (even beyond
the increase we have already seen as a result of the substitution effect). The change in the

* This measure, which isolates the substitution effect by holding the consumer’s purchasing power constant,
is known as the Slutsky effect. A related but slightly different measure that holds the consumer’ level of util-
ity constant is discussed in the appendix to this chapter.
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real income Income
expressed in terms of the
purchasing power of money
income—thatis, the
quantity of goods and
services that can be
purchased with the money
income.

substitution effect The
change in the quantity of a
good demanded resulting
from a change in its
relative price (holding real
income constant).
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income effect The change
in the quantity of a good
demanded resulting from a
change in real income
(holding relative prices
constant).
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quantity of ice cream demanded as a result of Tristan’s reaction to increased real income is
called the income effect.

The income effect leads consumers to buy more of a product whose price has
fallen, provided that the product is a normal good.

Notice that the size of the income effect depends on the amount of income spent
on the good whose price changes and on the amount by which the price changes. In
our example, if Tristan were initially spending half of his income on ice cream, a
reduction in the price of ice cream from $5 to $4 would be equivalent to a 10-percent
increase in real income (20 percent of 50 percent). Now consider a different case:
The price of gasoline falls by 20 percent. For a consumer who was spending only
5 percent of income on gas, this is equivalent to only a 1-percent increase in real
income (20 percent of 5 percent).

The Slope of the Demand Curve

We have now divided Tristan’s reaction to a change in the price of ice cream into a sub-
stitution effect and an income effect. Of course, when the price changes, Tristan moves
directly from the initial consumption pattern to the final one; we do not observe any
“halfway” consumption pattern. However, by breaking this movement into two parts for
analytical purposes, we are able to study Tristan’s total change in quantity demanded as
a response to a change in relative prices plus a response to a change in real income.

What is true for Tristan is also true, in general terms, for all consumers. The
substitution effect leads consumers to increase their demand for goods whose prices
fall. The income effect leads consumers to buy more of all normal goods whose
prices fall.

Putting the income and substitution effects together gives the following statement
of the law of demand:

Because of the combined operation of the income and substitution effects, the
demand curve for any normal commodity will be negatively sloped. Thus, a fall in
price will increase the quantity demanded.

Figure 6-2 illustrates how the combination of the substitution effect and the
income effect determines the slope of any demand curve. In each part of the figure, we
begin at point A with the price pg. We then consider a reduction in the price to py. In
each case, the substitution effect (shown by the green arrow) increases the quantity
demanded. In each case there is also an income effect (the red arrow), but the size and
sign of the income effect differs in each case. The sum of the income and substitution
effects determines how overall quantity demanded responds to the price reduction.
Note that all normal goods have negatively sloped demand curves. The same is true for
most inferior goods. The figure illustrates why in the case of an inferior good the income
effect must be very strong in order to generate a positively sloped demand curve. This
is a very rare case in economics, but there is some interesting history behind it.

Giffen Goods Great interest was generated by the apparent refutation of the
law of demand by the English economist Sir Robert Giffen (1837-1910). He is
alleged to have observed that when a rise in the price of imported wheat led to an
increase in the price of bread, members of the British working class increased their
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FIGURE 6-2 Income and Substitution Effects of a Price Change

Substitution effect
== [ncome effect
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Demand curves for inferior goods are negatively sloped unless the income effect outweighs the substitution effect. In
each of the diagrams, the initial price is py and the initial quantity demanded is Qg. Thus, A is a point on all three
demand curves. For all three goods, a price reduction to p; creates a substitution effect that increases quantity
demanded to O,

For normal goods in part (i), the reduction in price increases real income and leads to a further increase in quan-
tity demanded. The income effect is shown as the increase from Of to Q. The total increase in quantity demanded is
therefore from Qg to Oy, and point B is on the negatlvely sloped demand curve.

For inferior goods, the price reduction causes an increase in real income that leads to a reduction in quantity
demanded. If the good makes up a small fraction of the consumer’ total expenditure, which is the case for most goods,
then this income effect will be small. In part (ii), the income effect reduces quantity demanded from Of to Oy and the
overall change is therefore from Qg to Q. In this case, the income effect does not fully offset the substitution effect
and so the demand curve is still negatlvely sloped through point B. In part (iii), the income effect is very large, reduc-
ing quantity demanded from Qf to Q; and the overall change is therefore a reduction in quantity demanded from

Qg to Q1. In this case the demand curve is positively sloped through point B. This is the case of a Giffen good.

consumption of bread, suggesting that their demand curve for bread was positively
sloped.

As is clear in Figure 6-2, two things must be true in order for a good to have a pos-
itively sloped demand curve—a so-called Giffen good. First, the good must be an infe-
rior good, meaning that a reduction in real income leads households to purchase more
of that good. Second, the good must take a large proportion of total household expen-
diture and therefore have a large income effect. Bread was indeed a dietary staple of the
British working classes during the nineteenth century. A rise in the price of bread
would therefore cause a large reduction in people’s real income. This could lead people
to eat more bread (and less meat) in order to consume enough calories to stay alive.
Though possible, such cases are all but unknown in the modern world, for in all but
the poorest societies, typical households do not spend large proportions of their
incomes on any single inferior good.

Giffen good An inferior
good for which the income
effect outweighs the
substitution effect so that
the demand curve is
positively sloped.
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Some people buy very expensive products
because their extreme prices confer status on
the purchaser. But holding this status constant,
people would still probably buy more at lower
prices, suggesting a downward-sloping demand
curve.

Conspicuous Consumption Goods Thorstein Veblen
(1857-1929), in The Theory of the Leisure Class, noted that some
products were consumed not for their intrinsic qualities but
because they had “snob appeal.” He suggested that the more
expensive such a commodity became, the greater might be its abil-
ity to confer status on its purchaser.

Consumers might value diamonds, for example, precisely
because everyone knows they are expensive. Thus, a fall in price
might lead them to stop buying diamonds and to switch to a more
satisfactory object of conspicuous consumption. They may behave in
the same way with respect to luxury cars, buying them because they
are expensive. Does this sort of behaviour violate our basic theory of
utility maximization?

Two comments are in order. First, in a case where individuals
appear to buy more goods at a higher price because of the high
price, there is actually something else going on that explains the
apparent violation of the law of demand. What really appeals to
such individuals is that other people think they paid a high price—
this is the basis for the “snob appeal.” But such snobs would still
buy more at a lower price (and hence still have negatively sloped
demand curves) as long as they were absolutely sure that other peo-
ple thought they had paid the high price. As one advertising slogan
for a discount department store puts it: “Only you know how little
you paid.”

Second, even if such conspicuous consumers do exist, it is still
unlikely that the market demand curve is positively sloped. The
reason is easy to discover. The fact that countless lower-income
consumers would be glad to buy diamonds or BMWs only if these

commodities were sufficiently inexpensive suggests that positively sloped demand
curves for a few individual wealthy households are much more likely than a positively
sloped market demand curve for the same commodity.

An Interesting Application to Taxation

Finally, note that the logic of breaking down a price change into the separate income
and substitution effects is not limited to the analysis of demand. The same logic
applies to two things that most individuals supply—their work effort (to labour mar-
kets) and their saving (to financial markets). For example, for a given pre-tax wage,
a change in the income-tax rate will change the after-tax wage that workers earn. It
will also change the after-tax interest rate that savers (lenders) receive. Using the

imy/sleelgllele) ADDITIONAL TOPICS

For a detailed discussion of the income and substitution effects of tax
changes, on both the supply of work effort and the supply of saving, look for
Do Taxes Discourage Work Effort and Saving? in the Additional Topics section
of this book’s MyEconLab.

www.myeconlab.com
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same analysis as we used earlier with Tristan and the change in the price of ice cream,
we can analyze the effects of tax changes on the supply of work effort and the supply
of saving. In both cases, in order to understand the overall effect of the change in tax
rates, we need to use the important distinction between the income effects and the
substitution effects.

6.3 Consumer Surplus

Our discussion of consumer behaviour has led us to a better understanding of demand
curves and how they are derived. At the heart of our discussion has been the concept of
utility and the law of diminishing marginal utility.

In this section we introduce the important concept of consumer surplus, which
requires that we make a clear distinction between marginal and total utility. Under-
standing this difference will help us to resolve a famous paradox in the history of eco-
nomic theory.

The Concept

Imagine yourself facing an either/or choice concerning some particular product, say, ice
cream: You can have the amount you are now consuming, or you can have none of it.
Suppose you would be willing to pay as much as $100 per month for the eight litres of
gourmet ice cream that you now consume, rather than do without it. Further, suppose
you actually buy those eight litres for only $40 instead of $100. What a bargain! You
have paid $60 less than the most you were willing to pay. Actually this sort of bargain
occurs every day in the economy. Indeed, it is so common that the $60 “saved” in this
example has been given a name: consumer surplus. Consumer surplus is the difference
between the total value that consumers place on all the units consumed of some prod-
uct and the payment they actually make to purchase that amount of the product.

Consumer surplus is a direct consequence of negatively sloped demand curves.
This is easiest to understand if you think of an individual’s demand curve as showing
his or her willingness to pay for successive units of the product. (You may recall our
discussion of this point in the final section of Chapter 5.) To illustrate the concept, sup-
pose we have interviewed your classmate Moira and displayed the information from
the interview in the table in Figure 6-3. Our first question to Moira is, “If you were
drinking no milk at all, how much would you be willing to pay for one litre per week?”
With no hesitation she replies, “$6.00.” We then ask, “If you had already consumed
that one litre, how much would you be willing to pay for a second litre per week?”
After a bit of thought, she answers, “$3.00.” Adding one litre per week with each
question, we discover that she would be willing to pay $2.00 to get a third litre per
week and $1.60, $1.20, $1.00, $0.80, $0.60, $0.50, and $0.40 for successive litres
from the fourth to the tenth litre per week.

The sum of the values that she places on each litre of milk gives us the total value
that she places on all ten litres. In this case, Moira values the 10 litres of milk per week
at $17.10. This is the amount that she would be willing to pay if she faced the either/or
choice of 10 litres or none. This is also the amount she would be willing to pay if she
were offered the milk one litre at a time and charged the maximum she was willing to
pay for each litre.
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consumer surplus The
difference between the
total value that consumers
place on all units
consumed of a commodity
and the payment that they
actually make to purchase
that amount of the
commodity.
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FIGURE 6-3 Moira’s Consumer Surplus on Milk Consumption

Litres of Amount Moira Is  Moira’s Consumer
Milk Moira Willing to Pay Surplus If She __6.00
Consumes per to Obtain This Actually Pays Eq
Week Litre $1.00 per Litre g
First $6.00 $5.00 °
Second 3.00 2.00 £ 400 =
Third 2.00 1.00 g
Fourth 1.60 0.60 i
Fifth 1.20 0.20 s
Sixth 1.00 0.00 = 2.00 =
Seventh 0.80 — 3 Market
Eighth 0.60 — £ 1.00 pnee
Ninth 0.50 — _|—|_'j
Tenth 0.40 —

01 23 45 6 7 8 910

Litres of Milk
Consumed per Week

Consumer surplus on each unit consumed is the difference between the market price and the maximum price that the
consumer is willing to pay to obtain that unit. The table shows the value that Moira puts on successive litres of milk
consumed each week. Her negatively sloped demand curve shows that she would be willing to pay progressively
smaller amounts for each additional unit consumed. If the market price is $1.00 per litre, Moira will buy six litres of
milk per week and pay the amount in the dark shaded area. The total value she places on these six litres is the entire
shaded area. Her consumer surplus is the light shaded area.

However, Moira does not have to pay a different price for each litre of milk she
consumes each week; she can buy all she wants at the prevailing market price. Suppose
the price is $1.00 per litre. She will buy six litres per week because she values the sixth
litre just at the market price but all earlier litres at higher amounts. She does not buy a
seventh litre because she values it at less than the market price.

Because Moira values the first litre at $6.00 but gets it for $1.00, she makes a
“profit” of $5.00 on that litre. Between her $3.00 valuation of the second litre and
what she has to pay for it, she clears a “profit” of $2.00. She clears a “profit” of $1.00
on the third litre and so on. This “profit,” which is shown in the third column of the
table, is Moira’s consumer surplus on each litre of milk.

We can calculate Moira’s total consumer surplus of $8.80 per week by summing
her surplus on each litre; we can calculate the same total by first summing what she
would be willing to pay for all six litres, which is $14.80, and then subtracting the
$6.00 that she actually does pay.

L . 5 5 g
A For any unit consumed, consumer surplus is the difference between the maximum
o4 amount the consumer is prepared to pay for that unit and the price the consumer

actually pays.
Practise with Study Guide ¥y pay

Chapter 6, Exercises 4 and 5. . . . L .
The data in the first two columns of the table give Moira’s demand curve for milk.

It is her demand curve because she will go on buying litres of milk as long as she values
each litre at least as much as the market price she must pay for it. When the market
price is $6.00 per litre, she will buy only one litre; when it is $3.00, she will buy two
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litres; and so on. The total valuation is the area below her demand curve, and con-
sumer surplus is the part of the area that lies above the price line. These areas are
shown in Figure 6-3.

Figure 6-4 shows that the same relationship holds for the smooth market demand
curve that indicates the total amount that all consumers would buy at each price. Figure 6-3
is a bar chart because we allowed Moira to vary her consumption only in discrete units of
one litre at a time. Had we allowed her to vary her consumption of milk one drop at a
time, we could have traced out a continuous curve similar to the one shown in Figure 6-4.

The market demand curve shows the valuation that consumers place on each unit
of the product. For any given quantity, the area under the demand curve and above
the price line shows the consumer surplus received from consuming those units.

The Paradox of Value

Consumer surplus is an important concept. It will prove useful in later chapters when we
evaluate the performance of the market system.? For now, however, we discuss an exam-
ple in which the concept of consumer surplus helps us to understand apparently paradox-
ical market outcomes. The distinction between total value and marginal value is crucial.

Early economists, struggling with the problem of what determines the relative prices
of products, encountered what they called the paradox of value. Many necessary prod-
ucts, such as water, have prices that are low compared with the prices of luxury prod-
ucts, such as diamonds. Water is necessary to our
existence, whereas diamonds are used mostly for luxury
purposes and are not in any way essential to life. Does it
not seem odd, then, that water is so cheap and diamonds
are so expensive? As it took a long time to resolve this
apparent paradox, it is not surprising that even today,
similar confusions cloud many policy discussions.

The first step in resolving this paradox is to use the
distinction between the total and marginal values of any
product. We have seen already that the area under the
demand curve is a measure of the total value placed on all
the units that the consumer consumes. For example, for

Price
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FIGURE 6-4 Consumer Surplus for
the Market

Consumer surplus
if market price = p,,

all consumers together, the total value of consuming QO o
units is the entire shaded area (light and dark) under the

demand curve in Figure 6-4. 0
What about the marginal value that consumers place

Q

on one additional unit? This is given by the product’s mar-
ket price, which is pg in Figure 6-4. Facing a market price
of po, each consumer buys all the units that he or she val-
ues at pg or greater but does not purchase any units valued
at less than pg. Therefore, each consumer values the last
unit consumed of any product at that product’s price.
The second step in resolving the paradox is to recog-
nize that supply plays just as important a role in deter-
mining market price as does demand. Early economists
thought the price or “value” of a product depended only

Quantity Consumed per Period

Total consumer surplus is the area under the demand
curve and above the price line. The area under the
demand curve shows the total valuation that con-
sumers place on all units consumed. For example,
the total value that consumers place on Qg units is
the entire shaded area under the demand curve up to
Qo- At a market price of pg, the amount paid for Q
units is the dark shaded area. Hence, consumer sur-
plus is the light shaded area.

’ Indeed, consumer surplus is part of what, in Chapter 5, we called economic surplus when we discussed
market efficiency. We will return to a discussion of market efficiency in Chapter 12.
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FIGURE 6-5 Resolving the Paradox of Value
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Consumer surplus
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Consumer surplus
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The market price of a product bears no necessary relationship to the total value that consumers place on that amount.
The graph presents hypothetical demand curves for water and diamonds. The total value that consumers place on Q,,
units of water, as shown by the total shaded area under the demand curve, is great. The total value that consumers
place on Qy units of diamonds is shown by the total shaded area under the demand curve for diamonds. This is clearly
less than the total value placed on water.

The large supply of water makes water plentiful and makes water low in price, as shown by p,, in part (i) of the fig-
ure. The relatively low supply of diamonds makes diamonds scarce and keeps diamonds high in price, as shown by py
in part (ii) of the figure. The high total value for water, combined with its low price, leads to a large consumer surplus
for water. For diamonds, the low total value and high price lead to a small consumer surplus.

on its use by consumers—that is, by demand. But we now know that supply aspects
are just as important—including the costs of production, the number of producers, and
$O on.

Given this joint importance of supply and demand, it is easy to imagine a situation
in which two products, such as water and diamonds, have very different market prices
(and hence marginal values) even if their respective prices do not reflect the total value
consumers place on the two goods. Figure 6-5 resolves the diamond-water paradox.

The resolution of the paradox of value is that a good that is very plentiful, such as
water, will have a low price and will thus be consumed to the point where all consumers
place a low value on the last unit consumed, whether or not they place a high value on
their total consumption of the product. By contrast, a product that is relatively scarce in
the marketplace will have a high market price, and consumption will therefore stop at a
point where consumers place a high value on the last unit consumed, regardless of the
value that they place on their total consumption of the good.

Because the market price of a product depends on both demand and supply, there is
nothing paradoxical in there being a product on which consumers place a high tozal
value (such as water) selling for a low price and hence having a low marginal value.
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The same paradox exists in many markets, including labour markets. As we all
know, professional hockey players earn many times more than nurses and doctors,
even though most consumers probably place more total value on health care than they
do on sports entertainment. But top-quality hockey players have a set of skills that are
in much shorter supply than even highly skilled medical professionals, and this differ-
ence in supply helps to explain their different incomes. We have much more to say
about the operation of labour markets in Chapters 13 and 14.

Summary

6.1 Marginal Utility and Consumer Choice

Marginal utility theory distinguishes between the total
utility from the consumption of all units of some prod-
uct and the incremental (or marginal) utility derived
from consuming one more unit of the product.

The basic assumption in marginal utility theory is that the
utility consumers derive (over some given time period)
from the consumption of successive units of a product
diminishes as the number of units consumed increases.
Consumers are assumed to make their decisions in a way
that maximizes their utility. Utility-maximizing con-
sumers make their choices such that the utilities derived

©00

from the last dollar spent on each product are equal. For
two goods X and Y, utility will be maximized when
MUx = MUy

px Py

Demand curves have negative slopes because when the
price of one product falls, each consumer responds by
increasing purchases of that product sufficiently to
restore the ratio of that product’s marginal utility to its
now lower price (MU/p) to the same level achieved for
all other products.

6.2 Income and Substitution Effects of Price Changes

A change in the price of a product generates both an
income effect and a substitution effect. The substitution
effect is the reaction of the consumer to the change in
relative prices, with purchasing power (real income) held
constant. The substitution effect leads the consumer to
increase purchases of the product whose relative price
has fallen.

The income effect is the reaction of the consumer to the
change in purchasing power (real income) that is caused
by the price change, holding relative prices constant at
their new level. A fall in one price will lead to an increase

©0e

in the consumer’s real income and thus to an increase in
purchases of all normal goods.

The combined income and substitution effects ensure
that the quantity demanded of any normal good will
increase when its price falls, other things being equal.
Normal goods, therefore, have negatively sloped
demand curves.

An inferior good will have a negatively sloped demand
curve unless the income effect is strong enough to out-
weigh the substitution effect. This situation is very rare
and is called a Giffen good.

6.3 Consumer Surplus

For each unit of a product, consumer surplus is the dif-
ference between what consumers would be willing to
pay for that unit and what consumers actually pay for
that unit.

Consumer surplus arises because demand curves are
negatively sloped and consumers purchase units of a

©00

product up to the point where the value of the marginal
unit consumed—the marginal value—equals the market
price. On all units before the marginal unit, consumers
value the product more than the price and hence they
earn consumer surplus.



136 PART 3: CONSUMERS AND PRODUCERS

® [t is important to distinguish between total and mar-
ginal values because choices concerning a bit more and
a bit less cannot be predicted from a knowledge of total
values. The paradox of value involves confusion

® Price is related to the marginal value that consumers
place on having a bit more or a bit less of some product;
it bears no necessary relationship to the total value that
consumers place on all of the units consumed of that

between total value and marginal value. product.
Total utility and marginal utility Slope of the demand curve Consumer surplus
Utility maximization Income effect and substitution effect The paradox of value
Equality of MU /p across different Giffen goods and conspicuous

goods consumption goods
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1. Fill in the blanks to make the following statements
correct.

a. Utility theory is based on the hypothesis that the

received from each additional

unit of the good as total con-
sumption of the good increases.

b. A utility-maximizing consumer will allocate expen-

diture such that the per dollar
spent on each product is for all
products.

c. An equation that represents a utility-maximizing
pattern of consumption of two goods, A and B, is

d. Marginal utility analysis tells us that a rise in the
price of a good, ceteris paribus, leads each con-

sumer to reduce the of the good.
This, in turn, predicts a demand
curve.

2. The table below shows how Brett’s utility increases as
the number of avocados he consumes (per month)
increases. Brett’s utility is measured in utils, a name
that economists invented to describe units of utility.

Total Utility Marginal Utility

Avocados (in utils) (in utils)

Zero 0 L

First 100 L

Second 185 L

Third 245 _

Fourth 285 L

Fifth 315 L

Sixth 335 L

Seventh 345 L

Eighth 350 _

a. Plot Bretts total utility on a scale diagram, with
utils on the vertical axis and the number of avoca-
dos (per month) on the horizontal axis.

b. Compute the marginal utility for each avocado and
fill in the table.

c. Plot the marginal utility on a scale diagram, with

utils on the vertical axis and the number of avocados
(per month) on the horizontal axis. (Make sure to
plot marginal utility at the midpoints between units.)
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Explain why it is reasonable that Brett’s utility
increases by smaller and smaller amounts for each
successive avocado consumed.

3. In each of the cases listed below, identify whether
Claudia’s expenditure on each product should rise or
fall in order to maximize her utility.

Marginal Marginal
Utility of X Utility of Y
Price of X (units of  Priceof Y  (units of
Case $) utility) $) utility)

A 10 2 S 3
B 12 4 4 2
C 3 1 6 2
D 4 2 4 2
E 8 4 4 3

4. Rupert really loves pizza, but he eventually tires of it.
The table below shows the highest price that Rupert is
willing to pay for each successive pizza per week.

a.

Pizza Rupert’s Willingness to Pay
First $18
Second $16
Third $13
Fourth $9
Fifth $4
Sixth $0

Suppose Rupert were to eat five pizzas per week.
What is the total value Rupert would place on his
five weekly pizzas?

. If the market price is $10 per pizza, how many piz-

zas will Rupert buy and eat per week?

If the market price is $10 per pizza, what is the
weekly consumer surplus that Rupert gets from
eating pizza?

5. Sally consumes only two goods, shoes and “everything
else.” For five different shopping trips, the prices and
Sally’s marginal utilities are shown below.

Shoes Everything Else
MU Price ($) MU Price ($)
Trip 1 125 250 50 100
Trip 2 100 200 50 100
Trip 3 75 150 50 100
Trip 4 50 100 50 100
Trip 5 25 50 50 100

Is Sally maximizing her total utility on each shop-
ping trip? Explain why or why not.

. Using what you have learned in this chapter about

marginal utility, explain how the number of shoes
consumed is changing as their price changes.

6.

Price
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c. Can you detect the shape of Sally’s demand curve
for shoes from the data shown in the table?

Suppose there is a 10-percent increase in the prices of
the following products. Explain whether you think the
income effect in each case would be small or large, and
why.

salt

. blue jeans

canned vegetables

. gasoline
mini-vans

rental apartments
luxury cars

@ e an g

Use the following diagram of a market for potted plants
to answer the questions below about consumer surplus.

D

0 Qo 9,

Quantity

a. With demand curve D and supply curve Sy, the
equilibrium price and quantity in this market are pg
and Q. At the price pg, what is the area that rep-
resents total consumer surplus in this market? (Use
the letter point labels to describe the area.)

b. Now suppose supply increases to S;. Determine the
new equilibrium price and quantity. What is the
area that now represents total consumer surplus?

c. At the new lower price, what is the area that repre-
sents the increased consumer surplus earned on the
original units purchased?

d. At the new lower price, what is the area that repre-
sents consumer surplus earned on the new units
purchased?

. In what situations do the substitution effect and the

income effect work in the same direction to produce a
downward-sloping demand curve? In what situations
do they have opposing effects?
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. Consider the above supply-and-demand diagrams
depicting the markets for X and Y, respectively. In the
market for good X, supply is perfectly elastic, indicat-
ing that producers are prepared to supply any amount
of X at price po.

a. In the market for X, demand increases from D to
D;. Explain what happens to the total value that
consumers place on X.

b. Explain how the increase in demand for X alters
the marginal value that consumers place on X.

c. In the market for Y, a technological improvement
causes supply to increase from Sy to Si, causing
price to fall from py to p;. Explain what happens to
the total value that consumers place on a given
quantity of Y.

d. Explain why the increase in supply leads consumers
to reduce their marginal value of Y even though
there has been no change in their preferences regard-
ing Y (and thus no shift in the demand curve).

Discussion Questions

1. Using marginal utility theory, discuss why newspaper

publishers are prepared to use vending machines that
allow customers to pay for one newspaper and remove
several, whereas candy and soft-drink producers use
vending machines that allow customers to remove
only the single product that is purchased.

. Compare the consequences of the income effect of a
drastic fall in food prices with the consequences of a
rise in incomes when prices are constant.

. Two U.S. economics professors, Jeff Biddle and Daniel
Hamermesh, recently estimated that a 25-percent
increase in wages will cause the average individual to
reduce the time that he or she spends sleeping by
about 1 percent. Interpret this finding in terms of the
income and substitution effects of a wage change.

Price of Y
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Quantity of Y

10. Consider the market for some product. The demand

and supply curves are given by:
Demand: p= 30 — 40P
Supply:  p= 6+ 20°

a. Plot the demand and supply curves on a scale dia-
gram. Compute the equilibrium price (p*) and
quantity (O*).

b. Show in the diagram the total value that consumers
place on O* units of the good.

c. What is the value that consumers place on an addi-
tional unit of the good?

d. Now suppose that production costs fall and so the
market supply curve shifts to a new position given
by p= 2+ 205 How do consumers now value an
additional unit of the good?

e. Explain why consumers’ marginal value has fallen
even though there has been no change in their pref-
erences (and thus no change in the demand curve).

Consider the following common scenario. An econo-
mist is attending a conference in an unfamiliar city. She
is in the mood for a high-quality dinner and wanders
through the centre of the city looking for a restaurant.
After narrowing her search to two establishments, she
ultimately selects the restaurant with the higher prices.
What might account for this behaviour?

Many medical and hospital services in Canada are
provided at zero cost to all Canadians and are
financed out of general government revenues. What
would be the marginal value of such services con-
sumed by each Canadian if the government provided
the necessary resources to satisfy all demand? How
does this relate to the total value that Canadians prob-
ably place on medical services?



Indifference Curves

In Chapter 6, we covered some basic material con-
cerning the theory of demand; here we extend the
treatment of demand theory by considering in more
detail the assumptions about consumer behaviour
that underlie the theory of demand.

The history of demand theory has seen two
major breakthroughs. The first was marginal utility
theory, which we used in Chapter 6. By distinguish-
ing total and marginal values, this theory helped to
explain the so-called paradox of value. The second
breakthrough came with indifference theory, which
showed that the stringent assumption of measur-
able utility (required for marginal utility theory)
could be dispensed with. Indifference theory is
based on the much weaker assumption that con-
sumers can always say which of two consumption
bundles they prefer without having to say by how
much they prefer it.

6A.1 Indifference

Curves

Suppose Hugh currently has available some specific
bundle of goods, say, 18 units of clothing and 10
units of food. Now offer him an alternative bundle
of, say, 13 units of clothing and 15 units of food.
This alternative combination of goods has 5 fewer
units of clothing and 5 more units of food than the
first one. Whether Hugh prefers this new bundle
depends on the relative valuation that he places on
5 more units of food and 5 fewer units of clothing. If
he values the extra food more than the forgone
clothing, he will prefer the new bundle to the origi-
nal one. If he values the extra food less than the for-
gone clothing, he will prefer the original bundle. If
Hugh values the extra food the same as the forgone
clothing, he is said to be indifferent between the two

bundles.

Appendix to Chapter

Suppose that after much trial and error, we have
identified several bundles between which Hugh is
indifferent. In other words, all bundles give him equal
satisfaction or utility. They are shown in the table in
Figure 6A-1.

Of course, there are combinations of the two
products other than those enumerated in the table
that will give Hugh the same level of utility. All of
these combinations are shown in Figure 6A-1 by the
smooth curve that passes through the points plotted
from the table. This curve, called an indifference
curve, shows all combinations of products that yield
Hugh the same utility.

The consumer is indifferent between the combi-
nations indicated by any two points on one indif-
ference curve.

Any points above the curve show combinations
of food and clothing that Hugh prefers to points on
the curve. Consider, for example, the combination of
20 units of food and 18 units of clothing, represented
by point g in Figure 6A-1. Although it may not be
obvious that this bundle must be preferred to bundle
a (which has more clothing but less food), it is obvi-
ous that it will be preferred to bundle ¢ because both
less clothing and less food are represented at ¢ than
at g Inspection of the graph shows that any point
above the curve will be superior to some points on
the curve in the sense that it will contain both more
food and more clothing than those points on the
curve. However, because all points on the curve are
equal in Hugh’s eyes, any point above the curve must
be superior to all points on the curve. By a similar
argument, all points below and to the left of the
curve represent bundles that are inferior to bundles
represented by points on the curve.

Any point above an indifference curve is pre-
ferred to any point along that same indifference
curve; any point on the curve is preferred to any
point below it.
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FIGURE 6A-1 Hugh’s Indifference Curve
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This indifference curve shows combinations of food and clothing that yield equal utility and between which Hugh is
indifferent. The smooth curve through the points is an indifference curve; all combinations on it give Hugh equal util-
ity. Point g above the line is a preferred combination to any point on the line; point » below the line is an inferior com-
bination to any point on the line. The slope of the line T gives the marginal rate of substitution at point b. Moving
down the indifference curve from b to f, the slope flattens, showing that the more food and the less clothing Hugh
has, the less willing he is to sacrifice further clothing to get more food.

Diminishing Marginal Rate of
Substitution

How much clothing would Hugh be willing to give up
to get one more unit of food but to keep his utility
unchanged? The answer to this question measures what
is called Hugh’s marginal rate of substitution of clothing
for food. The marginal rate of substitution (MRS) is the
amount of one product that a consumer is willing to
give up to get one more unit of another product.

The first basic assumption of indifference theory
is that the algebraic value of the MRS between
two goods is always negative.

A negative MRS means that to increase consump-
tion of one product, Hugh is prepared to decrease con-
sumption of a second product. The negative value of the
marginal rate of substitution is indicated graphically
by the negative slope of indifference curves.

Consider a case in which Hugh has a lot of cloth-
ing and only a little food. Common sense suggests
that he might be willing to give up quite a bit of
plentiful clothing to get one more unit of scarce food.
It suggests as well that if Hugh had little clothing and

a lot of food he would be willing to give up only a lit-
tle scarce clothing to get one more unit of already
plentiful food.

This example illustrates the hypothesis of dimin-
ishing marginal rate of substitution. The less of one
product, A, and the more of a second product, B,
that the consumer has already, the smaller the
amount of A that the consumer will be willing to
give up to get one additional unit of B. The hypoth-
esis says that the marginal rate of substitution
changes when the amounts of two products con-
sumed change. The graphical expression of this
hypothesis is that any indifference curve becomes
flatter as the consumer moves downward and to the
right along the curve. In Figure 6A-1, a movement
downward and to the right means that Hugh is con-
suming less clothing and more food. The decreasing
steepness of the curve means that Hugh is willing to
sacrifice less and less clothing to get each additional
unit of food. [11]

Diminishing marginal rate of substitution (MRS)
is the second basic assumption of indifference
theory.
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TABLE 6A-1 Hugh’s Marginal Rate of
Substitution Between Clothing
and Food

(1) (2) (3)
Marginal
Change  Change Rate of
in in Substitution

Movement Clothing Food (1) = (2)

From ato b 12 5 2.4

From b to ¢ 5 5 1.0

From c to d 3 5 0.6

From d to e 2 5 0.4

From e to f 1 S 0.2

The marginal rate of substitution of clothing for food
declines (in absolute value) as the quantity of food
increases. This table is based on Figure 6 A-1. When
Hugh moves from a to b, he gives up 12 units of cloth-
ing and gains 5 units of food; he remains at the same
level of overall utility. At point a, Hugh is prepared to
sacrifice 12 units of clothing for 5 units of food
(i.e., 12/5 = 2.4 units of clothing per unit of food
obtained). When he moves from b to c, he sacrifices 5
units of clothing for 5 units of food (a rate of substi-
tution of 1 unit of clothing for each unit of food).

The hypothesis of diminishing marginal rate of
substitution is illustrated in Table 6A-1, which is
based on the example in Figure 6 A-1. The last column
of the table shows the rate at which Hugh is prepared
to sacrifice units of clothing per unit of food obtained.
At first, Hugh will sacrifice 2.4 units of clothing to get
1 unit more of food, but as his consumption of cloth-
ing diminishes and his consumption of food increases,
Hugh becomes less and less willing to sacrifice further
clothing for more food.

The Indifference Map

So far, we have constructed only a single indifference
curve for Hugh. However, starting at any other point in
Figure 6 A-1, such as g, there will be other combinations
that will give Hugh equal utility. If the points indicating
all of these combinations are connected, they will form
another indifference curve. This exercise can be repeated
many times, and we can thereby generate many indiffer-
ence curves for Hugh. The farther any indifference curve

FIGURE 6A-2 Hugh’s Indifference Map

Quantity of Clothing per Week

Quantity of Food per Week

An indifference map consists of a set of indifference
curves. All points on a particular curve indicate alter-
native combinations of food and clothing that give
Hugh equal utility. The farther the curve is from the
origin, the higher is the level of utility it represents.
For example, I is a higher indifference curve than Iy,
which means that all the points on I5 give Hugh a
higher level of utility than do the points on I4.

is from the origin, the higher will be the level of Hugh’s
utility given by any of the points on the curve.

A set of indifference curves is called an indiffer-
ence map, an example of which is shown in Fig-
ure 6A-2. It specifies the consumer’s tastes by
showing his rate of substitution between the two
products for every possible level of current consump-
tion of these products.

When economists say that a consumer’s tastes are
given, they do not mean that the consumer’ current
consumption pattern is given; rather, they mean
that the consumer’ entire indifference map is given.

0A.2 The Budget Line

Indifference curves illustrate consumers’ tastes. To
develop a complete theory of their choices, we must
also illustrate the available alternatives. These are
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FIGURE 6A-3 Hugh’s Budget Line
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The budget line shows the quantities of goods avail-
able to a consumer given money income and the
prices of goods. Any point in this diagram indicates
a combination (or bundle) of so much food and so
much clothing. Point xq, for example, indicates 40
units of clothing and 10 units of food per week.
With an income of $720 a week and prices of
$24 per unit for food and $12 per unit for clothing,
Hugh’s budget line is ab. This line shows all the com-
binations of Fand C available to him if he spends the
entire $720 per week. He could spend all this money
income on clothing and obtain 60 units of clothing
and zero food each week. Or he could go to the other
extreme and purchase only food, buying 30 units of
F and zero units of C. Hugh could also choose an
intermediate position and consume some of both
goods—for example, spending $240 to buy 10 units
of F and $480 to buy 40 units of C (point x1). Points
above the budget line, such as x,, are not attainable.

shown as the solid line ab in Figure 6A-3. That line,
called a budget line, shows all the combinations of
food and clothing that Hugh can buy if he spends a
fixed amount of money, in this case his entire money
income of $720 per week, at fixed prices of the
products (in this case, $12 per unit for clothing and
$24 per unit for food).

Properties of the Budget Line

The budget line has several important properties:

1. Points on the budget line indicate bundles of
products that use up the consumer’s entire
income. (Try, for example, the point 20C, 20F.)

2. Points between the budget line and the origin
indicate bundles of products that cost less than
the consumer’s income. (Try, for example, the
point 20C, 10F.)

3. Points above the budget line indicate combina-
tions of products that cost more than the con-
sumer’s income. (Try, for example, the point

30C, 40F.)

The budget line shows all combinations of prod-
ucts that are available to the consumer given his
money income and the prices of the goods that
he purchases.

We can also show Hugh’s alternatives with an
equation that uses symbols to express the informa-
tion contained in the budget line. Let E stand for
Hugh’ money income, which must be equal to his
total expenditure on food and clothing. If prand pc
represent the money prices of food and clothing,
respectively, and F and C represent the quantities of
food and clothing that Hugh chooses, then his spend-
ing on food is equal to pp times F, and his spending
on clothing is equal to p¢ times C. Thus the equation
for the budget line is

EZPFX F+ pCX C

The Slope of the Budget Line

Look again at Hugh’ budget line in Figure 6A-3.
The vertical intercept is 60 units of clothing, and the
horizontal intercept is 30 units of food. Thus the
slope is equal to 2. The minus sign means that
increases in Hugh’s purchases of one of the goods
must be accompanied by decreases in his purchases
of the other. The numerical value of the slope indi-
cates how much of one good must be given up to
obtain an additional unit of the other; in our exam-
ple, the slope of 2 means that Hugh must forgo the
purchase of 2 units of clothing to acquire 1 extra
unit of food.

Recall that in Chapter 3 we contrasted the
absolute, or money, price of a product with its relative
price, which is the ratio of its absolute price to that of
some other product or group of products. One impor-
tant point is that the relative price determines the
slope of the budget line. In terms of our example of
food and clothing, the slope of the budget line is
determined by the relative price of food in terms of
clothing, pr/pc; with the price of food (pp) at $24 per
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unit and the price of clothing (p¢) at $12 per unit, the
slope of the budget line (in absolute value) is 2. [12]

The significance of the slope of Hugh’s budget
line for food and clothing is that it reflects his oppor-
tunity cost of food in terms of clothing. To increase
food consumption while maintaining expenditure
constant, Hugh must move along the budget line and
therefore consume less clothing; the slope of the bud-
get line determines how much clothing he must give
up to obtain an additional unit of food.

The opportunity cost of food in terms of clothing
is measured by the (absolute value of the) slope
of the budget line, which is equal to the relative
price ratio, pr/pc.

In the example, with fixed income and with the
relative price of food in terms of clothing (pp/pc)
equal to 2, Hugh must forgo the purchase of 2 units
of clothing to acquire 1 extra unit of food. The
opportunity cost of a unit of food is thus 2 units of
clothing. Notice that the relative price (in our exam-
ple, pr/pc = 2) is consistent with an infinite number
of absolute prices. If pr = $40 and pc = $20, it is
still necessary to sacrifice 2 units of clothing to
acquire 1 unit of food.* Thus relative, not absolute,
prices determine opportunity cost.

6A.3 The Consumer’s
Utility-Maximizing
Choices

An indifference map describes the preferences of a
consumer, and a budget line describes the possibili-
ties available to a consumer. To predict what a con-
sumer will actually do, both sets of information must
be combined, as is done in Figure 6 A-4. Hugh’s bud-
get line is shown by the straight line, and the curves
from the indifference map are also shown. Any point
on the budget line is attainable, but which point will
Hugh actually choose?

Because Hugh wants to maximize utility, he
wants to reach the highest attainable indifference

* Of course, with a given income, Hugh can afford much less of
each at these higher money prices, but the opportunity cost of food
in terms of clothing remains unchanged.

FIGURE 6A-4 Hugh’s Utility-Maximizing
Choice
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The consumer’ utility is maximized at A, where an
indifference curve is tangent to the budget line. Hugh
has a money income of $720 per week and faces
money prices of $12 per unit for clothing and $24
per unit for food. A combination of units of clothing
and food indicated by point a on I is attainable but,
by moving along the budget line, Hugh can reach
higher indifference curves. The same is true at b on
I, and at c on I3. At A, however, where an indiffer-
ence curve (I4) is tangent to the budget line, Hugh
cannot reach a higher curve by moving along the
budget line.

curve. Inspection of Figure 6A-4 shows that if Hugh
purchases any bundle on the budget line at a point
cut by an indifference curve, he can reach a higher
indifference curve. Only when the bundle purchased
is such that the indifference curve is tangent to the
budget line is it impossible for Hugh to reach a higher
curve by altering his purchases.

The consumer’s utility is maximized at the point
where an indifference curve is tangent to the
budget line. At that point, the consumer’s mar-
ginal rate of substitution for the two goods is
equal to the relative prices of the two goods.

The intuitive explanation for this result is that if
Hugh values goods differently from the way the mar-
ket does, there is room for profitable exchange. Hugh
can give up some of the good that he values relatively
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less than the market does and take in return some of
the good that he values relatively more than the mar-
ket does. When he is prepared to exchange goods at
the same rate as they can be traded on the market,
there is no further opportunity for him to raise utility
by substituting one product for the other.

The theory thus proceeds by supposing that
Hugh is presented with market prices that he cannot
change and then by analyzing how he adjusts to these
prices by choosing a bundle of goods such that, at the
margin, his own subjective evaluation of the goods
coincides with the valuations given by market prices.

We will now use this theory to predict the typical
consumer’s response to a change in income and in
prices.

The Consumer’s Reaction to a
Change in Income

A change in Hugh’s money income will, ceteris paribus,
shift his budget line. For example, if Hugh’s income
doubles, he will be able to buy twice as much of both
food and clothing compared with any combination on
his previous budget line. His budget line will therefore
shift out parallel to itself to indicate this expansion in
his consumption possibilities. (The fact that it will be a
parallel shift is established by the previous demonstra-
tion that the slope of the budget line depends only on
the relative prices of the two products.)

For each level of Hugh’s income, there will be a
utility-maximizing point at which an indifference
curve is tangent to the relevant budget line. Each
such utility-maximizing position means that Hugh is
doing as well as possible at that level of income. If we
move the budget line through all possible levels of
income and if we join up all the utility-maximizing
points, we will trace out what is called an
income—consumption line, an example of which is
shown in Figure 6 A-5. This line shows how Hugh’s
consumption bundle changes as his income changes,
with relative prices being held constant.

The Consumer’s Reaction to a
Change in Price
We already know that a change in the relative prices of

the two goods changes the slope of the budget line.
Given the price of clothing, for each possible price of

FIGURE 6A-5 Hugh’s Income-Consumption
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The income—consumption line shows how the con-
sumer’s purchases react to a change in money income
with relative prices being held constant. Increases in
Hugh’s money income cause a parallel outward shift
of his budget line, moving his utility-maximizing point
from A to B to C. By joining all the utility-
maximizing points, Hugh’ income-consumption
line is traced out.

food there is a different utility-maximizing consump-
tion bundle for Hugh. If we connect these bundles, at
a given money income, we will trace out a price—
consumption line, as shown in Figure 6A-6. Notice
that in this example, as the relative prices of food and
clothing change, the quantities of food and clothing
that Hugh purchases also change. In particular, as the
price of food falls, Hugh buys more food and less
clothing.

0A.4 Deriving the

Demand Curve

What happens to the consumer’s demand for some
product, say, gasoline, as the price of that product
changes, holding constant the prices of all other
goods?

If there were only two products purchased by
consumers, we could derive a demand curve for one
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FIGURE 6A-6 Hugh’s Price—Consumption
Line

Price—consumption
line

Quantity of Clothing per Week

Quantity of Food per Week

The price—consumption line shows how the con-
sumer’s purchases react to a change in one price with
money income and other prices being held constant.
Decreases in the price of food (with money income
and the price of clothing held constant) pivot Hugh’s
budget line from ab to ac to ad. Hugh’ utility-
maximizing bundle moves from A to B to C. By
joining all the utility-maximizing points, a price—
consumption line is traced out, showing that Hugh
purchases more food and less clothing as the price of

food falls.

of the products from the price—consumption line like
the one we showed for Hugh in Figure 6A-6. When
there are many products, however, a change in the
price of one product generally causes substitution
toward (or away from) all other goods. Thus, we
would like to have a simple way of representing the
individual’s tastes in a world of many products.

In part (i) of Figure 6A-7, a new type of indiffer-
ence map is plotted in which litres of gasoline per
month are measured on the horizontal axis and the
value of all other goods consumed per month is plot-
ted on the vertical axis. We have in effect used
“everything but gasoline” as the second product. The
indifference curves in this figure then show the rate at
which the consumer is prepared to substitute gaso-
line for money (which allows him to buy all other
goods) at each level of consumption of gasoline and
of all other goods.

Value of All Other Goods

Price of Gasoline

FIGURE 6A-7 Derivation of a Consumer’s
Demand Curve
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(ii) Demand curve

Every point on the price—consumption line corre-
sponds to both a price of the product and a quantity
demanded; this is the information required for a
demand curve. In part (i), the consumer has a money
income of $4000 and alternatively faces prices of
$1.50, $1.00, and $0.50 per litre of gasoline, choos-
ing positions A, B, and C at each price. The informa-
tion for litres of gasoline demanded at each price is
then plotted in part (ii) to yield the consumer’
demand curve. The three points a, b, and ¢ in part (ii)
correspond to the points A, B, and C in part (i).
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To illustrate the derivation of demand curves, we
use the numerical example shown in Figure 6A-7.
The consumer is assumed to have an after-tax money
income of $4000 per month. This level of money
income is plotted on the vertical axis, showing that
if the consumer consumes no gasoline, he can con-
sume $4000 worth of other goods each month.
When gasoline costs $1.50 per litre, the consumer
could buy a maximum of 2667 litres per month. This
set of choices gives rise to the innermost budget line.
Given the consumer? tastes, utility is maximized at
point A, consuming 600 litres of gasoline and
$3100 worth of other products.

Next, let the price of gasoline fall to $1.00 per
litre. Now the maximum possible consumption of
gasoline is 4000 litres per month, giving rise to the
middle budget line in the figure. The consumer’s util-
ity is maximized, as always, at the point where the
new budget line is tangent to an indifference curve.
At this point, B, the consumer is consuming 1200
litres of gasoline per month and spending $2800 on
all other goods. Finally, let the price fall to 50 cents
per litre. The consumer can now buy a maximum of
8000 litres per month, giving rise to the outermost of
the three budget lines. The consumer maximizes util-
ity by consuming 2200 litres of gasoline per month
and spending $2900 on other products.

If we let the price vary over all possible amounts,
we will trace out a complete price—consumption line,
as shown in Figure 6A-7. The points derived in the
preceding paragraph are merely three points on this
line.

We have now derived all that we need to plot the
consumer’s demand curve for gasoline, now that we
know how much the consumer will purchase at each
price. To draw the curve, we merely replot the data
from part (i) of Figure 6 A-7 onto a demand graph, as
shown in part (ii) of Figure 6A-7.

Like part (i), part (ii) has quantity of gasoline on
the horizontal axis. By placing one graph under the
other, we can directly transcribe the quantity deter-
mined on the upper graph to the lower one. We first
do this for the 600 litres consumed on the innermost
budget line. We now note that the price of gasoline
that gives rise to that budget line is $1.50 per litre.
Plotting 600 litres against $1.50 in part (ii) produces
the point a, derived from point A in part (i). This is
one point on the consumer’s demand curve. Next we
consider the middle budget line, which occurs when
the price of gasoline is $1.00 per litre. We take the fig-
ure of 1200 litres from point B in part (i) and transfer
it to part (ii). We then plot this quantity against the

price of $1.00 to get the point b on the demand curve.
Doing the same thing for point C yields the point ¢ in
part (ii): price 50 cents, quantity 2200 litres.

Repeating the operation for all prices yields the
demand curve in part (ii). Note that the two parts of
Figure 6A-7 describe the same behaviour. Both parts
measure the quantity of gasoline on the horizontal
axes; the only difference is that in part (i) the price of
gasoline determines the slope of the budget line,
whereas in part (ii) the price of gasoline is plotted
explicitly on the vertical axis.

Income and Substitution Effects

The price—consumption line in part (i) of Figure 6 A-7
indicates that as price decreases, the quantity of gaso-
line demanded increases, thus giving rise to the nega-
tively sloped demand curve in part (ii). As we saw in
Chapter 6, the key to understanding the negative
slope of the demand curve is to distinguish between
the income effect and the substitution effect of a
change in price. We can make this distinction more
precisely, and somewhat differently, by using indiffer-
ence curves.

In Chapter 6, we examined the substitution
effect of a reduction in price by eliminating the
income effect. We did this by reducing money income
until the consumer could just purchase the original
bundle of goods. We then examined how the change
in relative prices affected the consumer’s choices. In
indifference theory, however, the income effect is
removed by changing money income until the origi-
nal level of utility—the original indifference curve—
can just be achieved. This method results in a slightly
different measure of the income effect, but the princi-
ple involved in separating the total change into an
income effect and a substitution effect is exactly the
same as in Chapter 6.

The separation of the two effects according to
indifference theory is shown in Figure 6A-8. The fig-
ure shows in greater detail part of the price—
consumption line first drawn in Figure 6A-7. Points
Ap and A, are on the price—consumption line for
gasoline; Ag is the consumer’s utility-maximizing
point at the initial price, whereas A, is the con-
sumer’s utility-maximizing point at the new price.

We can think of the separation of the income and
substitution effects as occurring in the following way.
After the price of the good has fallen, we reduce
money income until the original indifference curve
can just be obtained. The consumer moves from point
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FIGURE 6A-8 The Income and Substitution Effects of a Price Change

All Other Goods (dollars per month)

line

Price—consumption

The substitution effect is defined by
sliding the budget line around a fixed
indifference curve; the income effect is
defined by a parallel shift of the budget
line. The original budget line is at ab,
and a fall in the price of gasoline takes
it to aj. The original utility-maximizing
point is at Ay with Qg of gasoline
being consumed, and the new utility-
maximizing point is at A, with Q; of
gasoline being consumed. To remove
the income effect, imagine reducing the
consumer’s money income until the
original indifference curve is just
attainable. We do this by shifting the
line aj to a parallel line nearer the
origin ay; that just touches the indiffer-
ence curve that passes through Aj. The
intermediate point A; divides the quan-
2 tity change into a substitution effect

tution Income
effect effect
I
[ \ L S a S S
Q Q1 b Q, i i

Quantity of Gasoline (litres per month)

Ay to an intermediate point Aq, and this response is
defined as the substitution effect. Then, to measure
the income effect, we restore money income. The con-
sumer moves from the point A to the final point A,,
and this response is defined as the income effect.

Study Exercises

1. Consider Katie’s preferences for videos and ice cream
cones. Several “consumption bundles” are shown in
the table below.

Bundle Ice Cream Cones Videos

O
o
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a. On a scale diagram with the quantity of ice cream

cones on the vertical axis and the quantity of

000 and an income effect 010,.

videos on the horizontal axis, plot the various

bundles.

. Suppose that Katie is indifferent between bundles

c and i. She is also indifferent between bundles d,
g, and b, but all three of these are preferred to ¢
or 7. Finally, suppose that, of the bundles shown
in the table, bundle e is Katie’s favourite. Draw
three indifference curves showing this infor-
mation.

Consider bundles e, f, and g. What can you con-
clude about how Katie would rank these bundles?

2. Continue with Katie from the previous question. Katie
has a monthly allowance of $18 that she chooses to
divide between video rentals and ice cream cones. Videos
rent for $3 each and ice cream cones cost $2 each.

a.

For each of the consumption bundles shown in the
table, compute the total expenditure. Which ones
can Katie afford, and which ones can’t she afford?

. Draw Katie’s budget line. What is the slope of the

line?
Given Katie’s monthly budget constraint, which
bundle does she choose to maximize her utility?

3. Debra travels to Mexico and enjoys both burritos and
Coronas. The diagram shows her utility-maximizing
choices.

a.

If the budget line is line 1, describe why point A is
Debra’s utility-maximizing choice.
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Coronas

b. What event can explain why the budget line moves
to line 22
¢. What is the meaning of point B in the figure?

d. Suppose Coronas are a normal good for Debra.
What does this restriction imply about the location
of point C? Is this restriction satisfied in the
diagram?

e. Suppose Coronas were an inferior good for Debra.
How would this information be reflected in her choice
following the move of the budget line to line 2?

. Consider your sets of indifference curves for

i) Coke and chips
i) Coke and Pepsi

Explain why these sets of indifference curves are likely
to look different. Illustrate with a diagram. What does
this difference imply about the magnitude of the
substitution effects in response to changes in the price
of Coke?



Producers in the

Short Run

In Chapter 6, we went behind the demand curve to
understand how it is determined by the behaviour of
consumers. In this chapter and the next, we go behind
the supply curve to understand how it is determined
by the behaviour of firms.

We begin by comparing the firms that we see in
the real world with those that appear in economic
theory. Next we introduce the concepts of costs, rev-
enues, and profits, and we outline the key role that
profits play in determining the allocation of the
nation’s resources. To determine the most profitable
quantity for a firm to produce and supply to the mar-
ket, we need to see how its costs vary with its output.

When examining the relationship between output
and cost, fime plays an important role. In this chapter,
we focus on the short run, where a firm can change
only some of its inputs, and outputis governed by the
famous “law of diminishing returns.” In the next chap-
ter we examine the firm’s behaviour in the long run—
when all the firm’s factors are variable—and in the
very long run—when the state of technology changes.
There we encounter “scale economies” and firms’
incentives for research and development.

® LEARNING OBJECTIVES

In this chapter you will learn

the various forms of business organization
and the different ways that firms can be
financed.

the difference between accounting profits
and economic profits.

about the relationships among total prod-
uct, average product, and marginal product,
and the law of diminishing marginal
returns.

the difference between fixed and variable
costs, and the relationships among total
costs, average costs, and marginal costs.
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single proprietorship

A firm that has one owner
who is personally
responsible for the firm’s
actions and debts.

ordinary partnership A
firm that has two or more
joint owners, each of whom
is personally responsible
for the firm’s actions and
debts.

limited partnership

A firm that has two classes
of owners: general
partners, who take partin
managing the firm and are
personally liable for the
firm’s actions and debts,
and limited partners,

who take no partin the
management of the firm
and risk only the money
that they have invested.

corporation A firm that
has a legal existence
separate from that of the
owners.

state-owned enterprise A
firm thatis owned by the
government. In Canada,
these are called Crown
corporations.

non-profit organizations
Firms that provide goods
and services with the
objective of just covering
their costs. These are often
called NGOs, for non-
governmental organizations.

multinational enterprises
(MNEs) Firms that have
operations in more than
one country.
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7.1 What Are Firms?

We start by taking a brief look at the basic unit of production: the firm. How are firms
organized? How are firms financed? What are their goals?

Organization of Firms

A firm can be organized in any one of six different ways.

1.

2.

A single proprietorship has one owner-manager who is personally responsible for
all aspects of the business, including its debts.

An ordinary partnership has two or more joint owners, each of whom is person-
ally responsible for all the partnership’s debts.

The limited partnership, which is less common than an ordinary partnership, pro-
vides for two types of partners. General partners take part in the running of the
business and are liable for all the firm’s debts. Limited partners take no part in the
running of the business, and their liability is limited to the amount they actually
invest in the enterprise.

A corporation is a firm regarded in law as having an identity of its own; its own-
ers are not personally responsible for anything that is done in the name of the firm,
though its directors may be. The shares of a private corporation are not traded on
any stock exchange (such as the Toronto or New York Stock Exchanges) whereas the
shares of a public corporation are.

A state-owned enterprise is owned by the government but is usually under the
direction of a more or less independent, state-appointed board. Although its own-
ership differs, the organization and legal status of a state-owned enterprise are sim-
ilar to those of a corporation. In Canada, such state-owned enterprises are called
Crown corporations.

Non-profit organizations are established with the explicit objective of providing
goods or services to customers but having any profits that are generated remain with
the organization and not claimed by individuals. In many cases, some goods or ser-
vices are sold to consumers while others are provided free of charge. Non-profit firms
therefore earn their revenues from a combination of sales and donations. An exam-
ple is your local YMCA—it sells memberships to consumers for use of the health
facilities, but it also provides free services to needy individuals in the community.

Firms that have locations in more than one country are often called multinational

enterprises (MNEs). Their numbers and importance have increased greatly over the last
few decades. A large amount of international trade represents business transactions of
MNEs—between different corporations, as well as between different regional opera-
tions of the same corporation. The growing number of MNEs thus reveals an increas-
ing role for these corporations in the ongoing process of globalization.

Finally, note that not all production in the economy takes place within firms.

Many government agencies provide goods and services, such as defence, roads, pri-
mary and secondary education, and health-care services. In most of these cases, goods
and services are provided to citizens without charging directly for their use; costs are
financed through the government’s general tax revenues.
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For a more detailed discussion of multinational enterprises, and especially

their role in determining flows of foreign investment, look for Multinational

Enterprises and Foreign Direct Investment in the Additional Topics section of
. this book’s MyEconLab.

www.myeconlab.com

Financing of Firms

The money a firm raises for carrying on its business is sometimes called its financial
capital, as distinct from its real capital, which is the firm’ physical assets, such as
factories, machinery, offices, and stocks of materials and finished goods. Although
the use of the term capital to refer to both an amount of money and a quantity of
goods can be confusing, it will usually be clear from the context which sense is being
used.

The basic types of financial capital used by firms are equity and debt. Equity is the
funds provided by the owners of the firm. Debt is the funds borrowed from creditors

outside the firm. dividends Profits paid out

to shareholders of a

Equity Inindividual proprietorships and partnerships, one or more owners provide ~ corporation.

much of the required funds. A corporation acquires funds from its owners in return for — pond A debt instrument
stocks, shares, or equities (as they are variously called). These are basically ownership  ¢4ying a specified
certificates. The money goes to the company and the shareholders become owners of .50t a schedule of
the firm, risking the loss of their money and gaining the right to share in the firms  j;ierest payments, and
profits. Profits that are paid out to shareholders are called dividends. (usually) a date for
One easy way for an established firm to raise money is to retain current profits  egemption of its face
rather than paying them out to shareholders. Financing investment from such retained e
earnings has become an important source of funding in modern times. Reinvested prof-
its add to the value of the firm and hence raise the mar-
ket value of existing shares; they are funds provided by
owners.

Debt The firm’ creditors are not owners; they have
lent money in return for some form of loan agreement, or
IOU. There is a bewildering array of such agreements,

@ii&l{nﬂﬁnlﬁd WESTHINSTER BANK. Ltd

which are collectively called debt instruments in the busi- i - COD S st Lt

ness world and bonds in economic theory. Each has its i “m, :f 7 'Wm% 7 /ﬁf?’%
. . . e

own set of characteristics and its own name. Two charac- | N # mn;m»f»ffwew

teristics are, however, common to all debt instruments
issued by firms. First, they carry an obligation to repay
the amount borrowed, called the principal of the loan.
Second, they carry an obligation to make some form of
payment to the lender called interest. The time at which
the principal is to be repaid i.S called the rEden?p tion date ing them to interested investors. For example, in 1928 the

of the debt. The amount of time between the issue of the  cgadian Pacific Railway Company raised funds by issuing
debt and its redemption date is called its term. this share certificate and selling it to Westminster Bank, Ltd.

Many firms raise financial capital by issuing shares and sell-
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APPLYING ECONOMIC CONCEPTS 7-1

Is It Socially Responsible to Maximize Profits?

In recent years there has been growing public discussion
of the need for firms, especially large ones, to behave in
a socially responsible manner. Advocates of this view
start from the position that unadorned capitalism, and
the associated goal of profit maximization, does not
serve the broader public interest: Corporate profits
clearly help firms’ shareholders, but the public interest
is not being served. In this view, corporate social
responsibility must involve more than simply maximiz-
ing profits.

Others argue that firms should indeed focus on the
goal of maximizing profits and that, by doing so, they
are providing significant benefits to their customers and
their employees, not just their shareholders. In addition,
it is the pursuit of profits that leads firms to develop
new products and production methods, innovations
that lie at the heart of ongoing improvements in overall
living standards. This opposing view is grounded in
the same insight of Adam Smith’s that we saw in Chap-
ter 1—that the pursuit of private gain creates benefits
for society as a whole.

But what about corporate profits generated
through a production process that damages the environ-
ment? Surely there are costs imposed on society when

firms, through their profit-maximizing decisions, are led
to emit poisonous effluents into the air or into local
waterways. Or how about firms making unethical busi-
ness decisions and thereby earning profits at the expense
of other parties? Isn’t simple profit maximization in
these cases socially irresponsible?

One response is that it is the duty of governments
to set rules in the public interest and then leave firms
free to maximize their profits within the constraints set
by those rules. For example, the government can design
and enforce environmental, labour, accounting, and tax
regulations deemed to be in the public interest. Faced
with these laws and regulations, private firms are then
free to take whatever action is expected to maximize
their profits; violations of the established laws or regu-
lations will be met with appropriate penalties. Such a
division of responsibilities—the government setting
the rules and the firms maximizing profits within the
implied constraints—recognizes that although private
firms are usually not good judges of the public interest,
they are quite good at making decisions about how best
to use scarce resources in order to satisfy consumers’
desires. Government policymakers, through a process
that involves consultation with various groups in society,

Goals of Firms

The theory of the firm that we study in this book is based on two key assumptions.

To see what the Canadian
Council of Chief Executives
thinks about “corporate
citizenship,” go to
www.ceocouncil.ca and
click on “Corporate and
Public Governance.”

A relatively new Canadian
magazine is devoted
entirely to discussing and
identifying socially
responsible corporate
behaviour. See
www.corporateknights.ca.

First, all firms are assumed to be profit-maximizers, seeking to make as much profit
for their owners as possible. Second, each firm is assumed to be a single, consistent

decision-making unit.

The desire to maximize profits is assumed to motivate all decisions made within a
firm, and such decisions are assumed to be unaffected by the peculiarities of the
persons making the decisions and by the organizational structure in which they

work.

These assumptions allow the theory to ignore the firm’ internal organization and
its financial structure. Using these assumptions, economists can predict the behaviour
of firms. To do this, they first study the choices open to the firm, establishing the effect
that each choice would have on the firm’s profits. They then predict that the firm will
select the alternative that produces the largest profits.

Is maximizing profit the only thing firms care about? In recent years there has been
much public discussion of the need for firms to be “socially responsible” in addition to
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and the trading off of competing demands, are usually
better placed to judge what is and is not in the public
interest.

This position still recognizes two methods for mod-
ifying corporate behaviour Those who believe that
certain corporate actions are not in the public interest
can try to convince policymakers to design new rules
that will make it costly for firms to continue such
actions. Various non-governmental organizations (NGOs),
ranging from environmental organizations to consumer-
advocacy groups, can play an important role in identify-
ing and publicizing poor corporate behaviour, and also
in lobbying the government for change. If the case is
persuasive, and sufficient public pressure can be
brought to bear on the policymakers, policies will even-
tually be changed. An example is the relatively recent
design of environmental protection policies. Many years
ago, Canadian firms could pollute the environment
with impunity, whereas today many types of pollution
are illegal and some emissions are closely monitored by
government agencies.

A second way that firms can be encouraged to
change their behaviour is by the expression of con-
sumers’ preferences in the marketplace. If enough con-
sumers dislike a certain activity by a specific firm, and
these views can be expressed clearly enough in terms of

consumers’ demand for the firm’s products, the firm
may be convinced to change its behaviour. In this case,
new laws or regulations may not be required; the firm
decides, on the basis of the possible decline in sales it
will suffer if it continues its unpopular activities, that a
change in its behaviour is required for profit maximiza-
tion. An example occurred in the mid-1990s when Nike
was heavily criticized for contracting its production
to Asian “sweatshops” where workers were treated very
poorly. A widespread boycott of Nike products began
and Nike eventually responded by improving working
conditions and allowing independent monitors into its
factories. The threat of a loss of sales was so powerful
that competing companies Reebok and Adidas, who
had not yet attracted any negative publicity, began mak-
ing improvements in their factories just to prevent being
tarred by the Nike brush.

What is the bottom line? Corporations do change
their behaviour over time—in response to changes in
laws and regulations, and in response to changes in con-
sumer attitudes. If governments can be relied upon to
establish and enforce rules and regulations in the public
interest, and consumers continue to actively express
their preferences through their decisions in the market-
place, then firms may be able to be socially responsible
and profit seeking at the same time.

being motivated by the pursuit of profits. Some people argue that every firm has a
responsibility to society that goes well beyond the responsibility to its shareholders.
Others disagree and argue that by maximizing profits, firms are providing a valuable
service to society. For a discussion of both sides of this interesting debate, see Applying

Economic Concepts 7-1.

iy/sleelgllele) ADDITIONAL TOPICS

Firms that choose objectives other than maximizing profits may become
“takeover” targets in the market for corporate control. For a more detailed discussion
of whether firms actually maximize profits, and the possible consequences of
not doing so, look for Do Firms Really Maximize Profits? in the Additional Topics

section of this book’s MyEconLab.

www.myeconlab.com
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intermediate products
All outputs that are used
as inputs by other
producersin a further
stage of production.

production function
A functional relation
showing the maximum
output that can be
produced by any given
combination of inputs.
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7.2 Production, Costs, and Profits

We must now specify a little more precisely the concepts of production, costs, and prof-
its that are used by economists.

Production

In order to produce the goods or services that it sells, each firm needs inputs. Hundreds
of inputs enter into the production of any specific output. Among the many inputs
entering into car production, for example, are steel, rubber, spark plugs, electricity, the
site of the factory, machinists, accountants, spray-painting machines, forklift trucks,
lawyers, and managers. These can be grouped into four broad categories:

e inputs to the car firm that are outputs from some other firm, such as spark
plugs, electricity, and steel

e inputs that are provided directly by nature, such as land

e inputs that are provided directly by people, such as the services of workers and
managers

e inputs that are provided by the factories and machines used for manufacturing
cars

The items that make up the first group of inputs are called intermediate products.
For example, one firm mines iron ore and sells it to a steel manufacturer. Iron ore is an
intermediate product: an output of the mining firm and an input for the steel plant.
These appear as inputs only because the stages of production are divided among differ-
ent firms. If these intermediate products are traced back to their sources, all production
can be accounted for by the services of the other three kinds of input, which we first
discussed in Chapter 1 and which are called factors of production. These are the gifts
of nature, such as soil and raw materials called land; physical and mental efforts pro-
vided by people, called labour; and factories, machines, and other human-made aids to
production, called capital.

The production function describes the technological relationship between the
inputs that a firm uses and the output that it produces. In terms of functional notation,
a simplified production function (in which we ignore the role of land) is written as

O =/(L, K)

where Q is the flow of output, K is the flow of capital services, and L is the flow of
labour services.! fis the production function itself. Changes in the firm’ technology,
which alter the relationship between inputs and output, are reflected by changes in the
function f.

Costs and Profits

The production function specifies the maximum amount of output that can be
obtained from any given amounts of inputs. Firms arrive at what they call profits by

! Remember that production is a flow: It is so many units per period of time. For example, when we say that
production rises from 100 to 101 units, we mean that the rate of production has risen from 100 units each
period to 101 units each period.



CHAPTER 7: PRODUCERS IN THE SHORT RUN

taking the revenues they obtain from selling their output and subtracting all the costs
associated with their inputs. When all costs have been correctly deducted, the resulting
profits are the return to the owners’ capital.

Economic Versus Accounting Profits Compared with accountants, econo-
mists use somewhat different concepts of costs and profits. When accountants measure
profits, they begin with the firm’s revenues and then subtract all of the explicit costs
incurred by the firm. By explicit costs, we mean the costs that actually involve a pur-
chase of goods or services by the firm. The obvious explicit costs include the hiring
of workers, the rental of equipment, interest payments on debt, and the purchase of
intermediate inputs.?

Accounting profits = Revenues — Explicit costs

Like accountants, economists subtract from revenues all explicit costs, but they
also subtract some implicit costs that accountants ignore. These are items for which
there is no market transaction but for which there is still an opportunity cost for the
firm that should be included in the complete measure of costs. The two most important
implicit costs are the opportunity cost of the owner’s time (over and above his or her
salary) and the opportunity cost of the owner’s capital (including a possible risk pre-
mium). When this more complete set of costs is subtracted from the firm’ revenues, the
result is called economic profit and is sometimes called pure profit.

Economic profits = Revenues — (Explicit costs + Implicit costs)

= Accounting profits — Implicit costs

OPPORTUNITY COST OF TIME. Especially in small and relatively new firms, owners
spend a tremendous amount of their time developing the business. Often they pay
themselves far less than they could earn if they were instead to offer their labour ser-
vices to other firms. For example, an entrepreneur who opens a restaurant may pay
herself only $1000 per month while she is building her business, even though she could
earn $4000 per month in her next best alternative job. In this case, there is an implicit
cost to her firm of $3000 per month that would be missed by the accountant who mea-
sures only the explicit cost of her wage at $1000 per month.3

OPPORTUNITY COST OF CAPITAL. What is the opportunity cost of the financial cap-
ital that owners have tied up in a firm? This question applies equally to small, owner-
operated businesses and to large corporations. The answer is best broken into two
parts. First, ask what could be earned by lending this amount to someone else in a risk-
less loan. The owners could have purchased a government bond, which has no signifi-
cant risk of default. Suppose the return on this is 6 percent per year. This amount is the
risk-free rate of return on capital. It is clearly an opportunity cost, since the firm could
close down operations, lend out its money, and earn a 6-percent return. Next, ask what
the firm could earn in addition to this amount by lending its money to another firm
where risk of default was equal to the firm’s own risk of loss. Suppose this is an additional

* Depreciation is also among the firm’s explicit costs, even though it does not involve a market transaction.
Depreciation is a cost to the firm that arises because of the wearing out of its physical capital.

? For larger firms that are not operated by their owners, this element of implicit costs is not relevant because
the owners usually do not work at the firm. In these cases, the salaries to the firm’s managers appear in the
firm’s accounts as explicit costs.
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economic profits The
difference between the
revenues received from
the sale of output and the
opportunity cost of the
inputs used to make the
output. Negative economic
profits are called economic
losses.
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4 percent. This is the risk premium, and it is clearly also a cost. If the firm does not
expect to earn this much in its own operations, it could close down and lend its money
out to some equally risky firm and earn 10 percent (6-percent pure return plus 4-percent
risk premium).

Economists include both implicit and explicit costs in their measurement of profits,
whereas accounting profits include only explicit costs. Economic profits are there-
fore less than accounting profits.

Table 7-1 compares economic and accounting profits for a hypothetical owner-
operated firm that produces gourmet soups. In that example, both accounting profits
and economic profits are positive (though accounting profits are larger). Another pos-
sibility, however, is that a firm has positive accounting profits even though it has zero
economic profits. If a firm’s accounting profits represent a return just equal to what is
available if the owner’ capital and time were used elsewhere, then opportunity costs
are just being covered. In this case, there are zero economic profits, even though the

TABLE 7-1 Accounting Versus Economic Profit
for Ruth’s Gourmet Soup Company

Total Revenues ($) 2000
Explicit Costs ($)
Wages and Salaries 500
Intermediate Inputs 400
Rent 80
Interest on Loan 100
Depreciation 80
Total Explicit Costs 1160
Accounting Profit 840

Implicit Costs ($)
Opportunity Cost of Owner’s Time 160
Opportunity Cost of Owner’s
$1500 Capital

(a) risk-free return of 6% 90

(b) risk premium of 4% 60

Total Implicit Costs 310
Economic Profit 530

Economic profits are less than accounting profits
because of implicit costs. The table shows a simplified
version of a real profit-and-loss statement. Account-
ing profits are computed as revenues minus explicit
costs (including depreciation), and in the table are
equal to $840 for the period being examined. When
the correct opportunity cost of the owner’s time (in
excess of what is recorded in wages and salaries) and
capital are recognized as implicit costs, the firm
appears less profitable. Economic profits are still pos-
itive but equal only $530.

firm’s accountant will record positive profits.

Is one of these concepts better than the other?
No. Firms are interested in the return to their own-
ers, which is what they call profits. They must also
conform with tax laws, which define profits in the
same way. In contrast, economists are interested in
how profits affect resource allocation and their defi-
nition is best for that purpose and is the definition
used throughout this book. Let’s see why economic
profit is a useful concept when thinking about
resource allocation.

Profits and Resource Allocation When
resources are valued by the opportunity-cost princi-
ple, their costs show how much these resources
would earn if used in their best alternative uses. If
the revenues of all the firms in some industry exceed
opportunity cost, the firms in that industry will be
earning pure or economic profits. Hence, the owners
of factors of production will want to move resources
into the industry, because the earnings potentially
available to them are greater there than in alterna-
tive uses. If, in some other industry, firms are incur-
ring economic losses, some or all of this industry’s
resources are more highly valued in other uses, and
owners of the resources will want to move them to
those other uses.

Economic profits and losses play a crucial sig-
nalling role in the workings of a free-market
system.

Economic profits in an industry are the signal
that resources can profitably be moved into that
industry. Losses are the signal that the resources can
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profitably be moved elsewhere. Only if there are zero economic profits is there no
incentive for resources to move into or out of an industry.

Profit-Maximizing Output

To develop a theory of supply, we need to determine the level of output that will max-
imize a firm’s profit, to which we give the symbol 7 (the lowercase Greek letter pi).
This is the difference between the total revenue (TR) each firm derives from the sale of
its output and the total cost (TC) of producing that output:

m=TR—-TC

Thus, what happens to profits as output varies depends on what happens to both
revenues and costs.? In the rest of this chapter, we develop a theory of how costs vary
with output when the firm has some inputs that are fixed. In the next chapter, we allow
all inputs to be fully variable. The theory that we develop about costs and output is
common to all firms. In the chapters that follow, we consider how revenue varies with
output. Costs and revenues are then combined to determine the profit-maximizing
choices for firms in various market situations. The resulting theory can then be used to
predict the outcome of changes in such things as demand, costs, taxes, and subsidies.
This may seem like quite a long route to get to a theory of supply, and it is, but the
payoff when we get there is in being able to understand and evaluate a great deal of
economic behaviour.

Time Horizons for Decision Making

Economists classify the decisions that firms make into three types: (1) how best to use
existing plant and equipment—the short run; (2) what new plant and equipment and
production processes to select, given known technical possibilities—the long run; and (3)
how to encourage, or adapt to, the development of new techniques—the very long run.

The Short Run The short run is a time period in which the quantity of some
inputs, called fixed factors, cannot be changed. A fixed factor is usually an element of
capital (such as plant and equipment), but it might be land, the services of manage-
ment, or even the supply of skilled labour. Inputs that are not fixed but instead can be
varied in the short run are called variable factors.

The short run does not correspond to a specific number of months or years. In
some industries, it may extend over many years; in others, it may be a matter of
months or even weeks. In the electric power industry, for example, it takes three or
more years to acquire and install a steam turbine generator. An unforeseen increase in
demand will involve a long period during which the extra demand must be met with
the existing capital equipment. In contrast, a machine shop can acquire new equipment
in a few weeks. An increase in demand will have to be met with the existing stock of
capital for only a brief time, after which it can be adjusted to the level made desirable
by the higher demand.

* From this point on, all costs include both explicit and implicit costs, and thus profits are economic rather
than accounting profits.
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short run A period of time
in which the quantity of
some inputs cannot be
increased beyond the fixed
amount that is available.

fixed factor An input
whose quantity cannot be
changed in the short run.

variable factor An input
whose quantity can be
changed over the time
period under consideration.
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long run A period of time
in which all inputs may be
varied, but the existing
technology of production
cannot be changed.

very long run A period of
time thatislong enough
for the technological
possibilities available to
a firm to change.
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The short run is the length of time over which some of the firm’ factors of produc-
tion are fixed.

The Long Run The long run is a time period in which all inputs may be varied but
in which the basic technology of production cannot be changed. Like the short run, the
long run does not correspond to a specific length of time.

The long run corresponds to the situation the firm faces when it is planning to go
into business, to expand the scale of its operations, to branch out into new products or
new areas, or to change its method of production. The firm’s planning decisions are
long-run decisions because they are made from given technological possibilities but with
freedom to choose from a variety of production processes that will use factor inputs in
different proportions.

The long run is the length of time over which all of the firm’ factors of production
can be varied, but its technology is fixed.

The Very Long Run Unlike the short run and the long run, the very long run is a
period of time in which the technological possibilities available to a firm will change.
Modern industrial societies are characterized by continually changing technologies that
lead to new and improved products and production methods.

The very long run is the length of time over which all the firm’s factors of production
and its technology can be varied.

For the remainder of this chapter, we consider costs and production in the short
run. We continue with our simplified situation in which there are only two factors of
production—labour and capital. We will assume that capital is the fixed factor whereas
labour is the variable factor. In the next chapter, we explore the firm’ decisions in the long
run and the very long run.

7.3 Production in the Short Run

Consider a Winnipeg-based company producing hockey sticks. The firm owns a small
factory with the necessary machinery and equipment—this is the firm’s stock of capital,
and we will assume that it is fixed in quantity. We call these the fixed factors of produc-
tion. The firm also purchases intermediate inputs, such as wood, glue, and electricity,
and, of course, hires workers. The intermediate inputs and the labour services are the
firm’s variable inputs.

In the following discussion, we will focus on the relationship between the firm’
use of labour and the firm*% production of output. In particular, we want to know—
with a fixed amount of capital—how output changes as the firm varies its amount of
labour. To simplify the discussion at the outset, we will assume that all of the firm’s
capital is used all of the time. Thus, when output is varied, more or less labour is
applied to a constant amount of capital. (The case in which the firm can “idle” some of
its capital by letting it sit unused is considered later in Extensions in Theory 7-1 on
page 168.) The table in Figure 7-1 shows three different ways of looking at how output
varies with the quantity of labour services.
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FIGURE 7-1 Total, Average, and Marginal Products in the Short Run
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Total, Average, and Marginal Products

Total product (TP) is the total amount that is produced during a given period of time.
Total product will change as more or less of the variable factor is used in conjunction
with the given amount of the fixed factor. This variation is shown in columns 1 and 2 of
the table in Figure 7-1. Part (i) of Figure 7-1 plots the schedule from the table. (The shape
of the curve will be discussed shortly.)

Average product (AP) is the total product divided by the number of units of the
variable factor used to produce it. If we let the number of units of labour be denoted by
L, the average product is given by

total product (7P) Total
amount produced by a firm
during some time period.

average product (AP)
Total product divided by
the number of units of the
variable factor used in its
production.
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marginal product (MP)
The change in total output
that results from using one
more unit of a variable
factor.
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law of diminishing returns
The hypothesis that if
increasing quantities of a
variable factor are applied
to a given quantity of fixed
factors, the marginal
product of the variable
factor will eventually
decrease.
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Notice in column 3 of the table that as more labour is used, average product first
rises and then falls. The level of labour input at which average product reaches a max-
imum (8 units of labour in the example) is called the point of diminishing average pro-
ductivity. Up to that point, average product is increasing; beyond that point, average
product is decreasing.

Marginal product (MP) is the change in total product resulting from the use of one
additional unit of labour. [13] Recalling that the Greek letter A (delta) means “the
change in,” marginal product is given by

Mp— ATP
AL

Computed values of marginal product are shown in column 4 of the table in Fig-
ure 7-1. The values in this column are placed between the other rows of the table to
stress that the concept refers to the change in output caused by the change in quantity
of the variable factor. For example, the increase in labour from 3 to 4 units (AL = 1)
increases output from 13 to 22 (ATP = 9). Thus, the MP equals 9, and it is recorded
between 3 and 4 units of labour. Note that MP in the table first rises and then falls as
output increases. The level of labour input at which marginal product reaches a max-
imum (between 6 and 7 units of labour in this example) is called the point of dimin-
ishing marginal productivity.

Part (ii) of Figure 7-1 plots the average product and marginal product curves from
the table. Although three different curves are shown in Figure 7-1, they are all aspects
of the same single relationship described by the production function. As we vary the
quantity of labour, with capital being fixed, output changes. Sometimes it is interesting
to look at total product, sometimes at average product, and sometimes at the marginal
product.

We will see later in this chapter that understanding firms’ costs requires under-
standing how total, average, and marginal products are related to one another. We now
turn to examining two aspects of this relationship.

Diminishing Marginal Product

The variations in output that result from applying more or less of a variable factor to a
given quantity of a fixed factor are the subject of a famous economic hypothesis,
referred to as the law of diminishing returns.

The law of diminishing returns states that if increasing amounts of a variable fac-
tor are applied to a given quantity of a fixed factor (holding the level of technology
constant), eventually a situation will be reached in which the marginal product of
the variable factor declines.

Notice in Figure 7-1 that the marginal product curve rises at first and then begins to
fall with each successive increase in the quantity of labour.

The common sense explanation of the law of diminishing returns is that in order to
increase output in the short run, more and more of the variable factor is combined with
a given amount of the fixed factor. As a result, each unit of the variable factor has less
and less of the fixed factor to work with. When the fixed factor is capital and the vari-
able factor is labour, each unit of labour gets a declining amount of capital to assist it
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in producing more output. It is not surprising, therefore, that sooner or later, equal
increases in labour eventually begin to add less and less to total output.

To illustrate the concept, consider the number of workers in our hockey-stick man-
ufacturing firm. If there is only one worker, that worker must do all the tasks, shifting
from one to another and becoming competent at each. As a second, third, and subse-
quent workers are added, each can specialize in one task, becoming expert at it. One
can cut the wood into the required pieces, the second can glue the pieces together, and
the third worker can do the necessary planing and sanding. This process, as we noted
in Chapter 1, is called the division of labour. If additional workers allow more efficient
divisions of labour, marginal product will rise: Each newly hired worker will add more
to total output than each previous worker did. However, according to the law of
diminishing returns, the scope for such increases must eventually disappear, and sooner
or later the marginal products of additional workers must decline. When the decline
takes place, each additional worker will increase total output by less than did the pre-
vious worker.

Eventually, as more and more of the variable factor is employed, marginal product
may reach zero and even become negative. It is not hard to see why if you consider the
extreme case, in which there would be so many workers in a limited space that addi-
tional workers would simply get in the way, thus reducing the total output (a negative
marginal product).

Empirical confirmation of diminishing marginal returns occurs frequently. Some
examples are illustrated in Applying Economic Concepts 7-2. But one might wish that it
were not so. There would then be no reason to fear a
food crisis caused by the population explosion in
developing countries. If the marginal product of addi-
tional workers applied to a fixed quantity of land
were constant, food production could be expanded in
proportion to population growth merely by keeping a
constant fraction of the population on farms. With
fixed techniques, however, diminishing returns dictate
an inexorable decline in the marginal product of each
additional worker because an expanding population
must work with a fixed supply of agricultural land.

Thus, except where it is offset by sufficiently
powerful improvements in the techniques of pro- : ' )
duction, continuous population growth would bring |8 q Y . ) 1 R
with it, according to the law of diminishing returns, o= - - - ’ -
declining living standards and eventually widespread ~If you have a portfolio of financial assets that earns 10 percent
famine. Because he did not appreciate the extent to per year, adding a new asset will only increase the poﬁfolto s
which agricultural technologies would be improved averaie rate of return if the return on the new (marginal) asset

. . . exceeds 10 percent.
over time, the English economist Thomas Malthus
(1766-1834) predicted that the increase in the world’s population would be accompa-
nied by such a fall in living standards. His gloomy (and incorrect) forecast is discussed
further in the next chapter.

The Average-Marginal Relationship

We have so far examined the concept of diminishing marginal returns; but average
returns are also expected to diminish. If increasing quantities of a variable factor are
applied to a given quantity of fixed factors, the average product of the variable factor
will eventually decrease. [14]
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A/ APPLYING ECONOMIC CONCEPTS 7-2

Three Examples of Diminishing Returns

Sport Fishing

British Columbia’s Campbell River, a noted sport-fish-
ing area, has long been the centre of a thriving, well-
promoted tourist trade. As sport fishing has increased
over the years, the total number of fish caught has steadily
increased, but the number of fish per person fishing has
decreased and the average hours fished for each fish
caught has increased.

Pollution Control

When Southern California Edison was required to mod-
ify its Mojave power plant to reduce the amount of pol-

new standard that would permit no more than 1 percent
of the pollutant to be emitted, the company brought
in experts who testified that this would require at least
15 filters per stack and would triple the cost. In other
words, increasing the number of filters leads to diminish-
ing marginal returns in pollution reduction.

Portfolio Diversification

Most people have heard the expression “don’t put all
your eggs in one basket.” This advice definitely applies
when you invest in the stock market because the risk
level of your stock portfolio—typically measured with a

lutants emitted into the atmosphere, it discovered that a
series of filters applied to the smokestacks could do the
job. A single filter eliminated one-half of the discharge.
Five filters in series reduced the discharge to the 3 per-
cent allowed by law. When a state senator proposed a

statistical concept called the standard deviation—can be
reduced by purchasing the stocks of several different
companies rather than just one or two. However, the
mathematics of personal finance shows that the greatest
reduction in risk is achieved when you increase the
number of individual stocks from one to two. After this
point, adding more stocks still reduces risk but at a
decreasing rate. These diminishing returns to reducing
risk have led many investment advisers to suggest that a
sensible portfolio should contain stocks from no more
than 15 to 20 well-chosen companies.

*For a given stock of fish and increasing numbers of boats, this
example is a good illustration of the law of diminishing returns.
But in recent years the story has become more complicated
as overfishing has depleted the stock of fish. We examine the
reasons for overfishing in Chapter 16.

Notice that in part (ii) of Figure 7-1, the MP curve cuts the AP curve at the AP’
maximum point. This is not a matter of luck or the way the artist just happened to
draw the figure. Rather, it illustrates a fundamental property of the relationship
between average and marginal product curves, one that is important to understand.

The average product curve slopes upward as long as the marginal product curve is
above it; whether the marginal product curve is itself sloping upward or downward is
irrelevant. For example, if an additional worker is to raise the average product of all
workers, that additional worker’s output must be greater than the average output of
the other workers. In other words, in order for the average product to rise, the mar-
ginal product must exceed the average product. [15]

The relationship between marginal and average measures is very general. If the
marginal is greater than the average, the average must be rising; if the marginal is
less than the average, the average must be falling. For example, if you had a 3.6
cumulative grade point average (GPA) last semester and in this (marginal) semester
you get only a 3.0 GPA, your cumulative GPA will fall. To increase your cumulative
GPA, you must score better in this (marginal) semester than you have on average in
the past—that is, to increase the average, the marginal must be greater than the
average.



CHAPTER 7: PRODUCERS IN THE SHORT RUN

7.4 Costs in the Short Run

We now shift our attention from production to costs. The majority of firms cannot influ-
ence the prices of the inputs that they employ; instead, they must pay the going market
price for their inputs. For example, a shoe factory in Montreal, a metals manufacturer in
Sarnia, a rancher in Red Deer, and a boat builder in Prince Rupert are each too small a
part of the total demand for the factors that they use to be able to influence their prices
significantly. The firms must pay the going rent for the land that they need, the going
wage rate for the labour that they employ, and the going interest rate that banks charge
for loans; so it is with most other firms. Given these prices and the physical returns sum-
marized by the product curves, the costs of different levels of output can be calculated.

Defining Short-Run Costs

Several different types of costs are relevant in the short run, and we must be careful to get
them straight. They are all related to the product concepts that we have just discussed.

TOTAL COST (TC). Total costs are the sum of all costs that the firm incurs to produce
a given level of output. Total cost is divided into two parts: total fixed cost and total
variable cost.

TC=TFC+TVC

TOTAL FIXED COST (TFC). Total fixed cost is the cost of the fixed factor(s). This does
not vary with the level of output; it is the same whether output is 1 unit or 1000 units.
Total fixed cost is also referred to as overbead cost. An example of a fixed cost is the
annual cost associated with renting a factory (or servicing the debt incurred to build a
factory). Whether the level of output increases or decreases, this annual cost does not
change.

TOTAL VARIABLE COST (TVC). Total variable cost is the cost of the variable factors. It
varies directly with the level of output—that is, it rises when output rises and it falls
when output falls. Examples of variable costs are the cost of labour and intermediate
inputs that are used to produce output. As the level of output increases or decreases,
the amount of labour and intermediate inputs required for production changes in the
same direction.

AVERAGE TOTAL COST (ATC). The total cost of producing any given number of units of
output divided by that number of units tells us the average total cost per unit of output.
We let O be the total units of output (what we earlier referred to as total product, TP).
Since total cost is divided into fixed and variable costs, we can also divide average total
cost into its fixed and variable components:

ATC=TC/Q
ATC =AFC + AVC

AVERAGE FIXED COST (AFC). Total fixed cost divided by the number of units of output
tells us the average fixed cost per unit of output. Average fixed cost declines continually
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total cost (TC) The total
cost of producing any given
level of output; it can be
divided into total fixed cost
and total variable cost.

total fixed cost (TFC) All
costs of production that do
not vary with the level of
output.

total variable cost (TVC)
Total costs of production
that vary directly with the
level of output.

average total cost (ATC)
Total cost of producing a
given output divided by the
number of units of output;
it can also be calculated as
the sum of average fixed
costs and average variable
costs. Also called unit cost
or average cost.

average fixed cost (AFC)
Total fixed costs divided by
the number of units of
output.



164

average variable cost
(AVC) Total variable costs
divided by the number of
units of output.

marginal cost (MC) The
increase in total cost
resulting from increasing
output by one unit.

PART 3: CONSUMERS AND PRODUCERS

as output increases because the amount of the fixed cost attributed to each unit of output
falls. This is known as spreading overhead.

AFC = TFC/Q

AVERAGE VARIABLE COST (AVC). Total variable cost divided by the number of units
of output tells us the average variable cost per unit of output. For reasons that we will
soon see, average variable cost first declines as output rises, reaches a minimum, and
then increases as output continues to rise.

AVC =TVC/O

MARGINAL COST (MC). The increase in total cost resulting from a one-unit increase in
the level of output is called marginal cost. (Marginal costs are always marginal variable
costs because fixed costs do not change as output varies.) Marginal cost is calculated as
the change in total cost divided by the change in output that brought it about: [16]

MC =ATC/AQ

Short-Run Cost Curves

Using the firm’s production relationships from Figure 7-1 on page 159, suppose the price
of labour is $20 per unit and the price of capital is $10 per unit. Also suppose the firm has
10 units of capital (the fixed factor). The firm’s resulting costs are shown in Table 7-2.

TABLE 7-2 Short-Run Costs: Fixed Capital and Variable Labour

Marginal
Inputs Output Total Costs Average Costs Cost
Capital  Labour (0) Fixed Variable Total Fixed Variable  Total (MC)
(K) (L) (TFC) (TVC) (TC) (AFC) (AVC) (ATC)
(1) (2) (3) (4) (5) (6) (7) (8) 9) (10)
10 0 0 $100 $0 $100 — — — $6.67
10 1 3 100 20 120 $33.33 $6.67 $40.00 5'00
10 2 7 100 40 140 14.29 5.71 20.00 3:33
10 3 13 100 60 160 7.69 4.62 12.31 222
10 4 22 100 80 180 4.55 3.64 8.18 1.54
10 S 35 100 100 200 2.86 2.86 5.71 1.00
10 6 S5S 100 120 220 1.82 2.18 4.00 0.80
10 7 80 100 140 240 1.25 1.75 3.00 111
10 8 98 100 160 260 1.02 1.63 2.65 222
10 9 107 100 180 280 0.93 1.68 2.62 3.33
10 10 113 100 200 300 0.88 1.77 2.65 5.00
10 11 117 100 220 320 0.85 1.88 2.74 10.00
10 12 119 100 240 340 0.84 2.02 2.86 20.00
10 13 120 100 260 360 0.83 217 3.00

These cost schedules are computed from the product curves of Figure 7-1, given the price of capital of $10 per unit and
the price of labour of $20 per unit.
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Columns 4 through 6 in Table 7-2 show the firm’s total costs. TFC is simply $10
per unit of capital times 10 units of capital. TVC is $20 per unit of labour times the
increasing amount of labour shown in column 2. TC is the sum of TFC and TVC.
Columns 7 through 9 show the average costs. For each average cost concept, the num-
ber is computed as the total cost from columns 4, 5, or 6 divided by the number of units of
output shown in column 3.

Column 10 shows the marginal cost. For each change in the level of output, MC is
equal to the change in TC divided by the change in output. For example, as output
increases from 22 to 35 units, total costs rise from $180 to $200. Thus, marginal cost
over this range of output is equal to $20/13 = $1.54.

The graphs in Figure 7-2 plot the cost curves from the data in Table 7-2. Part (i)
plots the various total cost curves and shows that TVC rises at a decreasing rate until
output is approximately 60 units. For output levels above 60, TVC rises at an increas-
ing rate. Total fixed costs (TFC), of course, do not vary as the level of output changes.
Since TFC is horizontal, the shape of TC comes from the shape of TVC.

Part (ii) of Figure 7-2 plots the average cost curves and the marginal cost curve.
Notice that the MC curve cuts the ATC curve and the AVC curve at their lowest points.
This is another example of the relationship between a marginal and an average curve.
The ATC curve slopes downward whenever the MC curve is below it; it slopes upward
whenever the MC curve is above it. Now let’s consider the various curves in a little
more detail.

The AFC, AVC, and ATC Curves In part (ii) of Figure 7-2, the average fixed
cost (AFC) curve is steadily declining as output rises. Since there is a given amount of
capital with a total fixed cost of $100, increases in the level of output lead to a steadily
declining fixed cost per unit of output. This is the phenomenon of spreading overbead.

The average variable cost (AVC) curve shows the variable cost per unit of output.
It declines as output rises, reaching a minimum at approximately 100 units of output.
As output increases above this level, AVC rises.

Since average total cost (ATC) is simply the sum of AFC and AVC, it follows that
the ATC curve is derived geometrically by vertically adding the AFC and AVC curves.
That is, for each level of output, the point on the ATC curve is derived by adding
together the values of AFC and AVC. The result is an ATC curve that declines initially
as output increases, reaches a minimum, and then rises as output increases further.
Economists usually refer to this as a “U-shaped” ATC curve.

The MC Curve Figure 7-2 also shows the marginal cost (MC) curve. Notice that
the points on the curve are plotted at the midpoint of the output interval shown in the
table (because marginal cost refers to the change in cost as output rises from one level
to another). For example, when we plot the marginal cost of $1.54 as output increases
from 22 to 35 units, the point is plotted at an output level of 28.5 units (the midpoint
between 22 and 35). The MC curve declines steadily as output initially increases,
reaches a minimum somewhere near 70 units of output, and then rises as output
increases further.

Why U-Shaped Cost Curves? It s clear from Figure 7-2 that the AVC, ATC,
and MC curves are all U-shaped. What explains this shape?

Recall that the MP and AP curves in Figure 7-1 are both “hill-shaped” (an inverted
“U”) whereas the AVC and MC curves are both U-shaped. Is this just a coincidence, or
is there some relationship between the two sets of curves? The answer is that this is no
coincidence. Since labour input adds directly to cost, it should not surprise you that the
relationship between labour input and output—the AP and MP curves—is closely
linked to the relationship between output and cost—the AVC and MC curves.
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FIGURE 7-2 Total, Average, and Marginal Cost Curves
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These curves are plotted from the data in Table 7-2. Total fixed cost does not vary with
output. Total variable cost and the total of all costs (TC = TVC + TFC) rise with out-
put, first at a decreasing rate, then at an increasing rate. The total cost curves in (i) give
rise to the average and marginal curves in (ii). Average fixed cost (AFC) declines as out-
put increases. Average variable cost (AVC) and average total cost (ATC) fall and then
rise as output increases. Marginal cost (MC) does the same, intersecting the ATC and
AVC curves at their minimum points. Capacity output is at the minimum point of the
ATC curve, which is an output of about 1035 in this example.

B Consider first the relationship between the AP and AVC curves. The AP curve
A shows that as the amount of labour input increases, the average product of labour
Gu\o

rises, reaches a maximum, and then eventually falls. But each unit of labour adds the
Practise with Study Guide same amount to total variable cost ($20 in this example). Thus, each additional worker
Chapter 7, Exercises 4 and 5. adds the same amount to cost but a different amount to output. When output per
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worker (AP) is rising, the variable cost per unit of output (AVC) is falling, and when
output per worker (AP) is falling, average variable cost (AVC) is rising. AVC is at its
minimum when AP reaches its maximum. [17]

Eventually diminishing average product of the variable factor implies eventually
increasing average variable cost.

Exactly the same logic applies to the relationship between the MP and MC
curves. Since each unit of labour adds the same amount to cost but has a different
marginal product, it follows that when MP is rising MC is falling, and when MP is
falling MC is rising. The MC curve reaches its minimum when the MP curve reaches
its maximum. [18]

Eventually diminishing marginal product of the variable factor implies eventually
increasing marginal costs.

Finally, we can return to the ATC curve to consider its shape. Since ATC = AFC +
AVC, the ATC curve gets its shape from both the AFC and the AVC curves. The AFC
curve is steadily declining as a given amount of overhead (fixed factor) is spread over
an increasing number of units of output. And the AVC curve is U-shaped for the
reasons we have just seen regarding the relationship between AP and AVC. It follows
that the ATC curve begins to rise (after reaching its minimum) only when the effect of
the increasing AVC dominates the effect of the declining AFC. We therefore see the
ATC curve reaching its minimum at a level of output above where AVC reaches its
minimum.

In the short-run theory we have developed in this chapter, we have assumed that
the firm has and uses an unchangeable amount of the fixed factor, usually physical cap-
ital. However, in some settings it is more realistic to assume that the firm has a given
amount of capital but can choose to use less of it in situations where less is needed. For
example, if demand for the firm’s product declines, the firm could decide to lay off
some workers and also “lay off” some of its machines, letting them sit idle until some
point in the future when demand picks up again. Extensions in Theory 7-1 discusses
this case and explains why marginal and variable cost curves that are flat over some range
of output eventually rise as output rises.

Capacity

The level of output that corresponds to the minimum short-run average total cost is
often called the capacity of the firm. In this sense, capacity is the largest output that
can be produced without encountering rising average costs per unit. In part (ii) of
Figure 7-2, capacity output is about 105 units, but higher outputs can be achieved,
provided that the firm is willing to accept the higher per-unit costs that accompany
any level of output that is “above capacity.” A firm that is producing at an output
less than the point of minimum average total cost is said to have excess capacity.

The technical definition gives the word capacity a meaning that is different from
the one used in everyday speech, in which it often means an upper limit that cannot be
exceeded. The technical definition is, however, a useful concept in economic and busi-
ness discussions.
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ﬁ EXTENSIONS IN THEORY 7-1

Idle Capital Equipment and Flat Cost Curves

Statistical studies have shown that the short-run MC
and AVC curves for some manufacturing and service
firms are flat over a wide range of output. Flat curves
imply that output can be varied without causing a
change in marginal and average costs. Then, beyond
some critical level of output, marginal and average vari-
able costs begin to rise as output rises.

To see why firms often have such flat cost curves,
consider again the law of diminishing returns. As we
have seen, the U-shaped short-run cost curve arises
when a variable amount of one factor (labour) is
applied to a fixed amount of a second factor (capital).
However, even though the firm’ plant and equipment is
fixed in the short run, so that no more than what exists
can be used, it is often possible to use less than this
amount.

For example, consider a factory that contains ten
sewing machines, each of which has a productive capac-
ity of 20 jackets per day when operated by one operator
during a normal shift. If 200 jackets per day are
required, then all ten machines would be operated by
ten workers on a normal shift. If demand falls to 160,
then two operators could be laid off. There is no need,
however, to have the eight remaining operators dashing
about trying to work all ten sewing machines. Two
machines can also be “laid off,” leaving constant the
ratio of employed labour to “employed” machines.

Production could be adjusted between 20 and 200
jackets per day without any change in the proportions

in which the employed factors are used. In this case,
we would expect the factory to have constant marginal
and average variable costs between 20 and 200 jackets
per day. Only for output levels beyond 200 jackets per
day would it begin to encounter rising costs, because
production would then have to be extended by over-
time and other means of combining more labour with
the maximum available number of ten sewing
machines.

More generally, whenever some capital can be left
idle, there is no need to depart from the most efficient
ratio of employed labour to employed capital as pro-
duction is decreased. Thus, the law of diminishing
returns may not apply over a wide range because vari-
ations in output below full capacity are accomplished
by reducing the input of both labour and capital. Aver-
age variable costs can be constant over a wide range,
up to the point at which all of the fixed factor is fully
used.

The central ideas discussed in the text are not
affected by the existence of these constant costs
because the important results in the text require only
that costs eventually rise as output rises. This must
always happen if there is some maximum amount of
the fixed factor that can be used. What the flat cost
curves explain well, however, is the observed fact that
firms’ costs do not always rise and fall precisely as out-
put rises and falls in response to seasonal and cyclical
variations in demand.

Shifts in Short-Run Cost Curves

Remember that a firm’s short-run cost curves are drawn holding two things constant.
First, the amount of the fixed factor used by the firm is held constant (indeed, it is the
existence of such a fixed factor that ensures we are in the short run). Second, factor
prices—the price per unit of labour and the price per unit of capital—are held constant.
How would changes in factor prices and in the amount of the fixed factor affect the
firm’ short-run cost curves?

Changes in Factor Prices Factor prices change frequently, sometimes dramat-
ically, and such changes naturally affect firms’ costs. Consider a change in the wage,
the price of a unit of labour services. An increase in the wage increases variable costs,
leaves fixed costs unaffected, and therefore increases the firm’s total costs. Since mar-
ginal costs are always marginal variable costs, such a change will also increase the
firm’s marginal costs. An increase in the price of the variable factor will therefore cause
an upward shift in the firm’s ATC and MC curves, as shown in Figure 7-3.
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Now consider an increase in the price of a unit of
the fixed factor. The firm’s total fixed costs will rise, but
its variable costs will be unaffected. Thus, in a diagram
like Figure 7-3, the ATC curve will shift up but the MC
curve will not move.

Changes in the Amount of the Fixed Factor
In the short run, the firm has a fixed amount of some
factor of production. Economists usually think of phys-
ical capital as the fixed factor in the short run, especially
the physical capital embodied in a plant or factory.
What happens to the firms production costs if it
increases the size of its factory?

There are two effects from such a change. First,
once the larger factory is in place, the firm’s total fixed
costs have increased. Second, the increase in the size of
the factory means that labour and other variable factors
now have more physical capital with which to work,
and this generally increases their average and marginal
product, and thus reduces marginal and average costs
(at any given level of output). What is the combined
effect of these two forces?

The overall effect on the ATC curve is difficult to
predict without having more information about the
firm’s technology. It depends on how much the firm’s

FIGURE 7-3 An Increase in Variable
Factor Prices

Cost per Unit

0 Output

A change in the price of a variable factor shifts the
average total cost curve and the marginal cost
curve. The original average total cost and marginal
cost curves are shown by ATC( and MC,,. A rise in
the price of a variable input—for example, the
wage rate—raises the cost of producing each level
of output. As a result, the average total cost curve
and the marginal cost curve shift upward to ATC,
and MC;.

output rises when it increases its use of all factors. In other words, we need to have
more detailed information about the firm’s production function before we know how a

change in the firm’s plant size will affect its ATC curve.

Changing from one plant size to another is considered by economists to be a long-
run decision by the firm. This brings us to the next chapter, in which we explore how
firms make decisions in a setting in which all factors of production are variable.

Summary

7.1 What Are Firms?

e Production is organized either by private-sector firms,
which take four main forms—single proprietorships,
ordinary partnerships, limited partnerships, and corpo-
rations—or by state-owned enterprises and non-profit
organizations.

e Modern firms finance themselves by selling shares, re-
investing their profits, or borrowing from lenders, such
as banks.

©0

A firm’s profit is the difference between its total revenue
and its total costs.

Economists usually assume that firms attempt to maxi-
mize profits.

7.2 Production, Costs, and Profits

e The production function relates inputs of factor services
to output.

©e

e Accounting profit is the difference between the firm’s rev-

enues and its explicit costs, including labour costs, capital
costs, the costs of intermediate inputs, and depreciation.
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Economic profit is the difference between the firm’s rev-
enues and total costs, including both explicit and implicit
costs. Implicit costs include the opportunity cost of the
owner’s time (for owner-managed firms) and capital.
Economic profits play a key role in resource allocation.
Positive economic profits attract resources into an indus-
try; negative economic profits induce resources to move
elsewhere.

® Economists divide the firm’ production decisions into

three time frames. The short run involves decisions in
which one or more factors of production are fixed. The
long run involves decisions in which all factors are vari-
able but technology is unchanging. The very long run
involves decisions in which technology can change.

7.3 Production in the Short Run

The theory of short-run costs is concerned with how
output varies as different amounts of the variable
factors are combined with given amounts of the fixed
factors. Total, average, and marginal product describe
relationships between output and the quantity of the
variable factors of production.

©0e

The law of diminishing returns asserts that if increasing
quantities of a variable factor are combined with given
quantities of fixed factors, the marginal and the average
products of the variable factor will eventually decrease.
For given factor prices, this hypothesis implies that mar-
ginal and average costs will eventually rise.

7.4 Costs in the Short Run

Short-run average total cost curves are often U-shaped
because average productivity increases at low levels of
outputs but eventually declines sufficiently to offset
advantages of spreading overheads. The output corre-
sponding to the minimum point of a short-run average
total cost curve is called the plant’s capacity.

Key Concepts

Forms of business organization
Methods of financing modern firms
Profit maximization

Inputs and factors of production
Accounting versus economic profits

Economic profits and resource allocation cost

Study Exercises

Short run, long run, and very long run

Total product, average product, and
marginal product

The law of diminishing returns

Total cost, marginal cost, and average

©0

Changes in factor prices shift the short-run cost
curves—upward when prices rise and downward when
prices fall.

The relationship between productivity
and cost

Short-run cost curves
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1. Fill in the blanks to make the following statements

correct.

a. The relationship between the inputs of factor ser-
vices and output is called the

b. A firm earning positive accounting profits could
have zero if the owner’s capital is
earning exactly its

c¢. A firm’s planning decisions made when some
inputs are variable but others are fixed are made in
the time period known as the . The
time period over which all factors are variable but
technology is fixed is known as the

. Fill in the blanks to make the following statements
correct.

a. The tells us that as more of a vari-
able factor is used in combination with given quan-
tities of fixed factors, the marginal product of the
variable factor will eventually decrease.

b. The is the change in total output
resulting from the use of one additional unit of the
variable factor.

c. If average product and marginal product curves are
plotted on a graph, the AP curve is rising as long as
the MP curve lies the AP curve.
The AP curve is falling when the MP curve lies

the AP curve.

. Fill in the blanks to make the following statements
correct.

a. For given factor prices, when average product per
worker is at a maximum, average variable cost is at
a .
b. If marginal costs are above average costs, then
producing one more unit of output will
the average cost.
c. The level of output that corresponds to a firm’s
minimum short-run average total cost is called the
of the firm.

. Wacky Wintersports Inc. can produce snowboards
according to the following schedule. Complete the
table by calculating the marginal and average products.

Inputs Number of
of Labour Snowboards  Average Marginal
(per week)  (per week) Product Product
0 0 —
1 2 — -
2 S — .
3 9 — o
4 14 — o
5 18 —
6 21 — —
7 23 — -
8 24 —

5. Consider the revenues and costs in 2010 for Spruce

Decor Inc., an Alberta-based furniture company
entirely owned by Mr. Harold Buford.

Furniture Sales $ 645 000
Catalogue Sales $ 12000
Labour Costs $ 325000
Materials Costs $157 000

Advertising Costs $ 28000
Debt-Service Costs $ 32000

a. What would accountants determine Spruce Decor’s
profits to be in 2010?

b. Suppose Mr. Buford has $400 000 of capital
invested in Spruce Decor. Also suppose that equally
risky enterprises earn a 16-percent rate of return on
capital. What is the opportunity cost for Mr
Buford’s capital?

c. What are the economic profits for Spruce Decor in
20102

d. If Spruce Decor’s economic profits were typical of
furniture makers in 2010, what would you expect
to happen in this industry? Explain.

. Consider an example of a production function that

relates the monthly production of widgets to the
monthly use of capital and labour services. Suppose
the production function takes the following specific
algebraic form:

O =KL —(0.1) L?

where Q is the output of widgets, K is the input of
capital services, and L is the input of labour services.

a. Suppose that, in the short run, K is constant and
equal to 10. Fill in the following table.

K L 0
10 5 —
10 10 —
10 15 —
10 20 —
10 25 —
10 30 —
10 40 —
10 50 —

b. Using the values from the table, plot the values of
Q and L on a scale diagram, with O on the verti-
cal axis and L on the horizontal axis.

c. Now suppose that K increases to 20 because the
firm increases the size of its widget factory. Re-
compute the value of Q for each of the alternative
values of L. Plot the values of Q and L on the same
diagram as in (b).

d. Explain why an increase in K increases the level of
Q (for any given level of L).
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7. The following table shows how the total output of
skates (per month) changes when the quantity of the
variable input (labour) changes. The firm’s amount of
capital is fixed.

Hours of Pairs of
Labour Skates Average Marginal 9.
(per month) (per month) Product Product

100 200 —

120 260 — o
140 350 — T
160 580 — T
180 720 — T
200 780 — T
220 800 — T
240 810 — o

a. Compute the average product of labour for each
level of output and fill in the table. Plot the AP
curve on a scale diagram.

b. Compute the marginal product of labour for each
interval (that is, between 100 and 120 hours,
between 120 and 140 hours, and so on). Fill in the
table and plot the MP curve on the same diagram. TP
Remember to plot the value for MP at the midpoint
of the output intervals.

c. Is the “law of diminishing marginal returns” satis-
fied?

d. Explain the relationship between the marginal prod-
uct of labour and the average product of labour.

8. Consider the table below, which shows the total fixed

costs (TFC) and total variable costs (TVC) for produc- 0
ing specialty bicycles in a small factory with a fixed
amount of capital. TP
Output Per Year  TEC TVC AFC AVC ATC 30
(thousands of bicycles) (thousands of dollars)

1 200 40 _ = —

2 200 70 _ = —

3 200 105 _ = —
4 200 120 — — — 0

S 200 135 —_ = —

6 200 155 _ = —

7 200 185 _ = —

8 200 230 _ = —

9 200 290 _ = —

10 200 350 —_ = —

11 200 425 —_ = —

a. Compute average fixed costs (AFC) for each level
of output.

b. Compute average variable costs (AVC) for each
level of output.

c. Compute average total cost (ATC) for each level of
output. What level of output (per year) is the firm’s
“capacity”?

d. Plot the AFC, AVC, and ATC curves on a scale dia-
gram with dollars on the vertical axis and the level
of output on the horizontal axis.

This question requires you to understand the relation-
ship between total product, average product, and mar-
ginal product. Each of the diagrams below shows how
total product (TP) changes as the quantity of the vari-
able input (which we call L) changes. These reflect
four different production functions.

a. In each case, describe in words how total output
depends on the amount of variable input.

b. For each production function, draw a diagram
showing the average product (AP) curve. (Recall
that AP is given by total output divided by total
variable input. The value of AP is also equal to the
slope of a straight line from the origin to the TP

curve.)
TP
Slope = 1/2
«—Slope=3 /
10
0
Case (i) L Case (ii) L
TP
|
4—: Slope = 3
I
|
|
10 L 0 L
Case (iii) Case (iv)

c. On the same diagram, draw the marginal product
(MP) curve. (Recall that MP is given by the change
in total output divided by the change in the vari-
able input. The value of MP is also equal to the
slope of a tangent line to the TP curve.)

d. TIs the relationship between AP and MP discussed in
the text satisfied by each of the production
functions?
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10. In 1921, a classic set of experiments with chemical fertil-

izers was performed at the Rothampsted Experimental
Station, an agricultural research institute in Hertford-
shire, England. Researchers applied different amounts of
a particular fertilizer to 10 apparently identical plots of
land. The results for one test, using identical seed grain,
are listed in the following table. Create a graph with the
fertilizer dose on the horizontal axis and output on the
vertical axis. (With no fertilizer, output = 100.) Compute
the average and marginal product of fertilizer, and iden-
tify the (approximate) points of diminishing average and
marginal productivity.

Discussion Questions

1. Which concept of profits—accounting or economic—

is implied in the following quotations?

a. “Profits are necessary if firms are to stay in busi-
ness.”

b. “Profits are signals for firms to expand production
and investment.”

c. “Accelerated depreciation allowances reduce prof-
its and thus benefit the company’s owners.”

d. “A firm is profitable as long as the amount of
money flowing in exceeds the amount of money
flowing out.”

. Does the short run consist of the same number of
months for increasing output as for decreasing it?
Must the short run in an industry be the same length
for all firms in the industry? Under what circum-
stances might the short run actually involve a longer
time span than the very long run for one particular
firm?

. Indicate whether each of the following conforms to
the hypothesis of diminishing returns and, if so,
whether it refers to marginal returns, average returns,
or both.

a. “The bigger they are, the harder they fall.”

b. “As more and more of the population receives
chicken pox vaccinations, the reduction in the
chicken pox disease rate for each additional
100 000 vaccinations becomes smaller.”

c. “Five workers produce twice as much today as
10 workers did 40 years ago.”

Plot Fertilizer Dose Output Index*
1 15 104.2
2 30 110.4
3 45 118.0
4 60 125.3
5 75 130.2
6 90 131.4
7 105 131.9
8 120 132.3
9 135 132.5

10 150 132.8

*Qutput without fertilizer = 100.

d. “Diminishing returns set in last year when the ris-
ing rural population actually caused agricultural
output to fall.”

. Consider the education of a person as a process of

production. Regard years of schooling as one variable
factor of production. What are the other factors?
What factors are fixed? At what point would you
expect diminishing returns to set in? For an Einstein,
would diminishing returns set in during his lifetime?

. A carpenter quits his job at a furniture factory to open

his own cabinetmaking business. In his first two years
of operation, his sales average $100 000 and his oper-
ating costs for wood, workshop and tool rental, utili-
ties, and miscellaneous expenses average $70000.
Now his old job at the furniture factory is again avail-
able. Should he take it or remain in business for him-
self? How would you make this decision?

. The point of minimum average cost is referred to as

the capacity of the firm. Yet we draw the average cost
curve extending both to the left and to the right of this
point. Obviously, a firm can operate below capacity,
but how can a firm operate above capacity? Are there
any types of firms for which it may be desirable to
have a capacity below the level at which the firm may
have to produce occasionally or even relatively fre-
quently? Explain.



( LEARNING OBJECTIVES

In this chapter you will learn

why profit maximization requires firms to
equate the marginal product per dollar
spent for all factors.

why profit-maximizing firms will use more
of the factors whose prices have fallen and
less of the factors whose prices have
increased.

about the relationship between short-run
and long-run cost curves.

the importance of technological change and
why firms are often motivated to improve
their production methods.

Producers in the

Long Run

In the first part of this chapter we look at the long run,
in which firms are free to vary all factors of production.
Recall from the end of the previous chapter that differ-
ent amounts of the fixed factor lead to different short-
run cost curves. The choice faced by a firm in the long
run is to determine how much of the fixed factor to
install—that is, to decide which of the several short-
run cost curves to use. Some firms use a great deal of
capital and only a small amount of labour. Others use
less capital and more labour. Here we examine the
effects these choices have on firms’ costs, and we [ook
at the conditions that influence these choices.

In the second part of the chapter, we examine the
verylong run, a period of analysis over which technol-
ogy changes. The discussion concerns the improve-
ments in technology and productivity that have
dramatically increased output and incomes in all
industrial countries over centuries. Firms are among
the most important economic actors that cause tech-
nological advances to take place. Evidence shows that
the hypothesis of profit maximization can help us to
understand technological changes. Here, as in the
short and long run, firms respond to events, such as
changes in factor prices. But in the very long run,
firms often respond by innovating—that is, by devel-
oping new technologies.

Throughout this chapter, we should remember
that the lengths of the various “runs” under consid-
eration are defined by the kinds of changes that can
take place, not by calendar time. Thus, we would
expect actual firmsin any given time period to be on
their short-run cost curves, as described in Chapter 7;
to choose among alternative short-run cost curves in
the long run, as described in the first part of this
chapter; and to change technologies in the very long
run as described in the latter part of this chapter.
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8.1 The Long Run: No Fixed Factors

In the short run, when at least one factor is fixed, the only way to produce a given out-
put is to adjust the input of the variable factors. In the long run, when all factors can be
varied, there are numerous ways to produce any given output. For example, the firm
could use complex automated machines and few workers, or simple machines and
many workers. Thus, firms in the long run must choose the type and amount of plant
and equipment and the size of their labour force.

In making these choices, the profit-maximizing firm will try to be technically effi-
cient, which means using no more of all inputs than necessary—that is, the firm does
not want to waste any of its valuable inputs. For example, consider the situation faced
by a crate-manufacturing firm. If the firm is able to produce 100 crates per day by
using two machines and eight workers, the firm would be technically inefficient if it
decided instead to produce only 90 crates per day over the long run while still employ-
ing the same amount of (expensive) labour and capital. If the firm decides that it wants
to produce only 90 crates per day, technical efficiency requires that it use fewer work-
ers, fewer machines, or both.

Technical efficiency is not enough for profits to be maximized, however. In order
to maximize its profit, the firm must choose from among the many technically efficient
options the one that produces a given level of output at the lowest cost. For example, if
the firm decides to produce 100 crates per day, it still must decide whether to use two
simple machines and eight workers, or perhaps four automated machines and six
workers. It should choose the combination that minimizes its total costs.

Such choices about how much capital and labour to use are long-run choices
because all factors of production are assumed to be variable. These long-run planning
decisions are important. A firm that decides to build a new steel mill and invest in the
required machinery can choose among many alternatives. Once installed, that equip-
ment is fixed for a long time. If the firm makes a poor choice, its survival may be threatened,;
if it chooses well, it may be rewarded with large profits.

imy{=leelgllele) ADDITIONAL TOPICS

Concepts of efficiency used by economists differ from those used by other
professionals, especially engineers. For a detailed explanation of the differences,
look for Explaining Different Concepts of Efficiency in the Additional Topics
section of this book's MyEconLab.

www.myeconlab.com

Profit Maximization and Cost Minimization

Any firm that seeks to maximize its profits in the long run should select the production
method that produces its output at the lowest possible cost. This implication of the
hypothesis of profit maximization is called cost minimization: From among the many
technically efficient methods of production available to it, the profit-maximizing firm
will choose the least costly means of producing whatever level of output it chooses.

Long-Run Cost Minimization If it is possible to substitute one factor for
another to keep output constant while reducing total cost, the firm is currently not
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technical efficiency When
a given number of inputs
are combined in such a
way as to maximize the
level of output.
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cost minimization An
implication of profit
maximization that firms
choose the production
method that produces any
given level of output at the
lowest possible cost.



176

PART 3: CONSUMERS AND PRODUCERS

minimizing its costs. In such a situation, the firm should substitute one factor for
another factor as long as the marginal product of the one factor per dollar spent on
it is greater than the marginal product of the other factor per dollar spent on it. The
firm is not minimizing its costs whenever these two magnitudes are unequal. For
example, if an extra dollar spent on labour produces more output than an extra dol-
lar spent on capital, the firm can reduce costs by spending less on capital and more
on labour.

Suppose we use K to represent capital, L to represent labour, and p; and py to rep-
resent the prices per unit of the two factors. The necessary condition for cost minimiza-
tion is then

MPy  MP;
Pk pL

(8-1)

Whenever the ratio of the marginal product of each factor to its price is not equal
for all factors, there are possibilities for factor substitutions that will reduce costs
(for a given level of output).

To see why Equation 8-1 must be satisfied when costs are being minimized, con-
sider an example in which the equation is not satisfied. Suppose the marginal product
of capital is 40 units of output and the price of 1 unit of capital is $10. Also suppose
the marginal product of labour is 20 units of output and the price of one unit of labour
is $2. Then we have

MP MP
k0, MR 20

px 10 pr 2

Thus, the last dollar spent on capital adds only 4 units to out-
put, whereas the last dollar spent on labour adds 10 units to output.
In this case, the firm can reduce the cost of producing its current
level of output by using more labour and less capital. Specifically,
suppose the firm used two more units of labour and one fewer unit
of capital. The two more units of labour would cause output to rise
by 40 units and costs to increase by $4; the one fewer unit of capital
would cause output to fall back by 40 units and costs to decline by
$10. After this substitution of labour for capital, output would be
unchanged but costs would be lower by $6. Thus, the original com-
bination of factors was not a cost-minimizing one.

Of course, as the firm substitutes between labour and capital,
the marginal products of both factors, MP; and MPg, will change.
Specifically, the law of diminishing marginal returns says that, with
other inputs held constant, an increase in the amount of one factor
used will decrease that factor’s marginal product. As the firm in the
previous example reduces its use of K and increases its use of L,
MPyg will rise and MP; will fall. These changes help to restore the
equality in Equation 8-1.

By rearranging the terms in Equation 8-1, we can look at the

Oil is a very important input in many industries. cost-minimizing condition a bit differently.
Increases in the price of oil will lead profit-

maximizing firms to substitute away from oil MP
; K _ Pk
toward other factors of production, whenever = 2=

that is technically possible.

MP;, DL (8-2)
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The ratio of the marginal products on the left side compares the contribution to
output of the last unit of capital and the last unit of labour. The right side shows how
the cost of an additional unit of capital compares to the cost of an additional unit of
labour. If the two sides of Equation 8-2 are the same, then the firm cannot make any
substitutions between labour and capital to reduce costs (if output is held constant).
However, with the marginal products and factor prices used in the example above, the
left side of the equation equals 2 but the right side equals 5; the last unit of capital is
twice as productive as the last unit of labour but it is five times more expensive. It will
thus pay the firm to switch to a method of production that uses less capital and more
labour. If, however, the ratio on the right side were less than the ratio on the left, then
it would pay the firm to switch to a method of production that uses less labour and
more capital. Only when the ratio of marginal products is exactly equal to the ratio of
factor prices is the firm using the cost-minimizing production method.!

Profit-maximizing firms adjust the quantities of factors they use to the prices of the
factors given by the market.

The Principle of Substitution The preceding discussion suggests that profit-
maximizing (and therefore cost-minimizing) firms will react to changes in factor prices by
changing their methods of production. This is referred to as the principle of substitution.
Suppose the firm’s use of capital and labour currently satisfies Equation 8-1. Then
consider a decrease in the price of capital while the price of labour remains unchanged.
The least-cost method of producing any output will now use less labour and more cap-
ital than was required to produce the same output before the factor prices changed.

Methods of production will change if the relative prices of factors change. Rela-
tively more of the cheaper factor and relatively less of the more expensive factor
will be used.

The principle of substitution plays a central role in resource allocation because it
relates to the way in which individual firms respond to changes in relative factor prices
that are caused by the changing relative scarcities of factors in the economy as a whole.
Individual firms are motivated to use less of factors that become scarcer to the econ-
omy and more of factors that become more plentiful. Here are three examples of the
principle of substitution in action.

Over the past three decades, the improvements in computing equipment have led
to many changes in everyday life. One change involves customers’ transactions with
their commercial banks—especially cash deposits and withdrawals. Banks used to
employ large numbers of tellers to deal with the hundreds of customers that needed to
be serviced each day. Now most retail banking transactions are facilitated with com-
puters and are dealt with either by automated teller machines (ATMs), automated tele-
phone banking, or Internet banking. The dramatic reduction in the price of computers
over the past three decades (and also the more modest increase in wages) has encour-
aged banks to make this substitution of capital for labour.

The principle of substitution can also explain why methods of producing the same
product often differ across countries. In Canada, where labour is generally highly
skilled and expensive, farmers use elaborate machinery to economize on labour. In

! The appendix to this chapter provides a graphical analysis of this condition, which is similar to the analy-
sis of consumer behaviour that we developed in the appendix to Chapter 6.
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principle of substitution
The principle that methods
of production will change if
relative prices of inputs
change, with relatively
more of the cheaper input
and relatively less of the
more expensive input being
used.
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many developing countries, however, where labour is
abundant and capital is scarce, a much less mechanized
method of production is appropriate. The Western engi-
neer who believes that these countries are inefficient
because they are using methods long ago discarded in the
West is missing the truth about efficiency in the use of
resources: Where factor scarcities differ across nations, so
will the cost-minimizing methods of production.

Our third example of the principle of substitution
shows that firms can also be induced to substitute
between capital and material inputs, such as fuel. In the
past few years, with the dramatic increases in the world
price of oil, airlines in Canada (and elsewhere) have

In many developing countries, labour is used much more reduced their reliance on expensive jet fuel (derived
intensively in agriculture than is the case in richer, devel- from oil) by substituting toward more fuel-efficient jets.
oped countries. This does not mean methods are somehow  In these situations, the increase in the price of fuel leads
“backward” in the developing countries; the intensive use the airlines to change their type of capital equipment—

of labour reflects a cost-minimizing response to low wages. o substitute away from jets that use a lot of fuel toward

long-run average cost
(LRAC) curve The curve
showing the lowest possible
cost of producing each
level of output when all
inputs can be varied.

ones that are more fuel efficient.

Long-Run Cost Curves

We have been discussing a typical firm’s cost-minimizing choices between various factors
of production. Remember that these are long-run decisions because we are assuming that
the firm is free to alter the amounts of all factors of production. As we have seen, when
all factors can be varied, there exists a least-cost method of producing any given level of
output. Thus, with given factor prices, there is a minimum achievable cost for each level
of output; if this cost is expressed in terms of dollars per unit of output, we obtain the
long-run average cost of producing each level of output. When this minimum cost of pro-
ducing each level of output is plotted on a graph, the result is called a long-run average
cost (LRAC) curve. Figure 8-1 shows one such curve.

The LRAC curve is determined by the firm’s current technology and by the prices
of the factors of production. It is a “boundary” in the sense that points below it are
unattainable; points on the curve, however, are attainable if sufficient time elapses for
all inputs to be adjusted. To move from one point on the LRAC curve to another
requires an adjustment in all factor inputs, which may, for example, require building a
larger, more elaborate factory.

The LRAC curve is the boundary between cost levels that are attainable, with
known technology and given factor prices, and those that are unattainable.

Just as the short-run cost curves discussed in Chapter 7 relate to the production
function describing the physical relationship between factor inputs and output, so does
the LRAC curve. The difference is that in deriving the LRAC curve, there are no fixed
factors of production. Thus, since all costs are variable in the long run, we do not need
to distinguish among AVC, AFC, and ATC, as we did in the short run; in the long run,
there is only one LRAC for any given set of input prices.

The Shape of the Long-Run Average Cost Curve The LRAC curve
shown in Figure 8-1 first falls and then rises. Like the short-run cost curves we saw in
Chapter 7, this curve is often described as U-shaped, although empirical studies suggest
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FIGURE 8-1 A “Saucer-Shaped” Long-Run Average Cost Curve
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The long-run average cost (LRAC) curve is the boundary between attainable and unattain-
able levels of costs. If the firm wants to produce output Qy, the lowest attainable cost is ¢ per
unit. Thus, point Cy is on the LRAC curve. At point Cy, the firm has achieved the lowest
possible average cost of producing Q. Suppose a firm is producing at Qg and desires to
increase output to Qy. In the long run, a larger plant can be built and the average cost of ¢;
can be attained. However, in the short run, it will not be able to vary all factors, and thus
costs per unit will be above ¢;—say, ¢,. For a range of output beginning at O, the firm
attains its lowest possible average cost of production for the given technology and factor
prices.

it is often “saucer-shaped.” Consider the three portions of any such saucer-shaped
LRAC curve.

DECREASING COSTS. Over the range of output from zero to Q,,, the firm has falling
long-run average costs: An expansion of output permits a reduction of average costs.
When long-run average costs fall as output rises, the firm is said to have economies of
scale. Because the LRAC curve is drawn under the assumption of constant factor prices,
the decline in long-run average cost occurs because output is increasing more than in
proportion to inputs as the scale of the firm’s production expands. Over this range of
output, the decreasing-cost firm is often said to enjoy long-run increasing returns.”
Increasing returns may occur as a result of increased opportunities for specializa-
tion of tasks made possible by the division of labour. Even the most casual observation
of the differences in production techniques used in large and small plants shows that
larger plants use greater specialization. These differences arise because large, special-
ized equipment is useful only when the volume of output that the firm can sell justifies
using that equipment. For example, assembly lines and body-stamping machinery are
cost-minimizing techniques for automobile production only when individual opera-
tions are repeated thousands of times. Use of elaborate and very expensive harvesting

* Economists shift back and forth between speaking in physical terms ( “increasing returns”) and cost terms
(“decreasing costs”). As the text explains, the same relationship can be expressed either way.
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economies of scale
Reduction of long-run
average costs resulting
from an expansion in the
scale of a firm’s operations
so that more of all inputs
is being used.

increasing returns

(to scale) A situation in
which outputincreases
more than in proportion
to inputs as the scale of
a firm’s production
increases. A firm in this
situation is a decreasing-
cost firm.
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minimum efficient scale
(MES) The smallest output
at which LRAC reaches its
minimum. All available
economies of scale have
been realized at this point.

constant returns

(to scale) A situation in
which outputincreasesin
proportion to inputs as the
scale of production is
increased. A firm in this
situation is a constant-cost
firm.

decreasing returns

(to scale) A situation in
which output increases
less than in proportion

to inputs as the scale of
a firm’s production
increases. A firm in this
situation is an increasing-
cost firm.
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equipment provides the least-cost method of production on a big farm but not on one
of only a few hectares.

CONSTANT COSTS. In Figure 8-1, the firm’s long-run average costs fall until output
reaches Q,,, which is known as the firm’s minimum efficient scale. It is the smallest
level of output at which LRAC reaches its minimum. The LRAC curve is then flat over
some range of output. With such a flat portion, the firm encounters constant costs over
the relevant range of output, meaning that the firm’s long-run average costs do not
change as its output changes. Because factor prices are assumed to be fixed, the firm’s
output must be increasing exactly in proportion to the increase in inputs. When this
happens, the constant-cost firm is said to have constant returns.

INCREASING COSTS. When the LRAC curve is rising, a long-run expansion in pro-
duction is accompanied by a rise in average costs. If factor prices are constant, the
firm’s output must be increasing less than in proportion to the increase in inputs. When
this happens, the increasing-cost firm is said to encounter long-run decreasing returns.
Decreasing returns imply that the firm suffers some diseconomies of scale.

Such diseconomies may be associated with the difficulties of managing and con-
trolling an enterprise as its size increases. At first, there may be scale economies as the
firm grows and benefits from greater specialization. But, sooner or later, planning and
coordination problems may multiply more than in proportion to the growth in size. If
s0, management costs per unit of output will rise.

Other diseconomies are the possible alienation of the labour force as size increases; it
becomes more difficult to provide appropriate supervision as more layers of supervisors
and middle managers come between the person at the top and the workers on the shop
floor. Control of middle-range managers may also become more difficult. As the firm
becomes larger, managers may begin to pursue their own goals rather than devote all of
their efforts to making profits for the firm. Much recent “re-engineering” of large firms
has been aimed at reducing the extent to which management difficulties increase with
firm size, but the problem has not been, and probably cannot be, eliminated entirely.

Note that long-run decreasing returns differ from short-run diminishing returns. In
the short run, at least one factor is fixed, and the law of diminishing returns ensures
that returns to the variable factor will eventually diminish. In the long run, all factors
are variable, and it is possible that physically diminishing returns will never be encountered—
at least as long as it is genuinely possible to increase inputs of all factors.

The Relationship Between Long-Run and Short-Run Costs The
short-run cost curves from the previous chapter and the long-run cost curve studied in
this chapter are all derived from the same production function. Each curve assumes
given prices for all factor inputs. The long-run average cost (LRAC) curve shows the
lowest cost of producing any output when all factors are variable. Each short-run aver-
age total cost (SRATC) curve shows the lowest cost of producing any output when one
or more factors are fixed.

No short-run cost curve can fall below the long-run cost curve because the LRAC
curve represents the lowest attainable cost for each possible output.

As the level of output is changed, a different-size plant is normally required to achieve
the lowest attainable cost. Figure 8-2 shows the SRATC curve above the LRAC curve
at all levels of output except Q.

Note that any individual SRATC curve is just one of many such curves, each one
corresponding to a different plant size. The SRATC curve in Figure 8-2 shows how costs
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vary as output is varied, holding the plant size constant.
Figure 8-3 shows a family of SRATC curves, along with
a single LRAC curve. The LRAC curve is sometimes called
an envelope curve because it encloses a series of SRATC
cost curves by being tangent to them.

Each SRATC curve is tangent to the LRAC curve at
the level of output for which the quantity of the fixed
factor is optimal and lies above it for all other levels
of output.

The relationship between the LRAC curve and the
many different SRATC curves has a famous history in
economics. The economist who is credited with first
working out this relationship, Jacob Viner, initially made
a serious mistake that ended up being published; Lessons
From History 8-1 explains his mistake and shows how it
illustrates an important difference between short-run and
long-run costs.

Shifts in LRAC Curves

We saw in Chapter 7 how changes in either technological
knowledge or factor prices will cause the entire family of

FIGURE 8-2 LRAC and SRATC Curves
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Each SRATC curve is tangent at some point to the
LRAC curve. With given technology, each plant size
gives rise to a different SRATC curve. The SRATC
curve shown corresponds to the optimal plant size
for producing Qg units of output because the
average cost, cp, is the lowest attainable. For output
levels less than or greater than Qg, such as O or
Q,, the plant size embodied in SRATC, is not
optimal because the cost given by the SRATC curve
is greater than the minimum possible cost, given by
the LRAC curve.

short-run cost curves to shift. The same is true for long-run cost curves. Because loss of
existing technological knowledge is rare, we focus on the effects of technological
improvement. Improved ways of producing existing products make lower-cost methods
of production available, thereby shifting LRAC curves downward.

FIGURE 8-3 The Relationship Between the LRAC Curve and the
SRATC Curves
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To every point on the LRAC curve, there is an associated SRATC curve tangent at that
point. Each short-run curve is drawn for a given plant size, and shows how costs vary if
output varies (holding constant the size of the plant). The level of output at the tangency
between each SRATC curve and the LRAC curve shows the level of output for which the

plant size is optimal.
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T\ LESSONS FROM HISTORY 8-1

Jacob Viner and the Clever Draftsman

Jacob Viner (1892-1970) was born in Montreal and
studied economics at McGill University under Stephen
Leacock (1869-1944). Viner was clearly an outstanding
student and, according to some of his McGill class-
mates, knew much more about economics than did
Leacock, who was actually better known as a humorist
than an economist. Viner was such a good economist
that he was the first person to work out the relationship
between a firm’s long-run average costs and its short-
run average costs. He went on to teach economics at
the University of Chicago and at Princeton University and
became one of the world* leading economic theorists.

The student who finds the relationship between
SRATC and LRAC hard to understand may take some
comfort from the fact that when Jacob Viner first worked
out this relationship, and published it in 1931, he made a
crucial mistake. In preparing a diagram like Figure 8-3,
he instructed his draftsman to draw the LRAC curve
through the minimum points of all the SRATC curves,
“but so as to never lie above” the SRATC curves. Viner
later said of the draftsman: “He is a mathematician,
however, not an economist, and he saw some mathemat-
ical objection to this procedure which I could not succeed
in understanding. I could not persuade him to disregard
his scruples as a craftsman and to follow my instructions,
absurd though they might be.”

Viner’s mistake was to require that the draftsman
connect all the minimum points of the SRATC curves

rather than to construct the curve that would be the
lower envelope of all the SRATC curves. The former
curve can, of course, be drawn, but it is not the LRAC
curve. The latter curve is the LRAC curve and is tangent
to each SRATC curve.

Since Viner’ article was published in 1931, genera-
tions of economics students have experienced great
satisfaction when they finally figured out his crucial
mistake. Viner’s famous article was often reprinted, for
its fame was justly deserved, despite the importance of
the mistake. But Viner always rejected suggestions that
he correct the error because he did not want to deprive
other students of the pleasure of feeling one up on him.

The economic sense of the fact that tangency is not
at the minimum points of SRATC rests on the subtle
distinction between the least-cost method of utilizing a
given plant and the least-cost method of producing a
given level of output. The first concept defines the mini-
mum of any given SRATC curve, whereas the second
defines a point on the LRAC curve for any given level of
output. It is the second concept that interests us in the
long run. If bigger plants can achieve lower average
costs, there will be a gain in building a bigger plant and
underutilizing it whenever the gains from using the big-
ger plant are enough to offset the costs of underutilizing
the plant. If there are gains from building bigger plants
(i.e., if LRAC is declining), some underutilization is
always justified.

Changes in factor prices can exert an influence in either direction. If a firm has to
pay more for any factor that it uses, the cost of producing each level of output will
rise; if the firm has to pay less for any factor that it uses, the cost of producing each
level of output will fall.

A rise in factor prices shifts LRAC curves upward. A fall in factor prices or a
technological improvement shifts LRAC curves downward.

8.2 The Very Long Run: Changes in
lechnology

In the long run, profit-maximizing firms faced with given technologies choose the
cost-minimizing mix of factors to produce their desired level of output. Firms are
therefore on, rather than above, their long-run cost curves. In the very long run,
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however, there are changes in the available techniques and resources. Such changes
cause shifts in long-run cost curves.

The decrease in costs that can be achieved by choosing from among available fac-
tors of production, known techniques, and alternative levels of output is necessarily
limited by the existing state of knowledge. In contrast, improvements by invention and
innovation are potentially limitless, and hence sustained growth in living standards is
critically linked to technological change.

my/=eegllele) ADDITIONAL TOPICS

In recent years, many economists and policymakers have expressed concern
about Canada’s low rate of productivity growth, especially as compared
with that in the United States. But there is little agreement on how best to
address the issue. For more details, look for Understanding and Addressing
Canada’s Productivity Challenges in the Additional Topics section of this book’s
MyEconLab.

www.myeconlab.com

Technological change refers to all changes in the available techniques of production.
To measure its extent, economists usually use the notion of productivity, defined as
a measure of output produced per unit of input used. Two widely used measures of
productivity are output per worker and output per hour of work. The rate of increase
in productivity provides one measure of technological change. The significance of pro-
ductivity growth is explored in Applying Economic Concepts 8-1.

Technological Change

Technological change was once thought to be mainly a random process, brought about
by inventions made by crackpots and eccentric scientists working in garages and scien-
tific laboratories. As a result of recent research by historians and economists, we now
know better.

Many changes in technology are based on scientific discoveries made in such non-
profit organizations as universities and government research laboratories; others come
out of laboratories run by private firms. Whatever their origin, most technological
advances are put into practice by firms in search of profits. A firm that first develops a
new product, a new wrinkle on an old product, or a new process that lowers produc-
tion costs gets a temporary advantage over its competitors. This advantage creates
profits that persist until others can copy what the original firm has done. So in the very
long run, the search for profit takes the form not just of choosing the most efficient
technique among known alternatives but also of inventing and innovating new products
and processes. Since firms do this in search of profits, we say that the technological
change is endogenous to the economic system rather than something that just occurs
for unknown reasons.

Sometimes innovations come from new ideas that are the next extension of exist-
ing knowledge, where the motivation is to raise profits by developing these opportuni-
ties. At other times innovations are a response to some obvious challenge. For example,
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technological change Any
change in the available
techniques of production.

productivity Output
produced per unit of some
input; frequently used to
refer to labour productivity,
measured by total output
divided by the amount

of labour used.
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Chapter 8, Exercise 4.
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M APPLYING ECONOMIC CONCEPTS 8-1

The Significance of Productivity Growth

Economics used to be known as the “dismal science”
because some of its predictions were grim. Thomas
Malthus (1766-1834) and other Classical economists pre-
dicted that the pressure of more and more people on the
world’s limited resources would cause a decline in output
per person because of the law of diminishing returns.
Human history would see more and more people living
less and less well and the surplus population, which could
not be supported, dying off from hunger and disease.
This prediction has proven wrong for industrial-
ized countries for two main reasons. First, their popula-
tions have not expanded as rapidly as predicted by early
economists, who were writing before birth-control tech-
niques were widely used. Second, technological
advances have been so important during the past 150
years that output has increased much faster than the
population. We have experienced sustained growth in
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productivity that has permitted significant increases in
output per person. As the accompanying figure shows,
real output per worker in Canada increased by 350 per-
cent between 1926 and 2008, an average annually com-
pounded growth rate of 1.8 percent.

Even such small annual productivity increases are a
powerful force for increasing living standards over
many years. Our great-grandparents would have
regarded today’s standard of living in most industrial-
ized countries as unattainable. An apparently modest
rate of increase in productivity of 2 percent per year
leads to a doubling of per capita output every 35 years.

Because of the importance of productivity growth
in raising long-run living standards, it is not surprising
that explaining the sources of technological progress
has become a very active area of research among both
academic and government economists.
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(Source: Statistics Canada, CANSIM database (Real GDP: Series V3862685. Employment: Series V2091072) and authors’
calculations.)

in our discussion of long-run demand curves in Chapter 4, we looked at technological
changes that came in response to rising relative prices when we spoke of the develop-
ments in the 1970s of smaller, more fuel-efficient cars in the wake of dramatic increases
in the price of gasoline. From the mid-1980s to the mid-1990s, declines in the price of
gasoline led to the re-emergence of large cars and the development of fuel-inefficient
sport utility vehicles, or SUVs. More recently, however, we have once again seen con-
sumers respond to higher gasoline prices by reducing their demand for such large vehi-
cles, returning to smaller, more fuel-efficient cars.
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Production methods in many parts of the economy
have responded to changes in relative factor prices. For
example, much of the move to substitute capital for labour
in manufacturing, transportation, communications, min-
ing, and agriculture in response to rising wage rates has
taken the form of inventing new labour-saving methods
of production.

Consider three kinds of change that influence pro-
duction and cost in the very long run: new techniques,
improved inputs, and new products.

New Techniques Throughout the nineteenth and
twentieth centuries, changes in the techniques available
for producing existing products have been dramatic; this
is called process innovation. A century ago, roads and
railways were built by gangs of workers who used buck-
ets, shovels, and draft horses. Today, bulldozers, giant
trucks, and other specialized equipment have banished the workhorse completely from
construction sites and to a great extent have displaced the pick-and-shovel worker.
Before the Second World War, electricity was generated either by burning fossil fuels or
by harnessing the power of flowing water. With the rise of the atomic age immediately
following the war, many countries developed large-scale nuclear generating capacity.
Economies of scale in electricity production were significant. In recent years, however,
the development of small-scale, gas-combustion and wind-powered turbines has per-
mitted inexpensive construction of small generating stations that can produce electri-
city at a lower average cost than the much larger nuclear, hydro, or fossil fuel-burning
generating stations. The product—electricity—is absolutely unchanged, but the tech-
niques of production have changed markedly over the past several decades.

Increases in the price of oil, and thus in gasoline, have led
to renewed interest in the development of electric cars.

Improved Inputs Improvements in health and education raise the quality of
labour services. Today’s workers and managers are healthier and better educated than
their grandparents. Many of today’ unskilled workers are literate and competent in
arithmetic, and their managers are apt to be trained in methods of business manage-
ment and computer science.

Similarly, improvements in material inputs are constantly occurring. For example,
the type and quality of metals have changed. Steel has replaced iron, and aluminum
substitutes for steel in a process of change that makes a statistical category such as
“primary metals” seem unsatisfactory. Even for a given category, say, steel, today’s
product is lighter, stronger, and more flexible than the “same” product manufactured
only 20 years ago. Furthermore, the modern “materials revolution” allows new mate-
rials to be tailor-made for the specific purposes for which they are required.

The invention of new production techniques and the development of new and bet-
ter inputs are important aspects of technological improvement. They lead to reduc-
tions in firms’ costs and a downward shift in LRAC curves.

New Products New goods and services are constantly being invented and mar-
keted; this is called product innovation. CD players, DVDs, cell phones, BlackBerries,
MP3 players, MRIs, CAT scans, DNA tests, hybrid cars, personal GPS devices,
and many other products did not exist 30 years ago. Other products have changed so
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dramatically that the only connection they have with the “same” product from the past
is the name. Today’s Ford automobile is very different from a 1920 Ford, and it is even
different from a 1980 Ford in size, safety, and gasoline consumption. Modern jet air-
craft are revolutionary compared with the first passenger jet aircraft, which were in
turn many times larger and faster than the DC-3, the workhorse of the airlines during
the 1930s and 1940s. Beyond having wings and engines, the DC-3 itself bore little
resemblance to the Wright brothers’ original flying machine.

The development of new products is a crucial part of the steady increase in living
standards.

Applying Economic Concepts 8-2 discusses an everyday example of technological
change in banking: the creation and adoption of the automated teller machine (ATM).
The adoption of ATMs by commercial banks involves both long-run decisions—
substitutions between capital and labour—and very long-run decisions involving
innovation and the creation of new products.

Firms’ Choices in the Very Long Run

Firms respond to signals that indicate changes in the economic environment. For exam-
ple, consider the situation faced by Dofasco—a major Canadian steel producer based
in Hamilton, Ontario—when the price of coal (a major input) increases and is expected
to remain at the higher level for some time. How can Dofasco respond to this change in
the economic environment?

One option for Dofasco is to make a long-run response by substituting away from
the use of coal by changing its production techniques within the confines of existing
technology. This might involve switching to other fuels (whose prices have not
increased) to operate Dofasco’ enormous blast furnaces. Another option is to invest in
research in order to develop new production techniques that innovate away from coal
(and other fuels as well), such as the design of blast furnaces that require less fuel to
process each unit of iron ore.

Faced with increases in the price of an input, firms may either substitute away or
innovate away from the input—or do both over different time horizons.

It is important to recognize that the two options can involve quite different actions and
can ultimately have quite different implications for productivity.

For example, consider three different responses to an increase in Canadian labour
costs. One firm reallocates its production activities to Mexico or Southeast Asia, where
labour costs are relatively low and hence labour-intensive production techniques remain
quite profitable. A second firm chooses to reduce its use of labour but increase its use of
capital equipment. These two firms have, in different ways, chosen to substitute away
from the higher-priced Canadian labour. A third firm devotes resources to 