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To the Instructor

Economics is a living discipline, changing and evolving
in response to developments in the world economy
and in response to the research of many thousands of
economists throughout the world. Through thirteen
editions, Economics has evolved with the discipline.
Our purpose in this edition, as in the previous twelve,
is to provide students with an introduction to the
major issues facing the world s economies, to the
methods that economists use to study those issues, and
to the policy problems that those issues create. Our
treatment is everywhere guided by three important
principles:

1. Economics is scientific, in the sense that it pro-
gresses through the systematic confrontation of
theory by evidence. Neither theory nor data
alone can tell us much about the world, but com-
bined they tell us a great deal.

22. Economics is useful and it should be seen by stu-
dents to be so. An understanding of economic
theory combined with knowledge about the
economy produces many important insights
about economic policy. Although we stress these
insights, we are also careful to point out cases
where too little is known to support strong state-
ments about public policy. Appreciating what is
not known is as important as learning what is
known.

3. We strive always to be honest with our readers.
Although we know that economics is not
always easy, we do not approve of glossing
over difficult bits of analysis without letting
readers see what is happening and what has
been assumed. We take whatever space is
needed to explain why economists draw their
conclusions, rather than just asserting the con-
clusions. We also take pains to avoid simplify-
ing matters so much that students would have
to unlearn what they have been taught if they
continue their study beyond the introductory
course. In short, we have tried to follow Albert
Einstein s advice:

Everything should be made as simple as possible,
but not simpler.

Current Economic Issues

In writing the thirteenth edition of Economics, we
have tried to reflect the major economic issues that
we face in the early twenty-first century.

Living Standards and Economic
Growth

One of the most fundamental economic issues is the
determination of overall living standards. Adam Smith
wondered why some countries become wealthy while
others remain poor. Though we have learned much
about this topic in the past 235 years since Adam
Smith s landmark work, economists recognize that
there is still much we do not know.

The importance of technological change in deter-
mining increases in overall living standards is a
theme that permeates both the microeconomics and
macroeconomics halves of this book. Chapter 8
explores how firms deal with technological change at
the micro level, and how changes in their economic
environment lead them to create new products and
new production processes. Chapters 11 and 12 dis-
cuss how imperfectly competitive firms often com-
pete through their innovative practices, and the
importance for policymakers of designing competi-
tion policy to keep these practices as energetic as
possible.

Technological change also plays a central role in
our discussions of long-run economic growth in
Chapters 25 and 26. We explore not only the tradi-
tional channels of saving, investment, and population
growth, but also the more recent economic theories
that emphasize the importance of increasing returns
and endogenous growth.

We are convinced that no other introductory
economics textbook places as much emphasis on
technological change and economic growth as we do
in this book. Given the importance of continuing
growth in living standards and understanding where
that growth comes from, we believe this emphasis is
appropriate. We hope you agree.
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Financial Crisis and Recession

The collapse of U.S. housing prices in 2007 led to a
global financial crisis the likes of which had not been
witnessed in a century, and perhaps longer. A deep
recession, experienced in many countries, followed
quickly on its heels. These dramatic events re-awakened
many people to two essential facts about econo-
mics. First, modern economies can and do go into
recession. This essential fact had perhaps been for-
gotten by many who had become complacent after
more than two decades of economic prosperity.
Second, financial markets are crucial to the operation
of modern economies. Like an electricity system, the
details of financial markets are a mystery to most
people, and the system itself is often ignored when it
is functioning properly. But when financial markets
cease to work smoothly, and interest rates rise while
credit flows decline, we are all reminded of their
importance. In this sense, the financial crisis of
2007 2008 was like a global power failure for the
world economy.

The financial crisis had micro causes and macro
consequences. The challenges of appropriate regula-
tion, for financial and non-financial firms, are
explored in Chapters 12 and 16. The market for
financial capital and the determination of interest
rates are examined in Chapter 15. And debates
regarding the appropriate role of the government in a
market economy occur throughout the book, includ-
ing Chapters 1, 5, 16, and 18.

On the macro side, the financial crisis affected
the Canadian banking system, discussed in Chap-
ter 27, and led to some unconventional  actions by
the Bank of Canada, as discussed in Chapter 29.
Moreover, as the global financial crisis led to a deep
recession worldwide, Canadian fiscal policy was forced
to respond, as we review in Chapters 24 and 32.
Finally, as has happened several times throughout
history, the recession raised the threat of protectionist
policies, as we examine in Chapter 34.

Globalization

Enormous changes have occurred throughout the
world over the last few decades. Flows of trade and
investment between countries have risen so dramati-
cally that it is now common to speak of the global-
ization  of the world economy. Today it is no longer

possible to study any economy without taking into
account developments in the rest of the world.

Throughout its history, Canada has been a trad-
ing nation, and our policies relating to international
trade have often been at the centre of political
debates. International trade shows up in many parts
of this textbook, but it is the focus of two chapters.
Chapter 33 discusses the theory of the gains from
trade; Chapter 34 explores trade policy, with an
emphasis on NAFTA and the WTO, especially its
round of negotiations that began in Doha.

Included under the label of globalization is the
mobility of labour and capital. How mobile is labour
across international borders? Does such labour
mobility imply that Canada s policies cannot diverge
significantly from those in other countries? We explore
these issues at various points throughout the book,
especially in Chapters 13, 14, and 18.

With globalization and the international trade 
of goods and assets come fluctuations in exchange
rates. In recent years there have been substantial
changes in the Canada U.S. exchange rate a 15-
percent depreciation followed the Asian economic
crisis in 1997 1998, and an even greater appreciation
occurred in the 2002 2008 period. Such volatility in
exchange rates complicates the conduct of economic
policy. In Chapters 28 and 29 we explore how the
exchange rate fits into the design and operation of
Canada s monetary policy. In Chapter 35 we examine
the debate between fixed and flexible exchange rates.

The forces of globalization are with us to stay. In
this thirteenth edition of Economics, we have done
our best to ensure that students are made aware of
the world outside Canada and how events elsewhere
in the world affect the Canadian economy.

The Role of Government

Between 1980 and 2008, the political winds had
shifted in Canada, the United States, and many other
countries. Political parties that previously had advo-
cated a greater role for government in the economy
began to argue the benefits of limited government. But
the political winds shifted again with the arrival of the
financial crisis and global recession in 2008, which led
governments the world over to take some unprece-
dented actions. Many soon argued that we were
observing the end of laissez-faire  and witnessing the
return of big government.  But was that really true?
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Has the fundamental role of government
changed significantly over the past 30 years? In order
to understand the role of government in the econ-
omy, students must understand the benefits of free
markets as well as the situations that cause markets
to fail. They must also understand that governments
often intervene in the economy for reasons related
more to equity than to efficiency.

In this thirteenth edition of Economics, we con-
tinue to incorporate the discussion of government
policy as often as possible. Here are but a few of the
many examples that we explore:

tax incidence (in Chapter 4)
the effects of minimum wages and rent controls
(in Chapter 5)
economic regulation and competition policy (in
Chapter 12)
pay equity policy (in Chapter 13)
environmental policies (in Chapter 17)
the disincentive effects of income taxes (in
Chapter 18)
fiscal policy (in Chapters 22 and 24)
policies related to the economy s long-run
growth rate (in Chapter 26)
monetary policy (in Chapters 28, 29, and 30)
policies that affect the economy s long-run
unemployment rate (in Chapter 31)
the importance of debt and deficits (in Chap-
ter 32)
trade policies (in Chapter 34)
policies related to the exchange rate (in Chapter 35)

The Book

Economic growth, financial crisis and recession,
globalization, and the role of government are press-
ing issues of the day. Much of our study of economic
principles and the Canadian economy has been
shaped by these issues. In addition to specific cover-
age of growth and internationally oriented topics,
growth and globalization appear naturally through-
out the book in the treatment of many topics once
thought to be entirely domestic.

Most chapters of Economics contain some dis-
cussion of economic policy. We have two main goals
in mind when we present these discussions:

1. We aim to give students practice in using eco-
nomic theory, because applying theory is both a

wonderfully effective teaching method and a reli-
able test of students  grasp of theory.

2. We want to introduce students to the major pol-
icy issues of the day and to let them discover that
few policy debates are as black and white  as
they often appear in the press.

Both goals reflect our view that students should
see economics as useful in helping us to understand
and deal with the world around us.

The choice of whether to study macro first or
micro first is partly a personal one that cannot be
decided solely by objective criteria. We believe that
there are excellent reasons for preferring the
micro macro order, and we have organized the book
accordingly. For those who prefer the macro micro
order, we have attempted to make reversibility easy.
The first three chapters provide a solid foundation for
first studying either microeconomics (Chapters 4 18)
or macroeconomics (Chapters 19 35 and 36W).

Microeconomics: Structure and
Coverage

To open Part 1, Chapter 1 presents the market as an
instrument of coordination. We introduce the issues
of scarcity and choice and then briefly discuss alter-
native economic systems. Comparisons with com-
mand economies help to establish what a market
economy is by showing what it is not. Chapter 2
makes the important distinction between positive
and normative inquiries and goes on to an introduc-
tory discussion of the construction and testing of eco-
nomic theories. We also discuss graphing in detail.

Part 2 deals with demand and supply. After
introducing price determination and elasticity in
Chapters 3 and 4, we apply these tools in Chapter 5.
The case studies are designed to provide practice in
applying the tools rather than a full coverage of each
case. Chapter 5 also has an intuitive and thorough
treatment of economic value and market efficiency.

Part 3 presents the foundations of demand and
supply. The theory of consumer behaviour is devel-
oped via marginal utility theory in Chapter 6, which
also provides an introduction to consumer surplus
and an intuitive discussion of income and substitu-
tion effects. The Appendix to Chapter 6 covers indif-
ference curves, budget lines, and the derivation of
demand curves using indifference theory. Chapter 7
introduces the firm as an institution and develops
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short-run costs. Chapter 8 covers long-run costs and
the principle of substitution, and goes on to consider
shifts in cost curves due to technological change. The
latter topic is seldom, if ever, covered in the micro
part of elementary textbooks, yet applied work on
firms  responses to changing economic signals shows
it to be extremely important.

The first two chapters of Part 4, Chapters 9 and
10, present the standard theories of perfect competi-
tion and monopoly with a thorough discussion of
price discrimination and some treatment of interna-
tional cartels. Chapter 11 deals with monopolistic
competition and oligopoly, which are the market
structures most commonly found in Canadian indus-
tries. Strategic behaviour plays a central part in the
analysis of this chapter. The first half of Chapter 12
deals with the efficiency of competition and the inef-
ficiency of monopoly. The last half of the chapter
deals with regulation and competition policy.

Part 5 begins in Chapter 13 by discussing the
general principles of factor pricing and how factor
prices are influenced by factor mobility. Chapter 14
then examines the operation of labour markets,
addressing issues such as wage differentials, discrimi-
nation, labour unions, and the good jobs bad jobs
debate. Chapter 15 discusses investment in physical
capital, the role of the interest rate, and the overall
functioning of capital markets.

The first chapter of Part 6 (Chapter 16) provides
a general discussion of market success and market
failure, and outlines the arguments for and against
government intervention in a market economy. Chap-
ter 17 deals with environmental regulation, with a
detailed discussion of market-based policies and an
introduction to the issue of global climate change.
Chapter 18 analyzes taxes, public expenditure, and
the main elements of Canadian social policy. These
three chapters expand on the basics of microeco-
nomic analysis by providing current illustrations of
the relevance of economic theory to contemporary
policy situations.

Macroeconomics: Structure and
Coverage

Our treatment of macroeconomics is divided into six
parts. We make a clear distinction between the econ-
omy in the short run and the economy in the long
run, and we get quickly to the material on long-run
economic growth. Students are confronted with

issues of long-run economic growth before they are
introduced to issues of money and banking. Given
the importance of economic growth in driving over-
all living standards, we feel this is an appropriate
ordering of the material; but for those who prefer 
to discuss money before thinking about economic
growth, the ordering can be easily switched without
any loss of continuity.

The first macro chapter, Chapter 19, introduces
readers to the central macro variables, what they
mean, and why they are important. The discussion of
national income accounting in Chapter 20 provides a
thorough treatment of the distinction between real
and nominal GDP, the distinction between GDP and
GNP, and a discussion of what measures of national
income do not measure.

Part 8 develops the core short-run model of the
macro economy, beginning with the fixed-price
(Keynesian Cross) model in Chapters 21 and 22 and
then moving on to the AD/AS model in Chapter 23.
Chapter 21 uses a closed economy model with no
government to explain the process of national-
income determination and the nature of the multi-
plier. Chapter 22 extends the setting to include
international trade and government spending and
taxation. Chapter 23 rounds out our discussion of
the short run with the AD/AS framework, discussing
the importance of both aggregate demand and aggre-
gate supply shocks. We place the Keynesian Cross
before the AD/AS model to show that there is no
mystery as to where the AD curve comes from and
why it is downward sloping; the AD curve is derived
directly from the Keynesian Cross model. In contrast,
books that begin their analysis with the AD/AS
model are inevitably less clear about where the model
comes from. We lament the growing tendency to
omit the Keynesian Cross from introductory macro-
economics textbooks; we believe the model has much
to offer students in terms of economic insights.

Part 9 begins in Chapter 24 by showing how the
short-run model evolves toward the long run through
the adjustment of factor prices what we often call
the Phillips curve. We introduce potential output as
an anchor  to which real GDP returns following AD
or AS shocks. This chapter also addresses issues in fis-
cal policy, including the important distinction
between automatic stabilizers and discretionary fiscal
stabilization policy. Chapter 25 is a short chapter that
contrasts short-run with long-run macroeconomics,
emphasizing the different typical causes of output
changes over the two time spans. Using Canadian
data, we show that long-run changes in GDP have
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their root causes in changes in factor supplies and
productivity, whereas short-run changes in GDP are
more closely associated with changes in the factor uti-
lization rate. With this short-run/long-run distinction
firmly in place, we are well positioned for the detailed
discussion of long-run economic growth that appears
in Chapter 26. Our treatment of long-run growth,
which we regard as one of the most important issues
facing Canada and the world today, goes well beyond
the treatment in most introductory texts.

Part 10 focuses on the role of money and finan-
cial systems. Chapter 27 discusses the nature of
money, various components of the money supply, the
commercial banking system, and the Bank of
Canada. In Chapter 28 we review the determinants
of the demand for money. We then turn to a detailed
discussion of the link between the money supply and
other economic variables such as interest rates, the
exchange rate, national income, and the price level.
This chapter builds directly on the material in Chap-
ters 23 and 24, with an emphasis on the distinction
between short-run and long-run effects. In Chapter 29
we discuss the Bank of Canada s monetary policy,
including a detailed discussion of inflation targeting.
The chapter ends with a review of Canadian mone-
tary policy over the past 30 years. This provides
some important historical context for policy discus-
sions later in the book, as well as an opportunity to
draw some general conclusions about the operation
of monetary policy.

Part 11 deals with some of today s most pressing
macroeconomic policy issues. It contains separate
chapters on inflation, unemployment, and govern-
ment budget deficits. Chapter 30 on inflation exam-
ines the central role of expectations in determining
inflation, and the importance of credibility on the
part of the central bank. Chapter 31 on unemploy-
ment examines the determinants of frictional and
structural unemployment and discusses likely reasons
for increases in the NAIRU over the past few
decades. Chapter 32 on budget deficits stresses the
effect of deficits on long-term economic growth.

Virtually every macroeconomic chapter contains
at least some discussion of international issues. How-
ever, the final part of Economics focuses primarily on
international economics. Chapter 33 gives the basic
treatment of international trade, developing both the
traditional theory of static comparative advantage
and newer theories based on imperfect competition
and dynamic comparative advantage. Chapter 34
discusses both the positive and normative aspects of
trade policy, as well as the WTO and NAFTA. Chap-
ter 35 introduces the balance of payments and exam-

ines exchange-rate determination. Here we also dis-
cuss three important policy issues: the desirability of
current-account deficits or surpluses, whether there
is a right  value for the Canadian exchange rate,
and the costs and benefits of Canada s adopting a
fixed exchange rate. Chapter 36W discusses the main
impediments to economic development and the cur-
rent debates about development policies.

We hope you find this menu both attractive and
challenging; we hope students find the material stim-
ulating and enlightening. Many of the messages of
economics are complex if economic understand-
ing were only a matter of common sense and simple
observation, there would be no need for professional
economists and no need for textbooks like this one.
To understand economics, one must work hard.
Working at this book should help readers gain a bet-
ter understanding of the world around them and of
the policy problems faced by all levels of govern-
ment. Furthermore, in today s globalized world, the
return to education is large. We like to think that we
have contributed in some small part to the under-
standing that increased investment in human capital
by the next generation is necessary to restore incomes
to the rapid growth paths that so benefited our par-
ents and our peers. Perhaps we may even contribute
to some income-enhancing accumulation of human
capital by some of our readers.

Substantive Changes 

to This Edition

We have revised and updated the entire text with
guidance from an extensive series of formal reviews
and other feedback from both users and nonusers of
the previous editions of this book. As always, we
have strived very hard to improve the teachability
and readability of the book. We have focused the dis-
cussions so that each major point is emphasized as
clearly as possible, without the reader being dis-
tracted by non-essential points. We have removed
some material from the textbook and placed it in the
Additional Topics section of the book s MyEconLab
(www.myeconlab.com), which also includes new
material that has been written especially for this edi-
tion. (A complete listing of the Additional Topics on
MyEconLab is provided following the Contents after
the List of Boxes.) As in recent editions, we have kept
all core material in the main part of the text. Three
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types of boxes (Applying Economic Concepts, Lessons
from History, and Extensions in Theory) are used to
show examples or extensions that can be skipped
without fear of missing an essential concept. But we
think it would be a shame to skip too many of them,
as there are many interesting examples and policy
discussions in these boxes.

What follows is a brief listing of the main changes
that we have made to the textbook.

Microeconomics

Part 1: What Is Economics? In Chapter 1, we
have brought forward the discussion of money and
markets. And in the discussion of the great debate
regarding the choice between market and planned
economies, we have added a short discussion of the
experience of the transition economies following the
collapse of the Soviet Union. In Chapter 2, we have
streamlined our treatment of theories and models,
and we have added a new Study Exercise so students
can practise the creation of an index number.

Part 2: An Introduction to Demand and
Supply In Chapter 3, which develops the basic
model of demand and supply, we now explain why
we choose a boring  product like carrots to demon-
strate the model because unlike many more inter-
esting  products like iPods and cell phones, it
satisfies the conditions required for the model to be
applicable. We have streamlined the discussion of the
various factors that lead to shifts in demand and sup-
ply curves, and we have added perception of product
quality to the list of supply shifters.

In Chapter 4, we have clarified our discussion of
the role of substitutes and product definition as
determinants of elasticity. We have also shortened
our presentation of tax incidence and expanded the
discussion of necessities and luxuries. In Chapter 5,
which presents many applications of basic price the-
ory, we have added the example of Canadian health
care in the discussion of legislated price ceilings and
the possible development of black markets. We have
also expanded the discussion of deadweight loss and
efficiency, emphasizing the fact that market changes
generally create both winners and losers in terms of
economic surplus.

Part 3: Consumers and Producers Chap-
ter 6 presents the theory of consumer behaviour. We
have shortened and clarified our discussion of mar-
ginal utility and demand. We have also shortened the

discussion of the paradox of value, but have added
an example of how the paradox also exists in many
markets, including labour markets.

Chapters 7 and 8 present the theory of the firm.
In Chapter 7, we have added the example of optimal
portfolio diversification in our discussion of dimin-
ishing marginal returns. We have also added a new
box on the case of flat marginal and average variable
cost curves common in situations where firms can

idle  some of their existing capacity in response to
changes in demand. In Chapter 8, we have expanded
our discussion of the principle of substitution with 
an example of the switch toward fuel-efficient jets in
response to rising fuel prices. Finally, we have
expanded our discussion of technological change in
the very long run, emphasizing the importance of
innovations to firm profits.

Part 4: Market Structure and Efficiency
In presenting the theory of perfect competition in
Chapter 9, we have clarified our discussion of the
rules a competitive firm should follow for whether to
produce and how much to produce. We have also
added a new diagram showing the firm s shut-down
price. In Chapter 10 on the theory of monopoly and
price discrimination, we have improved our explana-
tion of why monopolists do not have a supply curve,
and we have expanded our treatment of the relation-
ship between price discrimination and firm profits. In
Chapter 11, we have added one key assumption to
the theory of monopolistic competition (namely, that
firms have similar cost curves) and clarified our dis-
cussion of the zero-profit tangency solution in the
long-run equilibrium.

Chapter 12 examines productive and allocative
efficiency and economic regulation to promote effi-
ciency. We have added a new box discussing how the
economy s allocatively efficient point on the produc-
tion possibilities boundary depends on the distribu-
tion of income. We have also added a new box
discussing the benefits from innovation that come from
imperfect competition, much in the spirit of Joseph
Schumpeter. Chapter 12 also has an improved treat-
ment of the regulation of natural monopolies, includ-
ing a new diagram to clarify the distinction between
marginal-cost and average-cost pricing. A new section
discusses how the recent financial crisis and recession
have led to a re-emergence of some financial-market
regulations and government ownership. Finally, the
section on Canadian competition policy has been
updated to reflect the proposed reforms to the Com-
petition Act, and the old box on bank mergers has
been removed.
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Part 5: Factor Markets In Chapter 14, which
examines several labour-market issues, we have
moved the box on intra-industry wage differentials
to an online Additional Topic. In Chapter 15 on cap-
ital and interest rates, we have added a discussion in
the opening section about capital markets during the
financial crisis of 2007 2008. We have also written a
new online Additional Topic on The U.S. Housing
Collapse and the Financial Crisis of 2007 2008,
which is cited in the chapter s first section. Finally, we
have improved our explanation of the link between the
interest rate and firms  desired investment demand.

Part 6: Government in the Market
Economy We have improved our opening discus-
sion of market failures in Chapter 16. We have also
clarified our brief discussion of market power as a
market failure, emphasizing that governments do not
seek to remove all monopoly power but instead seek
to ensure that firms do not abuse whatever market
power they may possess. The example of road pric-
ing is now added to the discussion of congestion and
rivalrous goods, and the regulation of financial insti-
tutions is added to the discussion of moral hazard,
with reference to the financial crisis of 2007 2008.
In the chapter s closing discussion, we have added a
discussion of how the current economic recession has
brought to the fore the issue of the appropriate role
of government in the economy.

Chapter 17 examines the economics of environ-
mental policy. The discussion of tradable pollution
permits now introduces the student to the terminol-
ogy of cap and trade, which is becoming standard.
We also compare emissions taxes with a cap-and-
trade system, emphasizing how the two systems
work differently in the presence of uncertainty
regarding firms  marginal costs of abatement. This
issue figured in the 2008 Canadian federal election,
as we now mention. The former section on the pol-
itics of pollution control  has been moved to become
an online Additional Topic, and in its place we 
now have an introductory examination of the issue
of global climate change. It reviews the basics of
greenhouse-gas emissions, the Kyoto Protocol, the
technical challenges of reducing emissions, and the
international and Canadian policy challenges involved.
We end the chapter with a box that reprints the open
letter to Canada s political leaders signed by over 230
Canadian academic economists advocating the adop-
tion of effective climate-change policies.

Chapter 18 examines government taxation and
expenditure. We have removed the discussion on the

TO THE INSTRUCTOR xxv

fiscal imbalance, as this issue has been largely resolved
(for now). We have added the Working Income Tax
Benefit (WITB) in the box on the negative income tax.
We now include the new Tax-Free Savings Accounts in
our discussion of policies to promote saving.

Macroeconomics

Part 7: An Introduction to Macroeco-
nomics Chapter 19 now contains many references
to the recent financial crisis and the current reces-
sion, thus improving the chapter s relevance for the
typical student reader. We have added a new discus-
sion of interest rates and credit flows, motivated by
recent events. In the chapter s closing passages, we
add a discussion regarding the debate over the gov-
ernment s role in developing new technologies, an
important issue for long-run growth. In Chapter 20,
we now mention the concept of chain weighting in
the box on real and nominal GDP. At the end of the
chapter where we discuss the connection between
GDP and living standards, we have added a citation
of the online Additional Topic What Makes People
Happy?

Part 8: The Economy in the Short Run
Chapter 21 presents the basic model of the Keynesian
Cross. The discussion on self-fulfilling prophesies has
been expanded to include the decline in business 
and consumer confidence observed in the current
recession. In Chapter 22, which adds government
and foreign trade to the basic macro model, we have
shortened our opening discussion of the govern-
ment s budget balance, and we have improved and
expanded our treatment of fiscal stabilization policy.
Chapter 23 introduces the AD/AS model. We have
reworked the explanation for why the AD curve is
downward sloping. When introducing shifts in the
AS curve, we now explain clearly that we are
focusing on exogenous shifts in the AS curve (the
endogenous shifts coming from wage adjustments are
discussed in the next chapter).

Part 9: The Economy in the Long Run In
Chapter 24, we have redesigned the first table to bet-
ter explain the various aspects of the three macro
states the short run, the adjustment process, and
the long run. We have added a new box discussing
how the intrinsic dynamics of the business cycle 
help to return real GDP to potential GDP. This is
especially important for recessions when the
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wage-adjustment process is very weak. Our discus-
sion of the limitations of discretionary fiscal policy
has been strengthened by discussing some of the
problems encountered by the federal government in
its 2009 budget. We have added a new box dis-
cussing the current recession and how it motivated
the fiscal actions taken in the Canadian federal bud-
get of 2009.

In Chapter 25, we have added two new numerical
Study Exercises requiring students to work through
the short-run and long-run changes in GDP as they
are discussed in the chapter. Chapter 26 examines
long-term economic growth. We have added a new
box on climate change and economic growth in the
chapter s final section, where we discuss the possible
limits to economic growth.

Part 10: Money, Banking, and Monetary
Policy In Chapter 27 on money and banking, we
have enriched our discussion of the Bank of Canada
by mentioning some of the unusual actions taken
during the recent financial crisis. A new section on
the provision of credit,  motivated by recent eco-
nomic events, helps to explain the role played by
commercial banks. We also have a citation to a new
online Additional Topic on The U.S. Housing Col-
lapse and the Financial Crisis of 2007 2008.

In Chapter 28, we have expanded and improved
our explanation of the different stages of the mone-
tary transmission mechanism. In Chapter 29, we
have added a new box discussing unconventional
monetary policy actions during the recent financial
crisis, including the possible actions of quantitative
easing and credit easing. In the chapter s final sec-
tion, we have added a substantial discussion on mon-
etary policy since the beginning of the financial crisis.

Part 11: Macroeconomic Problems and
Policies In Chapter 30, which examines the details
of inflation in the AD/AS model, we have clarified the
explanation of a constant inflation, with nominal
interest rates being held constant by two equal but
opposing forces (monetary expansion versus rising
wages and prices leading to a rise in money demand).
We have added a new box discussing the potential
danger of deflation, and we have added a second new
box examining whether the NAIRU is really a razor s
edge  as assumed by the standard macro model. The
old box on the death of inflation  has been removed.

In Chapter 31 on the NAIRU and unemployment
fluctuations, we have clarified the discussion of New
Classical theory in the existing box. We now illus-
trate the concept of structural unemployment with
reference to changes in Canada between 2002 and
2008, driven largely by rising energy and commodity
prices. In the discussion of policies to reduce struc-
tural unemployment, we discuss the recent govern-
ment support provided to GM and Chrysler.
Chapter 32 examines budget deficits and debt. With
the significant turnaround in Canadian government
budgets since 2008, this chapter has been updated
throughout, although the basic structure of the chapter
is unchanged.

Part 12: Canada in the Global Economy
Chapter 33 examines the theory of the gains from
trade. We have added a new box that works through
two numerical examples of absolute and comparative
advantage, as well as a new discussion of human cap-
ital as one of the sources of comparative advantage.
In the section discussing whether comparative advan-
tage is obsolete, we have added some mention of
government successes and failures in trying to create
comparative advantage. Finally, we have added a
new box on the concept of global supply chains and
integrative trade.

In Chapter 34, we have added a new box dis-
cussing how recession usually leads to an increase 
in trade protection, with references to the Great
Depression and the current economic situation. And
in Chapter 35, we have improved our presentation of
the demand and supply of foreign exchange, includ-
ing a more intuitive figure.

***

If you are moved to write to us (and we hope that
you will be!), please do. You can send any comments
or questions regarding the text (or any of the supple-
mentary material, such as the Instructor s Manual, the
Study Guide, the TestGen, or the web-based Additional
Topics) to:

Christopher Ragan
Department of Economics

McGill University
855 Sherbrooke St. West

Montreal, Quebec H3A 2T7
e-mail: christopher.ragan@mcgill.ca
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To the Student

Welcome to what is most likely your first book about
economics! You are about to encounter what is for
most people a new way of thinking, which often
causes people to see things differently than they did
before. But learning a new way of thinking is not
always easy, and you should expect some hard work
ahead. We do our best to be as clear and logical as
possible, and to illustrate our arguments whenever pos-
sible with current and interesting examples.

You must develop your own technique for study-
ing, but the following suggestions may prove helpful.
Begin by carefully considering the Learning Objec-
tives at the beginning of a chapter. Read the chapter
itself relatively quickly in order to get the general run
of the argument. At this first reading, you may want
to skip the boxes and any footnotes. Then, after
reading the Summary and the Key Concepts (at the
end of each chapter), reread the chapter more slowly,
making sure that you understand each step of the
argument.

With respect to the figures and tables, be sure you
understand how the conclusions that are stated in
boldface at the beginning of each caption have been
reached. You should be prepared to spend time on
difficult sections; occasionally, you may spend an hour
on only a few pages. Paper and pencil are indispens-
able equipment in your reading. It is best to follow a
difficult argument by building your own diagram
while the argument unfolds rather than by relying on
the finished diagram as it appears in the book.

The end-of-chapter Study Exercises require you
to practise using some of the concepts that you
learned in the chapter. These will be excellent prepa-
ration for your exams. To provide you with immedi-
ate feedback, we have posted Solutions to Selected
Study Exercises on MyEconLab (www.myeconlab.
com). The end-of-chapter Discussion Questions
require you to apply what you have studied. We
advise you to outline answers to some of the ques-
tions. In short, you should seek to understand eco-
nomics, not to memorize it.

The red numbers in square brackets in the text
refer to a series of mathematical notes that are found
starting on page M-1 at the end of the book. For
those of you who like mathematics or prefer mathe-

matical argument to verbal or geometric exposition,
these may prove useful. Others may disregard them.

In this edition of the book, we have incorporated
many elements to help you review material and pre-
pare for examinations. A brief description of all the
features in this book is given in the separate section
that follows.

We encourage you to make use of the brand
new MyEconLab that accompanies this book 
(www.myeconlab.com) at the outset of your studies.
MyEconLab contains a wealth of valuable resources
to help you. MyEconLab provides Solutions to
Selected Study Exercises. It also includes many addi-
tional practice questions, some of which are mod-
elled on Study Exercises in the book. In the book,
the MyEconLab icon directs you to
online discussions of Additional Topics these rep-
resent material written especially for this textbook
and include many interesting theoretical, empirical,
and policy discussions. You can also find animations
of some of the key figures in the text, as well as an
electronic version of the textbook. For more details
about the MyEconLab, please see the description at
the very beginning of this book.

We strongly suggest you make use of the excel-
lent Study Guide written expressly for this text. The
Study Guide is closely integrated with the book. In
fact, special references in the margins of the textbook
will direct you to appropriate practice questions and
exercises in the Study Guide. They will test and rein-
force your understanding of the concepts and analyt-
ical techniques stressed in each chapter of the text
and will help you prepare for your examinations.
Explanations are provided for the answers to many
of the Multiple-Choice Questions to facilitate your
independent study. The ability to solve problems and
to communicate and interpret your results are impor-
tant goals in an introductory course in economics.
The Study Guide can play a crucial role in your
acquisition of these skills.

Over the years, the book has benefited greatly
from comments and suggestions we have received
from students. Please feel free to send your comments
to christopher.ragan@mcgill.ca. Good luck, and we
hope you enjoy your course in economics!
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CHAPTER 4 : ELAST ICIT Y 83

To see the relationship between the elasticity of
demand and total expenditure, we begin by noting that
total expenditure at any point on the demand curve is
equal to price times quantity:

Total expenditure = Price * Quantity

Because price and quantity move in opposite direc-
tions along a demand curve, one falling when the other
rises, the change in total expenditure is ambiguous if all
we know about the demand curve is that it has a nega-
tive slope. The change in total expenditure depends on
the relative changes in the price and quantity. As an
example, consider a price decline of 10 percent. If quan-
tity demanded rises by more than 10 percent (elastic
demand), then the quantity change will dominate and in
this case total expenditure will rise. In contrast, if quan-
tity demanded increases by less than 10 percent (inelastic
demand), then the price change will dominate and total
expenditure will fall. If quantity demanded increases by
exactly 10 percent (unit elastic demand), then the two
percentage changes exactly offset each other and total
expenditures will remain unchanged.

Figure 4-5 illustrates the relationship between price
elasticity and total expenditure; it is based on the linear
demand curve in Figure 4-2. Total expenditure at each of
a number of points on the demand curve is calculated in
h bl d h l l h b l

FIGURE 4-4 Short-Run and Long-Run

Equilibrium Following an

Increase in Supply

Q
L

p
L

p
0

0 Q
0

Quantity

P
ri
ce

S
1

D
S

D
L

E
0

p
S

Q
S

E
L

E
S

S
0

The magnitude of the changes in the equilibrium
price and quantity following a shift in supply depends
on the time allowed for demand to adjust. The initial
equilibrium is at E0, with price p0 and quantity Q0.
Supply then increases and the supply curve shifts
from S0 to S1.

Immediately following the increase in supply, the
relevant demand curve is the short-run curve DS, and
the new equilibrium immediately following the sup-
ply shock is ES. Price falls sharply to pS, and quantity

2 Economic Theories,
Data, and Graphs

L LEARNING OBJECTIVES

In this chapter you will learn

1 to distinguish between positive and norma-

tive statements.

2 how economists use models to help them

think about the economy.

3 about the interaction between economic

theories and empirical observation.

If you surf Internet news sites, read the newspaper,

watch television, or listen to the radio, you will often

see or hear some economist s opinions being reported,

perhaps about unemployment, the exchange rate, or

interest rates; some new tax; the case for regulation of

the financial industry; or the possible reforms to

Canada s health-care system. Where do economists

opinions come from? Are they supported by hard evi-

dence, and if so, why do economists sometimes dis-

Features of This Edition

We have made a careful effort with this edition to incorporate features that
will facilitate the teaching and learning of economics.

A set of Learning Objectives at the beginning of each chapter clarifies the
skills and knowledge to be learned in each chapter. These same learning
objectives are used in the chapter summaries, as well as in the Study
Guide.

Major ideas are highlighted with a yellow background in the text.
Key terms are boldfaced where they are defined in the body of the text
and they are restated with their definitions in the margins. In the index
at the back of the book, each key term and the page reference to its def-
inition are boldfaced.
Weblinks to useful Internet addresses are given in the margins. Each
weblink presents a URL address, along with a brief description of the
material available there. Some links are to government home pages
where much data can be obtained. Other links are to organizations such
as OPEC, the UN, and the WTO.
Study Guide references in the margin direct students to appropriate
questions in the Study Guide that reinforce the topic being discussed in
the text.

The colour scheme for Figures consistently uses the same colour for each
type of curve. For example, all demand curves are blue, whereas all
supply curves are red.
A caption for each Figure and Table summarizes the underlying
economic reasoning. Each caption begins with a boldfaced statement of
the relevant economic conclusion.

Additional Topics on MyEconLab (www.myeconlab.com) are refer-
enced in special boxes inserted at the appropriate place in the body of
the relevant chapter. The Additional Topics include the entire online
Chapter 36W, Challenges Facing the Developing Countries.
Applying Economic Concepts boxes demonstrate economics in action,
providing examples of how theoretical material relates to issues of cur-
rent interest.
Extensions in Theory boxes provide a deeper treatment of a theoretical
topic that is discussed in the text.
Lessons from History boxes contain discussions of a particular policy
debate or empirical finding that takes place in a historical context.
Photographs with short captions are interspersed throughout the chap-
ters to illustrate some of the arguments.

where t is the net tax rate or the marginal propensity to tax the increase in net tax
revenue generated when national income increases by $1.

It may be tempting to think of t as the income tax rate, but note that we are trying
to represent in a simple way what in reality is a complex tax and transfer structure that
includes, in addition to several different types of financial transfers to households, the
taxation of personal income, corporate income, overall expenditures, the value of
property, and expenditure on specific products. For that reason, we avoid associating t
with any specific type of tax or transfer. Instead, in what follows we simply refer to t as
the net tax rate.

The Budget Balance

The budget balance is the difference between total government revenue and total gov-
ernment expenditure; equivalently, it equals net tax revenue minus government pur-
chases, T  G. When net revenues exceed purchases, the government has a budget
surplus. When purchases exceed net revenues, the government has a budget deficit.
When the two amounts are equal, the government has a balanced budget.

When the government runs a budget deficit, it must borrow the excess of spending
over revenues. It does this by issuing additional government debt (bonds or treasury
bills). When the government runs a surplus, it uses the excess revenue to buy back
outstanding government debt. Budget deficits and government debt are the principal
topics of Chapter 32.

Provincial and Municipal Governments

Many people are surprised to learn that the combined activities of the many Canadian
provincial and municipal governments account for more purchases of goods and ser-
vices than does the federal government. The federal government raises about the same
amount of tax revenue as do the provincial and municipal governments combined but
transfers a considerable amount of its revenue to the provinces.

When measuring the overall contribution of government to desired aggregate
expenditure, all levels of government must be included.

As we proceed through this chapter discussing the role of government in the deter-
mination of national income, think of the government  as the combination of all levels
of government federal, provincial, territorial, and municipal.

Summary

Before introducing foreign trade, let s summarize how the presence of government
affects our simple model.

1. All levels of government add directly to desired aggregate expenditure through
their purchases of goods and services, G. Later in this chapter when we are con-
structing the aggregate expenditure (AE) function for our model, we will include
G and we will treat it as autonomous expenditure.
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net tax rate The increase

in net tax revenue

generated when national

income rises by one dollar.

Also called the marginal

propensity to tax.

budget surplus Any

excess of current revenue

over current expenditure.

budget deficit Any

shortfall of current revenue

below current expenditure.

The federal Department of

Finance designs and

implements Canada s fiscal

policy. See its website:

www.fin.gc.ca .

Practise with Study Guide

Chapter 22, Exercise 1.

764 PART  11: M ACRO ECONO MIC  PROBLE MS AN D POL ICIE S

w w w . m y e c o n l a b . c o m

High inflation is costly for several reasons. In addition to creating arbitrary

redistributions of income, it undermines the efficiency of the price system

by distorting the relative prices of goods and services and can potentially
affect the economy s long-run growth rate. For more information, look for

The Costs of High Inflation in the Additional Topics section of this book s

MyEconLab.

ADDITIONAL TOPICS
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FEATURES OF  THIS  EDIT ION xxix

Chapter Summaries are organized using the same numbered heading as
found in the body of the chapter. The relevant learning objectives (LO)
numbers are given in dark blue next to each heading in the summary.
Key Concepts are listed near the end of each chapter.
A set of Study Exercises is provided for each chapter. These often quan-
titative exercises require the student to analyze problems by means of
computations, graphs, or explanations.

A set of Discussion Questions is also provided for each chapter. These
questions require the student to synthesize and generalize. They are
designed especially for discussion in class.

A set of Mathematical Notes is presented in a separate section near the
end of the book. Because mathematical notation and derivations are not
necessary to understand the principles of economics but are more help-
ful in advanced work, this seems to be a sensible arrangement. Refer-
ences in the text to these mathematical notes are given by means of red
numbers in square brackets.

A Timeline of Great Economists, running from the mid-seventeenth cen-
tury to the late-twentieth century, is presented near the end of the book.
Along this timeline we have placed brief descriptions of the life and
works of some great economists, most of whom the reader will
encounter in the textbook. Along this timeline we have also listed some
major world events in order to give readers an appreciation for when
these economists did their work.

Economists on Record, given on the inside of the back cover, quotes
some classic excerpts that are relevant to the study and practice of
economics.
For convenience, a list of the Common Abbreviations Used in the Text
is given on the inside of the front cover.

838 PART  1 1: MACRO ECO NOMI C  PROBL EM S AND P OL IC IES

Key Concepts
Government s budget constraint
Primary budget deficit
The relationship between deficits and

the national debt

Long-term burden of the debt
Annually balanced budget
Cyclically balanced budget

Debt-service payments
Debt-to-GDP ratio
Crowding out of investment
Crowding out of net exports

Study Exercises

1. Fill in the blanks to make the following statements
correct.

a. The government s budget constraint shows that
government expenditures must be equal to the sum
of ___________ and ___________.

b. The government s annual budget deficit is the
excess of total ___________ over total ___________
in a given year.

c. If the government s total budget deficit is $20 bil-
lion and its debt-service payments are $18 billion,
then its ___________ is $2 billion. If the total bud-
get deficit is $20 billion and its debt-service pay-
ments are $26 billion, then its ___________ is 
$6 billion.

d. In recent years, Canada has had a series of
___________ and the debt-to-GDP ratio has 
been ___________.

2 Fill in the blanks to make the following statements

d. Suppose the real interest rate is 2 percent and the
growth rate of real GDP is 1.5 percent. If the
government wants to stabilize the debt-to-GDP
ratio, then it is necessary to have a ___________.

3. Fill in the blanks to make the following statements
correct.

a. In a closed economy, when the government bor-
rows to finance the deficit, interest rates will
___________ and some private investment will 
be ___________.

b. In an open economy, when the government borrows
to finance the deficit, interest rates will ___________,
the Canadian dollar will ___________, and net
exports will ___________.

c. The long-term burden of government debt is the
reduced ___________ for future generations.

d. Suppose a law was passed that required the govern-
ment to balance its budget each year. Fiscal policy

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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Discussion Questions
1. Evaluate each of the following proposals to control

the deficit  in order to avoid the long-run burden of
the debt.

a. Maintain a zero cyclically adjusted deficit.
b. Keep the debt-to-GDP ratio constant.
c. Limit government borrowing in each year to some

fixed percentage of national income in that year.

2. Judith Maxwell, a noted Canadian economist, has
warned that when interest rates are higher than the
economic growth rate, the ratio of debt to GDP acquires
dangerous upward momentum.  Discuss why this is so.
How does the primary deficit enter the analysis?

3. In the late 1990s, the minister of finance announced
that expenditures would rise, yet he still predicted that
the budget surplus would increase. Explain how these
statements should be interpreted.

4. Paul Martin was the federal minister of finance from
1993 to 2002 and is credited with reducing Canada s
budget deficit during that period. He stressed the
importance of using very conservative forecasts for

economic growth. Explain the role of forecasts and
why Martin chose to use conservative ones.

5. A government official recently exclaimed, The prime
minister s policies are working! Lower interest rates
combined with staunch fiscal policy have reduced the
deficit significantly.  What do interest rates have to do
with government spending and taxes when it comes to
deficit management?

6. The Canadian federal budget moved from a surplus of
$9.6 billion in the 2007 2008 fiscal year to a small
deficit of $1.1 billion the next year, and a large deficit
of roughly $35 billion in 2009 2010.

a. Suppose real GDP was at potential in each of the
first two years. What can you conclude about the
cause of the change in the budget deficit? Show this
change in a diagram of the budget deficit function.

b. Suppose from 2008 2009 to 2009 2010, two
things happened. Real GDP fell and the govern-
ment implemented an expansionary fiscal policy.
Show these two separate events in a diagram of the
budget deficit function.

M-1

1. Because one cannot divide by zero, the ratio
*Y/*X cannot be evaluated when *X + 0.
However, as *X approaches zero, the ratio
*Y/*X increases without limit:

lim
*X 0

+

Therefore, we say that the slope of a vertical line
(when *X + 0 for any *Y) is equal to infinity. 
(p. 40)

2. Many variables affect the quantity demanded. Using
functional notation, the argument of the next several
pages of the text can be anticipated. Let QD repre-
sent the quantity of a commodity demanded and

T, Y* , N, Y, p, pj

represent, respectively, tastes, average household
income, population, income distribution, the
commodity s own price, and the price of the jth
other commodity.

The demand function is

QD
+D(T, Y* , N, Y, p, pj), j+ 1, 2, . . . , n

The demand schedule or curve is given by

QD
+ d(p)

T, Y* , N, Y, pj

where the notation means that the variables to
the right of the vertical line are held constant.

This function is correctly described as the
demand function with respect to price, all other
variables being held constant. This function, often
written concisely as QD

+ d(p), shifts in response
to changes in other variables. Consider average
income: if, as is usually hypothesized, QD/ Y* ,
0, then increases in average income shift 
QD

+ d(p) rightward and decreases in average
income shift QD

+ d(p) leftward. Changes in
other variables likewise shift this function in the
direction implied by the relationship of that vari-
able to the quantity demanded. (p. 49)

3. Quantity demanded is a simple and straightfor-
ward but frequently misunderstood concept in
everyday use, but it has a clear mathematical
meaning. It refers to the dependent variable in
the demand function from note 2:

*Y
*X

QD
+D(T, Y*, N, Y, p, pj)

It takes on a specific value whenever a specific
value is assigned to each of the independent vari-
ables. The value of QD changes whenever the value
of any independent variable is changed. QD could
change, for example, as a result of a change in any
one price, in average income, in the distribution of
income, in tastes, or in population. It could also
change as a result of the net effect of changes in all
of the independent variables occurring at once. 

Some textbooks reserve the term change in
quantity demanded for a movement along a
demand curve, that is, a change in QD as a
result only of a change in p. They then use other
words for a change in QD caused by a change in
the other variables in the demand function. This
usage is potentially confusing because it gives the
single variable QD more than one name.

Our usage, which corresponds to that in more
advanced treatments, avoids this confusion. We call
QD quantity demanded and refer to any change in
QD as a change in quantity demanded. In this usage
it is correct to say that a movement along a demand
curve is a change in quantity demanded, but it is
incorrect to say that a change in quantity demanded
can occur only because of a movement along a
demand curve (because QD can change for other
reasons, for example, a ceteris paribus change in
average household income). (p. 56)

4. Similar to the way we treated quantity demanded
in note 2, let QS represent the quantity of a com-
modity supplied and

C, X, p, wi

represent, respectively, producers  goals, technol-
ogy, the product s price, and the price of the ith
input.

The supply function is

QS
+ S(C, X, p, wi), i+ 1, 2, . . . , m

The supply schedule or curve is given by

QS
+ s(p)

C, X, wi
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Supplements

A comprehensive set of supplements has been care-
fully prepared to assist students and instructors in
using this new edition.

Study Guide

A robust Study Guide, written by Paul T. Dickinson
and Gustavo Indart, is available as split volumes for
microeconomics (978-0-321-68523-0) and macroeco-
nomics (978-0-321-69496-6). It is designed for use
either in the classroom or by students on their own.
The Study Guide offers additional study support and
reinforcement for each text chapter. It is closely inte-
grated with the textbook. Special notes in the margins
of the textbook direct students to appropriate practice
exercises in the Study Guide. To facilitate independent
study, we have now provided explanations for about
70 percent of the answers to the Additional Multiple-
Choice Questions. For each chapter, the Study Guide
provides the following helpful material:

Learning Objectives matching those in the textbook
Chapter Overview
Hints and Tips
Chapter Review consisting of Multiple-Choice
Questions, organized into sections matching the
numbered sections in the textbook
Short-Answer Questions
Exercises
Extension Exercises
Additional Multiple-Choice Questions
Solutions to all of the Questions and Exercises
above
Explanations for the answers to at least 70 percent
of the Additional Multiple-Choice Questions

Instructor s Resource CD-ROM

The Instructor s Resource CD-ROM (978-0-321-
67477-7) for this new edition contains the following
items:

An Instructor s Manual (in both Word and PDF
format) written by Christopher Ragan. It includes
full solutions to all the Study Exercises and sug-
gested answers to all the Discussion Questions.

A Computerized Testbank (Pearson TestGen)
prepared by Ingrid Kristjanson and Christopher
Ragan. The testbank consists of 4000 multiple-
choice questions, with an emphasis on applied
questions (as opposed to recall questions) and
quantitative questions (as opposed to qualitative
questions). Approximately 60 percent of the
questions test applied skills, about 20 percent of
the questions are quantitative, and about 20 per-
cent of the questions have a graph or table. All
the questions have been carefully checked for
accuracy. For each question, the authors have
provided the correct answer, identified the rele-
vant section number in the textbook chapter,
specified the concept being tested, assigned a
level of difficulty (easy, moderate, or challeng-
ing), identified the skill tested (recall or applied),
noted whether the question is qualitative or
quantitative, and noted whether the question
involves a graph or table. TestGen enables
instructors to search for questions according to
any of these attributes and to sort questions into
any order desired. With TestGen, instructors can
easily edit existing questions, add questions,
generate tests, and print the tests in a variety of
formats. TestGen also allows instructors to
administer tests on a local area network, have
the tests graded electronically, and have the
results prepared in electronic or printed reports.
PowerPoint Slides prepared by Christopher
Ragan. Instructors can readily adapt these slides
for lecture presentations.
Clicker Questions, consisting of more than 600
questions in PowerPoint format, that can be used
with any Personal Response System.
An Image Library, consisting of all the Figures
and Tables from the textbook in gif format.
These files can easily be imported into Power-
Point slides for class presentation.
Additional Topics, written by Christopher
Ragan, offer optional topics on a wide variety of
economic subjects, all cited in the textbook and
found on MyEconLab (www.myeconlab.com).

MyEconLab

MyEconLab (www.myeconlab.com) pro-
vides students with personalized Study Plans and the
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formats. Your local Pearson Canada sales representa-
tive can provide you with more details about this ser-
vice program.

CourseSmart eTextbook

CourseSmart eTextbook represents a new way for
instructors and students to access textbooks online
anytime from anywhere. With thousands of titles
across hundreds of courses, CourseSmart helps
instructors choose the best textbook for their class
and give their students a new option for buying the
assigned textbook as an eTextbook at a lower cost.
For more information, visit www.coursesmart.com.

opportunity for unlimited practice. It also provides
instructors with ready-to-use assignments that can
be graded electronically. MyEconLab also includes
Pearson eText, a robust electronic version of the
textbook that enables students and instructors to
highlight sections, add notes, share notes, and mag-
nify any of the images or pages without distortion.

Pearson s Technology Specialists work with fac-
ulty and campus course designers to ensure that Pear-
son technology products, assessment tools, and
online course materials are tailored to meet your spe-
cific needs. This highly qualified team is dedicated to
helping students take full advantage of a wide range
of educational resources, by assisting in the integra-
tion of a variety of instructional materials and media
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1
L LEARNING OBJECTIVES

In this chapter you will learn

1 to view the market economy as self-organizing

in the sense that coordination and order

emerge from a large number of decentralized

decisions.

2 the importance of scarcity, choice, and

opportunity cost, and how all three concepts

are illustrated by the production possibili-

ties boundary.

3 about the circular flow of income and

expenditure.

4 that all actual economies are mixed

economies, having elements of free markets,

tradition, and government intervention.

If you want a litre of milk, you go to your local gro-

cery store and buy it. When the grocer needs more

milk, he orders it from the wholesaler, who in turn

gets it from the dairy, which in its turn gets it from

the dairy farmer. The dairy farmer buys cattle feed

and electric milking machines, and he gets power to

run all his equipment by putting a plug into a wall

outlet where the electricity is supplied as he needs

it. The milking machines are made from parts manu-

factured in several different places in Canada, the

United States, and overseas. The parts themselves

are made from materials mined and smelted in a

dozen or more different countries.

As it is with the milk you drink, so it is with

everything else that you buy. When you go to the

appropriate store, what you want is normally on the

shelf. Those who make these products find that all

the required components and materials are available

when they need them even though these things

typically come from many different parts of the world

and are made by many people who have no direct

dealings with one another.

PART 1 What Is Economics?

Economic Issues
and Concepts
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2 PART 1 : WHAT IS  ECONOMICS?

1.1 The Complexity of 
the Modern Economy

Your own transactions are only a small part of the remarkably complex set of transac-
tions that takes place every day in a modern society. Shipments arrive daily at our
ports, railway terminals, and airports. These shipments include raw materials, such as
iron ore, logs, and oil; parts, such as automobile engines, transistors, and circuit
boards; tools, such as screwdrivers, lathes, and digging equipment; perishables, such as
fresh flowers, coffee beans, and fruit; and all kinds of manufactured goods, such as
washing machines, computers, and personal DVD players. Railways and trucking lines
move these goods among thousands of different destinations within Canada. Some go
directly to consumers. Others are used by local firms to manufacture their products
some of which will be sold domestically and some exported to other countries.

Most people who want to work can find work. They spend their working days
engaging in the activities just described. In doing so, they earn incomes that they then
spend on goods and services produced by others. Some people own firms that employ
workers to assist in the many activities described above, such as importing, producing,
transporting, and selling things. They earn their incomes as profits from these enterprises.

An economy is a system, typically a very complex one, in which scarce resources
such as labour, land, and machines are allocated among competing uses. Decisions
must be made about which goods are produced and which are not; who works where
and at what wage; and who consumes which goods at what times. Although each 
of these individual decisions may seem simple, the entire combination is remarkably
complex, especially in modern societies.

The Self-Organizing Economy

Early in the development of modern economics, thoughtful observers wondered how
such a complex set of dealings gets organized. Who coordinates the whole set of
efforts? Who makes sure that all the activities fit together, providing jobs to produce
the things that people want and delivering those things to where they are wanted? The
answer is, surprisingly, no one!

The great insight of economists is that an economy based on free-market transac-
tions is self-organizing.

A market economy is self-organizing in the sense that when individual consumers
and producers act independently to pursue their own self-interests, responding to
prices determined in open markets, the collective outcome is coordinated there is a
spontaneous economic order.  In that order, literally thousands of millions of transac-

tions and activities fit together to produce the things that people want within the con-
straints set by the resources that are available to the nation.

The great Scottish economist and political philosopher Adam Smith (1723 1790),1

who was the first to develop this insight fully, put it this way:

economy A system in

which scarce resources are

allocated among competing

uses.

1 Throughout this book, we encounter many great economists from the past whose ideas shaped the disci-

pline of economics. At the back of the book you will find a timeline, beginning in the 1600s, that contains

brief discussions of many of these thinkers and places them in their historical context.
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CHAPTER 1 : ECONOMIC  ISSUES AND CONCEPTS 3

It is not from the benevolence of the butcher, the brewer, or the
baker, that we expect our dinner, but from their regard to their own
interest. We address ourselves, not to their humanity but to their self-
love, and never talk to them of our own necessities but of their
advantages.

Smith is not saying that benevolence is unimportant. Indeed, he praises
it in many passages. He is saying, however, that the massive number of
economic interactions that characterize a modern economy cannot all be
motivated by benevolence. Although benevolence does motivate some of
our actions, often the very dramatic ones, the vast majority of our everyday
actions are motivated by self-interest. Self-interest, not benevolence, is
therefore the foundation of economic order.

Efficient Organization

Another great insight, which was hinted at by Smith and fully developed
over the next century and a half, was that this spontaneously generated
economic order is relatively efficient. Loosely speaking, efficiency means
that the resources available to the nation are organized so as to produce all the goods
and services that people want to purchase and to produce them with the least possible
amount of resources.

An economy organized by free markets behaves almost as if it were guided by an
invisible hand,  in Smith s now-famous words. This does not literally mean that a
supernatural presence runs a market economy. Instead it refers to the relatively efficient
order that emerges spontaneously out of the many independent decisions made by
those who produce, sell, and buy goods and services. The key to explaining this market
behaviour is that these decision makers all respond to the same set of prices, which are
determined in markets that respond to overall conditions of national scarcity or plenty.
Much of economics, and this book, is devoted to a detailed elaboration of how this
market order is generated and to how efficiently that job is done.

Main Characteristics of Market Economies

The main characteristics of market economies that produce this spontaneous self-
organization are as follows:

SELF-INTEREST. Individuals pursue their own self-interest, buying and selling what
seems best for them and their families.

INCENTIVES. People respond to incentives. Sellers usually want to sell more when prices
are high; buyers usually want to buy more when prices are low.

MARKET PRICES AND QUANTITIES. Prices and quantities are determined in free mar-
kets in which would-be sellers compete to sell their products to would-be buyers.

INSTITUTIONS. All these activities are governed by a set of institutions largely created
by government. The most important are private property, freedom of contract, and the
rule of law. The natures of private property and contractual obligations are defined by
laws passed by legislatures and enforced by the police and the courts.

Adam Smith wrote An Inquiry into the
Nature and Causes of the Wealth of
Nations in 1776. Now referred to by
most people simply as The Wealth of
Nations, it is considered to be the
beginning of modern economics.
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1.2 Scarcity, Choice, and
Opportunity Cost

All the issues discussed so far would not matter much if we lived in an economy of such
plenty that there was enough to satisfy all of everyone s wants. But such an economy is
impossible. Why?

The short answer is because we live in a world of scarcity. Compared with the
known desires of individuals for such products as better food, clothing, housing, edu-
cation, holidays, health care, and entertainment, the existing supplies of resources are
clearly inadequate. They are sufficient to produce only a small fraction of the goods
and services that people desire. This scarcity gives rise to the basic economic problem
of choice. If we cannot have everything we want, we must choose what we will and will
not have.

One definition of economics comes from the great economist Alfred Marshall
(1842 1924), whom we will encounter at several points in this book: Economics is a
study of mankind in the ordinary business of life.  A more penetrating definition is the
following:

Economics is the study of the use of scarce resources to satisfy unlimited human
wants.

Scarcity is inevitable and is central to economic problems. What are society s
resources? Why is scarcity inevitable? What are the consequences of scarcity?

Resources

A society s resources are often divided into the three broad categories of land,
labour, and capital. Land includes all natural endowments, such as arable land,
forests, lakes, crude oil, and minerals. Labour includes all mental and physical
human resources, including entrepreneurial capacity and management skills. Capi-
tal includes all manufactured aids to production, such as tools, machinery, and
buildings. Economists call such resources factors of production because they are
used to produce the things that people desire. We divide what is produced into
goods and services. Goods are tangible (e.g., cars and shoes), and services are intan-
gible (e.g., haircuts and education).

People use goods and services to satisfy many of their wants. The act of making them
is called production, and the act of using them to satisfy wants is called consumption.
Goods are valued for the services they provide. An automobile, for example, helps to
satisfy its owner s desires for transportation, mobility, and possibly status.

Scarcity and Choice

For almost all of the world s 6.8 billion people, scarcity is real and ever present. As we
said earlier, relative to people s desires, existing resources are inadequate; there are
enough to produce only a fraction of the goods and services that are wanted.

But aren t the advanced industrialized nations rich enough that scarcity is nearly
banished? After all, they have been characterized as affluent societies. Whatever

4 PART 1 : WHAT IS  ECONOMICS?

factors of production

Resources used to produce

goods and services;

frequently divided into the

basic categories of land,

labour, and capital.

goods Tangible

commodities, such as cars

or shoes.

services Intangible

commodities, such as

haircuts or medical care.

production The act of

making goods or services.

consumption The act of

using goods or services to

satisfy wants.
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affluence may mean, however, it does not mean
the end of the problem of scarcity. Canadian
families that earn $72 000 per year, the average
Canadian family after-tax income in 2007 but a
princely amount by world standards, have no
trouble spending it on things that seem useful to
them and they would certainly have no trouble
convincing you that their resources are scarce
relative to their desires.

Because resources are scarce, all societies
face the problem of deciding what to produce
and how much each person will consume. Soci-
eties differ in who makes the choices and how
they are made, but the need to choose is com-
mon to all. Just as scarcity implies the need for
choice, so choice implies the existence of cost. 
A decision to have more of something requires a
decision to have less of something else. The less
of something else  can be thought of as the cost
of having the more of something.

Scarcity implies that choices must be made,
and making choices implies the existence of
costs.

Opportunity Cost To see how choice implies
cost, we look first at a trivial example and then at
one that affects all of us; both examples involve
precisely the same fundamental principles.

Consider the choice David faces on a Saturday night when he goes out for pizza
and beer with his friends. Suppose that he has only $16 for the night and that each
beer costs $4 and each slice of pizza costs $2. Since David is both hungry and
thirsty, he would like to have 4 slices of pizza and 3 beers, but this would cost $20
and is therefore unattainable given David s scarce resources of $16. There are sev-
eral combinations, however, that are attainable: 8 slices of pizza and 0 beers; 6 slices
of pizza and 1 beer; 4 slices of pizza and 2 beers; 2 slices of pizza and 3 beers; and 0
slices of pizza and 4 beers.

David s choices are illustrated in Figure 1-1, which graphs the combinations of
beers and slices of pizza that David considers buying. The numbers of slices of pizza
are shown on the horizontal axis; the numbers of beers are shown on the vertical
axis. The downward-sloping line connects the five possible combinations of beer and
pizza that use up all of David s resources $16. Notice that point A shows a combi-
nation 4 slices of pizza and 3 beers that lies outside the line because its total cost
is more than $16. Point A is unattainable to David. If David could buy fractions of a
beer and of a slice of pizza, all points that lie on or inside the line would be attainable
combinations.

In this setting David can ask himself, What is the cost of one beer?  One answer is
that the cost is $4. An equivalent answer, assuming that he wanted to spend all of this
$16 on these two items, is that the cost of one beer is the two slices of pizza he must give
up to get it. In fact, we say in this case that two slices of pizza is the opportunity cost of
one beer since it is the opportunity David must give up to get one extra beer.

CHAPTER 1 : ECONOMIC  ISSUES AND CONCEPTS 5

FIGURE 1-1 Choosing Between Pizza and Beer

Limited resources force a choice among competing alterna-
tives. Given a total of $16 to spend on $2 slices of pizza and
$4 beers, some choices are unattainable, such as point A. The
five points on the green line show all combinations that are
attainable by spending the $16. If it were possible to buy
parts of a beer and parts of a slice of pizza, then all combina-
tions on the line and in the green area would be attainable. If
the entire $16 is to be spent, the choice between more pizza
and more beer involves an opportunity cost. The slope of the
green line reflects opportunity costs. The opportunity cost of
one extra slice of pizza is half of a beer; the opportunity cost
of one extra beer is two slices of pizza.
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Practise with Study Guide

Chapter 1, Exercise 3.
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6 PART 1 : WHAT IS  ECONOMICS?

Every time a choice is made, opportunity costs are incurred.

The idea of opportunity cost is one of the central insights of economics. Here is
a precise definition. The opportunity cost of using resources for a certain purpose is
the benefit given up by not using them in the best alternative way. That is, it is the
cost measured in terms of other goods and services that could have been obtained
instead. If, for example, resources that could have produced 20 km of road are best
used instead to produce one hospital, the opportunity cost of a hospital is 20 km of
road; looked at the other way round, the opportunity cost of 20 km of road is one
hospital.

See Applying Economic Concepts 1-1 for an example of opportunity cost that
should seem quite familiar to you: the opportunity cost of getting a university
degree.

Production Possibilities Boundary Although David s choice between pizza
and beer may seem to be a trivial consumption decision, the nature of the decision is
the same whatever the choice being made. Consider, for example, the choice that any
country must face between producing military and civilian goods.

If resources are fully and efficiently employed, it is not possible to have more of
both. However, as the government cuts defence expenditures, resources needed to pro-
duce civilian goods will be freed up. The opportunity cost of increased civilian goods
is therefore the forgone military output. Or, if we were considering an increase in mil-
itary output, the opportunity cost of increased military output would be the forgone
civilian goods.

The choice is illustrated in Figure 1-2. Because resources are scarce, some
combinations those that would require more than the total available supply of
resources for their production cannot be attained. The negatively sloped curve on the
graph divides the combinations that can be attained from those that cannot. Points
above and to the right of this curve cannot be attained because there are not enough
resources; points below and to the left of the curve can be attained without using all of
the available resources; and points on the curve can just be attained if all the available
resources are used efficiently. The curve is called the production possibilities boundary.
(Sometimes the word boundary  is replaced with curve  or frontier. ) It has a neg-
ative slope because when all resources are being used efficiently, producing more of one
good requires producing less of others.

A production possibilities boundary illustrates three concepts: scarcity, choice, and
opportunity cost. Scarcity is indicated by the unattainable combinations outside the
boundary; choice, by the need to choose among the alternative attainable points
along the boundary; and opportunity cost, by the negative slope of the boundary.

w w w. m y e c o n l a b . c o m

Economists use graphs to illustrate theories and to show data. If you need a
quick refresher about how to use graphs, look for A Brief Introduction to

Graphing in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

production possibilities

boundary A curve showing

which alternative

combinations of

commodities can just be

attained if all available

resources are used

efficiently; it is the

boundary between

attainable and unattainable

output combinations.

Practise with Study Guide

Chapter 1, Exercise 4.

opportunity cost The cost

of using resources for a

certain purpose, measured

by the benefit given up by

not using them in their

best alternative use.
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CHAPTER 1 : ECONOMIC  ISSUES AND CONCEPTS 7

As discussed in the text, the opportunity cost of choos-
ing one thing is what must be given up as the best alter-
native. Computing the opportunity cost of a college or
university education is a good example to illustrate
which factors are included in the computation of oppor-
tunity cost. You may also be surprised to learn how
expensive your university degree really is!*

Suppose that a bachelor s degree requires four
years of study and that each year you spend $6000 for
tuition fees approximately the average at Canadian
universities in 2009 and a further $1500 per year for
books and materials. Does this mean that the cost of a
university education is only $30 000? Unfortunately
not; the true cost of a university degree is much higher.

The key point is that the opportunity cost of a uni-
versity education does not just include the out-of-pocket
expenses on tuition and books. You must also take into
consideration what you are forced to give up by choosing
to attend university. Of course, if you were not studying
you could have been doing any one of a number of things,

but the relevant one is the one you would have chosen
instead your best alternative to attending university.

Suppose that your best alternative to attending uni-
versity was to get a job. In this case, the opportunity
cost of your university degree must include the earnings
that you would have received had you taken that job.
Suppose that your (after-tax) annual earnings would
have been $20 000 per year, for a total of $80 000 if you
had stayed at that job for four years. To the direct
expenses of $30 000, we must therefore add $80000 for
the earnings that you gave up by not taking a job. This
brings the true cost of your university degree the
opportunity cost up to $110 000!

Notice that the cost of food, lodging, clothing, and
other living expenses did not enter the calculation of the
opportunity cost in this example. The living expenses
must be incurred in either case whether you attend
university or get a job.

If the opportunity cost of a degree is so high, why
do students choose to go to university? Maybe the stu-
dents simply enjoy learning and thus are prepared to
incur the high cost to be in the university environment.
Or maybe they believe that a university degree will sig-
nificantly increase their future earning potential. (In
Chapter 14 we will see that this is true.) In this case,
they are giving up four years of earnings at one salary so
that they can invest in their own skills in the hope of
enjoying many more years in the future at a consider-
ably higher salary.

Whatever the reason for attending college or uni-
versity, the recognition that a post-secondary degree is
very expensive should convince students to make the
best use of their time while they are there. Read on!

APPLYING ECONOMIC CONCEPTS 1-1

The Opportunity Cost of Your University Degree

*This box considers only the cost to the student of a university
degree. For reasons that will be discussed in detail in Part 6
of this book, provincial governments heavily subsidize post-
secondary education in Canada. Because of this subsidy, the
cost to society of a university degree is generally much higher
than the cost to an individual student.

The opportunity cost to an individual completing a univer-
sity degree in Canada is large. It includes the direct cost of
tuition and books as well as the earnings forgone while
attending university.

The shape of the production possibilities boundary in Figure 1-2 implies that an
increasing amount of civilian production must be given up to achieve equal succes-
sive increases in military production. This shape, referred to as concave to the
origin, indicates that the opportunity cost of either good increases as we increase the
amount of it that is produced. A straight-line boundary, as in Figure 1-1, indicates
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8 PART 1 : WHAT IS  ECONOMICS?

that the opportunity cost of one good stays constant,
no matter how much of it is produced.

The concave shape in Figure 1-2 is the way econo-
mists usually draw a country s production possibilities
boundary. The shape occurs because each factor of
production is not equally useful in producing all
goods. To see why differences among factors of pro-
duction are so important, suppose we begin at point c
in Figure 1-2, where most resources are devoted to the
production of military goods, and then consider grad-
ually shifting more and more resources toward the
production of civilian goods. We might begin by shift-
ing nutrient-rich land that is particularly well suited to
growing wheat. This land may not be very useful for
making military equipment, but it is very useful for
making certain civilian goods (like bread). This shift of
resources will therefore lead to a small reduction in
military output but a substantial increase in civilian
output. Thus, the opportunity cost of producing a few
more units of civilian goods, which is equal to the for-
gone military output, is small. But as we shift more
and more resources toward the production of civilian
goods, and therefore move along the production possi-
bilities boundary toward point a, we must shift more
and more resources that are actually quite well suited
to the production of military output, like aerospace
engineers or the minerals needed to make gunpowder.
As we produce more and more civilian goods (by hav-
ing more and more resources devoted to producing
them), the amount of military output that must be for-
gone to produce one extra unit of civilian goods rises.
That is, the opportunity cost of producing one good
rises as more of that good is produced.

Four Key Economic Problems

Modern economies involve millions of complex production and consumption activ-
ities. Although this complexity is important, many of the basic types of decisions
that must be made are not very different from those made in primitive economies 
in which people work with few tools and barter with their neighbours. Whatever 
the economic system, whether modern or primitive, there are four key economic
questions.

What Is Produced and How? This question concerns the allocation of scarce
resources among alternative uses. This resource allocation determines the quantities of
various goods that are produced. Choosing to produce a particular combination of
goods means choosing a particular allocation of resources among the industries or
regions producing the goods. What determines which goods are produced and which
ones are not?

Furthermore, because resources are scarce, it is desirable that they be used effi-
ciently. Hence, it matters which of the available methods of production is used to

Practise with Study Guide

Chapter 1, Exercises 1 and 2.

resource allocation The

allocation of an economy s

scarce resources of land,

labour, and capital among

alternative uses.
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The negatively sloped boundary shows the combina-
tions that are attainable when all resources are effi-
ciently used. The production possibilities boundary
separates the attainable combinations of goods, such
as a, b, c, and d, from unattainable combinations,
such as e and f. Points a, b, and c represent full and
efficient use of society s resources. Point d represents
either inefficient use of resources or failure to use all
the available resources. If production changes from
point a to point b, an opportunity cost is involved.
The opportunity cost of producing *x more military
goods is the necessary reduction in the production of
civilian goods equal to *y.
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CHAPTER 1 : ECONOMIC  ISSUES AND CONCEPTS 9

produce each of the goods. What determines which
methods of production get used and which ones do not?
Any economy must have some mechanism by which
these decisions about resource allocation are made.

What Is Consumed and by Whom? Econ-
omists seek to understand what determines the distribu-
tion of a nation s total output among its people. Who
gets a lot, who gets a little, and why?

If production takes place on the production possi-
bilities boundary, then how about consumption? Will
the economy consume exactly the same goods that it
produces? Or will the country s ability to trade with
other countries permit the economy to consume a differ-
ent combination of goods?

Questions relating to what is produced and how,
and what is consumed and by whom, fall within 
the realm of microeconomics. Microeconomics is
the study of the causes and consequences of the
allocation of resources as it is affected by the work-
ings of the price system and government policies
that seek to influence it.

Why Are Resources Sometimes Idle? Some-
times many workers who would like to have jobs are
unable to find employers to hire them. At the same time,
the managers and owners of offices and factories could
operate at a higher level of activity that is, they could
produce more goods and services. For some reason,
however, these resources land, labour, and factories lie idle. Thus, in terms of Fig-
ure 1-2, the economy is operating inside its production possibilities boundary.

Why are resources sometimes idle? Should governments worry about such idle
resources, or is there some reason to believe that such occasional idleness is necessary
for a well-functioning economy? Is there anything that the government could do to
reduce such idleness?

Is Productive Capacity Growing? The capacity to produce goods and services
grows rapidly in some countries, grows slowly in others, and actually declines in oth-
ers. Growth in productive capacity can be represented by an outward shift of the pro-
duction possibilities boundary, as shown in Figure 1-3. If an economy s capacity to
produce goods and services is growing, some combinations that are unattainable today
will become attainable in the future. What are the determinants of growth? Are there
some undesirable side effects of growth? Can governments do anything to influence
economic growth?

Questions relating to the idleness of resources and the growth of productive capac-
ity fall within the realm of macroeconomics. Macroeconomics is the study of the
determination of economic aggregates, such as total output, total employment, the
price level, and the rate of economic growth.

FIGURE 1-3 The Effect of Economic
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Economic growth shifts the boundary outward and
makes it possible to produce more of all products.
Before growth in productive capacity, points a, b,
and c were on the production possibilities boundary
and points e and f were unattainable. After growth,
points e and f and many other previously unattain-
able combinations are attainable.
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such as total output, the

price level, employment,

and growth.
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10 PART 1 : WHAT IS  ECONOMICS?

1.3 Who Makes the Choices 

and How?

So choices have to be made, but who makes them and how are they made?

The Flow of Income and Expenditure

Figure 1-4 shows the basic decision makers and the flows of income and expenditure
that they set up. Individuals own factors of production. They sell the services of these
factors to producers and receive payments in return. These are their incomes. Produc-
ers use the factor services that they buy to make goods and services. They sell these to
individuals, receiving payments in return. These are the incomes of producers. These
basic flows of income and expenditure pass through markets. Individuals sell the ser-
vices of the factor that they own in what are collectively called factor markets. When
you get a part-time job during university, you are participating in the factor market.
Producers sell their outputs of goods and services in what are collectively called goods
markets. When you purchase a haircut or a new pair of shoes, for example, you are
participating in the goods market.

The prices that are determined in these markets
determine the incomes that are earned. People who get
high prices for their factor services earn high incomes;
those who get low prices earn low incomes. The distrib-
ution of income refers to how the nation s total income
is distributed among its citizens. This is largely deter-
mined by the price that each type of factor service
receives in factor markets.

Maximizing Decisions Consumers and produc-
ers are the basic decision makers in a market economy.
To these two groups we will shortly add a third, the
government. The important assumption that econo-
mists usually make about how these two groups make
their decisions is that everyone tries to do as well as pos-
sible for himself or herself. In the jargon of economics,
people are assumed to be maximizers. When individuals
decide how many factor services to sell to producers
and how many products to buy from them, we assume
that they make choices designed to maximize their well-
being, or utility. When producers decide how many fac-
tor services to buy from individuals and how many
goods to produce and sell to them, we assume that they
make choices designed to maximize their profits.

Marginal Decisions Firms and consumers who
are trying to maximize usually need to weigh the costs
and benefits of their decisions at the margin. For
example, when you consider buying an additional CD,
you know the marginal cost of the CD that is, how
much you must pay to get one extra CD and you

FIGURE 1-4 The Circular Flow of Income
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The red line shows the flows of goods and services;
the blue line shows the payments made to purchase
these. Factor services flow from individuals who
own the factors (including their own labour) through
factor markets to firms that use them to make goods
and services. These goods and services then flow
through goods markets to those who consume them.
Money payments flow from firms to individuals
through factor markets. These payments become the
income of individuals. When they spend this income
buying goods and services, money flows through
goods markets back to producers.
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CHAPTER 1 : ECONOMIC  ISSUES AND CONCEPTS 11

need to weigh it against the marginal benefit that you will receive the extra satisfac-
tion you get from that CD. If you are trying to maximize your utility, you will buy
that CD only if you think that the benefit to you in terms of extra utility exceeds the
marginal cost.

Similarly, a producer attempting to maximize its profits and considering whether
to hire an extra worker must evaluate the marginal cost of the worker the extra
wages and benefits that must be paid and weigh it against the marginal benefit of the
worker the increase in sales revenues that will be generated by the extra worker. 
A producer interested in maximizing its profit will hire the extra worker only if the
benefit in terms of extra revenue exceeds the cost in terms of extra wages.

Consumers and producers who are maximizers make marginal decisions whether
to buy or sell a little bit more or less of the many things that they buy and sell.

Voting in an election is an example in which decisions are not made on a mar-
ginal basis. When you vote in a Canadian federal election, you have only one vote and
you must support one party over the others. When you do, you vote for everything
that party stands for, even though you may prefer to pick and choose elements from
each party s political platform. You cannot say I vote for the Liberals on issue A and
for the Conservatives on issue B.  You must make a total, rather than a marginal,
decision.

The Complexity of Production

Producers decide what to produce and how to produce it. Production is a very complex
process in any modern economy. A typical car manufacturer assembles a product out
of thousands of individual parts. It makes some of these parts itself. Most are subcon-
tracted to parts manufacturers, and many of the major parts manufacturers subcon-
tract some of their work out to smaller firms. This kind of production displays two
characteristics noted long ago by Adam Smith specialization and the division of
labour.

Specialization In ancient hunter gatherer societies, and in modern subsistence
economies, most people make most of the things they need for themselves. However,
from the time that people first engaged in settled agriculture and some of them began
to live in towns, people have specialized in doing particular jobs. Artisan, soldier,
priest, and government official were some of the earliest specialized occupations. Econ-
omists call this allocation of different jobs to different people the specialization 
of labour. There are two fundamental reasons that specialization is extraordinarily
efficient compared with universal self-sufficiency.

First, individual abilities differ, and specialization allows each person to do what
he or she can do relatively well while leaving everything else to be done by others. Even
when people s abilities are unaffected by the act of specializing, the economy s total
production is greater when people specialize than when they all try to be self-sufficient.
This is true for individuals, but it is also true for entire countries, and it is one of the
most fundamental principles in economics: the principle of comparative advantage. 
A much fuller discussion of comparative advantage is found in Chapter 33, where we
discuss the gains from international trade.

The second reason that specialization is more efficient than self-sufficiency con-
cerns changes in people s abilities that occur because they specialize. A person who
concentrates on one activity becomes better at it than could a jack-of-all-trades. This is

specialization of labour

The specialization of

individual workers in the

production of particular

goods or services.
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12 PART 1 : WHAT IS  ECONOMICS?

called learning by doing, and it was a factor much stressed by early economists;
research shows that it is important in many modern industries.

The Division of Labour Throughout most of history each artisan who special-
ized in making some product made the whole of that product. Over the last several hun-
dred years, many technical advances have made it efficient to organize production
methods into large-scale firms organized around what is called the division of labour.
This term refers to specialization within the production process of a particular product.

MASS PRODUCTION. In a mass-production factory, work is divided into highly spe-
cialized tasks by using specialized machinery. Each individual repeatedly does one or a
few small tasks that represent only a small fraction of those necessary to produce any
one product.

ARTISANS AND FLEXIBLE MANUFACTURING. Two recent changes have significantly
altered the degree of specialization found in many modern production processes.
First, individual artisans have recently reappeared in some lines of production. They
are responding to a revival in the demand for individually crafted, rather than mass-
produced, products. Second, many manufacturing operations are being reorganized
along new lines called lean production or flexible manufacturing, which was pio-
neered by Japanese car manufacturers in the mid-1950s. It has led back to a more
craft-based form of organization within the factory. In this technique, employees
work as a team; each employee is able to do every team member s job rather than
only one very specialized task at one point on the assembly line. However, even these
workers are practising the division of labour but the division is not as fine as it is in
mass production.

Markets and Money

People who specialize in doing only one thing must satisfy most of their wants by con-
suming things made by other people. In early societies the exchange of goods and ser-
vices took place by simple mutual agreement among neighbours. In the course of time,
however, trading became centred on particular gathering places called markets. For
example, the French markets or trade fairs of Champagne were well known through-
out Europe as early as the eleventh century. Even now, many small towns in Canada
have regular market days. Today, however, the term market has a much broader mean-
ing, referring to any institutions that allow buyers and sellers to transact with each
other, possibly by meeting physically or possibly by communicating on the Internet.
For example, eBay represents one of the modern forms that an Internet-based market
can take. Also, we use the term market economy to refer to a society in which people
specialize in productive activities and meet most of their material wants through volun-
tary market transactions with other people.

Specialization must be accompanied by trade. People who produce only one thing
must trade most of it to obtain all the other things they want.

Early trading was by means of barter, the trading of goods directly for other
goods. But barter is costly in terms of time spent searching out satisfactory exchanges.
If a farmer has wheat but wants a hammer, he must find someone who has a hammer
and wants wheat. A successful barter transaction thus requires what is called a double
coincidence of wants.

division of labour The

breaking up of a

production process into a

series of specialized tasks,

each done by a different

worker.

barter An economic

system in which goods and

services are traded directly

for other goods and

services.
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CHAPTER 1 : ECONOMIC  ISSUES AND CONCEPTS 13

Money eliminates the cumbersome system of barter by separating the transactions
involved in the exchange of products. If a farmer has wheat and wants a hammer, he
merely has to find someone who wants wheat. The farmer takes money in exchange.
Then he finds a person who wants to sell a hammer and gives up the money for the
hammer.

Money greatly facilitates specialization and trade.

Globalization

Market economies constantly change, largely as a result of the development of new
technologies. Many of the recent changes are referred to as globalization, a term often
used loosely to mean the increased importance of international trade. International
trade is, however, a very old phenomenon. The usual pattern over most of the last 200
years was manufactured goods being sent from Europe and North America to the rest
of the world, with raw materials and primary products being sent in return. What is
new in the last few decades is the globalization of manufacturing. Assembly of a
product may take place in the most industrialized countries, but the hundreds of
component parts are manufactured in dozens of different countries and delivered
to the assembly plant just in time  for assembly.

Two major causes of globalization are the rapid reduction in transportation
costs and the revolution in information technology that have occurred in the past
50 years. The cost of moving products around the world fell greatly over the last
half of the twentieth century because of containerization and the increasing size
of ships. Our ability to transmit and analyze data increased even more dramati-
cally, while the costs of doing so decreased, equally dramatically. For example,
today $1500 buys an ultra-slim laptop computer that has the same computing
power as one that in 1970 cost $10 million and filled a large room. This revolu-
tion in information and communication technology has made it possible to coor-
dinate economic transactions around the world in ways that were difficult and
costly 50 years ago and quite impossible 100 years ago.

Globalization is as important for consumers as it is for producers. For
example, as some tastes become universal to young people, spread by ever-
increasing access to foreign television stations and global Internet chat lines,
we can see the same clothes and hear the same music in virtually all big cities.
And as tastes have become more universal, many corporations have globalized and
have become what economists call transnational corporations (TNCs). McDonald s
restaurants are as visible in Moscow or Beijing as in London, New York, Vancouver,
or Montreal. Many other brands are also known around the world, such as Calvin
Klein, Nike, Coca-Cola, Kellogg s, Heinz, Nestl , Molson, Toyota, Rolls-Royce,
Sony, and Mitsubishi.

Through the ongoing process of globalization, national economies are ever more
linked to the global economy, in which an increasing share of jobs and incomes is
created.

The word globalization has recently become a focal point for an important and
contentious set of policy debates and public protests. These debates are often very con-
fusing to the observer. See Applying Economic Concepts 1-2 for a brief outline of the
key issues.

transnational

corporations (TNCs)

Firms that have operations

in more than one country.

Also called multinational

enterprises (MNEs).

The revolution in shipping and
in computer technology has
drastically reduced communica-
tion and transportation costs.
This reduction in costs lies at
the heart of globalization.
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14 PART 1 : WHAT IS  ECONOMICS?

Over the past several years, large public globaliza-
tion protests  have occurred in many cities around the
world, from Seattle and Quebec City to Washington,
D.C., and Athens. These protests often occur when
political leaders from many countries gather to dis-
cuss and negotiate agreements regarding international
trade or finance. What are these protests about? What
are the key issues?

The protesters, who generally refer to themselves
as anti-globalization activists,  have two main argu-
ments. First, they argue that increases in the flow of
international trade and investment have been responsi-
ble for increasing global income inequality and wors-
ening poverty in developing countries. Second, they
argue that such organizations as the World Trade
Organization (WTO), the World Bank, and the Inter-
national Monetary Fund (IMF) operate in an undemo-
cratic fashion and hold their meetings behind closed
doors, out of view of and without critical input from
the people whose lives their policies are so dramati-
cally influencing. A related concern is that global
economic agreements appear to give power to transna-
tional corporations, taking power out of the hands 
of citizens. The anti-globalization activists are in
favour of slowing down the process of globalization
and reforming (if not eliminating) these international
organizations.

On the other side of the barricades are the
defenders of globalization and a rules-based approach
to international trade. They argue that the process of
globalization, far from being the cause of poverty in
developing countries, is the best bet for reducing such
poverty. They claim that freer trade between countries
has been responsible for enormous advances in living
standards over the past century, and that the develop-
ing countries of today will be much better off if trade
is further liberalized. For example, the dramatic trans-
formation of much of China and India into industrial
nations with quickly rising living standards is based
mainly on international trade. Indeed, some defenders
of globalization argue that one of the problems has
been the developed countries  unwillingness to permit
genuinely free international trade with the developing
countries especially for such products as agricultural
commodities and textiles in which the developing

countries have a comparative advantage. According to
this view, the biggest contributor to poverty in devel-
oping countries is too little trade, not too much!

Defenders of globalization also point out that the
meetings held by the WTO and other international
organizations are voluntary meetings held between
the democratically elected leaders of the member
countries; no agreements are legal until each of the
member countries ratifies them in its parliament.
Thus, they say, the process is democratic.

Is there a middle ground in this debate? On the
democratic issue, the defenders of globalization are
probably correct, at least literally. The agreements do
not come into force until they are passed by the
respective parliaments. The political challenge for all
countries involved is to improve communications so
that these complicated international agreements
which often run thousands of pages in length are
made clear enough that they can be effectively
debated in the respective parliaments. With effective
political debates within each member country, citizens
will be more involved in the policy-making process.

The more subtle issue is the relationship between
globalization and poverty. Most economists would
argue, for reasons that we will explore in Chapters 33
and 34, that freer trade leads to increases in average
living standards within both developed and develop-
ing countries. A typical empirical finding is that an
economy whose trade share increases from 20 percent
to 40 percent of its GDP can expect to experience a
10-percent increase in per capita income. But there is
no guarantee that, within any particular country,
these gains in living standards will be shared among
the various segments of society in what their citizens
regard as a socially just way. Quite often while the
manufacturing sector prospers, the agricultural sector
languishes. Although no one may be actually made
worse off, the rising disparity between growing
incomes in the manufacturing sector and static ones in
agriculture often create social tensions. One of the
crucial challenges faced by governments negotiating
international economic agreements is to ensure that
the benefits from such agreements are spread through-
out the population, thus increasing their public
acceptability.

APPLYING ECONOMIC CONCEPTS 1-2

The Globalization Debate
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1.4 Is There an Alternative 
to the Market Economy?

In this chapter we have discussed the elements of an economy based on free-market
transactions what we call a market economy. But are there any alternatives to this
type of economy? The answer is no in one sense and yes in another. We answer no
because the modern economy has no practical alternative to reliance on market deter-
mination for many of its transactions. We answer yes because not all transactions take
place in free markets even in the most market-oriented society. To go further we need
to identify various types of economic systems.

Types of Economic Systems

It is helpful to distinguish three pure types of economies, called traditional, command,
and free-market economies. These economies differ in the way in which economic
decisions are coordinated. But no actual economy fits neatly into one of these three
categories all real economies contain some elements of each type.

Traditional Economies A traditional economy is one in which behaviour is
based primarily on tradition, custom, and habit. Young men follow their fathers  occu-
pations. Women do what their mothers did. There is little change in the pattern of
goods produced from year to year, other than those imposed by the vagaries of nature.
The techniques of production also follow traditional patterns, except when the effects
of an occasional new invention are felt. Finally, production is allocated among the
members according to long-established traditions.

Such a system works best in an unchanging environment. Under such static condi-
tions, a system that does not continually require people to make choices can prove
effective in meeting economic and social needs.

Traditional systems were common in earlier times. The feudal system, under which
most people in medieval Europe lived, was a largely traditional society. Peasants, arti-
sans, and most others living in villages inherited their positions in that society. They
also usually inherited their specific jobs, which they handled in traditional ways.

Command Economies In command economies, economic behaviour is deter-
mined by some central authority, usually the government, which makes most of the
necessary decisions on what to produce, how to produce it, and who gets it. Such
economies are characterized by the centralization of decision making. Because central-
ized decision makers usually create elaborate and complex plans for the behaviour that
they want to impose, the terms command economy and centrally planned economy are
usually used synonymously.

The sheer quantity of data required for the central planning of an entire modern
economy is enormous, and the task of analyzing it to produce a fully integrated plan
can hardly be exaggerated. Moreover, the plan must be continually modified to take
account not only of current data but also of future trends in labour supplies, technolog-
ical developments, and people s tastes for various goods and services. This is a notori-
ously difficult exercise, not least because of the unavailability of all essential, accurate,
and up-to-date information.

Thirty years ago, more than one-third of the world s population lived in countries
that relied heavily on central planning. Today, after the fall of the Berlin Wall and the
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collapse of the Soviet Union, the number of such countries is small. Even in countries in
which central planning is the proclaimed system, as in Cuba, increasing amounts of
market determination are being quietly permitted.

Free-Market Economies In the third type of economic system, the decisions
about resource allocation are made without any central direction. Instead, they result
from innumerable independent decisions made by individual producers and con-
sumers. Such a system is known as a free-market economy or, more simply, a market
economy. In such an economy, decisions relating to the basic economic issues are
decentralized. Despite the absence of a central plan, these many decentralized deci-
sions are nonetheless coordinated. The main coordinating device is the set of market-
determined prices which is why free-market systems are often called price systems.

In a pure market economy, all these decisions are made by buyers and sellers acting
through unhindered markets. The state provides the background of defining property
rights and protecting citizens against foreign and domestic enemies but, beyond that,
markets determine all resource allocation and income distribution.

Mixed Economies Economies that are fully traditional or fully centrally planned
or wholly free-market are pure types that are useful for studying basic principles. When
we look in detail at any real economy, however, we discover that its economic behav-
iour is the result of some mixture of central control and market determination, with a
certain amount of traditional behaviour as well.

In practice, every economy is a mixed economy in the sense that it combines signif-
icant elements of all three systems in determining economic behaviour.

Furthermore, within any economy, the degree of the mix varies from sector to sec-
tor. For example, in some planned economies, the command principle was used more
often to determine behaviour in heavy-goods industries, such as steel, than in agricul-
ture. Farmers were often given substantial freedom to produce and sell what they
wanted in response to varying market prices.

When economists speak of a particular economy as being centrally planned, we
mean only that the degree of the mix is weighted heavily toward the command princi-
ple. When we speak of one as being a market economy, we mean only that the degree
of the mix is weighted heavily toward decentralized decision making.

Although no country offers an example of either system working alone, some
economies, such as those of Canada, the United States, France, and Hong Kong, rely
much more heavily on market decisions than others, such as the economies of China,
North Korea, and Cuba. Yet even in Canada, the command principle has some sway.
Crown corporations, legislated minimum wages, rules and regulations for environmen-
tal protection, quotas on some agricultural outputs, and restrictions on the import of
some items are just a few examples.

The Great Debate

As we saw earlier, in 1776 Adam Smith was one of the first people to analyze the oper-
ation of markets, and he stressed the relative efficiency of free-market economies. A cen-
tury later, another great economist and political philosopher, Karl Marx (1818 1883),
argued that although free-market economies would indeed be successful in producing
high levels of output, they could not be relied on to ensure that this output would be

free-market economy An

economy in which most

economic decisions are

made by private

households and firms.

mixed economy An

economy in which some

economic decisions are

made by firms and

households and some by

the government.
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justly distributed among citizens. He argued the benefits of a cen-
trally planned system in which the government could ensure a more
equitable distribution of output.

Beginning with the Soviet Union in the early 1920s, many
nations adopted systems in which conscious government central
planning replaced the operation of the free market. For almost a
century, a great debate then raged on the relative merits of com-
mand economies versus market economies. Along with the
Soviet Union, the countries of Eastern Europe and China were
command economies for much of the twentieth century.
Canada, the United States, and most of the countries of Western
Europe were, and still are, primarily market economies. The
apparent successes of the Soviet Union and China in the 1950s
and 1960s, including the ability to mobilize considerable
resources into heavy industries, suggested to many observers
that the command principle was at least as good for organizing
economic behaviour as the market principle. Over the long run,
however, planned economies proved to be a failure of such dis-
astrous proportions that they seriously depressed the living
standards of their citizens.

During the last decade of the twentieth century, most of the
world s centrally planned economies began the difficult transition
back toward freer markets. These transitions occurred at different
paces in different countries, but in most cases the initial few years
were characterized by significant declines in output and employ-
ment. Twenty years later, however, most of the transition
economies are experiencing growth rates above the ones they had in
their final years as centrally planned economies. Living standards
are on the rise.

Lessons from History 1-1 discusses in more detail why the
centrally planned economies failed. This failure suggests the supe-
riority of decentralized markets over centrally planned ones as mechanisms for allo-
cating an economy s scarce resources. Put another way, it demonstrates the superiority
of mixed economies with substantial elements of market determination over fully
planned command economies. However, it does not demonstrate, as some observers
have asserted, the superiority of completely free-market economies over mixed
economies.

There is no guarantee that completely free markets will, on their own, handle such
urgent matters as controlling pollution, providing public goods (like national defence),
or preventing financial-market disasters, such as occurred in 2008 and 2009. Indeed,
as we will see in later chapters, much economic theory is devoted to explaining why
free markets often fail to do these things. Mixed economies, with significant elements
of government intervention, are needed to do these jobs.

Furthermore, acceptance of the free market over central planning does not provide
an excuse to ignore a country s pressing social issues. Acceptance of the benefits of the
free market still leaves plenty of scope to debate the most appropriate levels and types of
government policies directed at achieving specific social goals. It follows that there is
still considerable room for disagreement about the degree of the mix of market and
government determination in any modern mixed economy room enough to accommo-
date such divergent views as could be expressed by conservative, liberal, and modern
social democratic parties.

Karl Marx argued that free-market economies
could not be relied on to ensure an equitable
distribution of income. He advocated a
system of central planning in which
government owns most of the means of
production.
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The Bolshevik Revolution in 1917 in Russia brought
the world its first example of a large-scale communist
society. With the rise to power of Joseph Stalin and the
creation of the Soviet Union in 1922, communism and
central economic planning began their spread through-
out Eastern and Central Europe. This spread of central
planning was accelerated by the Soviet Union s role fol-
lowing the Second World War in liberating  several
countries from Nazi domination, thus creating the

group of countries that became known as the Eastern
Bloc or the Soviet Bloc.

Despite the successful geographic spread of com-
munism, the Soviet system of central economic planning
had many difficulties. By 1989, communism had col-
lapsed throughout Central and Eastern Europe, and the
economic systems of formerly communist countries
began the difficult transition from centrally planned to
market economies. Although political issues surely
played a role in these events, the economic changes gen-
erally confirmed the superiority of a market-oriented
price system over central planning as a method of orga-
nizing economic activity. The failure of central planning
had many causes, but four were particularly significant.

Failure of Coordination

In the centrally planned economies, a body of planners
attempted to coordinate all the economic decisions
about production, investment, trade, and consumption
that were likely to be made by producers and consumers
throughout the country. Without the use of prices to sig-
nal relative scarcity and abundance, central planning
generally proved impossible to do with any reasonable
degree of success. Bottlenecks in production, shortages
of some goods, and gluts of others plagued the Soviet
economy for decades.

LESSONS FROM HISTORY 1-1

The Failure of Central Planning

The fall of the Berlin Wall in November 1989 was the
beginning of the end of the Soviet system of central
planning.

w w w. m y e c o n l a b . c o m

The debate regarding the appropriate roles of governments and free markets
figures prominently in discussions of how today s developing countries can
best bring about improvements in their citizens  living standards. For a
detailed discussion of the Challenges Facing the Developing Countries, see the
Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

So, the first answer to the question about the existence of an alternative to the mar-
ket economy is no: There is no practical alternative to a mixed system with major
reliance on markets but some government presence in most aspects of the economy.
The second answer is yes: Within the framework of a mixed economy there are
substantial alternatives among many different and complex mixes of free-market and
government determination of economic life.
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Failure of Quality Control

Central planners could monitor the number of units pro-
duced by any factory, reward plants that exceeded their
production targets, and punish those that fell short. Fac-
tory managers operating under these conditions would
meet their quotas by whatever means were available,
and once the goods passed out of their factory, what
happened to them was someone else s headache.

In market economies, poor quality is punished by
low sales, and retailers soon give a signal to factory
managers by shifting their purchases to other suppliers.
The incentives that obviously flow from such private-
sector purchasing discretion were generally absent from
centrally planned economies, where purchases and sales
were organized by the body of planners and prices and
profits were not used to signal customer satisfaction or
dissatisfaction.

Misplaced Incentives

In market economies, relative wages and salaries pro-
vide incentives for labour to move from place to place,
and the possibility of losing one s job provides an incen-
tive to work diligently. This is a harsh mechanism that
punishes job losers with loss of income (although social
programs provide floors to the amount of economic
punishment that can be suffered). In centrally planned
economies, workers usually had complete job security.
Industrial unemployment was rare, and even when it

did occur, new jobs were usually found for all who lost
theirs. Although the high level of security was attractive
to many people, it proved impossible to provide suffi-
cient incentives for reasonably hard and efficient work
under such conditions.

Environmental Degradation

Fulfilling production plans became the all-embracing
goal in centrally planned economies, to the exclusion of
most other considerations, including the environment.
As a result, environmental degradation occurred in the
Soviet Union and the countries of Eastern Europe on a
scale unknown in advanced Western nations. A particu-
larly disturbing example (only one of many) occurred in
central Asia, where high quotas for cotton output led to
indiscriminate use of pesticides and irrigation. Birth
defects became very common, and the vast Aral Sea has
been more than three-quarters drained, causing major
environmental effects.

This failure to protect the environment stemmed
from the pressure to fulfill production plans and the
absence of a political marketplace  where citizens
could express their preferences for the environment.
Imperfect though the system may be in democratic mar-
ket economies and in some particular cases it has been
quite poor their record of environmental protection
has been vastly better than that of the centrally planned
economies.

Government in the Modern Mixed Economy

Market economies in today s advanced industrial countries are based primarily on vol-
untary transactions between individual buyers and sellers. Private individuals have the
right to buy and sell what they want, to accept or refuse work that is offered to them,
and to move where they want when they want.

Key institutions are private property and freedom of contract, both of which must
be maintained by active government policies. The government creates laws of
ownership and contract and then provides the institutions, such as police and
courts, to enforce these laws.

In modern mixed economies, governments go well beyond these important basic
functions. They intervene in market transactions to correct what economists call mar-
ket failures. These are well-defined situations in which free markets do not work well.
Some products, called public goods, are usually not provided at all by markets because
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20 PART 1 : WHAT IS  ECONOMICS?

their use cannot usually be restricted to those who pay for them. Defence and police
protection are examples of public goods. In other cases, private transactors impose
costs called externalities on those who have no say in the transaction. This is the case
when factories pollute the air and rivers. The public is harmed but plays no part in the
transaction. In yet other cases, financial institutions, such as banks, mortgage compa-
nies, and investment houses, may indulge in risky activities that threaten the health of
the entire economic system. These market failures explain why governments sometimes
intervene to alter the allocation of resources.

Also, important equity issues arise from letting free markets determine people s
incomes. Some people lose their jobs because firms are reorganizing to become more
efficient in the face of new technologies. Others keep their jobs, but the market places
so little value on their services that they face economic deprivation. The old and the
chronically ill may suffer if their past circumstances did not allow them to save enough
to support themselves. For many reasons of this sort, almost everyone accepts some
government intervention to redistribute income. Care must be taken, however, not to
kill the goose that lays the golden egg. By taking too much from higher-income people,
we risk eliminating their incentives to work hard and produce income, some of which
is to be redistributed to those in need.

These are some of the reasons that all modern economies are mixed economies.
Throughout most of the twentieth century in advanced industrial societies, the mix had
been altering toward more and more government participation in decisions about 
the allocation of resources and the distribution of income. In the past three decades,
however, there has been a worldwide movement to reduce the degree of government
participation. The details of this shift in the market/government mix, and the reasons
for it, are some of the major issues that will be studied in this book.

Summary

A market economy is self-organizing in the sense that
when individual consumers and producers act indepen-
dently to pursue their own self-interest, responding to

prices determined in open markets, the collective out-
come is coordinated.

1.1 The Complexity of the Modern Economy L1

1.2 Scarcity, Choice, and Opportunity Cost L2

Scarcity is a fundamental problem faced by all
economies. Not enough resources are available to pro-
duce all the goods and services that people would like to
consume. Scarcity makes it necessary to choose. All soci-
eties must have a mechanism for choosing what goods
and services will be produced and in what quantities.
The concept of opportunity cost emphasizes the problem
of scarcity and choice by measuring the cost of obtaining
a unit of one product in terms of the number of units of
other products that could have been obtained instead.

A production possibilities boundary shows all 
the combinations of goods that can be produced by an
economy whose resources are fully and efficiently
employed. Movement from one point to another along
the boundary requires a reallocation of resources.
Four basic questions must be answered in all economies:
What is produced and how? What is consumed and by
whom? Why are resources sometimes idle? Is productive
capacity growing?
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1.3 Who Makes the Choices and How? L3

The interaction of consumers and producers through
goods and factor markets is illustrated by the circular
flow of income and expenditure. Individual con-
sumers sell factor services to producers and thereby
earn their income. Similarly, producers earn their
income by selling goods and services to individual
consumers.
Individual consumers are assumed to make their deci-
sions in an effort to maximize their well-being or utility.

Producers  decisions are assumed to be designed to
maximize their profits.
Modern economies are based on the specialization and
division of labour, which necessitate the exchange (trad-
ing) of goods and services. Exchange takes place in mar-
kets and is facilitated by the use of money.
Driven by the ongoing revolution in transportation and
communications technology, the world economy is
rapidly globalizing.

1.4 Is There an Alternative to the Market Economy? L4

We can distinguish three pure types of economies: tradi-
tional, command, and free-market. In practice, all
economies are mixed economies in that their economic
behaviour responds to mixes of tradition, government
command, and price incentives.
In the late 1980s, events in Eastern Europe and the
Soviet Union led to the general acceptance that the sys-
tem of fully centrally planned economies had failed to
produce minimally acceptable living standards for its

citizens. All these countries are now moving toward
greater market determination and less state command in
their economies.
Governments play an important role in modern mixed
economies. They create and enforce important back-
ground institutions such as private property and free-
dom of contract. They intervene to correct market
failures. They also redistribute income in the interests of
equity.

Key Concepts
The self-organizing economy
Scarcity and the need for choice
Choice and opportunity cost
Production possibilities boundary

Traditional economies
Command economies
Free-market economies
Mixed economies

Resource allocation
Specialization
The division of labour
Globalization

Study Exercises

1. What is the difference between microeconomics and
macroeconomics?

2. List the four main types of economic systems and their
main attributes.

3. Explain the three economic concepts illustrated by the
production possibilities boundary.

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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4. Consider an economy that produces only food and
clothing. Its production possibilities boundary is shown
below.

a. If the economy is at point A, how many tonnes of
clothing and how many tonnes of food are being
produced? At point B? At point C?

b. What do we know about the use of resources when
the economy is at point A? At point B? At point C?

c. If the economy is at point B, what is the opportu-
nity cost of producing one more tonne of food?
What is the opportunity cost of producing one
more tonne of clothing?

d. What do we know about the use of resources at
point D? How would it be possible for the econ-
omy to produce at point D?

5. State and explain two reasons why the specialization of
labour is more efficient than universal self-sufficiency.

6. Choiceland has 250 workers and produces only two
goods, X and Y. Labour is the only factor of produc-
tion, but some workers are better suited to producing
X than Y (and vice versa). The table below shows the
maximum levels of output of each good possible from
various levels of labour input.

Number of Annual Number of Annual 
Workers Production Workers Production

Producing X of X Producing Y of Y

0 0 250 1300
50 20 200 1200

100 45 150 900
150 60 100 600
200 70 50 350
250 75 0 0

a. Draw the production possibilities boundary for
Choiceland on a scale diagram, with the produc-
tion of X on the horizontal axis and the production
of Y on the vertical axis.
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b. Compute the opportunity cost of producing an
extra 15 units of X if the economy is initially
producing 45 units of X and 600 units of Y. 
How does this compare to the opportunity cost 
if the economy were initially producing 60 units
of X?

c. Suppose now that the technology associated with
producing good Y improves, so that the maximum
level of Y that can be produced from any given
level of labour input increases by 10 percent.
Explain (or show in a diagram) what happens to
the production possibilities curve.

7. Explain why a technological improvement in the pro-
duction of one good means that a country can now
produce more of other goods than it did previously.
Hint: Draw a country s production possibilities
boundary to help answer this question.

8. Consider your decision whether to go skiing for the
weekend. Suppose transportation, lift tickets, and
accommodation for the weekend cost $300. Suppose
also that restaurant food for the weekend will cost
$75. Finally, suppose you have a weekend job that you
will have to miss if you go skiing, which pays you $120
(after tax) for the one weekend day that you work.
What is the opportunity cost of going skiing? Do you
need any other information before computing the
opportunity cost?

9. Suppose you and a friend go wilderness camping
for a week and must find your own food to survive.
From past experience, you know that you and your
friend have different abilities in fishing and hunt-
ing. If each of you were to work for one day either
catching fish or trapping rabbits, the number of
fish and rabbits that you could catch is given in the
following table:

Fish Rabbits

You 6 3
Your friend 8 2

You and your friend decide that you should each spe-
cialize so that one person catches fish while the other
traps rabbits. But who should do which task?

a. What is the opportunity cost for you to catch an
additional rabbit? What is your friend s opportu-
nity cost of catching an extra rabbit?

b. Assuming that you and your friend specialize, what
allocation of tasks maximizes total output for your
one day of joint effort?

c. Suppose you both decide to work for two days
according to the allocation in part (b). What is
the total amount of output? What would it have
been had you chosen the reverse allocation of
tasks?
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Discussion Questions
1. What is the difference between scarcity and poverty? If

everyone in the world had enough to eat, could we say
that food was no longer scarce?

2. Evidence accumulates that the use of chemical fertiliz-
ers, which increases agricultural production greatly,
damages water quality. Analyze the choice between
more food and cleaner water involved in using such
fertilizers. Use a production possibilities curve with
agricultural output on the vertical axis and water
quality on the horizontal axis. In what ways does this
production possibilities curve reflect scarcity, choice,
and opportunity cost? How would an improved fertil-
izer that increased agricultural output without further
worsening water quality affect the curve? Suppose a
pollution-free fertilizer were developed; would this
mean that there would no longer be any opportunity
cost in using it?

3. Discuss the following statement by a leading econo-
mist: One of the mysteries of semantics is why 
the government-managed economies ever came to 
be called planned and the market economies
unplanned. It is the former that are in chronic chaos,
in which buyers stand in line hoping to buy some
toilet paper or soap. It is the latter that are in
reasonable equilibrium where if you want a cake
of soap or a steak or a shirt or a car, you can go to

the store and find that the item is magically there 
for you to buy. It is the liberal economies that reflect
a highly sophisticated planning system, and the 
government-managed economies that are primitive
and unplanned.

4. Consider the market for doctors  services. In what way
has this market taken advantage of the specialization
of labour?

5. It is not from the benevolence of the butcher, the
brewer, or the baker, that we expect our dinner, but
from their regard to their own interest. We address
ourselves, not to their humanity but to their self-love,
and never talk to them of our own necessities but of
their advantages.  Do you agree with this quotation
from Adam Smith s classic, The Wealth of Nations?
How are our dinner  and their self-interest  related
to the price system? What does Smith assume to be the
motives of firms and households?

6. In the chapter we used a simple idea of a production
possibilities boundary to illustrate the concepts of
scarcity, choice, and opportunity cost. We assumed
there were only two goods call them X and Y. But we
all know that any economy produces many more than
just two goods. Explain why the insights illustrated in
Figure 1-2 on page 8 are more general, and why the
assumption of only two goods is a useful one.
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2 Economic Theories,
Data, and Graphs

L LEARNING OBJECTIVES

In this chapter you will learn

1 to distinguish between positive and norma-

tive statements.

2 how economists use models to help them

think about the economy.

3 about the interaction between economic

theories and empirical observation.

4 to identify several types of economic data,

including index numbers, time-series and

cross-sectional data, and scatter diagrams.

5 that the slope of a line on a graph relating

two variables shows how one responds to a

small change in the other.

If you surf Internet news sites, read the newspaper,

watch television, or listen to the radio, you will often

see or hear some economist s opinions being reported,

perhaps about unemployment, the exchange rate, or

interest rates; some new tax; the case for regulation of

the financial industry; or the possible reforms to

Canada s health-care system. Where do economists

opinions come from? Are they supported by hard evi-

dence, and if so, why do economists sometimes dis-

agree with each other over important issues?

Economics is a social science, and in this chap-

ter we explore what it means to be scientific  in the

study of economics. Along the way we will learn

much about theories, predictions, data, testing, and

graphing economists use all of these tools and

techniques in their attempt to understand the eco-

nomic world. We begin with the important distinc-

tion between positive and normative statements.
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2.1 Positive and Normative Advice

Economists give two broad types of advice, called normative and positive. For example,
they sometimes advise that the government ought to try harder to reduce unemployment.
When they say such things, they are giving normative advice; in this case, they are mak-
ing judgements about the value of the various things that the government could do with
its limited resources and about the costs and benefits of reducing unemployment. Advice
that depends on a value judgement is normative it tells others what they ought to do.

Another type of advice is illustrated by the statement, If the government wants to
reduce unemployment, reducing unemployment insurance benefits is an effective way
of doing so.  This is positive advice. It does not rely on a judgement about the value of
reducing unemployment. Instead, the expert is saying, If this is what you want to do,
here is a way to do it.

Normative statements depend on value judgements and cannot be evaluated solely
by a recourse to facts. In contrast, positive statements do not involve value judgements.
They are statements about matters of fact and so disagreements about them are appro-
priately dealt with by an appeal to evidence. The distinction between positive and nor-
mative is fundamental to scientific progress. Much of the success of modern science
depends on the ability of scientists to separate their views on what does happen in the
world from their views on what they would like to happen. For example, until the eigh-
teenth century almost everyone believed that Earth was only a few thousand years old.
Evidence then began to accumulate that Earth was billions of years old. This evidence
was hard for most people to accept since it ran counter to a literal reading of many reli-
gious texts. Many did not want to believe the evidence. Nevertheless, scientists, many
of whom were religious, continued their research because they refused to allow their
feelings about what they wanted to believe to affect their scientific search for the truth.
Eventually, all scientists and most members of the public came to accept that Earth is
about 4 billion years old.

Distinguishing what is actually true from what we would like to be true requires
distinguishing between positive and normative statements.

Examples of both types of statements are given in Table 2-1. All five positive state-
ments in the table are assertions about the nature of the world in which we live. In

normative statement

A statement about what

ought to be as opposed to

what actually is.

positive statement

A statement about what

actually is (was or will be),

as opposed to what ought

to be.

Practise with Study Guide

Chapter 2, Short-Answer

Question 1.

TABLE 2-1 Positive and Normative Statements

Positive Normative

A Raising interest rates encourages people to save.
B High rates of income tax encourage people to evade

paying taxes.
C Lowering the price of tobacco leads people to smoke less.
D The majority of the population would prefer a policy

that reduced unemployment to one that reduced
inflation.

E Government financial assistance to the auto sector is
ineffective at preventing job losses.

F People should be encouraged to save.
G Governments should arrange taxes so that people

cannot avoid paying them.
H The government should raise the tax on tobacco

to discourage people from smoking.
I Unemployment is a more important social

problem than inflation.
J Government should not spend taxpayers  money

on supporting firms in the auto sector.
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contrast, the five normative statements involve value judgements. Notice two things
about the positive/normative distinction. First, positive statements need not be true.
Statement C is almost certainly false. Yet it is positive, not normative. Second, the
inclusion of a value judgement in a statement does not necessarily make the statement
itself normative. Statement D is a positive statement about the value judgements that
people hold. We could conduct a survey to check if people really do prefer low unem-
ployment to low inflation. We could ask them and we could observe how they voted.
There is no need for the economist to rely on a value judgement to check the validity of
the statement itself.

We leave you to analyze the remaining eight statements to decide precisely why
each is either positive or normative. Remember to apply the two tests. First, is the state-
ment only about actual or alleged facts? If so, it is a positive one. Second, are value
judgements necessary to assess the truth of the statement? If so, it is normative.

Disagreements Among Economists

Economists often disagree with each other in public discussions, frequently because of
poor communication. The adversaries fail to define their terms or their points of refer-
ence clearly, and so they end up arguing past  each other, with the only certain result
being that the audience is left confused.

Another source of disagreement stems from
some economists  failure to acknowledge the full
state of their ignorance. There are many things on
which the evidence is far from conclusive. Informed
judgements are required to take a position on even a
purely positive question. In such cases, a responsible
economist will make clear the extent to which his or
her view is based on judgements about the relevant
facts.

Many other public disagreements are based on
the positive/normative distinction. Different econo-
mists have different values, and these normative
views play a large part in most discussions of public
policy. Many economists stress the importance of
individual responsibility and argue, for example, that
lower employment insurance benefits would be desir-
able because people would have a greater incentive to
search for a job. Other economists stress the need for
a generous social safety net  and argue that higher
employment insurance benefits would be desirable

because human hardship would be reduced. In such debates, and there are many in
economics, it is the responsibility of the economist to state clearly what part of the
proffered advice is normative and what part is positive.

Because the world is complex and because no issue can be settled beyond any
doubt, economists rarely agree unanimously on an issue. Nevertheless, there is an
impressive amount of agreement on many aspects of how the economy works and
what happens when governments intervene to alter its workings. A survey published
in the American Economic Review, perhaps the most influential economics journal,
showed strong agreement among economists on many propositions, including Rent
control leads to a housing shortage  (85 percent yes), Tariffs usually reduce eco-
nomic welfare  (93 percent yes), Large government budget deficits have adverse

Economists often disagree with each other in the press or at con-
ferences, but their debates are more often about normative issues
than positive ones.
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effects on the economy  (83 percent yes), and A minimum wage increases unemploy-
ment among young workers  (79 percent yes). Notice that all these are positive rather
than normative statements. Other examples of these areas of agreement will be found
in many places throughout this book.

2.2 Economic Theories

Economists seek to understand the world by developing theories and models that
explain some of the things that have been seen and to predict some of the things that
will be seen. What is a theory and what is a model?

Theories

Theories are constructed to explain things. For example, economists may seek to
explain what determines the quantity of eggs bought and sold in a particular month in
Manitoba and the price at which they are sold. Or they may seek to explain what
determines the quantity of petroleum bought and sold around the world on a particu-
lar day and the price at which it is traded. As part of the answer to such questions as
these, economists have developed theories of demand and supply theories that we
will study in detail in the next three chapters. These and all other theories are distin-
guished by their variables, assumptions, and predictions.

Variables The basic elements of any theory are its variables. A variable is a well-
defined item, such as a price or a quantity, that can take on different possible values.

In our theory of the egg market, the variable quantity of eggs might be defined as
the number of cartons of 12 Grade A large eggs. The variable price of eggs is the
amount of money that must be given up to purchase each carton of eggs. The particu-
lar values taken on by those two variables might be 2000 cartons at a price of $2.55 on
July 1, 2009; 1800 cartons at a price of $2.75 on July 1, 2010; and 1950 cartons at a
price of $2.95 on July 1, 2011.

There are two broad categories of variables that are important in any theory. An
endogenous variable is one whose value is determined within the theory. An exogenous

variable influences the endogenous variables but is itself determined outside the theory.
To illustrate the difference, the price of eggs and the quantity of eggs are endogenous
variables in our theory of the egg market our theory is designed to explain them. The
state of the weather, however, is an exogenous variable. It may well affect the number
of eggs consumers demand or producers supply but we can safely assume that the state
of the weather is not influenced by the market for eggs.

Assumptions A theory s assumptions concern motives, directions of causation,
and the conditions under which the theory is meant to apply.

MOTIVES. The theories we study in this book make the fundamental assumption that
everyone pursues his or her own self-interest when making economic decisions. Indi-
viduals are assumed to strive to maximize their utility, while firms are assumed to try
to maximize their profits. Not only are they assumed to know what they want, but we
also assume that they know how to go about getting it within the constraints they face.

DIRECTION OF CAUSATION. When economists assume that one variable is related to
another, they are usually assuming some causal link between the two. For example,

variable Any well-defined

item, such as the price or

quantity of a commodity,

that can take on various

specific values.

endogenous variable

A variable that is explained

within a theory. Sometimes

called an induced variable

or a dependent variable.

exogenous variable

A variable that is

determined outside the

theory. Sometimes called

an autonomous variable or

an independent variable.

02_raga_ch02.qxd  1/28/10  6:00 PM  Page 27



28 PART 1 : WHAT IS  ECONOMICS?

when the amount of eggs that producers want to supply is assumed to increase when
the price of their chicken feed falls, the causation runs from the price of chicken feed to
the supply of eggs. Producers supply more eggs because the price of chicken feed has
fallen; they are not assumed to get cheaper chicken feed because of their decision to
supply more eggs.

CONDITIONS OF APPLICATION. Assumptions are often used to specify the conditions
under which a theory is meant to hold. For example, a theory that assumes there is no
government  usually does not mean literally the absence of government but only that
the theory is meant to apply when governments are not significantly affecting the situ-
ation being studied.

Although assumptions are an essential part of all
theories, students are often concerned about those that
seem unrealistic. An example will illustrate some of the
issues involved. Much of the theory that we are going
to study in this book uses the assumption that owners
of firms attempt to make as much money as they can
that is, to maximize their profits. The assumption of
profit maximization allows economists to make pre-
dictions about the behaviour of firms, such as firms
will supply more output if the market price increases.

Profit maximization may seem like a rather crude
assumption. Surely, for example, the managers of firms
sometimes choose to protect the environment rather
than pursue certain highly polluting but profitable
opportunities. Does this not discredit the assumption
of profit maximization by showing it to be unrealistic?

The answer is no; to make successful predictions,
the theory does not require that managers be solely

and unwaveringly motivated by the desire to maximize profits at all times. All that is
required is that profits be a sufficiently important consideration that a theory based on
the assumption of profit maximization will lead to explanations and predictions that
are substantially correct. It is not always appropriate to criticize a theory because its
assumptions seem unrealistic. A good theory abstracts in a useful way; a poor theory
does not. If a theory has ignored some genuinely important factors, its predictions will
usually be contradicted by the evidence.

All theory is an abstraction from reality. If it were not, it would merely duplicate
the world in all its complexity and would add little to our understanding of it.

Predictions A theory s predictions are the propositions that can be deduced from
it. They are often called hypotheses. For example, a prediction from our theory of the
egg market is that if the price of chicken feed falls, producers will want to sell more
eggs.  Another prediction from the same theory is that if the price of eggs declines,
consumers will want to purchase more eggs.

Models

Economists use the term economic model in two different but related ways.
First, a model may be primarily an illustrative abstraction, designed to help us

organize our thinking and gain crucial insights. At the same time, it may lack the detail

A key assumption in economics is that firms make decisions
with the goal of maximizing their profits.

economic model A term

used in several related

ways: sometimes for an

abstraction designed to

illustrate some point but

not designed to generate

testable hypotheses, and

sometimes as a synonym

for theory.
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or precision necessary to generate testable predictions. The circular flow of income and
expenditure and the production possibilities boundary discussed in Chapter 1 are each
models of this type. In some ways, models of this sort are like political caricatures.
Their value is in the insights they provide; insights that help us to understand key
features of the much more complex real world.

Second, the term model is used as a synonym for a theory, as when economists
speak of the demand-and-supply model of the Manitoba egg market that we discussed
earlier. Sometimes economists use model to refer to a specific quantitative version of a
theory. In this case, specific numbers are attached to the mathematical relationships
embodied in the theory. The result is that the predictions are more precise. For exam-
ple, rather than such a prediction as a decrease in the price of chicken feed will lead to
an increase in the quantity of eggs supplied,  the prediction from the more specific
model might be a 10-percent reduction in the price of chicken feed will lead to an 
8-percent increase in the number of eggs supplied.

2.3 Testing Theories

A theory is tested by confronting its predictions with evidence. For example, is a
decrease in the price of chicken feed actually followed by an increase in the number of
eggs supplied by producers? A theory ceases to be useful when it cannot predict better
than an alternative theory. When a theory consistently fails to predict better than an
available alternative, it is either modified or replaced.

The old question Which came first: the chicken or the egg?  is often raised when
discussing economic theories. In the first instance, it was observation that preceded
economic theories; people were not born with economic theories embedded in their
minds. However, once economics was established as a scientific line of inquiry, theories
and evidence interacted with each other. It has now become impossible to say that one
precedes the other. In some cases, empirical evidence may suggest inadequacies that
require the development of better theories. In other cases, an inspired guess may lead to
a theory that has little current empirical support but is subsequently found to explain
many observations. This interaction between theory and empirical observation is illus-
trated in Figure 2-1.

The scientific approach is central to the study of economics: Empirical observation
leads to the construction of theories, theories generate specific predictions, and the
predictions are tested by more detailed empirical observation.

w w w . m y e c o n l a b . c o m

Economists sometimes disagree about the usefulness of a theory or model.
For a glimpse of one such debate between two Nobel Laureates, Milton
Friedman and Ronald Coase, look for How Economists Choose Their Theories in
the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS
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Rejection Versus Confirmation

An important part of the scientific approach consists of creating a theory that will
explain some observation. A theory designed to explain observation X will typically
generate a prediction about some other observable variables, Y and Z. The prediction
about Y and Z can be tested and may be rejected by the data. If the prediction is
rejected, the value of the theory is brought into question.

FIGURE 2-1 The Interaction Between Theory and Empirical

Observation

Theory and observation are in continuous interaction. Starting (at the top left) with the
assumptions of a theory and the definitions of relevant terms, the theorist deduces by log-
ical analysis everything that is implied by the assumptions. These implications are the
predictions or the hypotheses of the theory. The theory is then tested by confronting its
predictions with evidence. If the theory is in conflict with facts, it will usually be amended
to make it consistent with those facts (thereby making it a better theory), or it will be dis-
carded, to be replaced by a superior theory. The process then begins again: The new or
amended theory is subjected first to logical analysis and then to empirical testing.

If the theory is in conflict

with the evidence

either

or

A process of 

logical deduction

If the theory passes the 

test, no consequent action is

necessary, although the 

theory should be subjected

to continued scrutiny

Definitions and 
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about behaviour

Predictions

(often called hypotheses)

Empirical observation

and testing of the theory

Conclusion: The theory does or
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The alternative to this approach is to create a theory and then look for confirming
evidence. Such an approach is hazardous because the world is sufficiently complex 
that some confirming evidence can be found for any theory, no matter how unlikely the
theory may be. For example, flying saucers, the Loch Ness monster, fortune telling, 
and astrology all have their devotees who can quote confirming evidence in spite of the
failure of many attempts to discover systematic, objective evidence of these things.

Statistical Analysis

Most theories generate a prediction of the form if X increases, then Y will also
increase.  Another example is if X falls, then Z will rise.  Statistical analysis can be
used to test such predictions and to estimate the numerical values of the function that
describes the relationship. In practice, the same data can be used simultaneously to test
whether a relationship exists and, if it does exist, to provide an estimate of the magni-
tude of that relationship.

Because economics is primarily a non-laboratory science, it lacks the controlled
experiments central to such sciences as physics and chemistry. Economics must there-
fore use millions of uncontrolled experiments  that are going on every day in the mar-
ketplace. Households are deciding what to purchase given changing prices and
incomes, firms are deciding what to produce and how, and governments are involved in
the economy through their various taxes, subsidies, and regulations. Because all these
activities can be observed and recorded, a mass of data is continually being produced
by the economy.

The variables that interest economists such as the level of employment, the price
of a DVD, and the output of automobiles are generally influenced by many forces
that vary simultaneously. If economists are to test their theories about relations among
specific variables, they must use statistical techniques designed for situations in which
other things cannot be held constant.

Fortunately, such techniques exist, although their application is usually neither
simple nor straightforward. Later in this chapter we provide a discussion of some
graphical techniques for describing data and displaying some of the more obvious rela-
tionships. Further examination of data involves techniques studied in elementary statis-
tics courses. More advanced courses in econometrics deal with the array of techniques
designed to test economic hypotheses and to measure economic relations in the com-
plex circumstances in which economic evidence is often generated.

Correlation Versus Causation

Suppose you want to test your theory s prediction that if X increases, Y will also
increase.  You are looking for a causal relationship from X to Y, because a change in X
is predicted to cause a change in Y. When you look at the data, suppose you find that
X and Y are positively correlated that is, when X rises, Y also tends to rise. Is your
theory supported? It might appear that way, but there is a potential problem.

A finding that X and Y are positively correlated means only that X and Y tend to
move together. This correlation is consistent with the theory that X causes Y, but it is
not direct evidence of this causal relationship. The causality may be in the opposite
direction from Y to X. Or X and Y may have no direct causal connection but may
instead be jointly caused by some third variable, Z.

Here is an example. Suppose your theory predicts that individuals who get more
education will earn higher incomes as a result the causality in this theory runs from
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education to income. In the data, suppose we find that education and income are
positively correlated. This should not, however, be taken as direct evidence for the
(causal) prediction. The data are certainly consistent with that theory, but they are also
consistent with others. For example, individuals who grow up in higher-income
households may buy  more education, just as they buy more clothes or entertainment.
This is a case of reverse causality : income causes education, rather than the other way
around. Another possibility is that education and income are positively correlated
because the personal characteristics that lead people to become more educated ability
and motivation are the same characteristics that lead to high incomes. In this case, the
causal relationship runs from personal characteristics to both income and education.

Most economic predictions involve causality. Economists must take care when
testing predictions to distinguish between correlation and causality. Correlation
can establish that the data are consistent with the theory; establishing the likeli-
hood of causality usually requires advanced statistical techniques.

2.4 Economic Data

Economists use real-world observations to test their theories. For example, did the
amount that people saved last year rise as the theory predicts it should have when a
large tax cut increased their after-tax incomes? To test this prediction we need reliable
data for people s incomes and their savings.

Political scientists, sociologists, anthropologists, and psychologists often collect for
themselves the data they use to formulate and test their theories. Economists are
unusual among social scientists in mainly using data collected by others, often govern-
ment statisticians. In economics there is a division of labour between collecting data
and using it to test theories. The advantage is that economists do not need to spend
much of their scarce research time collecting the data they use. The disadvantage is 
that they are often not as well informed about the limitations of the data collected by
others as they would be if they had collected the data themselves.

After data are collected, they can be displayed in various ways, many of which we
will see later in this chapter. They can be laid out in tables. They can be displayed in
various types of graphs. And when we are interested in relative movements rather than
absolute ones, the data can be expressed in index numbers. We begin with a discussion
of index numbers.

Index Numbers

Economists frequently look at data on prices or quantities and explore how specific vari-
ables change over time. For example, they may be interested in comparing the time paths
of output in two industries: steel and newsprint. The problem is that it may be difficult to
compare the time paths of the two different variables if we just look at the raw  data.

Table 2-2 shows some hypothetical data for the volume of output in the steel and
newsprint industries. Because the two variables are measured in different units, it is not
immediately clear which of the two variables is more volatile or which, if either, has an
upward or a downward trend.

It is easier to compare the two paths if we focus on relative rather than absolute

changes. One way to do this is to construct some index numbers.

index number An average

that measures change over

time of such variables as

the price level and

industrial production;

conventionally expressed

as a percentage relative to

a base period, which is

assigned the value 100.

For data on the Canadian

economy and many other

quantifiable aspects 

of Canadian life, see

Statistics Canada s website:

www.statcan.gc.ca

Practise with Study Guide

Chapter 2, Short-Answer

Question 3.
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How to Build an Index Number We start by
taking the value of the variable at some point in time as
the base  to which the values in other periods will be
compared. We call this the base period. In the present
example, we choose 2001 as the base year for both
series. We then take the output in each subsequent year,
called the given year, and divide it by the output in the
base year, and then multiply the result by 100. This
gives us an index number for the output of steel and a
separate index number for the output of newsprint. For
each index number, the value of output in the base year
is equal to 100. The details of the calculations are
shown in Table 2-3.

An index number simply expresses the value of
some series in any given year as a percentage of its value
in the base year. For example, the 2011 index of steel
output of 122.5 tells us that steel output in 2011 was
22.5 percent greater than in 2001. In contrast, the 2011
index for newsprint output of 93.8 tells us that
newsprint output in 2011 was only 93.8 percent of the
output in 2001 that is, output was 6.2 percent lower
in 2011 than in 2001. The results in Table 2-3 allow us
to compare the relative fluctuations in the two series. It
is apparent from the values in the table that the output
of steel has shown significantly more percentage vari-
ability than has the output of newsprint. This is also
clear in Figure 2-2.

TABLE 2-2 Volume of Steel and Newsprint 

Output

Volume of 
Volume of Steel Newsprint 

Year (thousands of tonnes) (thousands of rolls)

2001 200 3200
2002 210 3100
2003 225 3000
2004 215 3200
2005 250 3100
2006 220 3300
2007 265 3100
2008 225 3300
2009 255 3100
2010 230 3200
2011 245 3000

Comparing the time paths of two data series is diffi-
cult when absolute numbers are used. Since steel out-
put and newsprint output have quite different
absolute numbers, it is difficult to detect which time
series is more volatile.

TABLE 2-3 Constructing Index Numbers

Steel Newsprint

Year Procedure Index Procedure Index

2001 (200*200) * 100 * 100.0 (3200*3200) * 100 * 100.0
2002 (210*200) * 100 * 105.0 (3100*3200) * 100 * 96.9
2003 (225*200) * 100 * 112.5 (3000*3200) * 100 * 93.8
2004 (215*200) * 100 * 107.5 (3200*3200) * 100 * 100.0
2005 (250*200) * 100 * 125.0 (3100*3200) * 100 * 96.9
2006 (220*200) * 100 * 110.0 (3300*3200) * 100 * 103.1
2007 (265*200) * 100 * 132.5 (3100*3200) * 100 * 96.9
2008 (225*200) * 100 * 112.5 (3300*3200) * 100 * 103.1
2009 (255*200) * 100 * 127.5 (3100*3200) * 100 * 96.9
2010 (230*200) * 100 * 115.0 (3200*3200) * 100 * 100.0
2011 (245*200) * 100 * 122.5 (3000*3200) * 100 * 93.8

Index numbers are calculated by dividing the value in the given year by the value in the
base year and multiplying the result by 100. The 2011 index number for steel tells us that
steel output in 2011 was 22.5 percent greater than in the base year, 2001. The 2011 index
number for newsprint tells us that newsprint output in 2011 was 93.8 percent of the out-
put in the base year, 2001.
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The formula of any index number is:

Value of index   Absolute value in given period  
100in any given period Absolute value in base period

Care must be taken, however, when using index numbers. The index number
always tells you the percentage change compared with the base year, but when compar-
ing an index number across non-base years, the percentage change in the index number
is not given by the absolute difference in the values of the index number. For example,
if you want to know how much steel output changed from 2005 to 2007, we know
from Table 2-3 that the index number for steel output increased from 125.0 to 132.5.
But this is not an increase of 7.5 percent. The percentage increase in steel output is
computed as (132.5  125.0)*125.0 7.5*125.0 0.06, or 6 percent.

More Complex Index Numbers Perhaps the most famous index number used
by economists is the index of average prices the consumer price index (CPI). This is a
price index of the average price paid by consumers for the typical basket of goods that
they buy. The inclusion of the word average,  however, makes the CPI a more com-
plex index number than the ones we have constructed here.

With what you have just learned, you could construct separate index numbers
for the price of beef, the price of coffee, and the price of orange juice. But to get the

FIGURE 2-2 Index Values for Steel and Newsprint Output

Comparing the time paths of two variables is much easier when index numbers are used.
Since both index numbers are equal to 100 in the base year, relative volatility and trends
become clear. Steel output is clearly more volatile in percentage terms than newsprint out-
put. Steel output also has an upward trend, whereas newsprint output appears to have lit-
tle or no trend.
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consumer price index, we need to take the average of
these separate price indexes (plus thousands of others
for the goods and services we have ignored here). But it
cannot be a simple average. Instead, it must be a
weighted average where the weight on each price index
reflects the relative importance of that good in the typi-
cal consumer s basket of goods and services. For exam-
ple, since the typical consumer spends a tiny fraction of
income on sardines but a much larger fraction of income
on housing, the weight on the sardines  price index in
the CPI will be very small and the weight on the hous-
ing  price index will be very large. The result is that
even huge swings in the price of sardines will have negli-
gible effects on the CPI, whereas much more modest
changes in the price of housing will have noticeable
effects on the CPI.

We will spend much more time discussing the con-
sumer price index when we study macroeconomics
beginning in Chapter 19. For now, keep in mind the
usefulness of the simple index numbers we have con-
structed here. They allow us to compare the time paths
of different variables.

Graphing Economic Data

A single economic variable, such as unemployment, national income, or the average
price of a house, can come in two basic forms.

Cross-Sectional and Time-Series Data The first is called cross-sectional

data, which means a number of different observations on one variable all taken in dif-
ferent places at the same point in time. Figure 2-3 shows an example. The variable in
the figure is the average selling price of a house. It is shown for each of the ten Cana-
dian provinces in May 2009.

The second type of data is called time-series data. It refers to observations of one
variable at successive points in time. The data in Figure 2-4 show the unemployment
rate for Canada from 1978 to 2009. (Note that the Canadian unemployment rate is
simply a weighted average of the ten provincial unemployment rates, where the weight
for each province is that province s labour force as a fraction of the total Canadian

w w w . m y e c o n l a b . c o m

Another famous index that is reported every day on the news is the S&P/TSX,
an index number showing the average market value of a specific set of
companies traded on the Toronto Stock Exchange. For more information about
the S&P/TSX index, look for What the S&P/TSX Really Measures in the
Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

The S&P/TSX is one of the best-known index numbers in
Canada. Its fluctuations reflect changes in the market
value of the largest publicly traded companies in Canada.

cross-sectional data A set

of observations made at

the same time across

several different units

(such as households, firms,

or countries).

time-series data A set of

observations made at

successive periods of time.
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labour force.) Time-series graphs are quite
useful in economics because we often
want to know how specific economic
numbers are changing over time. As is
clear in Figure 2-4, the Canadian unem-
ployment rate is relatively volatile over
long periods of time, but in recent years it
has been low by historical standards.

Scatter Diagrams Another way in
which data can be presented is in a scatter
diagram. It is designed to show the rela-
tion between two different variables, such
as the price of eggs and the quantity of
eggs purchased. To plot a scatter diagram,
values of one variable are measured on
the horizontal axis and values of the sec-
ond variable are measured on the vertical
axis. Any point on the diagram relates a
specific value of one variable to a corre-
sponding specific value of the other.

The data plotted on a scatter diagram
may be either cross-sectional data or
time-series data. An example of a cross-
sectional scatter diagram is a scatter of
the price of eggs and the quantity sold in

FIGURE 2-3 A Cross-Sectional Graph of Average

House Prices for Ten Canadian

Provinces, 2009

(Source: Adapted from MLS Statistics  2009 The Canadian Real
Estate Association; www.crea.ca/public/news_stats/statistics.htm.)
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FIGURE 2-4 A Time-Series Graph of the Canadian Unemployment Rate, 1978 2009

(Source: Annual average of monthly, seasonally adjusted data from Statistics Canada, CANSIM database, V2062815
Canada; unemployment rate; both sexes; 15 years and over.)
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July 2010 at two dozen different places in Canada. Each dot refers to a price quantity
combination observed in a different place at the same time. An example of a scatter
diagram using time-series data is the price and quantity of eggs sold in Thunder Bay
for each month over the last ten years. Each of the 120 dots refers to a price quantity
combination observed at the same place in one particular month.

The table in Figure 2-5 shows data for the income and saving of ten households in
one particular year and these data are plotted on a scatter diagram. Each point in the
figure represents one household, showing its income and its saving. The positive relation
between the two stands out. The higher the household s income, the higher its saving
tends to be.

w w w . m y e c o n l a b . c o m

If you need a quick refresher course on graphing, look for A Brief

Introduction to Graphing in the Additional Topics section of this book s
MyEconLab.

ADDITIONAL TOPICS

2.5 Graphing Economic Theories
Theories are built on assumptions about relationships between variables. For example,
the quantity of eggs demanded is assumed to fall as the price of eggs rises, and the total
amount an individual saves is assumed to rise as his or her income rises. How can such
relations be expressed?

Household Annual Income Annual Saving

1 $ 70 000 $10 000
2 30 000 2 500
3 100 000 12 000
4 60 000 3 000
5 80 000 8 000
6 10 000 500
7 20 000 2 000
8 50 000 2 000
9 40 000 4 200

10 90 000 8 000

FIGURE 2-5 A Scatter Diagram of Household Income and Saving
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Saving tends to rise as income rises. The table shows the amount of income earned by ten selected households together
with the amount they saved during the same year. The scatter diagram plots the income and saving for the ten house-
holds listed in the table. The number on each dot refers to the household in the corresponding row of the table.

scatter diagram A graph

of statistical observations

of paired values of two

variables, one measured on

the horizontal and the

other on the vertical axis.

Each point on the

coordinate grid represents

the values of the variables

for a particular unit of

observation.
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Functions

When one variable, X, is related to another variable, Y, in such a way that to every
value of X there is only one possible value of Y, we say that Y is a function of X. When
we write this relation down, we are expressing a functional relation between the two
variables.

Here is a specific but hypothetical example. Consider the relation between an indi-
vidual s annual income, which we denote by the symbol Y, and the amount that person
spends on goods and services during the year, which we denote by the symbol C (for
consumption). Any particular example of the relation between C and Y can be
expressed several ways: in words, in a table or schedule, in a mathematical equation, or
in a graph.

VERBAL STATEMENT. When income is zero, the person will spend $800 a year (either
by borrowing the money or by consuming past savings), and for every extra $1 of
income the person will increase expenditure by 80 cents.

SCHEDULE. This table shows selected values of the person s income and consumption.

Annual Income Consumption Reference Letter

$ 0 $   800 p

2 500 2 800 q

5 000 4 800 r

7 500 6 800 s

10 000 8 800 t

MATHEMATICAL EQUATION. C $800 0.8Y is the equation of the relation just
described in words. As a check, you can first see that when Y is zero, C is $800. Fur-
ther, you can see that every time Y increases by $1, the level of C increases by 0.8($1),
which is 80 cents.

GRAPH. Figure 2-6 shows the points from the preced-
ing schedule and the line representing the equation
given in the previous paragraph.

Comparison of the values on the graph with the val-
ues in the schedule, and with the values derived from
the equation just stated, shows that these are alternative
expressions of the same relation between C and Y. All
four of these modes of expression refer to the same rela-
tion between the person s consumption expenditure and
income.

More Detail About Functions Let us look in a
little more detail at the mathematical expression of this
relation between income and consumption. To state the
expression in general form, detached from the specific
numerical example above, we use a symbol to express
the dependence of one variable on another. Using f for
this purpose, we write

C  f(Y) (2-1)

FIGURE 2-6 Income and Consumption

Consumption expenditure rises as income rises. The
figure graphs the schedule and the equation for the
hypothetical functional relation discussed in the text.
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This is read, C is a function of Y.  Spelling this out more fully, we would say, The
amount of consumption expenditure depends on the person s income.

The variable on the left-hand side is the dependent variable, since its value depends
on the value of the variable on the right-hand side. The variable on the right-hand side
is the independent variable, since it can take on any value. The letter f tells us that a
functional relation is involved. This means that a knowledge of the value of the vari-
able (or variables) within the parentheses on the right-hand side allows us to determine
a unique value of the variable on the left-hand side. Although in this case we have used
f (as a memory-aid for function ), any convenient symbol can be used to denote the
existence of a functional relation.

Functional notation can seem intimidating to those who are unfamiliar with it. But
it is helpful. Since the functional concept is basic to all science, the notation is worth
mastering.

Functional Forms The equation C  f(Y) states that C is a function of Y. It says
nothing about the form of this function. The term functional form refers to the specific
nature of the relation between the variables in the function. Earlier, we gave one spe-
cific functional form for this relation:

C  $800  0.8Y (2-2)

Equation 2-1 expresses the general assumption that consumption expenditure
depends on the consumer s income. Equation 2-2 expresses the more specific assump-
tion that C is equal to $800 when Y is zero and rises by 80 cents for every $1 that Y
rises. An alternative assumption would be C $600 0.9Y. You should be able to say
in words the behaviour implied in this relation. There is no reason why either of these
assumptions must be true; indeed, neither may be consistent with the facts. But that is
a matter for testing. What we do have in each equation is a precise statement of a par-
ticular assumption.

Notice that Equation 2-2 also specifies a linear consumption function the rela-
tionship between C and Y is shown as a straight line in Figure 2-6. This is a very spe-
cial case. Another possibility is that the relationship
between C and Y is non-linear so that the consump-
tion function when graphed is not a straight line. This
possibility takes us to our next discussion, of linear and
non-linear functions, and of how to measure and inter-
pret the slopes of functions.

Graphing Functional Relations

Different functional forms have different graphs, and
we will meet many of these in subsequent chapters. Fig-
ure 2-6 is an example of a relation in which the two
variables move together. When income goes up, con-
sumption goes up. In such a relation the two variables
are positively related to each other.

Figure 2-7 gives an example of variables that move
in opposite directions. As the amount spent on reducing
pollution goes up, the amount of remaining pollution
goes down. In such a relation the two variables are
negatively related to each other.

FIGURE 2-7 Linear Pollution Reduction

Pollution as a linear function of clean-up expendi-

ture. Between points A and B it costs $2000 to
reduce pollution by 1000 tonnes. The cost of pollu-
tion reduction is the same elsewhere on the line. The
slope of the line, 0.5, indicates that any $1 expendi-
ture on pollution clean-up reduces the amount of
pollution by 0.5 tonnes.
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Both of these graphs are straight lines. In such cases the variables are linearly
related to each other (either positively or negatively).

The Slope of a Straight Line Slopes are important in economics. They show
you how much one variable changes as the other changes. The slope is defined as the
amount of change in the variable measured on the vertical axis per unit change in the
variable measured on the horizontal axis. In the case of Figure 2-7 it tells us how many
tonnes of pollution, symbolized by P, are removed per dollar spent on reducing pollu-
tion, symbolized by E. Consider moving from point A to point B in the figure. If we
spend $2000 more on clean-up, we reduce pollution by 1000 tonnes. This is 0.5 tonnes
per dollar spent. On the graph the extra $2000 is indicated by ,E, the arrow indicating
that E rises by 2000. The 1000 tonnes of pollution reduction is indicated by ,P, the
arrow showing that pollution falls by 1000. (The Greek uppercase letter delta, ,,
stands for the change in. ) To get the amount of pollution reduction per dollar of
expenditure, we merely divide one by the other. In symbols this is ,P*,E.

If we let X stand for whatever variable is measured on the horizontal axis and Y for
whatever variable is measured on the vertical axis, the slope of a straight line is
,Y*,X. [1]1

The equation of the line in Figure 2-7 can be computed in two steps. First, note
that when E * 0, the amount of remaining pollution, P, is equal to 6 (thousand
tonnes). Thus, the line meets the vertical axis (E * 0) when P equals 6. Second, we
have already seen that the slope of the line, ,P*,E, is equal to 0.5, which means that
for every one-unit increase in E, P falls by 0.5 unit. We can thus state the equation of
the line as

P * 6 + (0.5) E

where both P and E are expressed as thousands of units (tonnes and dollars, respectively).

Non-linear Functions Although it is sometimes convenient to simplify a real
relation between two variables by assuming them to be linearly related, this is seldom
the case over their whole range. Non-linear relations are much more common than lin-
ear ones. In the case of reducing pollution, it is usually quite cheap to eliminate the first
units of pollution. Then, as the environment gets cleaner and cleaner, the cost of further
clean-up tends to increase because more and more sophisticated and expensive meth-
ods need to be used. As a result, Figure 2-8 is more realistic than Figure 2-7. Inspection
of Figure 2-8 shows that as more and more is spent, the amount of pollution reduction
for an additional $1 of clean-up expenditure gets smaller and smaller. This is shown by
the diminishing slope of the curve as we move rightward along it. For example, as we
move from point A to point B, an increase in expenditure of $1000 is required to
reduce pollution by 1000 tonnes. Thus, each tonne of pollution reduction costs $1. But
as we move from point C (where we have already reduced pollution considerably) to
point D, an extra $6000 must be spent in order to reduce pollution by 1000 tonnes.
Each tonne of pollution reduction therefore costs $6.

Economists call the change in pollution when a bit more or a bit less is spent on
clean-up the marginal change. The figure shows that the slope of the curve at each

1 Red numbers in square brackets indicate mathematical notes that are found in a separate section at the back
of the book.

Practise with Study Guide

Chapter 2, Exercise 2.
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point measures this marginal change. It also shows that, in the type of curve illustrated,
the marginal change per dollar spent is diminishing as we spend more on reducing pol-
lution. There is always a payoff to more expenditure over the range shown in the fig-
ure, but the payoff diminishes as more is spent. This relation can be described as
diminishing marginal response. We will meet such relations many times in what fol-
lows, so we emphasize now that diminishing marginal response does not mean that the
total response is diminishing. In Figure 2-8, the total amount of pollution continues to
fall as more and more is spent on clean-up. But diminishing marginal response does
mean that the amount of pollution reduced per dollar of expenditure gets less and less
as the total expenditure rises.

Figure 2-9 shows a graph in which the marginal response is increasing. The graph
shows the relationship between annual production costs and annual output for a firm
that makes hockey sticks. Notice that the more hockey sticks produced annually, the
higher the firm s costs. This is shown by the positive slope of the line. Notice also that
as more and more hockey sticks are produced, the extra amount that the firm must pay
to produce each extra hockey stick rises. For example, as the firm moves from point 
A to point B, annual costs rise by $30 000 in order to increase its annual output by 
10 000 hockey sticks. Each extra hockey stick costs $3 ($30 000*10 000 * $3). But
when the firm is producing many more hockey sticks, such as at point C, its factory is
closer to its capacity and it becomes more costly to increase production. Moving from
point C to point D, the firm s annual costs increase by $150 000 in order to increase its
annual output by 10 000 hockey sticks. Each extra hockey stick then costs $15
($150 000*10 000 * $15). This figure illustrates a case of increasing marginal cost, a
characteristic of production that we will see often in this book.

Figures 2-8 and 2-9 show that with non-linear functions the slope of the curve
changes as we move along the curve. For example, in Figure 2-8, the slope of the curve

FIGURE 2-8 Non-linear Pollution Reduction

Pollution as a non-linear function of clean-up expenditure. The slope of the curve changes
as we move along it. Between points A and B, it costs $1000 to reduce pollution by
1000 tonnes. Between points C and D, it costs $6000 to reduce pollution by 1000 tonnes.
At point Z, the slope of the curve is equal to the slope of the straight line tangent to the
curve at point Z. The slope of the tangent line is +0.75*1.75 * +0.43.
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falls as the expenditure on pollution clean-up increases.
In Figure 2-9, the slope of the curve increases as the vol-
ume of production increases.

How, exactly, do we measure the slope of a curved
line? The answer is that we use the slope of a straight
line tangent to that curve at the point that interests us.
For example, in Figure 2-8, if we want to know the
slope of the curve at point Z, we draw a straight line
that touches the curve only at point Z; this is a tangent
line. The slope of this line is 0.75*1.75 0.43. Simi-
larly, in Figure 2-9, the slope of the curve at point Z is
given by the slope of the straight line tangent to the
curve at point Z.

For non-linear functions, the slope of the curve
changes as X changes. Therefore, the marginal
response of Y to a change in X depends on the value
of X.

Functions with a Minimum or a Maximum
So far, all the graphs we have shown have had either a
positive or a negative slope over their entire range. But
many relations change directions as the independent
variable increases. For example, consider a firm that is
attempting to maximize its profits and is trying to deter-
mine how much output to produce. The firm may find
that its unit production costs are lower than the market
price of the good, and so it can increase its profit by pro-
ducing more. But as it increases its level of production,
the firm s unit costs may be driven up because the capac-
ity of the factory is being approached. Eventually, the
firm may find that extra output will actually cost so

much that its profits will be reduced. This is a relationship that we will study in detail in
later chapters, and it is illustrated in Figure 2-10. Notice that when profits are maxi-
mized at point A, the slope of the curve is zero (because a tangent to the curve at point
A is horizontal) and so the marginal response of profits to output is zero.

Now consider an example of a function with a minimum. You probably know that
when you drive a car, the fuel consumption per kilometre depends on your speed.
Driving very slowly uses a lot of fuel per kilometre travelled. Driving very fast also uses
a lot of fuel per kilometre travelled. The best fuel efficiency the lowest fuel consump-
tion per kilometre travelled occurs at a speed of approximately 95 kilometres per
hour. The relationship between speed and fuel consumption is shown in Figure 2-11
and illustrates a function with a minimum. Note that at point A the slope of the curve
is zero (because a tangent to the curve at point A is horizontal) and so the marginal
response of fuel consumption to speed is zero.

At either a minimum or a maximum of a function, the slope of the curve is zero.
Therefore, at the minimum or maximum, the marginal response of Y to a change
in X is zero.

FIGURE 2-9 Increasing Production Costs

Production costs increase at an increasing rate as
annual output rises. From point A to point B, an
extra annual output of 10 000 hockey sticks increases
annual costs by $30 000. Each extra hockey stick
costs $3. From point C to point D, an extra output of
10 000 hockey sticks increases annual costs by $150
000. Each extra hockey stick then costs $15. This is a
case of increasing marginal cost. At point Z, the slope
of the curve is equal to the slope of the straight line
tangent to the curve at point Z. The slope of the tan-
gent line is 65*8  8.1.
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A Final Word

We have done much in this chapter. We have discussed why economists use theory and
how they build economic models. We have discussed how they test their theories and
how there is a continual back-and-forth process between empirical testing of predic-
tions and refining the theoretical model. Finally, we have devoted considerable time
and space to exploring the many ways that data can be displayed in graphs and how
economists use graphs to illustrate their theories.

Many students find themselves intimidated when they are first confronted with all
the details about graphing. But try not to worry. You may not yet be a master of all the
graphing techniques that we have discussed in this chapter, but you will be surprised at
how quickly it all falls into place. And, as is true for most skills, there is no substitute
for practice. In the next three chapters we will encounter many graphs. But we will
start simply and then slowly attempt more complicated cases. We are confident that 
in the process of learning some basic economic theories you will get enough practice 
in graphing that you will very soon look back at this chapter and realize how straight-
forward it all is.

FIGURE 2-10 Profits as a Function of

Output

Profits rise and then eventually fall as output rises.
When the firm is producing fewer than 2500 units
annually, the marginal response of profit to output is
positive that is, an increase in output leads to an
increase in profit. Beyond 2500 units annually, the
marginal response is negative an increase in output
leads to a reduction in profit. At point A, profits are
maximized and the marginal response of profit to
output is zero. Because the tangent at point A is hor-
izontal, the slope of the curve is zero at that point.
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FIGURE 2-11 Average Fuel Consumption as

a Function of Speed

Average fuel consumption falls and then eventually
rises as speed increases. Average fuel consumption in
litres per kilometre travelled is minimized at point A
at a speed of approximately 95 kilometres per hour
(km/h). At speeds less than 95 km/h, the marginal
response is negative that is, an increase in speed
reduces fuel consumption per kilometre. At speeds
above 95 km/h, the marginal response is positive
an increase in speed increases fuel consumption per 
kilometre. At 95 km/h, the marginal response is zero
and fuel consumption per kilometre is minimized.
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Summary

A key to the success of scientific inquiry lies in separat-
ing positive statements about the way the world works

from normative statements about how one would like
the world to work.

2.1 Positive and Normative Advice L1

2.2 Economic Theories L2

Theories are designed to explain and predict what we
see. A theory consists of a set of definitions of the vari-
ables to be employed, a set of assumptions about how
things behave, and the conditions under which the 
theory is meant to apply.
A theory provides predictions of the type if one event
occurs, then another event will also occur.

The term model is often used as a synonym for theory.
It is also used to describe an illustrative abstraction that
is used to organize our thinking even though it may not
generate testable hypotheses.

2.3 Testing Theories L3

Theories are tested by checking their predictions against
evidence. In some sciences, these tests can be conducted
under laboratory conditions in which only one thing
changes at a time. In economics, testing is almost
always done using the data produced by the world of
ordinary events.
Economists make use of statistical analysis when testing
their theories. They must take care to make the distinc-
tion between correlation and causation.

The progress of any science lies in finding better expla-
nations of events than are now available. Thus, in any
developing science, one must expect to discard some
existing theories and replace them with demonstrably
superior alternatives.

2.4 Economic Data L4

Index numbers express economic series in relative form.
Values in each period are expressed in relation to the
value in the base period, which is given a value of 100.
Economic data can be graphed in three different ways.
Cross-sectional graphs show observations taken at the

same time. Time-series graphs show observations on
one variable taken over time. Scatter diagrams show
many points, each one of which refers to specific obser-
vations on two different variables.

2.5 Graphing Economic Theories L5

A functional relation can be expressed in words, in a
schedule giving specific values, in a mathematical equa-
tion, or in a graph.
A graph of two variables has a positive slope when they
both increase or decrease together and a negative slope
when they move in opposite directions.
The marginal response of a variable gives the amount
it changes in response to a change in a second variable.

When the variable is measured on the vertical axis of a
diagram, its marginal response at a specific point on
the curve is measured by the slope of the line at that
point.
Some functions have a maximum or minimum point. At
such points, the marginal response is zero.
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Key Concepts
Positive and normative statements
Endogenous and exogenous variables
Theories and models
Variables, assumptions, and

predictions

Positively and negatively sloped curves
Marginal responses
Maximum and minimum values

Correlation versus causation
Functional relations
Positive and negative relations between

variables

Study Exercises

1. In the following examples, identify the exogenous (or
independent) variable and the endogenous (or depen-
dent) variable.

a. The amount of rainfall on the Canadian prairies
determines the amount of wheat produced in
Canada.

b. When the world price of coffee increases, there is a
change in the price of your cup of coffee at Tim
Hortons.

c. If student loans were no longer available, there
would be fewer students attending university.

d. An increase in the tax on gasoline leads people to
drive more fuel-efficient vehicles.

2. Use the appropriate graph time-series, cross-sectional,
or scatter diagram to illustrate the economic data pro-
vided in each part below.

a. Canada s prime interest rate in 2008:

January 5.75 
February 5.75 
March 5.25 
April 4.75 
May 4.75 
June 4.75 
July 4.75
August 4.75
September 4.75
October 4.00
November 4.00
December 3.50

b. A comparison of average household expenditures
across provinces and territories in 2007:

British Columbia $72 621
Alberta 85 912
Saskatchewan 63 944
Manitoba 63 303
Ontario 76 654
Quebec 57 308
New Brunswick 58 205
Nova Scotia 59 987
Prince Edward Island 55 574
Newfoundland and Labrador 69 946
Yukon Territory 76 997
Northwest Territories 89 075
Nunavut 73 747

c. Per capita growth rates of real GDP and investment
rates for various countries, averaged over the
period 1970 1990:

Average Average 
Growth Rate Investment Rate

Country (% per year) (% of GDP)

Canada 2.6 22.0
Austria 2.6 25.5
Japan 3.6 31.0
United States 1.7 18.7
United Kingdom 2.1 18.2
Spain 2.5 23.0
Norway 3.2 28.2

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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Year Price ($) Year Price ($)

2000 85 2006 120
2001 87 2007 125
2002 94 2008 127
2003 104 2009 127
2004 110 2010 130
2005 112

a. The base year is 2000. Construct a physics text-
book price index.

b. What is the percentage increase in the price of the
book between the base year and 2005?

c. What is the percentage increase in the price of the
book from 2007 to 2010?

d. Are the data listed above time-series or cross-
sectional data? Explain why.

7. Suppose you want to create a price index for the price
of pizza across several Canadian university campuses,
as of March 1, 2010. The data are as follows:

University Price per Pizza

Dalhousie $6.50
Laval 5.95
McGill 6.00
Queen s 8.00
Waterloo 7.50
Manitoba 5.50
Saskatchewan 5.75
Calgary 6.25
UBC 7.25
Victoria 7.00

a. Using Calgary as the base university,  construct
the Canadian university pizza price index.

b. At which university is pizza the most expensive,
and by what percentage is the price higher than in
Calgary?

c. At which university is pizza the least expensive, and
by what percentage is the price lower than in
Calgary?

d. Are the data listed above time-series or cross-
sectional data? Explain why.

8. For each of the functional relations listed below, plot
the relations on a scale diagram (with X on the hori-
zontal axis and Y on the vertical axis) and compute
the slope of the line.

i) Y * 10 + 3X

ii) Y * 20 + 4X

iii)Y * 30 + 5X

iv) Y * 10 + 5X

46 PART 1 : WHAT IS  ECONOMICS?

3. Use the following figure to answer the questions below.

a. Is the slope of Line A positive or negative? Line B?
b. Calculate the slope of Line A. Write the equation

describing the line in the form Y * mX + b where
m is the slope of the line and b is a constant term.

c. Calculate the slope of Line B. Write the equation
describing the line in the form Y * mX + b where
m is the slope of the line and b is a constant term.

4. Suppose the relationship between the government s
tax revenue (T) and national income (Y) is repre-
sented by the following equation: T * 10 + 0.25Y.
Plot this relationship on a scale diagram, with Y on
the horizontal axis and T on the vertical axis. Inter-
pret the equation.

5. Consider the following three specific functional forms
for a functional relation between X and Y:

i) Y * 50 + 2X

ii) Y * 50 + 2X + 0.05X
2

iii)Y * 50 + 2X  0.05X
2

a. For the values of X of 0, 10, 20, 30, 40, and 50,
plot X and Y on a scale diagram for each spe-
cific functional form. Connect these points with
a smooth line.

b. For each functional form, state whether the
slope of the line is constant, increasing, or
decreasing as the value of X increases.

c. Describe for each functional form how the mar-
ginal change in Y depends on the value of X.

6. Suppose you want to create a price index for the price
of a particular physics textbook over ten years in 
your university bookstore. The price of the book on
September 1 of each year is as follows:
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Discussion Questions
1. What are some of the positive and normative issues that

lie behind the disagreements in the following cases?

a. Economists disagree on whether the government of
Canada should try to stimulate the economy in the
next six months.

b. European and North American negotiators dis-
agree over the desirability of reducing European
farm subsidies.

c. Economists argue about the merits of a voucher
system that allows parents to choose the schools
their children will attend.

d. Economists debate the use of a two-tier medical
system in Canada (whereby health care continues
to be publicly provided, but individuals are permit-
ted to be treated by doctors who bill the patient
directly extra billing ).

e. Economists debate the costs of global climate
change and the relative merits of carbon taxes and
other policies to reduce greenhouse gas emissions.

f. Policymakers disagree about the extent to which
financial markets need to be regulated.

2. Much recent public debate has centred on the pros
and cons of permitting continued unrestricted sale of
cigarettes. Proposals for the control of cigarettes range
from increasing excise taxes to the mandatory use of
plain packaging to an outright ban on their sale. Dis-
cuss the positive and normative assumptions that
underlie the national mood to reduce the consumption
of tobacco products.

3. Economists sometimes make each of the following
assumptions when they construct models. Discuss

some situations in which each of these assumptions
might be a useful simplification in order to think
about some aspect of the real world.

a. Earth is flat.
b. There are no differences between men and women.
c. There is no tomorrow.
d. There are only two periods: this year and next year.
e. A country produces only two types of goods.
f. People are wholly selfish.

4. Untestable statements can often be reworded so that
they can be tested by an appeal to evidence. How
might you do this for each of the following assertions?

a. Free-market economic systems are the best in the
world.

b. Unemployment insurance is eroding the work ethic
and encouraging people to become wards of the
state rather than productive workers.

c. Robotics ought to be outlawed because it will
destroy the future of working people.

d. Laws requiring equal pay for work of equal value
will make women better off.

e. Free trade improves the welfare of a country s
citizens.

5. There are hundreds of eyewitnesses to the existence of
flying saucers and other UFOs. There are films and
eyewitness accounts of Nessie, the Loch Ness monster.
Are you convinced of their existence? If not, what
would it take to persuade you? If you are already con-
vinced, what would it take to make you change your
mind?

9. Suppose we divide Canada into three regions: the West,
the Centre, and the East. Each region has an unem-
ployment rate, defined as the number of people unem-
ployed, expressed as a fraction of that region s labour
force. The table that follows shows each region s
unemployment rate and the size of its labour force.

Unemployment 
Region Rate Labour Force

West 5.5% 5.3 million
Centre 7.2% 8.4 million
East 12.5% 3.5 million

a. Compute an unemployment rate for Canada using
a simple average of the rates in the three regions. Is

this the right  unemployment rate for Canada as
a whole? Explain why or why not.

b. Now compute an unemployment rate for Canada
using weights that reflect the size of that region s
labour force as a proportion of the overall
Canadian labour force. Explain the difference in
this unemployment rate from the one in part (a). Is
this a better  measure of Canadian unemploy-
ment? Explain why.

10. Draw three graphs in which the dependent variable
increases at an increasing rate, at a constant rate, and
at a diminishing rate. Then draw three graphs in
which it decreases at an increasing, constant, and
diminishing rate. For each of these graphs state a real
relation that might be described by it other than the
ones given in the text of this chapter.
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3 Demand, Supply,
and Price

L LEARNING OBJECTIVES

In this chapter you will learn

1 the determinants of quantity demanded,

the amount of some product that consumers

want to purchase.

2 to distinguish between a shift in a demand

curve and a movement along a demand

curve.

3 the determinants of quantity supplied,

the amount of some product that producers

want to sell.

4 to distinguish between a shift in a supply

curve and a movement along a supply

curve.

5 about the forces that drive market price to

equilibrium, and how equilibrium price is

affected by changes in demand and supply.

We are now ready to study the important question of

how markets work. The answer leads us to develop a

simple model of supply and demand. And though

there is much more to economics than just demand

and supply (as many following chapters will illustrate),

this is an essential starting point for understanding

how a market, and thus a market economy, functions.

As a first step, we need to understand what deter-

mines the demand for and the supply of particular

products. Then we can see how demand and supply

together determine the prices of products and the

quantities that are bought and sold. Finally, we exam-

ine how the price system allows the economy to

respond to changes in demand and supply. The con-

cepts of demand and supply help us to understand

the price system s successes and failures, and the

consequences of many government policies.

This chapter deals with the basic elements of

demand, supply, and price. In the next two chapters

we use the demand-and-supply apparatus to discuss

such issues as cigarette taxes, legislated minimum

wages, rent controls, and the burden of payroll taxes.

PART 2 An Introduction to Demand and Supply
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3.1 Demand

What determines the demand for any given product? How have Canadian consumers
responded to the recent declines in the prices of personal computers and cell phones?
How will they respond to the next sudden change in the price of gasoline or coffee?
We start by developing a theory designed to explain the demand for some typical
product.

Quantity Demanded

The total amount of any particular good or service that consumers want to purchase in
some time period is called the quantity demanded of that product. It is important to
notice two things about this concept.

First, quantity demanded is a desired quantity. It is the amount that consumers
want to purchase when faced with a particular price of the product, other products
prices, their incomes, their tastes, and everything else that might matter. It may be dif-
ferent from the amount that consumers actually succeed in purchasing. If sufficient
quantities are not available, the amount that consumers want to purchase may exceed
the amount that they actually purchase. (For example, think of standing in line to pur-
chase tickets to a show, only to find out that the show is sold out before you get to the
head of the line.) To distinguish these two concepts, the term quantity demanded is
used to refer to desired purchases, and such phrases as quantity bought or quantity
exchanged are used to refer to actual purchases.

Second, quantity demanded refers to a flow of purchases. It must therefore be
expressed as so much per period of time: 1 million units per day, 7 million per week, or
365 million per year. For example, being told that the quantity of new television sets
demanded (at current prices) in Canada is 50 000 means nothing unless you are also
told the period of time involved. For a country as large as Canada, 50 000 TVs
demanded per day would be an enormous rate of demand, whereas 50 000 per year
would be a very small rate of demand. The important distinction between stocks and
flows is discussed in Extensions in Theory 3-1.

The total amount of some product that consumers in the relevant market want to
buy in a given time period is influenced by the following important variables: [2]

Product s own price
Consumers  income
Prices of other products
Tastes
Population
Expectations about the future

We will discuss the separate effects of each of these variables later in the chapter.
For now, we focus on the effects of changes in the product s own price. But how do we
analyze the distinct effect of changes in one variable when all are likely to be changing
at once? Since this is difficult to do, we manage it in two stages. First, we consider the
influence of the variables one at a time. To do this, we hold all but one of them con-
stant. Then we let the selected variable vary and study how its change affects quantity
demanded. We can do the same for each of the other variables in turn, and in this way
we can come to understand the importance of each. Second, we combine the separate
influences of the variables to discover what happens when several things change at the
same time as they often do.

quantity demanded

The amount of a good or

service that consumers

want to purchase during

some time period.
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50 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

An important conceptual issue that arises frequently in
economics is the distinction between stock and flow
variables. Economic theories use both, and it takes a
little practice to keep them straight.

As noted in the text, a flow variable has a time
dimension it is so much per unit of time. For example,
the quantity of Grade A large eggs purchased in Edmon-
ton is a flow variable. No useful information is con-
veyed if we are told that the number purchased was
2000 dozen eggs unless we are also told the period of
time over which these purchases occurred. Two thou-
sand dozen eggs per hour would indicate a much more
active market in eggs than would 2000 dozen eggs per
month.

In contrast, a stock variable is a variable whose
value has meaning at a point in time. Thus, the number
of eggs in the egg producer s warehouse on a particular
day for example, 20 000 dozen eggs on September 3,
2010 is a stock variable. All those eggs are there at
one time, and they remain there until something hap-
pens to change the stock held in the warehouse. The
stock variable is just a number at a point in time, not a
rate of flow of so much per unit of time.

The terminology of stocks and flows can be
understood in terms of an analogy to a bathtub. At
any moment, the tub holds so much water. This is the
stock, and it can be measured in terms of the volume
of water, say, 100 litres. There might also be water
flowing into the tub from the tap; this flow is mea-
sured as so much water per unit time, say, 10 litres per
minute.

The distinction between stocks and flows is impor-
tant. Failure to keep them straight is a common source
of confusion and even error. Note, for example, that a
stock variable and a flow variable cannot be added
together without specifying some time period for which
the flow persists. We cannot add the stock of 100 litres
of water in the tub to the flow of 10 litres per minute to
get 110 litres. The new stock of water will depend on
how long the flow persists; if it lasts for 20 minutes, the
new stock will be 300 litres; if the flow persists for
60 minutes, the new stock will be 700 litres (or the tub
will overflow!).

The amount of income earned is a flow; it is so
much per year or per month or per hour. The amount of
a consumer s expenditure is also a flow so much spent
per week or per month or per year. The amount of
money in a bank account (earned, perhaps, in the past
but unspent) is a stock just so many thousands of dol-
lars. The key test is always whether a time dimension is
required to give the variable meaning.

The amount of water behind the dam at any time is the
stock of water; the amount moving through the gate is the
flow, which is measured per unit of time.

EXTENSIONS IN THEORY 3-1

The Distinction Between Stocks and Flows
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Holding all other variables constant is often described by the expressions other
things being equal,  other things given,  or the equivalent Latin phrase, ceteris
paribus. When economists speak of the influence of the price of eggs on the quantity of
eggs demanded, ceteris paribus, they refer to what a change in the price of eggs would
do to the quantity of eggs demanded if all other variables that influence the demand for
eggs did not change.

Quantity Demanded and Price1

We are interested in studying the relationship between the quantity demanded of a
product and that product s price. This requires that we hold all other influences con-
stant and ask, How will the quantity demanded of a product change as its price
changes?

A basic economic hypothesis is that the price of a product and the quantity
demanded are related negatively, other things being equal. That is, the lower the
price, the higher the quantity demanded; the higher the price, the lower the quan-
tity demanded.

The great British economist Alfred Marshall (1842 1924) called this fundamental
relation the law of demand.  In Chapter 6, we will derive the law of demand as a pre-
diction that follows from more basic assumptions about the behaviour of individual
consumers. For now, let s simply explore why this relationship seems reasonable. Prod-
ucts are used to satisfy desires and needs, and there is almost always more than one
product that will satisfy any desire or need. Hunger may be alleviated by meat or veg-
etables; a desire for green vegetables can be satisfied by broccoli or spinach. The desire
for a vacation may be satisfied by a trip to the ocean or
to the mountains; the need to get there may be satisfied
by different airlines, a bus, a car, or a train. For any gen-
eral desire or need, there are almost always many differ-
ent products that will satisfy it.

Now consider what happens if income, tastes, pop-
ulation, and the prices of all other products remain con-
stant and the price of only one product changes. As the
price goes up, that product becomes an increasingly
expensive means of satisfying a desire. Many consumers
will decide to switch wholly or partly to other products.
Some consumers will stop buying it altogether; others
will buy smaller amounts; still others may continue to
buy the same quantity. But the net effect is that less will
be demanded of the product whose price has risen. As
meat becomes more expensive, for example, some con-
sumers will switch to meat substitutes; others may
forgo meat at some meals and eat less meat at others.
Taken together as a group, consumers will want to buy
less meat when its price rises.

1 In this chapter we explore the demand curve for some product for the market as a whole what we often

call the market demand curve. In Chapter 6 we discuss how this market demand curve is derived by adding

up, or aggregating, the demands of different individuals.

Changes in prices lead most consumers to alter their choices.
For example, as airfares rise, vacationers may switch to other
types of trips, or perhaps to other ways altogether of spending
their money.
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52 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

Conversely, as the price goes down, the product becomes a cheaper method of sat-
isfying a desire. Households will demand more of it. At the same time they will buy less
of similar products whose prices have not fallen and as a result have become expensive
relative to the product in question. For example, when the price of tomatoes falls,
many shoppers will switch to tomatoes and cut their purchases of other vegetables that
now are relatively more expensive.

Demand Schedules and Demand Curves

A demand schedule is one way of showing the relationship between quantity demanded
and the price of a product, other things being equal. It is a table showing the quantity
demanded at various prices.

The table in Figure 3-1 shows a hypothetical demand schedule for carrots.2 It lists
the quantity of carrots that would be demanded at various prices, given the assumption
that all other variables are held constant. We should note in particular that average
household income is assumed to be $50 000 per year because later we will want to see

2 We realize that carrots are not a very exciting product to discuss, and many students wonder why we do not
instead use MP3 players, restaurant meals, or cars as our hypothetical example. The model of demand and
supply, however, best applies to products that are demanded by many consumers and supplied by many pro-
ducers, each of which offers for sale a virtually identical ( homogeneous ) version of the product. For this
reason, we have chosen a simple agricultural product, but we could have illustrated the same principles with
beef, wheat, copper, newsprint, oil, and a whole host of what economists call commodities.

demand schedule A table

showing the relationship

between quantity

demanded and the price of

a commodity, other things

being equal.

A Demand Schedule for Carrots

Quantity Demanded
(tonnes per year when

Reference Price average annual income
Point ($ per tonne) is $50 000)

U 20 110
V 40 85
W 60 65
X 80 50
Y 100 40

FIGURE 3-1 The Demand for Carrots

200

20

Quantity of Carrots

(tonnes per year)

P
ri

ce
 o

f 
C

ar
ro

ts

(d
o

ll
ar

s 
p

er
 t

o
n

n
e)

40 60 80 100 120 140

40

60

80

100

120

140

X

Y

W

V

U

D

Both the table and the graph show the total quantity of carrots that would be demanded at various prices, ceteris

paribus. For example, row W indicates that if the price of carrots were $60 per tonne, consumers would desire to pur-
chase 65 tonnes of carrots per year, holding constant the values of the other variables that affect quantity demanded.
The demand curve, labelled D, relates quantity of carrots demanded to the price of carrots; its negative slope indicates
that quantity demanded increases as price falls.

A Demand Curve for Carrots
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what happens when income changes. The table gives the quantities demanded for five
selected prices, but in fact a separate quantity would be demanded at every possible
price.

A second method of showing the relationship between quantity demanded and
price is to draw a graph. The five price quantity combinations shown in the table are
plotted in Figure 3-1. Price is plotted on the vertical axis, and the quantity demanded is
plotted on the horizontal axis.

The curve drawn through these points is called a demand curve. It shows the quan-
tity that consumers would like to buy at each price. The negative slope of the curve indi-
cates that the quantity demanded increases as the price falls. Each point on the demand
curve indicates a single price quantity combination. The demand curve as a whole
shows something more.

The demand curve represents the relationship between quantity demanded and
price, other things being equal.

When economists speak of demand in a particular market, they are referring not
just to the particular quantity being demanded at the moment (i.e., not just to one
point on the demand curve) but to the entire demand curve to the relationship
between desired purchases and all the possible prices of the product.

The term demand therefore refers to the entire relationship between the quantity
demanded of a product and the price of that product. In contrast, a single point on a
demand schedule or curve is the quantity demanded at that point. This distinction
between demand  and quantity demanded  is an extremely important one and we
will examine it more closely later in this chapter.

Shifts in the Demand Curve The demand curve is drawn with the assumption
that everything except the product s own price is being held constant. But what if other
things change, as they often do? For example, consider an increase in average house-
hold income while price remains constant. If consumers spend some of their extra
income on that product, the new quantity demanded cannot be represented by a point
on the original demand curve. It must be represented on a new demand curve that is to
the right of the old curve. Thus, a rise in income that causes more to be demanded at

each price shifts the demand curve to the right, as shown in Figure 3-2. This shift illus-
trates the operation of an important general rule.

A demand curve is drawn with the assumption that everything except the product s
own price is held constant. A change in any of the variables previously held con-
stant will shift the demand curve to a new position.

A demand curve can shift in two important ways. In the first case, more is desired
at each price the demand curve shifts rightward so that each price corresponds to a
higher quantity than it did before. In the second case, less is desired at each price the
demand curve shifts leftward so that each price corresponds to a lower quantity than it
did before.

We can assess the influence of changes in variables other than price by determin-
ing how changes in each variable shift the demand curve. A change will shift the
demand curve to the right if it increases the amount that households want to buy at
each price, other things remaining equal. It will shift the demand curve to the left if it
decreases the amount that households want to buy at each price, other things remain-
ing equal.

demand curve The

graphical representation of

the relationship between

quantity demanded and

the price of a commodity,

other things being equal.

demand The entire

relationship between the

quantity of a commodity

that buyers want to

purchase and the price of

that commodity, other

things being equal.
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1. CONSUMERS  INCOME. If average income rises, consumers as a group can be
expected to desire more of most products, other things being equal. Goods for which
the quantity demanded increases when income rises are called normal goods; goods for
which the quantity demanded falls when income rises are called inferior goods. The
term normal goods reflects economists  empirical finding that the demand for most
goods rises when income rises. We therefore expect that a rise in average consumer
income shifts the demand curve for most products to the right, indicating that more
will be demanded at any given price. Such a shift is illustrated in Figure 3-2.

A change in the distribution of income can also lead to changes in demand. In par-
ticular, a change in the distribution of income will cause an increase in the demand for
products bought most by consumers whose incomes increase and a decrease in the
demand for products bought most by consumers whose incomes decrease. If, for exam-
ple, the government increases the child tax credit and at the same time raises basic tax
rates, income will be transferred from households without children to households with
children. Demands for products more heavily bought by persons without children will
decline, while demands for products more heavily bought by households with children
will increase.

2. PRICES OF OTHER GOODS. We saw that the negative slope of a product s demand
curve occurs because the lower its price, the cheaper the product becomes relative to
other products that can satisfy the same needs or desires. These other products are
called substitutes in consumption. Another way for the same change to come about is
that the price of the substitute product rises. For example, carrots can become cheap
relative to broccoli either because the price of carrots falls or because the price of broc-
coli rises. Either change will increase the amount of carrots that consumers want to buy

FIGURE 3-2 An Increase in the Demand for Carrots

Demand Schedules

Quantity Demanded Quantity Demanded
Price (tonnes per year (tonnes per year when
($ per when average annual average annual
tonne) income is $50 000) income is $60 000)

p D0 D1

20 110 U 140 U*

40 85 V 115 V*

60 65 W 95 W*

80 50 X 80 X*

100 40 Y 70 Y*

An increase in annual household income increases the quantity demanded at each price (for all normal goods). This is
shown by the rightward shift in the demand curve, from D0 to D1. When average income rises from $50 000 to
$60 000 per year, quantity demanded at a price of $60 per tonne rises from 65 tonnes per year to 95 tonnes per year.
A similar rise occurs at every other price.

Demand Curves
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substitutes in

consumption Goods that

can be used in place of

another good to satisfy

similar needs or desires.
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as some consumers substitute away from broccoli and toward carrots. Thus, a rise in
the price of a substitute for a product shifts the demand curve for the product to the
right. More will be demanded at each price. For example, Coke and Pepsi are substi-
tutes. If the price of Pepsi increases, the demand curve for Coke will shift to the right.

Complements in consumption are products that tend to be used jointly. Cars and
gasoline are complements; so are CD players and speakers, golf clubs and golf balls,
electric stoves and electricity, and airplane flights to Calgary and ski-lift tickets in
Banff. Because complements tend to be consumed together, a fall in the price of one
will increase the quantity demanded of both products. Thus, a fall in the price of a
complement for a product will shift that product s demand curve to the right. More
will be demanded at each price. For example, a fall in the price of airplane trips to
Calgary will lead to a rise in the demand for ski-lift tickets in Banff, even though the
price of those lift tickets is unchanged. (So the demand curve for ski-lift tickets will
shift to the right.)

3. TASTES. Tastes have a powerful effect on people s desired purchases. A change in
tastes may be long-lasting, such as the shift from typewriters to computers or from
VCRs to DVD players, or it may be a short-lived fad as is common with many elec-
tronic games, such as the latest versions of Super Mario or Need for Speed. In either
case, a change in tastes in favour of a product shifts the demand curve to the right.
More will be demanded at each price. Of course, a change in tastes against some prod-
uct has the opposite effect and shifts the demand curve to the left. Note that we include
in tastes  any changes in consumers  perception of quality of the product that may
result from published research. For example, medical studies suggesting that drinking
moderate amounts of red wine can have positive health effects may have contributed to
an increase in demand for this product.

4. POPULATION. If there is an increase in population with purchasing power, the
demands for all the products purchased by the new people will rise. Thus, we expect
that an increase in population will shift the demand curves for most products to the
right, indicating that more will be demanded at each price.

5. EXPECTATIONS ABOUT THE FUTURE. Our discussion has so far focused on how
changes in the current value of variables may change demand. But it is also true that
changes in people s expectations about future values of variables may change demand.
For example, suppose you are thinking about buying a vacation property in a small
town in Nova Scotia, and you have learned that in the near future a large high-tech
firm will be moving its head office and several hundred employees to this same small
town. Since their future movement into your town will probably increase the demand
for housing and drive up the future price of houses, this expectation will lead you (and
others like you) to increase your demand today so as to make the purchase before the
price rises. Thus, the demand curve for houses will shift to the right today in anticipa-
tion of a future event.

Figure 3-3 summarizes the reasons that demand curves shift.

Movements Along the Curve Versus Shifts of the Whole Curve
Suppose you read in today s newspaper that a sharp increase in the world price of
coffee beans has been caused by an increased worldwide demand for coffee. Then
tomorrow you read that the rising price of coffee is reducing the typical consumer s
purchases of coffee, as shoppers switch to other beverages. The two stories appear
to contradict each other. The first associates a rising price with rising demand; the
second associates a rising price with declining demand. Can both statements be true?

complements in

consumption Goods that

tend to be consumed

together.
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The answer is yes because the two statements
actually refer to different things. The first describes
a shift in the demand curve; the second describes a
movement along the demand curve in response to a
change in price.

Consider first the statement that the increase in
the price of coffee has been caused by an increased
demand for coffee. This statement refers to a shift in
the demand curve for coffee in this case, a shift to
the right, indicating more coffee demanded at each
price. This shift, as we will see later in this chapter,
will increase the price of coffee.

Now consider the second statement that less
coffee is being bought because of its rise in price. This
refers to a movement along the new demand curve
and reflects a change between two specific quantities
demanded, one before the price increased and one
afterward.

Possible explanations for the two stories are as
follows:

1. A rise in population and income in coffee-drinking
countries shifts the demand curve for coffee to the
right. This, in turn, raises the price of coffee (for
reasons we will soon study in detail). This was the
first newspaper story.

2. The rising price of coffee is causing each individ-
ual household to cut back on its coffee pur-
chases. The cutback is represented by an upward
movement to the left along the new demand
curve for coffee. This was the second newspaper
story.

To prevent the type of confusion caused by our
two newspaper stories, economists use a specialized

vocabulary to distinguish between shifts of demand curves and movements along
demand curves.

We have seen that demand  refers to the entire demand curve, whereas quantity
demanded  refers to the quantity that is demanded at a specific price, as indicated by a
particular point on the demand curve. Economists reserve the term change in demand
to describe a change in the quantity demanded at every price. That is, a change in
demand refers to a shift of the entire demand curve. The term change in quantity
demanded refers to a movement from one point on a demand curve to another point,
either on the same demand curve or on a new one.

A change in quantity demanded can result from a shift in the demand curve with
the price constant; from a movement along a given demand curve due to a change
in the price; or from a combination of the two. [3]

We consider these three possibilities in turn.

FIGURE 3-3 Shifts in the Demand Curve
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A rightward shift in the demand curve from D0 to D1
indicates an increase in demand; a leftward shift
from D0 to D2 indicates a decrease in demand. An
increase in demand means that more is demanded at
each price. Such a rightward shift can be caused by a
rise in income, a rise in the price of a substitute, a fall
in the price of a complement, a change in tastes that
favours that product, an increase in population, a
redistribution of income toward groups that favour
the product, or the anticipation of a future event that
will increase the price.

A decrease in demand means that less is
demanded at each price. Such a leftward shift can be
caused by a fall in income, a fall in the price of a sub-
stitute, a rise in the price of a complement, a change
in tastes that disfavours the product, a decrease in
population, a redistribution of income away from
groups that favour the product, or the anticipation
of a future event that will decrease the price.

change in demand A

change in the quantity

demanded at each possible

price of the commodity,

represented by a shift in

the whole demand curve.

change in quantity

demanded A change in the

specific quantity of the good

demanded, represented by a

change from one point on a

demand curve to another

point, either on the original

demand curve or on a new

one.
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An increase in demand means that the whole
demand curve shifts to the right; a decrease in demand
means that the whole demand curve shifts to the left. At
any given price, an increase in demand causes an
increase in quantity demanded, whereas a decrease in
demand causes a decrease in quantity demanded. For
example, in Figure 3-2 on page 54, the shift in the
demand curve for carrots from D0 to D1 represents an
increase in demand, and at a price of $40 per tonne,
quantity demanded increases from 85 tonnes to
115 tonnes, as indicated by the move from V to V*.

A movement down and to the right along a demand
curve represents an increase in quantity demanded; a
movement up and to the left along a demand curve rep-
resents a decrease in quantity demanded. For example,
in Figure 3-2, with the demand for carrots given by the
curve D1, an increase in price from $40 to $60 per
tonne causes a movement along D1 from V* to W*, and
quantity demanded decreases from 115 tonnes to 95
tonnes.

When there is a change in demand and a change in
the price, the overall change in quantity demanded is
the net effect of the shift in the demand curve and the
movement along the new demand curve. Figure 3-4
shows the combined effect of an increase in demand,
shown by a rightward shift in the whole demand curve,
and an upward movement to the left along the new
demand curve caused by an increase in price. The
increase in demand causes an increase in quantity
demanded at the initial price, whereas the movement
along the new demand curve causes a decrease in the
quantity demanded. Whether quantity demanded rises
or falls overall depends on the relative magnitudes of
these two changes.

3.2 Supply

What determines the supply of any given product? Why do Canadian oil producers
extract and sell more oil when the price of oil is high? Why do Canadian cattle ranch-
ers raise and sell more beef when the price of cattle-feed falls? We start by developing a
theory designed to explain the supply of some typical product.

Quantity Supplied

The amount of some good or service that producers want to sell in some time period
is called the quantity supplied of that product. Quantity supplied is a flow; it is so
much per unit of time. Note also that quantity supplied is the amount that producers

FIGURE 3-4 Shifts of and Movements

Along the Demand Curve
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An increase in demand means that the demand curve
shifts to the right, and hence quantity demanded will
be higher at each price. A rise in price causes a move-
ment upward and to the left along the demand curve,
and hence quantity demanded will fall. The demand
curve is originally D0 and price is p0, which means
that quantity demanded is Q0. Suppose demand
increases to D1, which means that at any particular
price, there is a larger quantity demanded; for exam-
ple, at p0, quantity demanded is now Q1. Now sup-
pose the price rises above p0. This causes a movement
up and to the left along D1, and quantity demanded
falls below Q1. As the figure is drawn, the quantity
demanded at the new price p2 is less than Q1 but
greater than Q0. So in this case the combined effect of
the increase in demand and the rise in price is an
increase in quantity demanded from Q0 to Q2.

quantity supplied The

amount of a commodity

that producers want to sell

during some time period.
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58 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

are willing to offer for sale; it is not necessarily the
amount that they succeed in selling, which is expressed
by quantity sold or quantity exchanged.

As a general rule, any event that makes production
of a specific product more profitable will lead firms to
supply more of it. The quantity supplied of a product is
influenced by the following key variables: [4]

Product s own price
Prices of inputs
Technology
Some government taxes or subsidies
Prices of other products
Number of suppliers

The situation with supply is the same as that with
demand: There are several influencing variables, and
we will not get far if we try to discover what happens

when they all change at the same time. Again, we use the convenient ceteris paribus
assumption to study the influence of the variables one at a time.

Quantity Supplied and Price

We begin by holding all other influences constant and ask, How do we expect the
total quantity of a product supplied to vary with its own price?

A basic hypothesis of economics is that the price of the product and the quantity
supplied are related positively, other things being equal. That is, the higher the
product s own price, the more its producers will supply; the lower the price, the
less its producers will supply.

In later chapters we will derive this hypothesis as a prediction from more basic
assumptions about the behaviour of individual profit-maximizing firms. For now we
simply note that as the product s price rises, producing and selling this product
becomes a more profitable activity. Firms interested in increasing their profit will there-
fore choose to increase their production.

Supply Schedules and Supply Curves

The general relationship just discussed can be illustrated by a supply schedule, which
shows the relationship between quantity supplied of a product and the price of the
product, other things being equal. The table in Figure 3-5 presents a hypothetical
supply schedule for carrots.

A supply curve, the graphical representation of the supply schedule, is illustrated in
Figure 3-5. Each point on the supply curve represents a specific price quantity combi-
nation; however, the whole curve shows something more.

The supply curve represents the relationship between quantity supplied and price,
other things being equal; its positive slope indicates that quantity supplied increases
when price increases.

A rise in the price of wheat, other things being equal, will lead
farmers to plant less of other crops and plant more wheat.

supply schedule A table

showing the relationship

between quantity supplied

and the price of a

commodity, other things

being equal.

supply curve The

graphical representation of

the relationship between

quantity supplied and the

price of a commodity, other

things being equal.
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When economists make statements about the conditions of supply, they are not
referring just to the particular quantity being supplied at the moment that is, not to
just one point on the supply curve. Instead, they are referring to the entire supply
curve, to the complete relationship between desired sales and all possible prices of the
product.

Supply refers to the entire relationship between the quantity supplied of a product
and the price of that product, other things being equal. A single point on the supply
curve refers to the quantity supplied at that price.

Shifts in the Supply Curve A shift in the supply curve means that at each price
there is a change in the quantity supplied. An increase in the quantity supplied at each
price is shown in Figure 3-6. This change appears as a rightward shift in the supply
curve. In contrast, a decrease in the quantity supplied at each price would appear as a
leftward shift. For supply, as for demand, there is an important general rule:

A change in any of the variables (other than the product s own price) that affects
the quantity supplied will shift the supply curve to a new position.

Let s now consider the possible causes of shifts in supply curves.

1. PRICES OF INPUTS. All things that a firm uses to produce its outputs, such as
materials, labour, and machines, are called the firm s inputs. Other things being equal,
the higher the price of any input used to make a product, the less will be the profit from
making that product. We expect, therefore, that the higher the price of any input used
by a firm, the less the firm will produce and offer for sale at any given price of the

supply The entire

relationship between the

quantity of some

commodity that producers

wish to sell and the price

of that commodity, other

things being equal.

FIGURE 3-5 The Supply of Carrots
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Both the table and the graph show the quantities that producers want to sell at various prices, ceteris paribus. For
example, row w indicates that if the price of carrots were $60 per tonne, producers would want to sell 65 tonnes per
year. The supply curve, labelled S, relates quantity of carrots supplied to the price of carrots; its positive slope indicates
that quantity supplied increases as price increases.

A Supply Schedule for Carrots

Reference Price Quantity Supplied
Point ($ per tonne) (tonnes per year)

u 20 20
v 40 45
w 60 65
x 80 80
y 100 95

A Supply Curve for Carrots
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60 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

product. A rise in the price of inputs therefore shifts the supply curve to the left, indi-
cating that less will be supplied at any given price; a fall in the price of inputs makes
production more profitable and therefore shifts the supply curve to the right.

2. TECHNOLOGY. At any time, what is produced and how it is produced depend on
what is known. Over time, knowledge changes. The enormous increase in production
per worker that has been going on in industrial societies for about 200 years is due
largely to improved methods of production. The Industrial Revolution is more than a
historical event; it is a present reality. Discoveries in chemistry have led to lower costs
of production for well-established products, such as paints, and to a large variety of
new products made of plastics and synthetic fibres. Such inventions as silicon chips
have radically changed products, such as cell phones, computers, and televisions, and
the consequent development of smaller computers has revolutionized the production
and lowered the costs of countless other non-electronic products.

Any technological innovation that decreases the amount of inputs needed per unit
of output reduces production costs and hence will increase the profits that can be
earned at any given price of the product. Because increased profitability leads to
increased willingness to produce, this change shifts the supply curve to the right.

For producers of agricultural products, extreme weather events are similar to a
deterioration in technology because they reduce the amount of output that can be pro-
duced with a given amount of land, labour, and other inputs. Agricultural production
generally depends on specific weather conditions, and extreme deviations from normal
can lead to dramatic reductions in output. Droughts, floods, hurricanes, tornados, and
early frosts are a few examples of extreme weather events that usually reduce the sup-
ply of agricultural products.

FIGURE 3-6 An Increase in the Supply of Carrots
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A cost-saving innovation increases the quantity supplied at each price. This is shown by the rightward shift in the sup-
ply curve, from S0 to S1. As a result of a cost-saving innovation, the quantity that is supplied at a price of $100 per
tonne rises from 95 to 125 tonnes per year. A similar rise occurs at every price.

Supply Schedules

Quantity Supplied Quantity Supplied
Price (tonnes per year (tonnes per year

($ per tonne) before innovation) after innovation)
p S0 S1

20 20 u 50 u*

40 45 v 75 v*

60 65 w 95 w*

80 80 x 110 x*

100 95 y 125 y*

Supply Curves
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3. GOVERNMENT TAXES OR SUBSIDIES. We have just seen that anything increasing
firms  costs will shift the supply curve to the left, and anything decreasing firms  costs
will shift the supply curve to the right. As we will see in later chapters, governments
often levy special taxes on the production of specific goods, such as gasoline, cigarettes,
and alcohol. These taxes make the production and sale of these goods less profitable.
The result is that the supply curve shifts to the left.

For other goods, governments often subsidize producers that is, they pay produc-
ers a specific amount for each unit of the good produced. This often occurs for agricul-
tural products, especially in the United States and the European Union. In such
situations, the subsidy increases the profitability of production and shifts the supply
curve to the right. For example, environmental concerns have led the U.S. and Cana-
dian governments in recent years to provide subsidies for the production of biofuels.
These subsidies have caused the supply curve for biofuels to shift to the right.

4. PRICES OF OTHER PRODUCTS. Changes in the price of one product may lead to
changes in the supply of some other product because the two products are either sub-
stitutes or complements in the production process.

A prairie farmer, for example, can plant his field in wheat or oats. If the market
price of oats falls, thus making oat production less profitable, the farmer will be more
inclined to plant wheat. In this case, wheat and oats are said to be substitutes in pro-
duction for every extra hectare planted in one crop, one fewer hectare can be planted
in the other. In this example, a reduction in the price of oats leads to an increase in the
supply of wheat.

An excellent example in which two products are complements in production is oil
and natural gas, which are often found together below Earth s surface. If the market
price of natural gas rises, producers will do more drilling and increase their production
of natural gas. But as more wells are drilled, the usual outcome is that more of both
natural gas and oil are discovered and then produced. Thus, the rise in the price of nat-
ural gas leads to an increase in the supply of the complementary product oil.

5. NUMBER OF SUPPLIERS. For given prices and technology, the total amount of any
product supplied depends on the number of firms producing that product and offering
it for sale. If profits are being earned by current firms, then more firms will choose to
enter this industry and begin producing. The effect of this increase in the number of
suppliers is to shift the supply curve to the right. Similarly, if the existing firms are los-
ing money, they will eventually leave the industry; such a reduction in the number of
suppliers shifts the supply curve to the left.

Movements Along the Curve Versus Shifts of the Whole Curve As
with demand, it is important to distinguish movements along supply curves from shifts
of the whole curve. Economists reserve the term change in supply to describe a shift of
the whole supply curve that is, a change in the quantity that will be supplied at every
price. The term change in quantity supplied refers to a movement from one point on a
supply curve to another point, either on the same supply curve or on a new one. In
other words, an increase in supply means that the whole supply curve has shifted to the
right, so that the quantity supplied at any given price has increased; a movement up
and to the right along a supply curve indicates an increase in the quantity supplied in
response to an increase in the price of the product.

A change in quantity supplied can result from a change in supply, with the price
constant; a movement along a given supply curve because of a change in the price;
or a combination of the two.

change in supply A

change in the quantity

supplied at each possible

price of the commodity,

represented by a shift in

the whole supply curve.

change in quantity

supplied A change in the

specific quantity supplied,

represented by a change

from one point on a supply

curve to another point,

either on the original supply

curve or on a new one.
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62 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

An exercise you might find useful is to construct a diagram similar to Figure 3-4
(see page 57), emphasizing the difference between a shift of the supply curve and a
movement along the supply curve.

3.3 The Determination of Price

So far we have considered demand and supply separately. We now come to a key ques-
tion: How do the two forces of demand and supply interact to determine price?

The Concept of a Market

Originally the term market designated a physical place where products were bought
and sold. We still use the term this way to describe such places as Granville Island Mar-
ket in Vancouver, Kensington Market in Toronto, or Jean Talon Market in Montreal.
Once developed, however, theories of market behaviour were easily extended to cover
products, such as wheat or oil, which can be purchased anywhere in the world at a
price that tends to be uniform the world over. Today we can also buy and sell items in
markets that exist in cyberspace consider the online auction services provided by
eBay thus extending our viewpoint well beyond the idea of a single place to which
consumers go to buy something.

For present purposes, a market may be defined as existing in any situation (such as
a physical place or an electronic medium) in which buyers and sellers negotiate the
exchange of some product or related group of products.

Individual markets differ in the degree of competition among the various buyers
and sellers. In the next few chapters we will examine markets in which the number of
buyers and sellers is sufficiently large that no one of them has any appreciable influence
on the market price. This is a rough definition of what economists call perfectly com-

petitive markets. Starting in Chapter 10, we will consider the behaviour of
markets in which there are small numbers of either sellers or buyers. But
our initial theory of markets, based on the interaction of demand and sup-
ply, will be a very good description of the markets for such things as wheat,
pork, newsprint, coffee, copper, oil, and many other commodities.

Graphical Analysis of a Market

The table in Figure 3-7 brings together the demand and supply schedules
from Figures 3-1 and 3-5. The quantities of carrots demanded and supplied
at each price can now be compared.

There is only one price, $60 per tonne, at which the quantity of car-
rots demanded equals the quantity supplied. At prices less than $60 per
tonne, there is a shortage of carrots because the quantity demanded
exceeds the quantity supplied. This is a situation of excess demand. At
prices greater than $60 per tonne, there is a surplus of carrots because the
quantity supplied exceeds the quantity demanded. This is a situation of

Practise with Study Guide

Chapter 3, Exercise 4.

eBay brings together buyers and sellers
of thousands of different goods and
services. It thus creates markets that
exist only on the Internet.

market Any situation in

which buyers and sellers

can negotiate the exchange

of goods or services.

excess demand

A situation in which, at the

given price, quantity

demanded exceeds

quantity supplied.
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excess supply. This same story can also be told in graphical terms. The quantities
demanded and supplied at any price can be read off the two curves; the excess supply
or excess demand is shown by the horizontal distance between the curves at each
price.

To examine the determination of market price, let s suppose first that the price is
$100 per tonne. At this price, 95 tonnes are offered for sale, but only 40 tonnes are
demanded. There is an excess supply of 55 tonnes per year. Sellers are then likely to cut
their prices to get rid of this surplus. And purchasers, observing the stock of unsold
carrots, will begin to offer less money for the product. In other words, excess supply
causes downward pressure on price.

Now consider the price of $20 per tonne. At this price, there is excess demand. The
20 tonnes produced each year are snapped up quickly, and 90 tonnes of desired pur-
chases cannot be made. Rivalry between would-be purchasers may lead them to offer
more than the prevailing price to outbid other purchasers. Also, sellers may begin to
ask a higher price for the quantities that they do have to sell. In other words, excess
demand causes upward pressure on price.

Finally, consider the price of $60. At this price, producers want to sell 65 tonnes
per year, and purchasers want to buy that same quantity. There is neither a shortage
nor a surplus of carrots. There are no unsatisfied buyers to bid the price up, nor are
there unsatisfied sellers to force the price down. Once the price of $60 has been
reached, therefore, there will be no tendency for it to change.

Equilibrium implies a state of rest, or balance, between opposing forces. The
equilibrium price is the one toward which the actual market price will tend. Once

FIGURE 3-7 Determination of the Equilibrium Price of Carrots

20

 0

40

60

80

100

120

140

20 40 60

Excess
supply

Excess
demand

80 100 120 140

Quantity of Carrots

(tonnes per year)

 P
ri

ce
 o

f 
C

a
rr

o
ts

 (
d

o
ll

a
rs

 p
er

 t
o

n
n

e)

S

D

E

The equilibrium price corresponds to the intersection of the demand and supply curves. At any price above $60, there
is excess supply and thus downward pressure on price. At any price below $60, there is excess demand and thus
upward pressure on price. Only at a price of $60 is there no pressure for price to change. Equilibrium occurs at point
E, at a price of $60.

Demand and Supply Curves

equilibrium price The

price at which quantity

demanded equals quantity

supplied. Also called the

market-clearing price.

excess supply A situation

in which, at the given price,

quantity supplied exceeds

quantity demanded.

Demand and Supply Schedules

Excess 
Demand (*)

Quantity Quantity or Excess
Demanded Supplied Supply (+)

Price (tonnes per (tonnes per (tonnes per
($ per tonne) year) year) year)

p D S D + S

20 110 20 *90
40 85 45 *40
60 65 65 0
80 50 80 +30

100 40 95 +55
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64 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

established, it will persist until it is disturbed by some change in market conditions
that shifts the demand curve, the supply curve, or both.

The price at which the quantity demanded equals the quantity supplied is called
the equilibrium price, or the market-clearing price. [5]

Any price at which the market does not clear that is, quantity demanded
does not equal quantity supplied is called a disequilibrium price. Whenever there is
either excess demand or excess supply in a market, that market is said to be in a state
of disequilibrium, and the market price will be changing.

Figure 3-7 makes it clear that the equilibrium price occurs where the demand and
supply curves intersect. Below that price, there is excess demand and hence upward
pressure on the existing price. Above that price, there is excess supply and hence down-
ward pressure on the existing price.3

Changes in Market Prices

Changes in any of the variables, other than price,
that influence quantity demanded or supplied will
cause a shift in the demand curve, the supply curve,
or both. There are four possible shifts: an increase
in demand (a rightward shift in the demand curve),
a decrease in demand (a leftward shift in the
demand curve), an increase in supply (a rightward
shift in the supply curve), and a decrease in supply
(a leftward shift in the supply curve).

To discover the effects of each of the possible
curve shifts, we use the method known as
comparative statics.4 With this method, we derive
predictions about how the endogenous variables
(equilibrium price and quantity) will change fol-

lowing a change in some exogenous variable (the variables whose changes cause shifts in
the demand and supply curves). We start from a position of equilibrium and then intro-
duce the change to be studied. We then determine the new equilibrium position and
compare it with the original one. The difference between the two positions of equilib-
rium must result from the change that was introduced, because everything else has been
held constant.

disequilibrium price

A price at which quantity

demanded does not equal

quantity supplied.

disequilibrium A situation

in a market in which there

is excess demand or excess

supply.

comparative statics The

derivation of predictions by

analyzing the effect of a

change in some exogenous

variable on the equilibrium.

3 When economists graph a demand (or supply) curve, they put the variable to be explained (the dependent

variable) on the horizontal axis and the explanatory variable (the independent variable) on the vertical

axis. This is backward  to what is usually done in mathematics. The rational explanation of what is now

economists odd practice is buried in the history of economics and dates back to Alfred Marshall s Princi-

ples of Economics (1890) [6]. For better or worse, Marshall s scheme is now used by all economists,

although mathematicians never fail to wonder at this example of the odd ways of economists.

4 The term static is used because we are not concerned with the actual path by which the market goes from

the first equilibrium position to the second or with the time taken to reach the second equilibrium. Analysis

of these movements would be described as dynamic analysis.

Oil  Texas US$/bbl

Nat. Gas  Henry Hub US$ mmbtu

Nat. Gas  AECO C C$/gigajoule

Gold  US$/troy ounce

Silver  US$/troy ounce

Zinc  US$/lb

Aluminum  US$/lb

Copper  US$/lb

Lead  US$/lb

  

66.94

4.02

3.13

922.30

13.76

0.67

0.70

2.14

0.72

*2.62

*0.03

*0.23

*12.90

*0.45

*0.03

*0.05

*0.12

*0.04

Price Price

CLOSING PRICES (SPOT)

Chg Chg

Pulp  NBSK US$/metric ton

Wheat  DK N. Spr US$ bshl

Lumber  KD W. S-P-F, Mill US$

Framing Lumber  Composite

Corn  Ont. C$ tonne

Feed Barley  Lthbrdge C$ tonne

Feed Wheat  Thndr Bay C$ tonne    

Soybeans  Ont. #2 C$ tonne

Canola  InStore Van C$ tonne

654.88

7.78

200.00

229.00

161.51

187.00

214.00

467.01

498.10

0.00

*0.14

5.00

7.00

*5.51

0.00

0.00

*9.19

*5.70

Many commodities are bought and sold every day on world markets,
with prices that fluctuate frequently because of changes in the condi-
tions of demand and supply.
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The changes caused by each of the four possible curve shifts are shown in Figure 3-8.
Study the figure carefully. Previously, we had given the axes specific labels, but because
it is now intended to apply to any product, the horizontal axis is simply labelled
Quantity.  This means quantity per period in whatever units output is measured.
Price,  the vertical axis, means the price measured as dollars per unit of quantity for

the same product.
The effects of the four possible curve shifts are as follows:

1. An increase in demand causes an increase in both the equilibrium price and the
equilibrium quantity exchanged.

2. A decrease in demand causes a decrease in both the equilibrium price and the equi-
librium quantity exchanged.

3. An increase in supply causes a decrease in the equilibrium price and an increase in
the equilibrium quantity exchanged.

4. A decrease in supply causes an increase in the equilibrium price and a decrease in
the equilibrium quantity exchanged.

FIGURE 3-8 Shifts in Demand and Supply Curves
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Shifts in either demand or supply curves will generally lead to changes in equilibrium price and quantity. In part (i),
suppose the original demand and supply curves are D0 and S, which intersect to produce equilibrium at E0, with a
price of p0 and a quantity of Q0. An increase in demand shifts the demand curve to D1, taking the new equilibrium to
E1. Price rises to p1 and quantity rises to Q1. Starting at E0, a decrease in demand shifts the demand curve to D2, tak-
ing the new equilibrium to E2. Price falls to p2 and quantity falls to Q2.

In part (ii), the original demand and supply curves are D and S0, which intersect to produce equilibrium at E0,
with a price of p0 and a quantity of Q0. An increase in supply shifts the supply curve to S1, taking the new equilibrium
to E1. Price falls to p1 and quantity rises to Q1. Starting at E0, a decrease in supply shifts the supply curve from S0 to
S2, taking the new equilibrium to E2. Price rises to p2 and quantity falls to Q2.
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Demonstrations of these effects are given in the caption to Figure 3-8. The intuitive
reasoning behind each is as follows:

1. An increase in demand (the demand curve shifts to the right). An increase in
demand creates a shortage at the initial equilibrium price, and the unsatisfied buy-
ers bid up the price. This rise in price causes a larger quantity to be supplied, with
the result that at the new equilibrium more is exchanged at a higher price.

2. A decrease in demand (the demand curve shifts to the left). A decrease in demand
creates a surplus at the initial equilibrium price, and the unsuccessful sellers bid the
price down. As a result, less of the product is supplied and offered for sale. At the
new equilibrium, both price and quantity exchanged are lower than they were
originally.

3. An increase in supply (the supply curve shifts to the right). An increase in 
supply creates a surplus at the initial equilibrium price, and the unsuccessful
suppliers force the price down. This drop in price increases the quantity
demanded, and the new equilibrium is at a lower price and a higher quantity
exchanged.

4. A decrease in supply (the supply curve shifts to the left). A decrease in supply cre-
ates a shortage at the initial equilibrium price that causes the price to be bid up.
This rise in price reduces the quantity demanded, and the new equilibrium is at a
higher price and a lower quantity exchanged.

Practise with Study Guide

Chapter 3, Exercise 3 and

Short-Answer Question 4.

Here are two simple examples of the demand and supply
model in action. Both examples show how the
weather something that changes in unpredictable and
often dramatic ways can have significant effects on
either the demand or the supply of various products,
with obvious implications for the observed market price.

The Weather and a Demand Shock

In January 1998, Quebec, Eastern Ontario, and parts of
the Northeastern United States were hit by a massive ice
storm. So unprecedented was this storm in its magni-
tude that many electric power systems were devastated.
Homes and businesses in the Montreal area went with-
out power for as long as four weeks.

This electric power shortage had many economic
effects, including lost factory production, damage to
many businesses, the death of farm livestock, and the
displacement of thousands of people into shelters.
Another effect of the power shortage, as soon as it
became clear that it would last for more than just a few

hours, was a sudden and substantial increase in the
demand for portable gas-powered electric generators.
Within just a few days, all stores in the greater Montreal
area were sold out of such generators, and the prices for
newly ordered units increased sharply.

Furthermore, the shortages and price increases for
electric generators were not confined to the area directly
hit by the ice storm. As it became clear that there was an
excess demand for generators in Quebec, sellers in other
parts of the country began to divert their supply toward
Quebec. This reduction in supply caused shortages, and
thus price increases, in other parts of the country, as far
away as Edmonton.

The Weather and a Supply Shock

In late August 2005, Hurricane Katrina emerged from the
Caribbean, gathered strength as it crossed the Gulf of
Mexico, and unleashed its fury on New Orleans,
Louisiana. The damage to New Orleans was massive,
especially after the levee holding back Lake Pontchartrain

LESSONS FROM HISTORY 3-1

Ice Storms, Hurricanes, and Economics
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Practise with Study Guide

Chapter 3, Exercise 5 and

Extension Exercise E1.

By using the tools we have learned in this chapter, we can link many real-world
events that cause demand or supply curves to shift with changes in market prices and
quantities. Lessons from History 3-1 shows how we can use demand-and-supply analy-
sis to examine the effects of two real-world weather shocks: Quebec s 1998 ice storm
and Hurricane Katrina in 2005.

Our discussion of demand, supply, and equilibrium has explained why equilibrium
price and quantity are found at the intersection of the demand and supply curves. And we
have shown diagrams (Figures 3-7 and 3-8) illustrating this in the general case. But we have
not presented a specific example of demand and supply and solved  precisely for the equi-
librium price and quantity. This is a useful exercise but requires some algebra. See Exten-
sions in Theory 3-2 for an algebraic solution to a specific model of demand and supply.

w w w . m y e c o n l a b . c o m

Economists often use data from market transactions to estimate demand and

supply relationships. This is a difficult exercise, however, because the

demand and supply curves in any given market are often shifting at the same

time. To learn more about what is needed to identify a demand or supply

curve by using real-world data, look for Economic Data and the Identification

Problem in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

broke, and much of the city was flooded. Katrina was the
worst natural disaster in U.S. history; the cost of the dam-
age to buildings, bridges, houses, and other infrastructure
was estimated to be close to U.S.$125 billion.

Hurricane Katrina had an instant effect on the
world market for oil. Over short periods of time, the
world demand curve for oil is relatively steep, reflecting
the fact that users of oil initially reduce their purchases
only slightly when the price rises.

Hurricane Katrina interrupted the local production
and distribution of oil, thereby causing a temporary
reduction in world supply. Several large oilrigs in the
Gulf of Mexico were damaged and were shut down or
operating well below their capacity for several weeks. In
addition, the major pipelines that transport this oil from
the Gulf ports to the inland refineries were also seri-
ously damaged. For both reasons, the supply curve for
oil shifted to the left. And given the relatively steep
demand curve, this reduction in supply caused a sharp
increase in the equilibrium price. The price per barrel of
oil, which had averaged roughly U.S.$40 earlier that
year, reached U.S.$70 on August 29, and stayed above
U.S.$65 for about a month. As the rigs and pipelines
were repaired, and Gulf-area oil production began to

approach its pre-Katrina levels, the supply curve shifted
back to the right and the price returned to levels
between U.S.$55 and U.S.$60 per barrel.

Hurricane Katrina in August 2005 damaged several oil
platforms operating in the Gulf of Mexico and thus caused
a temporary reduction in the supply of oil.
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This box presents an algebraic model of demand and
supply and the method for determining the equilibrium
price and quantity. For simplicity, we assume that the
demand and supply curves are linear relationships
between price and quantity.

Consider the following demand and supply curves:

Demand: QD
= a - bp

Supply: QS
= c + dp

where p is the price, QD is quantity demanded, QS is
quantity supplied, and a, b, c, and d are positive con-
stants. Both relationships are plotted in the accompany-
ing figure.

What is the interpretation of the demand curve and
how do we plot it? First, at a price of zero, consumers
will buy a units this is the horizontal intercept of the
demand curve. Second, at a price of a/b, consumers will
buy zero units, so a/b is the vertical intercept of the
demand curve. Finally, the slope of the demand curve is
1/b; the quantity demanded increases by b units for

every $1 that price falls.
What is the interpretation of the supply curve, and

how do we plot it? First, if the price is zero, suppliers
will sell c units this is the horizontal intercept of the
supply curve. Second, for every $1 increase in price, the
quantity supplied increases by d units. Thus, the slope
of the supply curve is 1/d.

Given these demand and supply curves, the market
equilibrium can be determined in two ways. The first is
to construct a scale diagram and plot the two curves
accurately. If you do this carefully, you will be able to
read the equilibrium price and quantity off the diagram.

But your diagram will have to be very accurate for this
to work!

A more precise method is to use algebra to solve for
the equilibrium price and quantity. Here is how we do
it. We know that in equilibrium quantity demanded
equals quantity supplied, or QD

= QS. We call the equi-
librium quantity Q*. But we also know that in equilib-
rium the price paid by the consumers will equal the
price received by the producers that is, there is only
one equilibrium price, which we call p*. Putting these
two facts together we know that in equilibrium

Demand: Q* = a - bp*
Supply: Q* = c + dp*

 0

Slope =

Quantity

 P
ri

ce

ac

a

b

1

d

Slope = 
1

b

Supply: Q
S
 = c + dp

Demand: Q
D
 = a  bp

p* =

Q* = ad + cb

b + d

a  c

b + d

EXTENSIONS IN THEORY 3-2

The Algebra of Market Equilibrium

Relative Prices and Inflation

The theory we have developed explains how individual prices are determined by the
forces of demand and supply. To facilitate matters, we have made ceteris paribus
assumptions. Specifically, we have assumed the constancy of all prices except the one
we are studying. Does this mean that our theory is inapplicable to an inflationary
world in which all prices are rising at the same time? Fortunately, the answer is no.

The price of a product is the amount of money that must be spent to acquire one
unit of that product. This is called the absolute price or money price. A relative price is
the ratio of two absolute prices; it expresses the price of one good in terms of (relative
to) another.

absolute price The

amount of money that

must be spent to acquire

one unit of a commodity.

Also called money price.

relative price The ratio of

the money price of one

commodity to the money

price of another

commodity; that is, a ratio

of two absolute prices.
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We now have two equations and two unknown
variables (p* and Q*) and can proceed to solve the sys-
tem of equations. Since Q* from the demand curve
equals Q* from the supply curve, it follows that

a - bp* = c + dp*

This implies

a - c = (b + d)p*

which can be solved for p* to get

p* =

This is the solution for the equilibrium market
price. By substituting this value of p* back into either
the demand curve or the supply curve (it doesn t matter
which), we get the solution for Q*:

Q* = a - bp* = a -

which can be simplified to be

Q* = -

which can be further simplified to be

Q* =

We now have the precise solutions for the equilib-
rium price and quantity in this market. Notice that the
solutions for p* and Q* naturally depend on those
(exogenous) variables that shift the demand and supply
curves. For example, an increase in demand for the prod-
uct would be reflected by an increase in a. This would
shift the demand curve to the right, increasing both p*
and Q*. A decrease in supply would have a different

effect. It would be reflected by a decrease in c that would
shift the supply curve to the left, leading to an increase in
p* and a reduction in Q*.

Now let s do the same thing but with even more
specific demand and supply curves. Suppose we have
the following relationships:

QD
= 18 - 3p

QS
= 2 + 5p

The equilibrium condition is that QD
* QS

* Q*.
And when quantity is equal to Q*, price will be equal to
p*. Thus, in equilibrium we will have

Q* = 18 - 3p*

Q* = 2 + 5p*

Since Q* from the demand curve obviously equals
Q* from the supply curve, we have

18 - 3p* = 2 + 5p*

which can be solved for p* to get

8p* = 16

p* = 2

Putting this value of p* back into the demand curve
we get

Q* = 18 - 3(2)

Q* = 12

We have therefore solved for the equilibrium price
and quantity in this specific numerical model of demand
and supply.

Mastering the algebra of demand and supply takes
a little practice, but is worth the effort. If you would like
to practise, try the Study Exercises at the end of the
chapter (and Chapters 4 and 5) that deal with the alge-
bra of demand and supply.

(ad + bc)
++

b + d

b(a - c)
+

(b + d)

a(b + d)
+

(b + d)

b(a - c)
+

(b + d)

a - c
+

b + d

We have been reminded several times that what matters for demand and supply is
the price of the product in question relative to the prices of other products; that is,
what matters is the relative price. For example, if the price of carrots rises while the
prices of other vegetables are constant, we expect consumers to reduce their quantity
demanded of carrots as they substitute toward the consumption of other vegetables. In
this case, the relative price of carrots has increased. But if the prices of carrots and all
other vegetables are rising at the same rate, the relative price of carrots is constant. In
this case we expect no substitution to take place between carrots and other vegetables.

In an inflationary world, we are often interested in the price of a given product as
it relates to the average price of all other products. If, during a period when all prices
were increasing by an average of 5 percent, the price of coffee increased by 30 percent,
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w w w . m y e c o n l a b . c o m

The world price of oil increased from about U.S.$15 per barrel in 1998 to more
than U.S.$100 in 2008. For more details on the many recent developments in
the world oil market, including the role of various geopolitical tensions, look for
A Primer on the Market for Crude Oil in the Additional Topics section of this book s
MyEconLab.

ADDITIONAL TOPICS

Summary

The amount of a product that consumers want to pur-
chase is called quantity demanded. It is a flow expressed
as so much per period of time. It is determined by tastes,
income, the product s own price, the prices of other
products, the size of the population, and expectations
about the future.
The relationship between quantity demanded and price
is represented graphically by a demand curve that shows
how much will be demanded at each market price.
Quantity demanded is assumed to increase as the price
of the product falls, other things held constant. Thus,
demand curves are negatively sloped.

A shift in a demand curve represents a change in the
quantity demanded at each price and is referred to as a
change in demand.
An increase in demand means the demand curve shifts
to the right; a decrease in demand means the demand
curve shifts to the left.
It is important to make the distinction between a move-
ment along a demand curve (caused by a change in the
product s price) and a shift of a demand curve (caused
by a change in any of the other determinants of
demand).

3.1 Demand L12

then the price of coffee increased relative to the prices of other goods as a whole. Cof-
fee became relatively expensive. However, if coffee had increased in price by 30 percent
when other prices increased by 40 percent, then the relative price of coffee would have
fallen. Although the money price of coffee increased substantially, coffee became rela-
tively cheap.

In this chapter we have been assuming that changes in a particular price occur
when all other prices are constant. We can easily extend the analysis to an inflationary
setting by remembering that any force that raises the price of one product when other
prices remain constant will, given general inflation, raise the price of that product
faster than the price level is rising. For example, consider a change in tastes in favour of
carrots that raises their price by 5 percent when other prices are constant. The same
change would raise their price by 8 percent if, at the same time, the general price level
were rising by 3 percent. In each case, the price of carrots rises 5 percent relative to the
average of all prices.

In microeconomics, whenever we refer to a change in the price of one product, we
mean a change in that product s relative price; that is, a change in the price of that
product relative to the prices of all other goods.
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The amount of a good that producers wish to sell is
called quantity supplied. It is a flow expressed as so
much per period of time. It depends on the product s
own price, the costs of inputs, the number of suppliers,
government taxes or subsidies, the state of technology,
and prices of other products.
The relationship between quantity supplied and price is
represented graphically by a supply curve that shows
how much will be supplied at each market price.
Quantity supplied is assumed to increase as the price of
the product increases, other things held constant. Thus,
supply curves are positively sloped.

A shift in the supply curve indicates a change in the
quantity supplied at each price and is referred to as a
change in supply.
An increase in supply means the supply curve shifts to
the right; a decrease in supply means the supply curve
shifts to the left.
It is important to make the distinction between a move-
ment along a supply curve (caused by a change in the
product s price) and a shift of a supply curve (caused by
a change in any of the other determinants of supply).

3.2 Supply L 3 4

The equilibrium price is the price at which the quantity
demanded equals the quantity supplied. At any price
below equilibrium, there will be excess demand; at any
price above equilibrium, there will be excess supply.
Graphically, equilibrium occurs where the demand and
supply curves intersect.
Price rises when there is excess demand and falls when
there is excess supply. Thus, the actual market price will
be pushed toward the equilibrium price. When it is
reached, there will be neither excess demand nor excess
supply, and the price will not change until either the
supply curve or the demand curve shifts.
By using the method of comparative statics, we can
determine the effects of a shift in either demand or

supply. An increase in demand raises both equilibrium
price and equilibrium quantity; a decrease in demand
lowers both. An increase in supply raises equilibrium
quantity but lowers equilibrium price; a decrease in
supply lowers equilibrium quantity but raises equilib-
rium price.
The absolute price of a product is its price in terms of
money; its relative price is its price in relation to other
products. In an inflationary period, a rise in the relative
price of one product means that its absolute price rises
by more than the average of all prices; a fall in its rela-
tive price means that its absolute price rises by less than
the average of all prices.

3.3 The Determination of Price L 5

Key Concepts
Stock and flow variables
Ceteris paribus or other things being

equal
Quantity demanded
Demand schedule and demand

curve

Equilibrium, equilibrium price, and
disequilibrium

Comparative statics
Relative price

Change in quantity demanded versus
change in demand

Quantity supplied
Supply schedule and supply curve
Change in quantity supplied versus

change in supply

Study Exercises

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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b. We can say that the demand curve for sugar in
December shifted (to the right/to the left) of
November s demand curve. This represents a(n)
(increase/decrease) in demand for sugar.

c. An increase in the demand for sugar means that
quantity demanded at each price has (increased/
decreased), while a decrease in demand for sugar
means that quantity demanded at each price has
(increased/decreased).

d. In the month of December, a price change for sugar
from $3.50 to $2.75 per kilogram would mean a
change in (demand for/quantity demanded of )
sugar of 3000 kg.

e. Plot the three demand schedules on a graph and
label each demand curve to indicate whether it is
the demand for October, November, or December.

3. For each of the following statements, determine
whether there has been a change in supply or a change
in quantity supplied. Draw a demand and supply dia-
gram for each situation to show either a movement
along the supply curve or a shift of the supply curve.

a. The price of Canadian-grown peaches skyrockets
during an unusually cold summer that reduces the
size of the peach harvest.

b. An increase in income leads to an increase in the
price of beef and also to an increase in beef sales.

c. Technological improvements in the microchip lead
to price reductions for laptop computers and an
increase in computer sales.

d. Greater awareness of the health risks from smoking
lead to a reduction in the price of cigarettes and to
fewer cigarettes being sold.

4. The following diagram describes the hypothetical
demand and supply for tuna in Canada in 2010.

a. Suppose the price of a can of tuna is $4.00. What
is the quantity demanded? What is the quantity
supplied? At this price, is there a shortage or a sur-
plus? By what amount?
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1. Fill in the blanks to complete the statements about a
supply-and-demand model, as applied in the following
situations.

a. Consider the market for cement in Toronto. If,
ceteris paribus, half the producers in this market
shut down, the ________ curve for cement will shift
to the ________, indicating a(n) ________ in
________.

b. Consider the market for Canadian softwood lum-
ber (a normal good). If, ceteris paribus, average
incomes in both Canada and the United States rise
over several years, the ________ curve for lumber
will shift to the ________, indicating a(n) ________
in ________.

c. Consider the market for Quebec artisanal cheeses.
If, ceteris paribus, the price of imported cheeses
from France rises significantly, the ________ curve
for Quebec cheeses will shift to the ________, indi-
cating a(n) ________ in ________.

d. Consider the market for milk in the United States.
If ceteris paribus, the U.S. government decreases
subsidies to dairy farmers, the ________ curve for
milk will shift to the ________, indicating a(n)
________ in ________.

e. Consider the world market for shipping containers.
If, ceteris paribus, the price of steel (a major input)
rises, the ________ curve for shipping containers
will shift to the ________, indicating a(n) ________
in ________.

f. Consider the market for hot dog buns. If, ceteris
paribus, the price of wieners doubles, the ________
curve for hot dog buns will shift to the ________,
indicating a(n) ________ in ________.

2. The following table shows hypothetical demand
schedules for sugar for three separate months. To help
make the distinction between changes in demand and
changes in quantity demanded, choose the wording to
make each of the following statements correct.

Quantity Demanded for Sugar (in kilograms)
Price/kg October November December

$1.50 11 000 10 500 13 000
1.75 10 000 9 500 12 000
2.00 9 000 8 500 11 000
2.25 8 000 7 500 10 000
2.50 7 000 6 500 9 000
2.75 6 000 5 500 8 000
3.00 5 000 4 500 7 000
3.25 4 000 3 500 6 000
3.50 3 000 2 500 5 000

a. When the price of sugar rises from $2.50 to $3.00
in the month of October there is a(n) (increase/
decrease) in (demand for/quantity demanded of)
sugar of 2000 kg.
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9. The New York Times recently stated:

While the world s appetite for chocolate grows
more voracious each year, cocoa farms around the
globe are failing, under siege from fungal and viral
diseases and insects. . . . Researchers predict a
shortfall in beans from the cacao tree, the raw
material from which chocolate is made, in as little
as five to ten years.

Describe in terms of the supply-and-demand appara-
tus what is described in the quote. What is the implied
prediction for the equilibrium price of chocolate?
What is the implied prediction for the equilibrium
quantity of chocolate?

10. This is a challenging question and is similar to the
example shown in Extensions in Theory 3-2 on
page 68. It requires you to solve a supply-and-demand
model as a system of simultaneous equations (meaning
simply that both equations apply at the same time).
Letting p be the price of the product, suppose the
demand and supply functions for some product are
given by

QD
= 100 - 3p

QS
= 10 + 2p

a. Plot both the demand curve and the supply curve.
b. What is the condition for equilibrium in this

market?
c. By imposing the condition for equilibrium, solve

for the equilibrium price.
d. Substitute the equilibrium price into either the

demand or the supply function to solve for the
equilibrium quantity. Check to make sure you get
the same answer whether you use the demand func-
tion or the supply function.

e. Now suppose there is an increase in demand so
that the new demand function is given by

QD
+ 180 * 3p

Compute the new equilibrium price and quantity.
Is your result consistent with the law  of demand?

Quantity of Wheat
(thousands of tonnes)
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Quantity of Wheat
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Canada World

 P
ri

ce

SS

D

b. Suppose the price of a can of tuna is $1.50. What
is the quantity demanded? What is the quantity
supplied? At this price, is there a shortage or a sur-
plus? By what amount?

c. What is the equilibrium price and quantity in this
market?

5. Consider households  demand for chicken meat. For
each of the events listed below, state and explain the
likely effect on the demand for chicken. How would
each event be illustrated in a diagram?

a. A medical study reports that eating chicken reduces
the likelihood of suffering from particular types of
heart problems.

b. A widespread bovine disease leads to an increase in
the price of beef.

c. An increase in average household income.

6. Consider the world market for a particular quality of
coffee beans. The following table shows the demand
and supply schedules for this market.

Price Quantity Demanded
(per (millions of kilograms Quantity 

kilogram) per year) Supplied

$2.00 28 10

$2.40 26 12

$3.10 22 13.5

$3.50 19.5 19.5

$3.90 17 22

$4.30 14.5 23.5

a. Plot the demand and supply schedules on a diagram.
b. Identify the amount of excess demand or supply

associated with each price.
c. Identify the equilibrium price in this market.
d. Suppose that a collection of national governments

were somehow able to set a minimum price for cof-
fee equal to $3.90 per kilogram. Explain the out-
come in the world coffee market.

7. Consider the supply for Grade A beef. As the price of
beef rises, ranchers will tend to sell more cattle to the
slaughterhouses. Yet a central prediction from the sup-
ply-and-demand model of this chapter is that an
increase in the supply of beef reduces the equilibrium
price. Reconcile the apparent contradiction. Use a dia-
gram to do so.

8. Consider the world market for wheat. Suppose there is
a major failure in Russia s wheat crop because of a
severe drought. Explain the likely effect on the equilib-
rium price and quantity in the world wheat market.
Also explain why Canadian wheat farmers certainly
benefit from Russia s drought. The diagrams below
provide a starting point for your analysis.

03_raga_ch03.qxd  1/28/10  6:16 PM  Page 73



74 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

the new equilibrium price and quantity. Is your
result consistent with the law  of supply?

f. Now suppose that, with the new demand curve in
place, there is an increase in supply so that the new
supply function is given by QS

= 90 + 2p. Compute

1. Suppose a government economist predicts that this
spring s excellent weather will result in larger crops of
wheat and canola than farmers had expected. But the
economist warns consumers not to expect prices to
decrease because the cost of production is rising and
foreign demand for Canadian crops is increasing. The
classic pattern of supply and demand won t work this
time,  the economist says. Discuss his observation.

2. What do you think would be the effect on the equilib-
rium price and quantity of marijuana if its sale and
consumption were legalized?

3. Classify the effect of each of the following as (i) a
decrease in the demand for fish or (ii) a decrease in the
quantity of fish demanded. Illustrate each diagram-
matically.

a. The government of Canada closes the Atlantic cod
fishery.

b. People buy less fish because of a rise in fish prices.
c. The Catholic Church relaxes its ban on eating meat

on Fridays.
d. The price of beef falls and, as a result, consumers

buy more beef and less fish.
e. Fears of mercury poisoning lead locals to shun fish

caught in nearby lakes.
f. It is generally alleged that eating fish is better for

one s health than eating meat.

4. Predict the effect on the price of at least one related
product of each of the following events:

a. Winter snowfall is at a record high in the interior of
British Columbia, but drought continues in Quebec
ski areas.

b. A recession decreases employment in Oshawa
automobile factories.

c. The French grape harvest is the smallest in 20
years.

d. The province of Ontario cancels permission for
campers to cut firewood in provincial camp-
grounds.

5. Are the following two observations inconsistent?

a. Rising demand for housing causes prices of new
homes to soar.

b. Many families refuse to buy homes as prices
become prohibitive for them.

6. Look back at the supply-and-demand figure inside
Extensions in Theory 3-2 on page 68. Notice that the
supply curve has a positive horizontal intercept, sug-
gesting that producers will wish to produce and sell a
positive amount of this product even when the price is
zero. Is this reasonable? Under what conditions might
this occur?

Discussion Questions
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4
L LEARNING OBJECTIVES

In this chapter you will learn

1 the meaning of price elasticity of demand

and how it is measured.

2 about the relationship between total expen-

diture and price elasticity of demand.

3 the meaning of price elasticity of supply

and how it is measured.

4 how demand and supply determine the

effects of an excise tax.

5 how to measure the income elasticity of

demand and how this measure helps us dis-

tinguish between normal and inferior goods.

6 how to measure cross elasticity of demand,

and the meaning of substitute and comple-

ment goods.

The laws of demand and supply predict the direction

of changes in equilibrium price and quantity in

response to various shifts in demand and supply

curves. For many purposes, however, it is not enough

to know merely whether price and quantity rise or

fall; it is also important to know by how much each

changes.

For example, in the previous chapter we

described the effect of Hurricane Katrina on the world

price of oil in 2005. The hurricane caused a tempo-

rary reduction in the supply of crude oil, which led to

a 20-percent increase in the world price. How can we

explain why the increase in price was 20 percent

rather than 50 percent or only 5 percent? As we will

see in this chapter, the shapes of the demand and

supply curves determine the sensitivity of prices and

quantities to various economic shocks. Precise mea-

sures of these sensitivities are provided by what are

called the elasticity of demand and supply.

Elasticity
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4.1 Price Elasticity of Demand
Suppose there is a decrease in the supply of some farm crop that is, a leftward shift in
the supply curve. We saw in Figure 3-8 (see page 65) when we examined the laws of
supply and demand that such a decrease in supply will cause the equilibrium price to
rise and the equilibrium quantity to fall. But by how much will each change? The
answer depends on what is called the price elasticity of demand.

Loosely speaking, demand is said to be elastic when quantity demanded is quite
responsive to changes in price. When quantity demanded is relatively unresponsive to
changes in price, demand is said to be inelastic.

The importance of elasticity is illustrated in Figure 4-1. The two parts of the figure
have the same initial equilibrium, and that equilibrium is disturbed by the same
leftward shift in the supply curve. But the demand curves are different in the two parts
of the figure, and so the sizes of the changes in equilibrium price and quantity are also
different.

Part (i) of Figure 4-1 illustrates a case in which the quantity that consumers
demand is relatively responsive to price changes that is, demand is relatively elastic.
The reduction in supply pushes up the price, but because the quantity demanded is
quite responsive to changes in price (demand is elastic), only a small change in price is
necessary to restore equilibrium.

FIGURE 4-1 The Effects of a Supply Shift with Two Different Demand Curves

(ii)  Relatively inelastic demand(i)  Relatively elastic demand
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The more responsive the quantity demanded is to changes in price, the less the change in equilibrium price and the
greater the change in equilibrium quantity resulting from any given shift in the supply curve. Both parts of the figure
are drawn to the same scale. They show the same initial equilibrium, E0, and the same shift in the supply curve, from
S0 to S1. In each part, initial equilibrium is at price p0 and output Q0 and the new equilibrium, E1, is at p1 and Q1. In
part (i), the effect of the reduction in supply is a slight rise in the price and a large decrease in quantity. In part (ii), the
effect of the identical reduction in supply is a large increase in the price and a relatively small decrease in quantity.
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Part (ii) of Figure 4-1 shows a case in which the quantity demanded is relatively
unresponsive to price changes that is, demand is relatively inelastic. As in part (i), the
decrease in supply at the original price causes a shortage that increases the price. How-
ever, in this case the quantity demanded by consumers does not fall much in response
to the rise in price (demand is inelastic). The result is that equilibrium price rises more,
and equilibrium quantity falls less, than in the first case.

In both cases shown in Figure 4-1, the shifts of the supply curve are identical. The
sizes of the effects on the equilibrium price and quantity are different only because of
the different elasticities of demand.

The Measurement of Price Elasticity

In Figure 4-1, we were able to say that the demand curve in part (i) showed more
responsiveness to price changes than the demand curve in part (ii) because two condi-
tions were fulfilled. First, both curves were drawn on the same scale. Second, the initial
equilibrium prices and quantities were the same in both parts of the figure. Let s see
why these conditions matter.

First, by drawing both figures on the same scale, we saw that the demand curve
that looked steeper actually did have the larger absolute slope. (The slope of a demand
curve tells us the amount by which price must change to cause a unit change in quan-
tity demanded.) If we had drawn the two curves on different scales, we could have con-
cluded nothing about which demand curve actually had the greater slope.

Second, because we started from the same price quantity equilibrium in both parts
of the figure, we did not need to distinguish between percentage changes and absolute
changes. If the initial prices and quantities are the same in both cases, the larger
absolute change is also the larger percentage change. However, when we want to deal
with different initial price quantity equilibria, we need to decide whether we are inter-
ested in absolute or percentage changes.

To see why the difference between absolute and percentage change matters, con-
sider the changes in price and quantity demanded for three different products: cheese, 
T-shirts, and MP3 players. The information is shown
in Table 4-1. Should we conclude that the demand for
MP3 players is not as responsive to price changes as
the demand for cheese? After all, price cuts of $2 cause
quite a large increase in the quantity of cheese
demanded, but only a small increase in the quantity
demanded of MP3 players. It should be obvious that a
$2 price reduction is a large price cut for a low-priced
product and an insignificant price cut for a high-
priced product. In Table 4-1, each price reduction is
$2, but they are clearly different proportions of the
respective prices. It is usually more revealing to know
the percentage change in the prices of the various
products.

For similar reasons, knowing the quantity by
which demand changes is not very revealing unless the
initial level of demand is also known. An increase of
7500 kilograms is quite a significant change if the
quantity formerly bought was 15 000 kilograms, but it
is insignificant if the quantity formerly bought was 10
million kilograms.

TABLE 4-1 Price Reductions and Corresponding

Increases in Quantity Demanded for

Three Products

Increase in 
Quantity

Reduction Demanded
Commodity in Price (per month)

Cheese $2 per kilogram 7 500 kilograms
T-shirts $2 per shirt 25 000 shirts
MP3 players $2 per MP3 player 500 MP3 players

For each of the three products, the data show the
change in quantity demanded resulting from the same
absolute fall in price. The data are fairly uninforma-
tive about the responsiveness of quantity demanded
to price because they do not tell us either the original
price or the original quantity demanded.
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78 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

Table 4-2 shows the original and new levels of price and quantity. Note that it also
shows the average price and average quantity. These averages will be necessary for our
computation of elasticity.

The price elasticity of demand, the measure of responsiveness of the quantity of a
product demanded to a change in that product s price, is symbolized by the Greek letter
eta, *. It is defined as follows:

**

This measure is called the price elasticity of demand, or simply demand elasticity.
Because the variable causing the change in quantity demanded is the product s own
price, the term own-price elasticity of demand is also used.

The Use of Average Price and Quantity
in Computing Elasticity Table 4-3 shows the
percentage changes for price and quantity using the
data from Table 4-2. The caption in Table 4-3 stresses
that the demand elasticities are computed by using
changes in price and quantity measured in terms of the
average values of each. Averages are used to avoid the
ambiguity caused by the fact that when a price or
quantity changes, the change is a different percentage
of the original value than it is of the new value. For
example, the $2.00 change in the price of cheese
shown in Table 4-2 represents a 40-percent change in
the original price of $5.00 but a 66.7-percent change
in the new price of $3.00.

Using average values for price and quantity
means that the measured elasticity of demand
between any two points on the demand curve, call
them A and B, is independent of whether the move-
ment is from A to B or from B to A. In the example
of cheese in Tables 4-2 and 4-3, the $2.00 change in
the price of cheese is unambiguously 50 percent of
the average price of $4.00, and that percentage

Percentage change in quantity demanded
+++++

Percentage change in price

price elasticity of demand

(*) A measure of the

responsiveness of quantity

demanded to a change in

the commodity s own price.

TABLE 4-2 Price and Quantity Information Underlying Data of Table 4-1

Original New Average Original New Average
Product Unit Price ($) Price ($) Price ($) Quantity Quantity Quantity

Cheese kilogram 5.00 3.00 4.00 116 250 123 750 120 000
T-shirts shirt 17.00 15.00 16.00 187 500 212 500 200 000
MP3 players player 81.00 79.00 80.00 9 750 10 250 10 000

These data provide the appropriate context for the data given in Table 4-1. The table relates the $2-per-unit price
reduction of each product to the actual prices and quantities demanded.

Practise with Study Guide

Chapter 4, Exercise 4.

TABLE 4-3 Calculation of Demand Elasticities

(1) (2) (3)
Percentage Percentage Elasticity
Decrease in Increase in of Demand

Product Price Quantity (2) , (1)

Cheese 50.0 6.25 0.125
T-shirts 12.5 12.5 1.0
MP3 players 2.5 5.0 2.0

Elasticity of demand is the percentage change in
quantity demanded divided by the percentage change
in price. The percentage changes are based on average
prices and quantities shown in Table 4-2. For exam-
ple, the $2.00-per-kilogram decrease in the price of
cheese is 50 percent of $4.00. A $2.00 change in the
price of MP3 players is only 2.5 percent of the aver-
age price per MP3 player of $80.00.
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applies to a price increase from $3.00 to $5.00 or to a price decrease from $5.00 to
$3.00.

Once we have computed the average prices and quantities as in Table 4-2, the alge-
braic formula for price elasticity is straightforward. Suppose we have an initial price of
p0 and an initial quantity of Q0. We then consider a new price of p1 and a new quan-
tity of Q1 (both price-quantity combinations lie on the demand curve for the product).
The formula for price elasticity is then

* * *

where p* is the average price and Q* is the average quantity. In the case of cheese from
Table 4-2, we have

* * * * 0.125

as shown in Table 4-3. Notice that elasticity is unit free even though prices are mea-
sured in dollars and quantity of cheese is measured in kilograms, the elasticity of
demand has no units.

We leave it to you to use this formula to confirm the price elasticities for T-shirts
and MP3 players shown in Table 4-3. [7]

Interpreting Numerical Elasticities Because demand curves have negative
slopes, an increase in price is associated with a decrease in quantity demanded, and vice
versa. Because the percentage changes in price and quantity have opposite signs,
demand elasticity is a negative number. However, we will follow the usual practice of
ignoring the negative sign and speak of the measure as a positive number, as we have
done in the illustrative calculations in Table 4-3. Thus, the more responsive the quan-
tity demanded to a change in price, the greater the elasticity and the larger is *.

The numerical value of demand elasticity can vary from zero to infinity. First con-
sider the extreme cases. Elasticity is zero when a change in price leads to no change in
quantity demanded. This is the case of a vertical demand curve, and it is quite rare
because it indicates that consumers do not alter their consumption at all when price
changes. At the other extreme, elasticity is very large when even a very small change in
price leads to an enormous change in quantity demanded. In these situations, the demand
curve is very flat, almost horizontal. (In the rare limiting case, the demand curve is per-
fectly horizontal and elasticity is infinite.) Most of reality lies between the extremes of
vertical and horizontal demand curves. We divide this realistic  range of elasticities into
two regions.

When the percentage change in quantity demanded is less than the percentage
change in price (elasticity less than 1), there is said to be inelastic demand. When the
percentage change in quantity is greater than the percentage change in price (elasticity
greater than 1), there is said to be elastic demand. The dividing line between these two
cases occurs when the percentage change in quantity demanded is exactly equal to the
percentage change in price and so elasticity is equal to 1. Here we say that demand
is unit elastic. This important terminology is summarized in part A of Extensions in
Theory 4-2, which is found on page 92.

0.0625
+

0.5
7500/120 000
++

2.0/4.0

Q1 - Q0
++

Q*
++

p1 - p0
++

p*

,Q
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+
,p
+
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inelastic demand

Following a given

percentage change in

price, there is a smaller

percentage change in

quantity demanded;

elasticity less than 1.

elastic demand Following

a given percentage change

in price, there is a greater

percentage change in

quantity demanded;

elasticity greater than 1.

Practise with Study Guide

Chapter 4, Exercise 1.
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80 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

A demand curve need not, and usually does not, have the same elasticity over its
whole length. Figure 4-2 shows that a negatively sloped linear demand curve does not
have a constant elasticity, even though it does have a constant slope. A linear demand
curve has constant elasticity only when it is vertical or horizontal. Figure 4-3 illustrates
these two cases, in addition to a third case of a particular non-linear demand curve that
also has a constant elasticity. (These are only three examples of many demand curves
with constant elasticities.)

FIGURE 4-2 Elasticity Along a Linear Demand Curve
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Moving down a linear demand curve, price elasticity falls continuously, even though the
slope is constant. In the interval between points A and B, the percentage change in quan-
tity is 100 (*Q = 10 and Q* = 10) and the percentage change in price is 20 (*p = 2 and 
p* = 10). The price elasticity over this interval of the demand curve is then 100/20 = 5.

The same absolute changes in price and quantity occur over the intervals CD and EF,
but elasticity differs because these absolute changes represent different percentage
changes. Between points C and D, price elasticity is equal to 1. Between points E and F,
price elasticity is equal to 0.2. Note that elasticity approaches infinity as we get closer to
where the demand curve intersects the vertical axis; elasticity approaches zero as we get
closer to where the demand curve intersects the horizontal axis.

w w w. m y e c o n l a b . c o m

For more details about demand elasticity, including the use of calculus to
measure elasticity along a non-linear demand curve, look for Some Further

Details About Demand Elasticity in the Additional Topics section of this book s
MyEconLab.

ADDITIONAL TOPICS

Practise with Study Guide

Chapter 4, Exercises 3 and 6.
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What Determines Elasticity of Demand?

Elasticity of demand is mostly determined by the availability of substitutes and the time
period under consideration.

Availability of Substitutes Some products, such as margarine, broccoli,
lamb, and Toyota cars, have quite close substitutes butter, other green vegetables,
beef, and Mazda cars. A change in the price of these products, with the prices of
the substitutes remaining constant, can be expected to cause much substitution.
A fall in price leads consumers to buy more of the product and less of the substi-
tutes, and a rise in price leads consumers to buy less of the product and more of the
substitutes.

A related point concerns product definition. Products defined more broadly, such
as all foods or all clothing or all methods of transportation, have many fewer satisfac-
tory substitutes than do products defined much more narrowly. A rise in their prices
can be expected to cause a smaller fall in quantities demanded than would be the case
if close substitutes were available. For example, there are far more substitutes for Diet
Pepsi than there are for the broader categories of diet colas, soft drinks, or beverages.
As a result, the demand elasticity for Diet Pepsi is significantly higher than for bever-
ages overall.

Products with close substitutes tend to have elastic
demands; products with no close substitutes tend to
have inelastic demands. Narrowly defined products
have more elastic demands than do more broadly
defined products.

Short Run and Long Run Demand elasticity
also depends to a great extent on the time period being
considered. Because it takes time to develop satisfac-
tory substitutes, a demand that is inelastic in the short
run may prove to be elastic when enough time has
passed. A dramatic example of this principle occurred
in 1973 when the Organization of Petroleum Export-
ing Countries (OPEC) shocked the world with its sud-
den and large increase in the price of oil. At that time,
the short-run demand for oil proved to be highly
inelastic. Large price increases were met in the short
run by very small reductions in quantity demanded. In
this case, the short run lasted for several years. Gradu-
ally, however, the high price of petroleum products led
to such adjustments as the development of smaller,
more fuel-efficient cars, economizing on heating oil by
installing more efficient insulation, and replacement of
fuel oil in many industrial processes with other power
sources, such as coal and hydroelectricity. The long-
run elasticity of demand, relating the change in price
to the change in quantity demanded after all adjust-
ments were made, turned out to have an elasticity of

FIGURE 4-3 Three Demand Curves with

Constant Elasticity
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Each of these demand curves has a constant elastic-
ity. D1 has zero elasticity: The quantity demanded
is equal to Q0, independent of the price. D2 has
infinite elasticity at the price p0: A small price
increase from p0 decreases quantity demanded from
an indefinitely large amount to zero. D3 has unit
elasticity: A given percentage increase in price
brings an equal percentage decrease in quantity
demanded at all points on the curve; it is a rectan-
gular hyperbola for which price times quantity
demanded is a constant.
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82 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

much more than 1, although the long-run adjust-
ments took as much as a decade to work out.1

The response to a price change, and thus the
measured price elasticity of demand, will tend to
be greater the longer the time span.

For such products as cornflakes and sweaters,
the full response to a price change occurs quickly,
and there is little reason to make the distinction
between short-run and long-run effects. But other
products are typically used in connection with
highly durable appliances or machines. A change
in the price of, say, electricity and gasoline may not
have its major effect until the stock of appliances
and automobiles that use these products has been
adjusted. This adjustment may take several years
to occur.

For products for which substitutes are devel-
oped over time, it is helpful to identify two kinds of
demand curves. A short-run demand curve shows
the immediate response of quantity demanded to a
change in price given the current stock of durable
goods. The long-run demand curve shows the

response of quantity demanded to a change in price after enough time has passed to
change the stock of durable goods.

The long-run demand for a product is more elastic than the short-run demand.

Figure 4-4 shows the short-run and long-run effects of an increase in supply. In the
short run, the supply increase leads to a movement down the relatively inelastic short-
run demand curve; it thus causes a large fall in price but only a small increase in quan-
tity. In the long run, demand is more elastic; thus long-run equilibrium has price and
quantity above those that prevailed in short-run equilibrium.

Elasticity and Total Expenditure

We know that quantity demanded increases as price falls, but what happens to the total
expenditure on that product? It turns out that the response of total expenditure depends
on the price elasticity of demand.

1 Note that the dramatic increase in the world price of oil that occurred between 2002 and 2008, as well as

the even more dramatic decline from 2008 to 2009, does not illustrate the same points about the elasticity of

demand for oil as the OPEC-related events from the 1970s. In the earlier period, the dominant economic

shocks were (OPEC-induced) shifts in the supply of oil and thus led to movement along a more-or-less stable

demand curve. From 2002 to 2009, in contrast, the dominant shocks were changes in the world demand for

oil and thus movements along a more-or-less stable supply curve.

Because most people cannot easily or quickly change the 
size of car they drive or their method of transportation, the
demand for gasoline is much less elastic in the short run than
in the long run.

Practise with Study Guide

Chapter 4, Exercise 2 and

Short-Answer Question 7.

04_raga_ch04.qxd  1/28/10  6:27 PM  Page 82



CHAPTER 4 : ELAST IC ITY 83

To see the relationship between the elasticity of
demand and total expenditure, we begin by noting that
total expenditure at any point on the demand curve is
equal to price times quantity:

Total expenditure = Price * Quantity

Because price and quantity move in opposite direc-
tions along a demand curve, one falling when the other
rises, the change in total expenditure is ambiguous if all
we know about the demand curve is that it has a nega-
tive slope. The change in total expenditure depends on
the relative changes in the price and quantity. As an
example, consider a price decline of 10 percent. If quan-
tity demanded rises by more than 10 percent (elastic
demand), then the quantity change will dominate and in
this case total expenditure will rise. In contrast, if quan-
tity demanded increases by less than 10 percent (inelastic
demand), then the price change will dominate and total
expenditure will fall. If quantity demanded increases by
exactly 10 percent (unit elastic demand), then the two
percentage changes exactly offset each other and total
expenditures will remain unchanged.

Figure 4-5 illustrates the relationship between price
elasticity and total expenditure; it is based on the linear
demand curve in Figure 4-2. Total expenditure at each of
a number of points on the demand curve is calculated in
the table, and the general relationship between total
expenditure and quantity demanded is shown by the plot-
ted curve. In the figure we see that expenditure reaches its
maximum when price elasticity is equal to 1. [8]

Our earlier example of the 1973 OPEC-induced
increase in the world price of oil can be used to illustrate
this relationship between elasticity, price, and total expenditure. As the OPEC countries
acted together to restrict supply and push up the world price of oil, quantity demanded
fell, but only by a small percentage much smaller than the percentage increase in price.
World demand for oil (at least in the short run) was very inelastic, and the result was that
total expenditure on oil increased dramatically. The OPEC oil producers, therefore, expe-
rienced an enormous increase in income.

The world wheat market provides another example. This market is strongly influ-
enced by weather conditions in the major wheat-producing countries. If one major
wheat-producing country, like Russia, suffers a significant failure in its wheat crop, the
world supply curve for wheat shifts to the left and the equilibrium world price rises.
Because the world demand for wheat is inelastic, the world s total expenditure on
wheat will rise. In this case, even though many individual Russian wheat producers will
be worse off because their crop failed, the total income of the world s wheat producers
will increase. One other observation is relevant: Wheat producers in other countries,
like Canada, benefit by selling their (unchanged) crop at a higher world price. And the
less elastic is the world demand for wheat, the more the price will rise as a result of the
Russian crop failure, and thus the more Canadian wheat farmers will benefit.

FIGURE 4-4 Short-Run and Long-Run
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The magnitude of the changes in the equilibrium
price and quantity following a shift in supply depends
on the time allowed for demand to adjust. The initial
equilibrium is at E0, with price p0 and quantity Q0.
Supply then increases and the supply curve shifts
from S0 to S1.

Immediately following the increase in supply, the
relevant demand curve is the short-run curve DS, and
the new equilibrium immediately following the sup-
ply shock is ES. Price falls sharply to pS, and quantity
rises only to QS. In the long run, the demand curve is
the more elastic one given by DL, and equilibrium is
at EL. The long-run equilibrium price is pL (greater
than pS), and quantity is QL (greater than QS).

For information on OPEC

and its activities, see

www.opec.org.
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84 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

4.2 Price Elasticity of Supply

The concept of elasticity can be applied to supply as well as to demand. Price elasticity
of supply measures the responsiveness of the quantity supplied to a change in the
product s price. It is denoted *S and defined as follows:

,S *

This is often called supply elasticity. The supply curves considered in this chapter
all have positive slopes: An increase in price causes an increase in quantity supplied.
Such supply curves all have positive elasticities because price and quantity change in
the same direction.

Figure 4-6 shows a simple linear supply curve to illustrate the measurement of sup-
ply elasticity. Between points A and B, the change in price is $1.50 and the average
price is $4.25. Between the same two points, the change in quantity supplied is 20 units

Percentage change in quantity supplied
+++++

Percentage change in price

Price ($) Quantity Demanded Expenditure ($)

12 0 0
10 10 100
8 20 160
6 30 180
4 40 160
2 50 100
0 60 0

FIGURE 4-5 Total Expenditure and Quantity Demanded
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The change in total expenditure on a product in
response to a change in price depends on the elasticity
of demand. The table and graph are based on the
demand curve shown in Figure 4-2. For quantities
demanded that are less than 30, elasticity of demand is
greater than 1, and hence any increase in quantity
demanded will be proportionately larger than the fall in
price that caused it. In that range, total expenditure
increases as price falls. For quantities greater than 30,
elasticity of demand is less than 1, and hence any
increase in quantity demanded will be proportionately
smaller than the fall in price that caused it. In that
range, total expenditure decreases as price falls. The
maximum of total expenditure occurs where the elastic-
ity of demand equals 1.

price elasticity of supply

(*S) A measure of the

responsiveness of quantity

supplied to a change in the

product s own price.

Practise with Study Guide

Chapter 4, Exercise 7.
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and the average quantity is 40 units. The value of sup-
ply elasticity between points A and B is therefore

*S = = = = 1.42

As was the case with demand, care must be taken
when computing supply elasticity. Keep in mind that
even though the supply curve may have a constant
slope, the measure of supply elasticity may be different
at different places on the curve. When *S , 1, supply is
said to be elastic; when *S - 1, supply is said to be
inelastic.

Some important special cases need to be noted. If
the supply curve is vertical the quantity supplied does
not change as price changes then elasticity of supply is
zero. A horizontal supply curve has an infinite elasticity
of supply: There is one critical price at which output is
supplied but where a small drop in price will reduce the
quantity that producers are willing to supply from an
indefinitely large amount to zero. Between these two
extremes, elasticity of supply varies with the shape of
the supply curve.2

Determinants of Supply Elasticity

Because much of the treatment of demand elasticity carries over to supply elasticity, we
can cover the main points quickly.

Substitution and Production Costs The ease of substitution can vary in
production as well as in consumption. If the price of a product rises, how much more
can be produced profitably? This depends in part on how easy it is for producers to
shift from the production of other products to the one whose price has risen. If agri-
cultural land and labour can be readily shifted from one crop to another, the supply
of each crop will be more elastic than if they cannot. Or if machines used to produce
coats can be easily modified to produce pants (and vice versa), then the supply of
both pants and coats will be more elastic than if the machines cannot be so easily
modified.

Supply elasticity also depends on how costs behave as output is varied. If the costs
of producing a unit of output rise rapidly as output rises, then the stimulus to expand
production in response to a rise in price will quickly be choked off by increases in costs.
In this case, supply will tend to be rather inelastic. If, however, the costs of producing a
unit of output rise only slowly as production increases, a rise in price that raises profits
will elicit a large increase in quantity supplied before the rise in costs puts a halt to the
expansion in output. In this case, supply will tend to be rather elastic.

0.5
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FIGURE 4-6 Computing Price Elasticity of
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Supply elasticity is computed using average price and
average quantity supplied. Between points A and B,
the elasticity of supply is 1.42. The same approach
shown here can be used to compute elasticity between
any two points on the supply curve.

2 Here is another special case that is often puzzling at first glance. Consider a linear supply curve that begins

at the origin. It is easy to show that the elasticity of supply along such a curve is always 1 no matter how

steep the supply curve is! See Study Exercise #8 on pages 96 97 to explore this further.
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Short Run and Long Run As with demand, length of time for response is
important. It may be difficult to change quantity supplied in response to a price
increase in a matter of weeks or months but easy to do so over years. An obvious
example is the planting cycle of crops. An increase in the price of wheat that occurs in
mid-summer may lead wheat farmers to be more careful (and less wasteful) in their
harvesting in the fall, but it occurs too late to influence how much wheat gets planted
for this year s crop. If the high price persists, however, it will surely influence how
much wheat gets planted the following spring. Another example relates to oil produc-
tion. New oil fields can be discovered, wells drilled, and pipelines built over years but
not in a few months. Thus, the elasticity of oil supply is much greater over five years
than over one year.

As with demand, it is useful to make the distinction between the short-run and the
long-run supply curves. The short-run supply curve shows the immediate response of
quantity supplied to a change in price given producers  current capacity to produce the
good. The long-run supply curve shows the response of quantity supplied to a change in
price after enough time has passed to allow producers to adjust their productive capacity.

The long-run supply for a product is more elastic
than the short-run supply.

Figure 4-7 illustrates the short-run and long-run
effects of an increase in demand. The immediate effect
of the shift in demand is a sharp increase in price (p0 to
pS) and only a modest increase in quantity (Q0 to QS).
The inability of firms to change their productive capac-
ity in the short run in response to the increase in
demand means that the market-clearing response is
mostly an increase in price. Over time, however, as firms
are more able to increase their capacity, the conse-
quences of the demand shift fall more on quantity and
less on price.

A recent example of this price and quantity
behaviour is found in the world oil market in the
years between 1998 and 2008. Because of relatively
rapid rates of economic growth in many countries,
and especially in the large emerging markets of China
and India, the world demand for oil was growing sig-
nificantly. During this period, however, most oil pro-
ducers were at or close to their production limits: The
number of oil-producing wells could increase only
with costly new exploration and drilling, and each
active well delivered a daily flow of oil that was diffi-
cult to increase. Producers  inability to easily expand
oil production in the short term means that the short-
run supply of oil is quite inelastic. As a result, the
increase in demand led to sharp price increases
from about U.S.$15 per barrel in 1998 to more than
U.S.$100 per barrel in mid-2008.

Over time, however, to the extent that oil pro-
ducers are able to increase their exploration and
drilling activities, the high price should induce a

FIGURE 4-7 Short-Run and Long-Run
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The size of the changes in the equilibrium price and
quantity following a shift in demand depends on
the time frame of the analysis. The initial equilib-
rium is at E0, with price p0 and quantity Q0.
Demand then increases such that the demand curve
shifts from D0 to D1.

Immediately following the demand shift, the rel-
evant supply curve is the short-run curve SS, so that
the new equilibrium immediately following the
demand shock is at ES. Price rises sharply to pS, and
quantity rises only to QS. In the long run, the supply
curve is the more elastic one given by SL. The long-
run equilibrium is at EL; price is pL (less than pS) and
quantity is QL (greater than QS).

04_raga_ch04.qxd  1/28/10  6:27 PM  Page 86



CHAPTER 4 : ELAST IC ITY 87

larger increase in quantity supplied. In other words, the long-run supply of oil can be
expected to be more elastic than the short-run supply. If no other significant changes
occur in the world oil market, the effect of this new oil production should be to
reduce oil prices from the very high levels observed in 2008. (As it turned out, the
price dropped sharply in late 2008 but mostly because of the onset of a major world
recession, which reduced world demand.)

4.3 An Important Example 
Where Elasticity Matters

So far, this chapter may have seemed fairly tough going. We have spent much time
examining price elasticity (of both demand and supply) and how to measure it. But
why should we care about this? In this section, we explore the important concept of
tax incidence and show that elasticity is crucial to determining whether consumers or
producers (or both) end up bearing the burden of excise taxes.

The federal and provincial governments levy special sales taxes called excise
taxes on many goods, such as cigarettes, alcohol, and gasoline. At the point of sale of
the product, the sellers collect the tax on behalf of the government and then periodi-
cally remit the tax collections. When the sellers write their cheques to the govern-
ment, these firms feel that they are the ones paying the whole tax. Consumers,
however, argue that they are the ones who are shouldering the burden of the tax
because the tax causes the price of the product to rise. Who actually bears the burden
of the tax?

The question of who bears the burden of a tax is called the question of tax incidence.
A straightforward application of demand-and-supply analysis will show that tax inci-
dence has nothing to do with whether the government collects the tax directly from con-
sumers or from firms.

The burden of an excise tax is distributed between consumers and sellers in a man-
ner that depends on the relative elasticities of supply and demand.

Let s consider a case where the government imposes an excise tax on cigarettes.
The analysis begins in Figure 4-8. To simplify the problem, we analyze the case where
there is initially no tax. The equilibrium without taxes is illustrated by the solid supply
and demand curves. What happens when a tax of $t per pack of cigarettes is intro-
duced? With an excise tax, the price paid by the consumer, called the consumer price,
and the price received by the seller, called the seller price, must differ by the amount of
the tax, t.

In terms of the figure, we can analyze the effect of the tax by considering a new
supply curve S* that is above the original supply curve S by the amount of the tax, t.
This reduction in supply, caused by the imposition of the excise tax, will cause a
movement along the demand curve, reducing the equilibrium quantity. At this new
equilibrium, E1, the consumer price rises to pc (greater than p0), the seller price falls
to ps (less than p0), and the equilibrium quantity falls to Q1. Notice that the differ-
ence between the consumer price and the seller price is exactly the amount of the
excise tax.

excise tax A tax on the

sale of a particular

commodity.

tax incidence The

location of the burden of a

tax that is, the identity of

the ultimate bearer of the

tax.
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Note also that the quantity demanded at the consumer price is equal to the quan-
tity supplied at the seller price, a condition that is required for equilibrium. As shown
in the figure, compared with the original equilibrium, the consumer price is higher and
the seller price is lower, although in each case the change in price is less than the full
extent of the excise tax. The difference between p0 and pc is the amount of the tax that
the consumer ends up paying; the difference between p0 and ps is the amount of the tax
the seller ends up paying. The burden of the excise tax is shared between consumers
and sellers in proportion to the rise in price to consumers relative to the fall in price
received by sellers.

After the imposition of an excise tax, the difference between the consumer and
seller prices is equal to the tax. In the new equilibrium, the quantity exchanged is
less than that exchanged before the imposition of the tax.

The role of the relative elasticities of supply and demand in determining the inci-
dence of the excise tax is illustrated in Figure 4-9. In part (i), demand is inelastic rela-
tive to supply; as a result, the fall in quantity is quite small, whereas the price paid by
consumers rises by almost the full extent of the tax. Because neither the price received
by sellers nor the quantity sold changes very much, sellers bear little of the burden of
the tax. In part (ii), supply is inelastic relative to demand; in this case, consumers can

FIGURE 4-8 The Effect of a Cigarette Excise Tax
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The burden of an excise tax is shared by consumers and producers. The original supply
and demand curves for cigarettes are given by the solid lines S and D; equilibrium is at
E0 with price p0 and quantity Q0. When an excise tax of t per pack is imposed, the sup-
ply curve shifts up to the dashed line S*, which lies above the original supply curve by
the amount of the tax t. The new equilibrium is at E1. The tax increases the consumer
price but by less than the full amount of the tax, and reduces the seller price, also by
less than the full amount of the tax. The tax also reduces the equilibrium quantity
exchanged.
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Practise with Study Guide

Chapter 4, Exercise 8.

FIGURE 4-9 Elasticity and the Incidence of an Excise Tax

The distribution of the burden of an excise tax between consumers and producers
depends on the relative elasticities of supply and demand. In both parts of the figure, the
initial supply and demand curves are given by S and D; the initial equilibrium is at E0
with equilibrium price p0 and quantity Q0. A tax of t per pack of cigarettes is imposed,
causing the supply curve to shift up by the amount of the tax to S*. The new equilibrium
is at E1. The consumer price rises to pc, the seller price falls to pc, and the quantity 
falls to Q1. Sellers bear little of the burden of the tax in the first case (and consumers
bear a lot), whereas consumers bear little of the burden in the second case (and sellers
bear a lot).
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more easily substitute away from cigarettes. There is little change in the price, and
hence they bear little of the burden of the tax, which falls mostly on suppliers. Notice
in Figure 4-9 that the size of the upward shift in supply is the same in the two cases,
indicating the same tax in both cases.

When demand is inelastic relative to supply, consumers bear most of the burden of
excise taxes. When supply is inelastic relative to demand, producers bear most of
the burden.

Now we can examine who really pays for cigarette tax increases (or tax increases
on gasoline and alcohol). The demand for cigarettes is inelastic both overall and rela-
tive to supply, suggesting that the burden of a cigarette tax is borne more by consumers
than by producers. The demand for gasoline is also inelastic, but much more so in the
short run than in the long run. (In the long run, drivers can change their driving habits
and improve the efficiency of their vehicles, but in the short run such changes are very
costly.) The supply of gasoline, given world trade in petroleum and petroleum prod-
ucts, is elastic relative to demand. The relatively inelastic demand and elastic supply
imply that the burden of gasoline taxes falls mostly on consumers.

Extensions in Theory 4-1 shows how to work through the algebra of demand and
supply in the presence of an excise tax.
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90 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

It is straightforward to show precisely the burden of an
excise tax by using algebra to solve for the equilibrium
price and quantity. Suppose the demand-and-supply
model of the market is given by the following two linear
equations.

(1) QD a bpc Demand curve

(2) QS c dps Supply curve

where QD is quantity demanded at the consumer price,
pc, and QS is quantity supplied at the seller price, ps.
The presence of an excise tax of t dollars per unit
implies that the price received by the seller, ps, must be t
dollars less than the price paid by the consumer, pc:

(3) ps pc t

We can substitute equation (3) into (2) to express
the supply curve in terms of the consumer price:

(4) QS c d(pc t)

or

(5) QS c dt  dpc

When the market is in equilibrium, QD QS, and
so we can equate QD from equation (1) with QS from
equation (5). This gives us

a bpc c dt dpc

This equation allows us to solve for the equilibrium
consumer price, pc*.

pc* + t 

This solution for pc* can now be substituted back
into the demand curve, equation (1), to solve for the
equilibrium quantity, Q*.

Q* a bpc* a 

- t

Now compare these solutions for pc* and Q* to the
case where there is no tax, t = 0. This exercise reveals
what we already know from Figures 4-8 and 4-9 that

the excise tax increases the equilibrium consumer price
and reduces the equilibrium quantity from the levels that
we would observe in the absence of the excise tax.

Who bears the burden of the excise tax? To answer
this question, we must examine both the equilibrium
consumer and seller prices, pc* and ps*. We just saw
that

(6) pc* + t

and we also know that pc* - t = ps*. It follows that

(7) ps* + t - t

- t

Note that when t = 0, the equilibrium price in this
model, for both consumers and sellers, is

p* =

We can therefore express the equilibrium consumer
and seller prices in the presence of an excise tax in terms
of p*:

(8) pc* = p* + t

(9) ps* = p* - t

These solutions for pc* and ps* show precisely how
the burden of the excise tax depends on the slopes of the
demand and supply curves. For example, consider a
small value of d, which reflects a relatively steep supply
curve. The small value of d means that pc* is only a little
above p*, whereas ps* is considerably below p*; thus,
when the supply curve is relatively steep, sellers bear
more of the burden of the tax. In contrast, consider a
small value of b, which reflects a relatively steep demand
curve. The small value of b means that ps* is only a little
below p*, but pc* is considerably above p*; thus, con-
sumers bear more of the burden of the tax when the
demand curve is relatively steep.

b

b + d

d

b + d

a - c

b + d

b

b + d

a - c

b + d

d

b + d

a - c

b + d

d

b + d

a - c

b + d

bd

b + d
ad + bc
b + d

b(a - c + dt)
b + d

d

b + d

a - c

b + d

EXTENSIONS IN THEORY 4-1

The Algebra of Tax Incidence
Practise with Study Guide

Chapter 4, Extension 

Exercise E3.
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4.4 Other Demand Elasticities

The price of the product is not the only important variable determining the quantity
demanded for that product. Changes in income and changes in the prices of other prod-
ucts also lead to changes in demand, and elasticity is a useful concept in measuring their
effects.

Income Elasticity of Demand

One important determinant of demand is the income of the customers. The responsive-
ness of demand to changes in income is termed the income elasticity of demand and is
symbolized *Y.

*Y *

For most goods, increases in income lead to increases in demand their income elasticity
is positive. These are called normal goods. Goods for which demand decreases in response
to a rise in income have negative income elasticities and are called inferior goods.

The income elasticity of normal goods can be greater than 1 (elastic) or less than
1 (inelastic), depending on whether the percentage change in quantity demanded is greater
or less than the percentage change in income that brought it about. It is also common to use
the terms income-elastic and income-inelastic to refer to income elasticities of greater or less
than 1. (See Extensions in Theory 4-2 for a summary of the different elasticity concepts.)

How the demand for goods and services reacts to changes in income has important
economic effects. In most Western countries during the twentieth century, economic
growth caused the level of income to double every 20 to 30 years. This rise in income
was shared to some extent by almost all citizens. As they found their incomes increas-
ing, they increased their demands for most products. In the first part of that century,
however, the demands for some products (such as food and basic clothing) were
income-inelastic, whereas the demands for other products (such as durable goods)
were income-elastic. As a result, the demand for food and clothing grew less rapidly
than did the demand for durable goods. Later in the century, as incomes rose still fur-
ther, the income elasticity of demand for manufactured durables (such as cars, TV sets,
and refrigerators) fell while that for services (such as restaurant meals and movies)
increased. During this period the ongoing income growth led the demand for services
to grow more rapidly than the demand for durable goods.

Percentage change in quantity demanded
+++++

Percentage change in income

w w w . m y e c o n l a b . c o m

Another application of the concept of tax incidence relates to payroll taxes,
such as premiums that workers and firms pay for employment insurance and
the Canada Pension Plan. For more information on this application of tax
incidence, look for Who Really Pays for Payroll Taxes? in the Additional Topics
section of this book s MyEconLab.

ADDITIONAL TOPICS

income elasticity of

demand (*Y ) A measure of

the responsiveness of

quantity demanded to a

change in income.

normal good A good for

which quantity demanded

rises as income rises its

income elasticity is

positive.

inferior good A good for

which quantity demanded

falls as income rises its

income elasticity is

negative.
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In some developing countries today, where per capita incomes are close to those of
the Western nations at the beginning of the twentieth century, it is the demands for
durable manufactured goods that are increasing most rapidly as income rises. In future
years (assuming that the current growth of income continues), these same countries
will likely experience the same shift in demand toward services that was experienced by
the Western countries in the last part of the twentieth century.

The uneven impact of the growth of income on the demands for different products
has important effects on the pattern of employment. For example, in Western coun-
tries, employment in agriculture fell during the first part of the twentieth century, while
employment in manufacturing rose. In the last half of the century, employment in manu-
facturing fell gradually whereas employment in services increased rapidly (and employ-
ment in agriculture continued its gradual decline). We will see many other consequences
of these demand shifts later in this book.

Luxuries Versus Necessities Different products typically have different
income elasticities of demand. For example, empirical studies find that basic food

[&|eta|_{Y}=*frac*{~rom~Percentage change
in quantity

demanded~norm~}{~rom~Percentage change
in income~norm~}&]

Numerical Measure 
Term of Elasticity Verbal Description

A. Price elasticity of demand (supply)

Perfectly or completely Zero Quantity demanded (supplied) does not change as 
inelastic price changes.

Inelastic Between zero and 1 Quantity demanded (supplied) changes by a smaller per-
centage than does price.

Unit elastic One Quantity demanded (supplied) changes by exactly the
same percentage as does price.

Elastic Greater than 1 but Quantity demanded (supplied) changes by a larger
less than infinity percentage than does price.

Perfectly, completely, or Infinity Purchasers (sellers) are prepared to buy (sell) all they can
infinitely elastic at some price and none at all at a higher (lower) price.

B. Income elasticity of demand

Inferior good Negative Quantity demanded decreases as income increases.

Normal good Positive Quantity demanded increases as income increases:

Income-inelastic Less than 1 Less than in proportion to income increase

Income-elastic Greater than 1 More than in proportion to income increase

C. Cross elasticity of demand

Substitute Positive Price increase of a substitute leads to an increase in quan-
tity demanded of this good.

Complement Negative Price increase of a complement leads to a decrease in
quantity demanded of this good.

EXTENSIONS IN THEORY 4-2

The Terminology of Elasticity
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items such as vegetables, bread, and cereals usually have positive income elasticities
less than 1 (so an increase in income of 10 percent leads to an increase in quantity
demanded of less than 10 percent). Such goods are often called necessities. In contrast,
more expensive foods such as high-quality cuts of meat, prepared meals, and wine
usually have positive income elasticities greater than 1 (so an increase in income of
10 percent leads to an increase in quantity demanded of more than 10 percent). These
products are often called luxuries.

The more necessary an item is in the consumption pattern of consumers, the lower
is its income elasticity.

Income elasticities for any one product also vary with the level of a consumer s
income. When incomes are low, consumers may eat almost no green vegetables and
consume lots of starchy foods, such as bread and potatoes; when incomes are higher,
they may eat cheap cuts of meat and more green vegetables along with their bread and
potatoes; when incomes are higher still, they are likely to eat higher-quality and prepared
foods of a wide variety.

The distinction between luxuries and necessities helps to explain differences in
income elasticities. The case of restaurant meals is one example. Such meals are almost
always more expensive, calorie for calorie, than meals prepared at home. It would thus
be expected that at lower incomes, restaurant meals would be regarded as an expensive
luxury but that the demand for them would expand substantially as consumers became
richer. This is actually what happens.

Notice that both necessities and luxuries have positive income elasticities and thus
are normal goods. In contrast, inferior goods have a negative income elasticity because
an increase in income actually leads to a reduction in quantity demanded. An example
of an inferior good for some consumers might be packages of instant noodles or inex-
pensive cuts of meat; as consumers  incomes rise, they reduce their demand for these
products and consume more of higher-quality items.

Cross Elasticity of Demand

The responsiveness of demand to changes in the price of another product is called the
cross elasticity of demand. It is denoted ,XY and defined as follows:

,XY*

The change in the price of good Y causes the demand curve for good X to shift. If
X and Y are substitutes, an increase in the price of Y leads to an increase in the demand
for X. If X and Y are complements, an increase in the price of Y leads to a reduction in
demand for X. In either case, we are holding the price of X constant. We therefore mea-
sure the change in the quantity demanded of X (at its unchanged price) by measuring
the shift of the demand curve for X.

Cross elasticity can vary from minus infinity to plus infinity. Complementary prod-
ucts, such as cars and gasoline, have negative cross elasticities. A rise in the price of gaso-
line will lead to a decline in the demand for cars, as some people decide to do without a
car and others decide not to buy an additional car. Substitute products, such as cars and
public transport, have positive cross elasticities. A rise in the price of cars (relative to

Percentage change in quantity demanded of good X
++++++

Percentage change in price of good Y

necessities Products for

which the income elasticity

of demand is positive but

less than 1.

luxuries Products for

which the income elasticity

of demand is positive and

greater than 1.

cross elasticity of

demand (*XY) A measure

of the responsiveness

of the quantity of one

commodity demanded to

changes in the price of

another commodity.

Practise with Study Guide

Chapter 4, Extension 

Exercise E1.
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public transport) will lead to a rise in the demand for public trans-
port as some people shift from cars to public transport.

The positive or negative signs of cross elasticities tell us whether
goods are substitutes or complements.

Measures of cross elasticity sometimes prove helpful in defin-
ing whether producers of similar products are in competition with
each other. For example, glass bottles and tin cans have a high
cross elasticity of demand. The producer of bottles is thus in com-
petition with the producer of cans. If the bottle company raises its
price, it will lose substantial sales to the can producer. In contrast,
men s shoes and women s shoes have a low cross elasticity and
thus a producer of men s shoes is not in close competition with a
producer of women s shoes. If the former raises its price, it will not

lose many sales to the latter. Knowledge of cross elasticity can be important in matters
of competition policy in which the issue is whether a firm in one industry is or is not
competing with firms in another industry. We discuss competition policy in more
detail in Chapter 12.

Substitute products have a positive cross elastic-
ity; an increase in the price of one leads to an
increase in demand for the other.

Summary

Price elasticity of demand is a measure of the extent to
which the quantity demanded of a product responds to
a change in its price. Represented by the symbol *, it is
defined as

* *

The percentage changes are usually calculated as the
change divided by the average value. Elasticity is defined
to be a positive number, and it can vary from zero to
infinity.
When elasticity is less than 1, demand is inelastic the
percentage change in quantity demanded is less than the
percentage change in price. When elasticity exceeds 1,
demand is elastic the percentage change in quantity
demanded is greater than the percentage change in price.

Percentage change in quantity demanded
+++++

Percentage change in price

The main determinant of demand elasticity is the avail-
ability of substitutes for the product. Any one of a group
of close substitutes will have a more elastic demand than
will the group as a whole.
Items that have few substitutes in the short run tend to
develop many substitutes when consumers and producers
have time to adapt. Therefore, demand is more elastic in
the long run than in the short run.
Elasticity and total expenditure are related in the follow-
ing way: If elasticity is less than 1, total expenditure is
positively related with price; if elasticity is greater than
1, total expenditure is negatively related with price; and
if elasticity is 1, total expenditure does not change as
price changes.

4.1 Price Elasticity of Demand L 1 2

Elasticity of supply measures the extent to which the
quantity supplied of some product changes when the
price of that product changes. Represented by the sym-
bol *S, it is defined as

*S*
Percentage change in quantity supplied
+++++

Percentage change in price

Supply tends to be more elastic in the long run than in
the short run because it usually takes time for produc-
ers to alter their productive capacity in response to price
changes.

4.2 Price Elasticity of Supply L 3
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The distribution of the burden of an excise tax between
consumers and producers depends on the relative elas-
ticities of supply and demand for the product.

The less elastic demand is relative to supply, the more of
the burden of an excise tax falls on the consumers. The
more elastic demand is relative to supply, the more of
the burden of an excise tax falls on producers.

4.3 An Important Example Where Elasticity Matters L 4

Income elasticity of demand is a measure of the extent
to which the quantity demanded of some product
changes as income changes. Represented by the symbol
*Y, it is defined as

*Y*

The income elasticity of demand for a product will usu-
ally change as income varies. A product that has a high
income elasticity at a low income may have a low or
negative income elasticity at higher incomes.

Percentage change in quantity demanded
+++++

Percentage change in income

Cross elasticity of demand is a measure of the extent to
which the quantity demanded of one product changes
when the price of a different product changes.
Represented by the symbol *XY, it is defined as

*XY*

It is used to define products that are substitutes for one
another (positive cross elasticity) and products that are
complements for one another (negative cross elasticity).

Percentage change in quantity demanded of good X
++++++

Percentage change in price of good Y

4.4 Other Demand Elasticities L 5 6

Key Concepts
Price elasticity of demand
Inelastic and perfectly inelastic

demand
Elastic and infinitely elastic demand
Relationship between demand

elasticity and total expenditure

Income elasticity of demand
Normal goods and inferior goods
Luxuries and necessities
Cross elasticity of demand
Substitutes and complements

Elasticity of supply
Short-run and long-run responses to

shifts in demand and supply
The burden of an excise tax
Consumer price and seller price

Study Exercises

1. Fill in the blanks to make the following statements
correct.

a. When a 10-percent change in the price of a good
brings about a 20-percent change in its quantity
demanded, the price elasticity of demand is
____________. We can say that demand for this
good is ____________.

b. When a 10-percent change in the price of a good
brings about a 4-percent change in its quantity

demanded, the price elasticity of demand is
____________. We can say that demand for this
good is ____________.

c. When a 10-percent change in the price of a good
brings about a 10-percent change in its quantity
demanded, the price elasticity of demand is
_____________. We can say that demand for this
good is ____________.

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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2. A hypothetical demand schedule for comic books in a
small town is provided below.

Demand Schedule for Comic Books

Percent
Total Percent Change in Elasticity 

Quantity Expen- Change Quantity of 
Price Demanded diture in Price Demanded Demand

$11 1 ______ ______ ______ ______
9 3 ______ ______ ______ ______
7 5 ______ ______ ______ ______
5 7 ______ ______ ______ ______
3 9 ______ ______ ______ ______
1 11 ______ ______ ______ ______

a. Fill in the table and calculate the price elasticity of
demand over each price range. Be sure to use aver-
age prices and quantities when computing the per-
centage changes.

b. Plot the demand curve and show the elasticities
over the different ranges of the curve.

c. Explain why demand is more elastic at the higher
prices.

3. Suppose the market for frozen orange juice is in equi-
librium at a price of $1.00 per can and a quantity of
4200 cans per month. Now suppose that at a price of
$1.50 per can, quantity demanded falls to 3000 cans
per month and quantity supplied increases to 4500
cans per month.

a. Draw the appropriate diagram for this market.
b. Calculate the price elasticity of demand for frozen

orange juice between the prices of $1.00 and
$1.50. Is the demand elastic or inelastic?

c. Calculate the elasticity of supply for frozen orange
juice between the prices of $1.00 and $1.50. Is the
supply elastic or inelastic?

d. Explain in general what factors would affect the
elasticity of demand for frozen orange juice.

e. Explain in general what factors would affect the
elasticity of supply of frozen orange juice.

4. What would you predict about the relative price elas-
ticity of demand for each of the following items?
Explain your reasoning.

a. food
b. vegetables
c. leafy vegetables
d. leafy vegetables sold at your local supermarket
e. leafy vegetables sold at your local supermarket on

Wednesdays

5. Suppose a stamp dealer buys the only two existing
copies of a stamp at an auction. After the purchase, the
dealer goes to the front of the room and burns one of

the stamps in front of the shocked audience. What must
the dealer believe in order for this to be a wealth-
maximizing action? Explain with a demand-and-supply
diagram.

6. For each of the following events, state the relevant elas-
ticity concept. Then compute the measure of elasticity,
using average prices and quantities in your calcula-
tions. In all cases, assume that these are ceteris paribus
changes.

a. When the price of theatre tickets is reduced from
$14.00 to $11.00, ticket sales increase from 1200
to 1350.

b. As average household income in Canada increases
by 10 percent, annual sales of Toyota Camrys
increase from 56 000 to 67 000.

c. After a major failure of Brazil s coffee crop sent
coffee prices up from $3.00 per kilogram to $4.80
per kilogram, sales of tea in Canada increased from
7500 kg per month to 8000 kg per month.

d. An increase in the world demand for pulp (used in
producing newsprint) increases the price by 14 per-
cent. Annual Canadian production increases from
8 million tonnes to 11 million tonnes.

7. The following table shows the demand schedule for
denim jeans.

Quantity 
Price Demanded Total 

(per unit) (per year) Expenditure

A $30 400 000 ______
B 35 380 000 ______
C 40 350 000 ______
D 45 320 000 ______
E 50 300 000 ______
F 55 260 000 ______
G 60 230 000 ______
H 65 190 000 ______

a. Compute total expenditure for each row in the
table.

b. Plot the demand curve and the total expenditure
curve.

c. Compute the price elasticities of demand between
points A and B, B and C, C and D, and so on.

d. Over what range of prices is the demand for denim
jeans elastic? Explain.

e. Over what range of prices is the demand for denim
jeans inelastic? Explain.

8. Consider the following straight-line supply curves. In
each case, p is the price (measured in dollars per unit)
and QS is the quantity supplied of the product (mea-
sured in thousands of units per month).
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i) p * 2QS

ii) p * 4QS 

iii) p * 5QS

iv) p * 10QS

a. Plot each supply curve on a scale diagram. In each
case, plot point A (which corresponds to price
equal to $20) and point B (which corresponds to
price equal to $40).

b. For each supply curve, compute the price elasticity
of supply between points A and B.

c. Explain why the slope of a supply curve is not the
same as the elasticity of supply.

9. This is a challenging question intended for those stu-
dents who like mathematics. It will help you work
through the issue of tax incidence. (See Extensions in
Theory 4-1 on page 90 if you get stuck!)

Consider the market for gasoline. Suppose the market
demand and supply curves are as given below. In each

case, quantity refers to millions of litres of gasoline per
month; price is the price per litre (in cents).

Demand: p * 80 + 5QD

Supply:   p * 24 , 2QS

a. Plot the demand and supply curves on a scale
diagram.

b. Compute the equilibrium price and quantity.
c. Now suppose the government imposes a tax of 14

cents per litre. Show how this affects the market
equilibrium. What is the new consumer price
and what is the new producer price ?

d. Compute the total revenue raised by the gasoline
tax. What share of this tax revenue is paid  by
consumers, and what share is paid  by producers?
(Hint: if the consumer price were unchanged from
the pre-tax equilibrium, we would say that con-
sumers pay none of the tax.)

Discussion Questions
1. From the following quotations, what, if anything, can

you conclude about elasticity of demand?

a. Good weather resulted in record wheat harvests
and sent wheat prices tumbling. The result has been
disastrous for many wheat farmers.

b. Ridership always went up when bus fares came
down, but the increased patronage never was
enough to prevent a decrease in overall revenue.

c. As the price of CD players fell, producers found
their revenues soaring.

d. Coffee to me is an essential good I ve just gotta
have it no matter what the price.

e. The soaring price of condominiums does little to
curb the strong demand in Vancouver.

2. Laptop computers were a leader in sales appeal over
the past decade. But per capita sales are much lower in
Mexico than in Canada, and lower in Newfoundland
and Labrador than in Alberta. Manufacturers are puz-
zled by the big differences. Can you offer an explana-
tion in terms of elasticity?

3. What elasticity measure or measures would be useful
in answering the following questions?

a. Will cheaper transport into the central city help to
keep downtown shopping centres profitable?

b. Will raising the bulk postage rate increase or
decrease the revenues for Canada Post?

c. Are producers of toothpaste and mouthwash in
competition with each other?

d. What effect will rising gasoline prices have on the
sale of cars that use propane gas?

4. Interpret the following statements in terms of the rele-
vant elasticity concept.

a. As fuel for tractors has become more expensive,
many farmers have shifted from plowing their
fields to no-till farming. No-till acreage increased
dramatically in the past 20 years.

b. Fertilizer makers brace for dismal year as fertilizer
prices soar.

c. When farmers are hurting, small towns feel the
pain.

d. The development of the Hibernia oil field off the
Grand Banks may bring prosperity to Newfound-
land and Labrador merchants.

5. When the New York City Opera faced a growing
deficit, it cut its ticket prices by 20 percent, hoping to
attract more customers. At the same time, the New
York Transit Authority raised subway fares to reduce
its growing deficit. Was one of these two opposite
approaches to reducing a deficit necessarily wrong?
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5 Markets in Action

L LEARNING OBJECTIVES

In this chapter you will learn

1 that individual markets do not exist in isola-

tion, and that changes in one market typi-

cally have repercussions in other markets.

2 how a market works in the presence of 

legislated price ceilings or price floors.

3 about the different short-run and long-run

effects of legislated rent controls.

4 why government interventions that cause

prices to deviate from their market-clearing

levels tend to be inefficient for society as a

whole.

Over the past two chapters, we have developed the

model of demand and supply that you can now use

to analyze individual markets. A full understanding

of the basic theory, however, comes only with prac-

tice. This chapter will provide some practice by ana-

lyzing several examples, including minimum wages

and rent controls.

Before examining these cases, however, we begin

the chapter by discussing how various markets are

related to one another. In Chapters 3 and 4, we used

the simple demand-and-supply model to describe a

single market, ignoring what was going on in other

markets. For example, when we examined the mar-

ket for carrots, we made no mention of the markets

for milk, televisions, or labour services. In other words,

we viewed the market for carrots in isolation from all

other markets. But this was only a simplification. In

this chapter s opening section we note that the econ-

omy should not be viewed as a series of isolated

markets. Rather, the economy is a complex system

of inter-related markets. The implication of this com-

plex structure is that events leading to changes in

one market typically lead to changes in other markets

as well.
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5.1 The Interaction Among Markets
Suppose an advance is made that reduces the cost of extracting natural gas. This tech-
nological improvement would be represented as a rightward shift in the supply curve
for natural gas. The equilibrium price of natural gas would fall and there would be an
increase in the equilibrium quantity exchanged.

How would other markets be affected? As natural-gas firms expanded their pro-
duction, they would increase their demand for the entire range of goods and services
used for the extraction, processing, pumping, and distribution of natural gas. This
increase in demand would tend to raise the prices of those items and lead the produc-
ers of those goods to devote more resources to their production. The natural-gas firms
would also increase their demand for labour, since more workers would be required to
drill for and extract more natural gas. The increase in demand for labour would tend
to push wages up. Firms that hire similar workers in other industries would have to
pay higher wages to retain their workers. The profits of those firms would fall and they
would employ fewer workers, thus freeing up the extra workers needed in the natural-
gas industry.

There would also be a direct effect on consumers. The reduction in the equilibrium
price of natural gas would generate some substitution away from other fuels, such as
oil and propane, and toward the now-lower-priced natural gas. Such reductions in
demand would tend to push down the price of oil and propane, and producers of those
fuels would devote fewer resources to their production.

In short, a technological improvement in the natural-gas industry would have
effects in many other markets. But there is nothing special about the natural-gas indus-
try. The same would be true about a change in almost any market you can think of.

No market or industry exists in isolation from the economy s many other markets.

A change in one market will lead to changes in many other markets. The induced
changes in these other markets will, in turn, lead to changes in the first market. This is
what economists call feedback. In the example of the natural-gas industry, the reduc-
tion in the price of natural gas leads consumers to reduce their demand for oil and
propane, thus driving down the prices of these other fuels. But when we draw any
given demand and supply curves for natural gas, we assume that the prices of all other

goods are constant. So, when the prices of oil and propane fall, the feedback effect on
the natural-gas market is to shift the demand curve for natural gas to the left (because
natural gas is a substitute for both oil and propane).

Predicting the precise size of this feedback effect is difficult, and the analysis of the
natural-gas industry or any other industry would certainly be much easier if we
could ignore it. But we cannot always ignore such feedback effects. Economists make a
distinction between cases in which the feedback effects are small enough that they can
safely be ignored, and cases in which the feedback effects are large enough that ignor-
ing them would significantly change the analysis.

Partial-equilibrium analysis is the analysis of a single market in situations in which
the feedback effects from other markets are ignored. This is the type of analysis that we
have used so far in this book, and it is the most common type of analysis in microeco-
nomics. For example, when we examined the market for cigarettes at the end of Chap-
ter 4, we ignored any potential feedback effects that could have come from the market
for alcohol, coffee, or many other goods or services. In this case, we used partial-equi-
librium analysis, focusing only on the market for cigarettes, because we assumed that

Practise with Study Guide

Chapter 5, Exercise 1.

partial-equilibrium

analysis The analysis of a

single market in isolation,

ignoring any feedbacks

that may come from

induced changes in other

markets.
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100 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

the changes in the cigarette market would produce small enough changes on the other
markets that the feedback effects from the other markets would, in turn, be sufficiently
diffused that we could safely ignore them. This suggests a general rule telling us when
partial-equilibrium analysis is a legitimate method of analysis:

If a specific market is quite small relative to the entire economy, changes in the
market will have relatively small effects on other markets. The feedback effects on
the original market will, in turn, be even smaller. In such cases, partial-equilibrium
analysis can successfully be used to analyze the original market.

When economists study all markets together, rather than a single market in isola-
tion, they use what is called general-equilibrium analysis. This is more complicated
than partial-equilibrium analysis because the economist not only must consider what is
happening in each individual market but also must take into account how events in
each market affect all the other markets.

General-equilibrium analysis is the study of how all markets function together,
taking into account the various relationships and feedback effects among individ-
ual markets.

general-equilibrium

analysis The analysis of all

the economy s markets

simultaneously, recognizing

the interactions among the

various markets.

w w w . m y e c o n l a b . c o m

For a detailed discussion and several examples of the various ways that
seemingly unrelated markets may be linked, look for Linkages Between Markets
in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

As you go on to learn more microeconomics in this and later chapters, you will
encounter mostly partial-equilibrium analysis. The book is written this way intention-
ally it is easier to learn about the basic ideas of monopoly, competition policy, labour
unions, and environmental policy (as well as many other topics) by restricting our
attention to single markets. But keep in mind that many other markets are behind the
scenes,  linked to the individual markets we choose to study.

We now go on to examine the effects of government-controlled prices. These
appear prominently in labour markets and rental housing markets.

5.2 Government-Controlled Prices

In a number of important cases, governments fix the price at which a product must be
bought and sold in the domestic market. Here we examine the general consequences of
such policies. Later, we look at some specific examples.

In a free market the equilibrium price equates the quantity demanded with the
quantity supplied. Government price controls are policies that attempt to hold the
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CHAPTER 5 : MARKETS IN ACTION 101

price at some disequilibrium value. Some controls hold
the market price below its equilibrium value, thus creat-
ing a shortage at the controlled price. Other controls
hold price above its equilibrium value, thus creating a
surplus at the controlled price.

Disequilibrium Prices

When controls hold the price at some disequilibrium
value, what determines the quantity actually traded on
the market? This is not a question we have to ask when
examining a free market because the price adjusts to
equate quantity demanded with quantity supplied. But
this adjustment cannot take place if the government is
controlling the price. So, in this case, what determines
the quantity actually exchanged?

The key to the answer is the fact that any voluntary
market transaction requires both a willing buyer and a
willing seller. So, if quantity demanded is less than
quantity supplied, demand will determine the amount
actually exchanged, while the rest of the quantity sup-
plied will remain in the hands of the unsuccessful sell-
ers. Conversely, if quantity demanded exceeds quantity
supplied, supply will determine the amount actually
exchanged, while the rest of the quantity demanded will represent unsatisfied demand
of would-be buyers. Figure 5-1 illustrates the general conclusion:

At any disequilibrium price, quantity exchanged is determined by the lesser of
quantity demanded or quantity supplied.

Price Floors

Governments sometimes establish a price floor, which is the minimum permissible price
that can be charged for a particular good or service. A price floor that is set at or below
the equilibrium price has no effect because the free-market equilibrium remains attain-
able. If, however, the price floor is set above the equilibrium, it will raise the price, in
which case it is said to be binding.

Price floors may be established by rules that make it illegal to sell the product
below the prescribed price, as in the case of a legislated minimum wage. Or the govern-
ment may establish a price floor by announcing that it will guarantee a certain price by
buying any excess supply. Such guarantees are a feature of many agricultural support
policies.

The effects of a binding price floor are illustrated in Figure 5-2, which establishes
the following key result:

Binding price floors lead to excess supply. Either an unsold surplus will exist, or
someone (usually the government) must enter the market and buy the excess
supply.

FIGURE 5-1 The Determination of Quantity

Exchanged in Disequilibrium

Quantity

P
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0
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In disequilibrium, quantity exchanged is determined
by the lesser of quantity demanded and quantity sup-
plied. At E, the market is in equilibrium, with quan-
tity demanded equal to quantity supplied. For any
price below p0, the quantity exchanged will be deter-
mined by the supply curve. For any price above p0,
the quantity exchanged will be determined by the
demand curve. Thus, the solid portions of the S and
D curves show the actual quantities exchanged at
different disequilibrium prices.
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102 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

The consequences of excess supply differ from
product to product. If the product is labour, subject to
a minimum wage, excess supply translates into people
without jobs (unemployment). If the product is wheat,
and more is produced than can be sold to consumers,
the surplus wheat will accumulate in grain elevators or
government warehouses. These consequences may or
may not be worthwhile in terms of the other goals
achieved. But worthwhile or not, these consequences
are inevitable in a competitive market whenever a
price floor is set above the market-clearing equilibrium
price.

Why might the government want to incur these
consequences? One reason is that the people who suc-
ceed in selling their products at the price floor are bet-
ter off than if they had to accept the lower equilibrium
price. Workers and farmers are among the politically
active, organized groups who have gained much by per-
suading the government to establish price floors that
enable them to sell their goods or services at prices
above free-market levels. If the demand is inelastic, as it
often is for agricultural products, producers earn more

income in total (even though they sell fewer units of the product). The losses are
spread across the large and diverse set of purchasers, each of whom suffers only a
small loss.

Applying Economic Concepts 5-1 examines the case of a legislated minimum wage
in more detail, and explains the basis of the often-heard claim that minimum wages
increase unemployment. We discuss the effects of minimum wages in greater detail in
Chapter 14 when we examine various labour-market issues.

Price Ceilings

A price ceiling is the maximum price at which certain goods and services may be
exchanged. Price ceilings on oil, natural gas, and rental housing have been frequently
imposed by federal and provincial governments. If the price ceiling is set above the
equilibrium price, it has no effect because the free-market equilibrium remains attain-
able. If, however, the price ceiling is set below the free-market equilibrium price, the
price ceiling lowers the price and is said to be binding. The effects of binding price ceil-
ings are shown in Figure 5-3, which establishes the following conclusion:

Binding price ceilings lead to excess demand, with the quantity exchanged being
less than in the free-market equilibrium.

Allocating a Product in Excess Demand Free markets eliminate excess
demand by allowing prices to rise, thereby allocating the available supply among
would-be purchasers. Because this adjustment cannot happen in the presence of a bind-
ing price ceiling, some other method of allocation must be adopted. Experience sug-
gests what we can expect.

FIGURE 5-2 A Binding Price Floor
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A binding price floor leads to excess supply. The
free-market equilibrium is at E, with price p0 and
quantity Q0. The government now establishes a
binding price floor at p1. The result is excess supply
equal to Q1Q2.

For information on various

labour-market policies in

Canada, see HRSDC s

website: www.hrsdc.gc.ca.

Then click on Labour and

Workplace.
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If stores sell their available supplies on a first-come, first-served basis, people will
rush to stores that are said to have stocks of the product. Buyers may wait hours to get
into the store, only to find that supplies are exhausted before they can be served. This
is why standing in lines became a way of life in the centrally planned economies of the
Soviet Union and Eastern Europe in which price controls were pervasive.

All Canadian governments, provincial, territorial, and
federal, have legislated minimum wages. For those
industries covered by provincial or territorial legisla-
tion (which includes most industries except banking,
airlines, trucking, and railways), the minimum wage
in 2010 ranged from a low of $8.00 per hour in
British Columbia to a high of $10.00 per hour in
Nunavut. This box examines the effects of implement-
ing a minimum wage in a competitive labour market
and provides a basis for understanding the often-
heard claim that minimum wages lead to an increase
in unemployment.

The accompanying figure shows the demand and
supply curves for labour services in a fully competitive
market with Employment  on the horizontal axis and
Hourly Wage Rate  on the vertical axis. In the absence

of any legislated minimum wage, the equilibrium in the
labour market would be a wage equal to w0 and a level
of employment equal to E0.

Now suppose the government introduces a mini-
mum wage equal to wmin that is greater than w0. The
increased wage has two effects. First, by increasing the
cost of labour services to firms, the minimum wage
reduces the level of employment to E1. The second
effect is to increase the quantity supplied of labour ser-
vices to E2. Thus, the clear effect of the binding mini-
mum wage, as seen in the figure, is to generate
unemployment workers that want a job in this market
but are unable to get one equal to the amount E1E2.

Whom does this policy benefit? And whom does it
harm? Firms are clearly made worse off since they are
now required to pay a higher wage than before the min-
imum wage was imposed. They respond to this increase
in costs by reducing their use of labour. Some (but not
all) workers are made better off. The workers who are
lucky enough to keep their jobs E1 workers in the fig-
ure get a higher wage than before. The shaded area
shows the redistribution of income away from firms and
toward these fortunate workers. Some workers are
harmed by the policy the ones who lose their jobs as a
result of the wage increase, shown in the figure as the
quantity E1E0.

We have discussed here the effects of minimum
wages in a competitive labour market one in which
there are many firms and many workers, none of whom
have the power to influence the market wage. In Chap-
ter 14 we will examine non-competitive labour markets,
and we will then see that minimum wages may have a
different effect on the market. This different behaviour
of competitive and non-competitive markets in the pres-
ence of minimum wages probably accounts for the dis-
agreements among economists and policymakers
regarding the effects of minimum-wage legislation.
Until we proceed to that more advanced discussion,
however, the analysis of a competitive labour market in
this box provides an excellent example of the economic
effects of a binding price floor in specific circumstances.

APPLYING ECONOMIC CONCEPTS 5-1

Minimum Wages and Unemployment

Demand for 

labour

Supply of labour

Employment

Unemployment

H
o

u
rl

y
 W

a
g
e 

R
a
te

w
min

w
0

E
1

E
0

E
2

0

05_raga_ch05.qxd  1/28/10  6:46 PM  Page 103



104 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

In market economies, first-come, first-served  is
often the basis for allocating tickets to concerts and
sporting events when promoters set a price at which
demand exceeds the supply of available seats. In these
cases, an illegal market often develops, in which ticket

scalpers  resell tickets at market-clearing prices. Store-
keepers (and some ticket sellers) often respond to excess
demand by keeping goods under the counter  and sell-
ing only to customers of their own choosing. When sell-
ers decide to whom they will and will not sell their
scarce supplies, allocation is said to be by sellers  prefer-
ences.

If the government dislikes the allocation of prod-
ucts by long line-ups or by sellers  preferences, it can
choose to ration the product. To do so, it prints only
enough ration coupons to match the quantity supplied
at the price ceiling and then distributes the coupons to
would-be purchasers, who then need both money and
coupons to buy the product. The coupons may be dis-
tributed equally among the population or on the basis
of some criterion, such as age, family status, or occupa-
tion. Rationing of this sort was used by Canada and
many other countries during both the First and Second
World Wars.

Black Markets Price ceilings usually give rise to
black markets. A black market is any market in which
goods are sold illegally at prices that violate a legal price
control.

Binding price ceilings always create the potential for a black market because a
profit can be made by buying at the controlled price and selling at the black-
market price.

Figure 5-3 illustrates the extreme case in which all the available supply is sold on
a black market. We say this case is extreme because there are law-abiding people in
every society and because governments ordinarily have at least some power to
enforce their price ceilings. Although some units of a product subject to a binding
price ceiling will be sold on the black market, it is unlikely that all of that product
will be.

Does the existence of a black market mean that the goals sought by imposing price
ceilings have been thwarted? The answer depends on what the goals are. Three of the
goals that governments often have when imposing a price ceiling are as follows:

1. To restrict production (perhaps to release resources for other uses, such as wartime
military production)

2. To keep specific prices down

3. To satisfy notions of equity in the consumption of a product that is temporarily in
short supply

sellers  preferences

Allocation of commodities

in excess demand by

decisions of the sellers.

black market A situation

in which goods are sold

illegally at prices that

violate a legal price

control.

FIGURE 5-3 A Price Ceiling and Black-

Market Pricing
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A binding price ceiling causes excess demand and
invites a black market. The equilibrium point, E, is at a
price of p0 and a quantity of Q0. If a price ceiling is set
at p1, the quantity demanded will rise to Q1 and the
quantity supplied will fall to Q2. Quantity actually
exchanged will be Q2. But if all the available supply of
Q2 were sold on a black market, the price to con-
sumers would rise to p2. Because black marketeers buy
at the ceiling price of p1 and sell at the black-market
price of p2, their profits are represented by the shaded
area.
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When price ceilings are accompanied by a significant black market, it is not clear
that any of these objectives are achieved. First, if producers are willing to sell (illegally)
at prices above the price ceiling, nothing restricts them to the level of output of Q2 in
Figure 5-3. As long as they can receive more than a price of p1, they have an incentive to
increase their production. Second, black markets clearly frustrate the second objective
since the actual prices are not kept down; if quantity supplied remains below Q0, then
the black-market price will be higher than the free-market equilibrium price, p0. The
third objective may also be thwarted since with an active black market it is likely that
much of the product will be sold only to those who can afford the black-market price,
which will often be well above the free-market equilibrium price.

To the extent that binding price ceilings give rise to a black market, it is likely that
the government s objectives motivating the imposition of the price ceiling will 
be thwarted.

The market for health care in Canada is an important example in which market-
clearing prices are not charged; instead, the price is controlled at zero and the services
are rationed by customers having to wait their turn to be served. No black market has
arisen, although when some Canadians travel to the United States and pay cash for
health-care services that they cannot get quickly enough in Canada, or when they pay
cash for the limited services provided by Canadian private clinics, the effects are similar
to those that occur in a black market. Even though there is not enough of the product
available in the public system to satisfy all demand at the controlled price of zero,
many people s sense of social justice is satisfied because health care, at least in princi-
ple, is freely and equally available to everyone. In recent years, there has been a great
deal of debate regarding potential reforms to Canada s health-care system; we discuss
this debate in more detail in Chapter 18.

5.3 Rent Controls: A Case Study 
of Price Ceilings

For long periods over the past hundred years, rent controls existed in London, Paris,
New York, and many other large cities. In Sweden and Britain, where rent controls on
apartments existed for decades, shortages of rental accommodations were chronic.
When rent controls were initiated in Toronto and Rome, severe housing shortages
developed, especially in those areas where demand was rising.

Rent controls provide a vivid illustration of the short- and long-term effects of this
type of market intervention. Note, however, that the specifics of rent-control laws vary
greatly and have changed significantly since they were first imposed many decades ago.
In particular, current laws often permit exemptions for new buildings and allowances
for maintenance costs and inflation. Moreover, in many countries rent controls have
evolved into a second generation  of legislation that focuses on regulating the rental
housing market rather than simply controlling the price of rental accommodation.

In this section, we confine ourselves to an analysis of rent controls that are aimed
primarily at holding the price of rental housing below the free-market equilibrium
value. It is this first generation  of rent controls that produced dramatic results in
such cities as London, Paris, New York, and Toronto.
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106 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

The Predicted Effects of Rent Controls

Binding rent controls are a specific case of price ceilings, and therefore Figure 5-3 can
be used to predict some of their effects:

1. There will be a housing shortage in the sense that quantity demanded will exceed
quantity supplied. Since rents are held below their free-market levels, the available
quantity of rental housing will be less than if free-market rents had been charged.

2. The shortage will lead to alternative allocation schemes. Landlords may allocate
by sellers  preferences, or the government may intervene, often through security-
of-tenure laws, which protect tenants from eviction and thereby give them prior-
ity over prospective new tenants.

3. Black markets will appear. For example, landlords may (illegally) require tenants
to pay key money  equal to the difference in value between the free-market and
the controlled rents. In the absence of security-of-tenure laws, landlords may force
tenants out when their leases expire in order to extract a large entrance fee from
new tenants.

The unique feature of rent controls, however, as
compared with price controls in general, is that they are
applied to a highly durable good that provides services
to consumers for long periods. Once built, an apartment
can be used for decades. As a result, the immediate
effects of rent control are typically quite different from
the long-term effects.

The short-run supply response to the imposition of
rent controls is usually quite limited. Some conversions
of apartment units to condominiums (that are not
covered by the rent-control legislation) may occur, but
the quantity of apartments does not change much. The
short-run supply curve for rental housing is quite
inelastic.

In the long run, however, the supply response to
rent controls can be quite dramatic. If the expected
rate of return from building new rental housing falls
significantly below what can be earned on other
investments, funds will go elsewhere. New construc-
tion will be halted, and old buildings will be converted
to other uses or will simply be left to deteriorate. The
long-run supply curve of rental accommodations is
highly elastic.

Figure 5-4 illustrates the housing shortage that
worsens as time passes under rent control. Because the
short-run supply of housing is inelastic, the controlled
rent causes only a moderate housing shortage in the
short run. Indeed, most of the shortage comes from an
increase in the quantity demanded rather than from a
reduction in quantity supplied. As time passes, however,
fewer new apartments are built, more conversions take
place, and older buildings are not replaced (and not

Practise with Study Guide

Chapter 5, Exercise 3.

FIGURE 5-4 The Short-Run and Long-

Run Effects of Rent Controls
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Rent control causes housing shortages that worsen
as time passes. The free-market equilibrium is at
point E. The controlled rent of rc forces rents below
their free-market equilibrium value of r1. The short-
run supply of housing is shown by the perfectly
inelastic curve SS. Thus, quantity supplied remains at
Q1 in the short run, and the housing shortage is
Q1Q2. Over time, the quantity supplied shrinks, as
shown by the long-run supply curve SL. In the long
run, there are only Q3 units of rental accommoda-
tions supplied, fewer than when controls were insti-
tuted. The long-run housing shortage of Q3Q2 is
larger than the initial shortage of Q1Q2.
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repaired) as they wear out. As a result, the quantity supplied shrinks steadily and the
extent of the housing shortage worsens.

Along with the growing housing shortage comes an increasingly inefficient use of
rental accommodation space. Existing tenants will have an incentive to stay where they
are even though their family size, location of employment, or economic circumstances
may change. Since they cannot move without giving up their low-rent accommodation,
some may accept lower-paying jobs nearby simply to avoid the necessity of moving.
Thus, a situation will arise in which existing tenants will hang on to accommodation
even if it is poorly suited to their needs, while individuals and families who are newly
entering the housing market will be unable to find any rental accommodation except at
black-market prices.

The province of Ontario instituted rent controls in 1975 and tightened them on at
least two subsequent occasions. The controls permitted significant increases in rents
only where these were needed to pass on cost increases. As a result, the restrictive
effects of rent controls were felt mainly in areas where demand was increasing rapidly
(as opposed to areas where only costs were increasing rapidly).

During the mid- and late-1990s, the population of Ontario grew substantially but
the stock of rental housing did not keep pace. A
shortage developed in the rental-housing market, and
was especially acute in Metro Toronto. This growing
housing shortage led the Conservative Ontario gov-
ernment in 1997 to loosen rent controls, in particular
by allowing landlords to increase the rent as much as
they saw fit but only as tenants vacated the apart-
ment. Not surprisingly, this policy had both critics
and supporters. Supporters argued that a loosening
of controls would encourage the construction of
apartments and thus help to reduce the housing
shortage. Critics argued that landlords would harass
existing tenants, forcing them to move out so that
rents could be increased for incoming tenants.
(Indeed, this behaviour happened in rent-controlled
New York City, where a landlord pleaded guilty in
January 1999 to hiring a hit man  to kill some ten-
ants and set fires to the apartments of others to scare
them out so that rents could be increased!)

Rent control still exists in Ontario, and the gov-
ernment now places a limit on the annual rate of
increase of rents. As of 2009, the maximum allow-
able increase was 1.8 percent, although landlords
could apply to the regulatory body for permission to
have a larger increase.

Who Gains and Who Loses?

Existing tenants in rent-controlled accommodations
are the principal gainers from a policy of rent con-
trol. As the gap between the controlled and the free-
market rents grows, and as the stock of available
housing falls, those who are still lucky enough to live
in rent-controlled housing gain more and more.

Perhaps the most striking effect of rent control is the long-term
decline in the amount and quality of rental housing.
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108 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

Landlords suffer because they do not get the rate of return they expected on their
investments. Some landlords are large companies, and others are wealthy individuals.
Neither of these groups attracts great public sympathy, even though the rental compa-
nies  shareholders are not all rich. But some landlords are people of modest means who
may have put their retirement savings into a small apartment block or a house or two.
They find that the value of their savings is diminished, and sometimes they find them-
selves in the ironic position of subsidizing tenants who are far better off than they are.

The other important group of people who suffer from rent controls are potential
future tenants. The housing shortage will hurt some of them because the rental housing
they will require will not exist in the future. These people, who wind up living farther
from their places of employment and study or in apartments otherwise inappropriate
to their situations, are invisible in debates over rent control because they cannot obtain
housing in the rent-controlled jurisdiction. Thus, rent control is often stable politically
even when it causes a long-run housing shortage. The current tenants benefit, and they
outnumber the current landlords, while the potential tenants, who are harmed, are
nowhere to be seen or heard.

w w w . m y e c o n l a b . c o m

In some situations, legislated rent controls may impose relatively small costs.
For a fuller explanation, look for When Rent Controls Work and When They Don t
in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

Policy Alternatives

Most rent controls today are meant to protect lower-income tenants, not only against
profiteering  by landlords in the face of severe local shortages but also against the

steadily rising cost of housing. The market solution is to let rents rise sufficiently to
cover the rising costs. If people decide that they cannot afford the market price of
apartments and will not rent them, construction will cease. Given what we know about
consumer behaviour, however, it is more likely that people will make agonizing
choices, both to economize on housing and to spend a higher proportion of total
income on it, which mean consuming less housing and less of other things as well.

If governments do not want to accept this market solution, there are many things
they can do, but they cannot avoid the fundamental fact that the opportunity cost of
good housing is high. Binding rent controls create housing shortages. The shortages
can be removed only if the government, at taxpayer expense, either subsidizes housing
production or produces public housing directly.

Alternatively, the government can make housing more affordable to lower-income
households by providing income assistance to these households, allowing them access
to higher-quality housing than they could otherwise afford. Whatever policy is
adopted, it is important to recognize that providing greater access to rental accommo-
dations has a resource cost. The costs of providing additional housing cannot be voted
out of existence; all that can be done is to transfer the costs from one set of persons to
another.
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5.4 An Introduction to Market
Efficiency

In this chapter we have seen the effects of governments intervening in competitive
markets by setting price floors and price ceilings. In both cases, we noted that the
imposition of a controlled price generates benefits for some individuals and costs for
others. For example, in the case of the legislated minimum wage (a price floor), firms
are made worse off by the minimum wage, but workers who retain their jobs are
made better off. Other workers, those unable to retain their jobs at the higher wage,
may be made worse off. In the example of legislated rent controls (a price ceiling),
landlords are made worse off by the rent controls, but some tenants are made better
off. Those tenants who are no longer able to find an apartment when rents fall are
made worse off.

Is it possible to determine the overall effects of such policies, rather than just the
effects on specific groups? For example, can we say that a policy of legislated minimum
wages, while harming firms, nonetheless makes society as a whole better off because it
helps workers more than it harms firms? Or can we conclude that the imposition of
rent controls makes society as a whole better off because it helps tenants more than it
harms landlords?

To address such questions, economists use the concept of market efficiency. We
will explore this concept in more detail in later chapters, but for now we simply intro-
duce the idea and see how it helps us understand the overall effects of price controls.
We begin by taking a slightly different look at market demand and supply curves.

Demand as Value  and Supply as Cost

In Chapter 3 we saw that the market demand curve for any product shows, for each
possible price, how much of that product consumers want to purchase. Similarly, we
saw that the market supply curve shows how much producers want to sell at each
possible price. But we can turn things around and view these curves in a slightly dif-
ferent way by starting with any given quantity and asking about the price. Specifi-
cally, we can consider the highest price that consumers are willing to pay and the
lowest price that producers are willing to accept for any given unit of the product. As
we will see, viewing demand and supply curves in this manner helps us think about
how society as a whole benefits by producing and consuming any given amount of
some product.

Let s begin by considering the market demand curve for pizza, as shown in part (i)
of Figure 5-5. Each point on the demand curve shows the highest price consumers are
willing to pay for a given pizza. (We assume for simplicity that all pizzas are identical.)
At point A we see that consumers are willing to pay up to $20 for the 100th pizza, and
at point B consumers are willing to pay up to $15 for the 200th pizza. In both cases,
these maximum prices reflect the value consumers place on that particular pizza. If
consumers valued the 100th pizza by more than $20, they would be willing to pay
more to get that pizza, and the price as shown on the demand curve would be higher
than $20. If they valued the 100th pizza less than $20, they would not be willing to pay
as much as $20, and the price as shown on the demand curve would then be less than
$20. Thus, for each pizza, the price on the demand curve shows the value to consumers
from consuming that pizza.
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110 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

The reason the demand curve is downward sloping is that not all consumers are
the same. Some consumers value pizza so highly that they are willing to pay $20 for a
pizza; others are prepared to pay only $10, while some value pizza so little that they
are prepared to pay only $5. There is nothing special about pizza, however. What is
true for the demand for pizza is true for the demand for any other product:

For each unit of a product, the price on the market demand curve shows the value
to consumers from consuming that unit.

Now let s consider the market supply curve for pizza, shown in part (ii) of Figure 5-5.
Each point on the market supply curve shows the lowest price firms are willing to
accept to produce and sell a given pizza. (We maintain our simplifying assumption that
all pizzas are identical.) At point E firms are willing to accept a price no lower than $5
for the 100th pizza, and at point F firms are willing to accept a price no lower than $10
for the 200th pizza. The lowest acceptable price as shown on the supply curve reflects
the additional cost firms incur to produce each given pizza. To see this, consider the
production of the 200th pizza at point F. If the firm s total costs increase by $10 when
this pizza is produced, the firm will be able to increase its profits as long as it can sell
that pizza at a price greater than $10. If it sells the pizza at any price below $10, its
profits will decline. If it sells the pizza at a price of exactly $10, its profits will neither
rise nor fall. Thus, for a profit-maximizing firm, the lowest acceptable price for the
200th pizza is $10.

FIGURE 5-5 Reinterpreting the Demand and Supply Curves in the 

Pizza Market
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For each pizza, the price on the demand curve shows the value consumers receive from
consuming that pizza; the price on the supply curve shows the additional cost to firms of
producing that pizza. Each point on the demand curve shows the maximum price con-
sumers are willing to pay to consume that unit. This maximum price reflects the value
that consumers get from that unit of the product. Each point on the supply curve shows
the minimum price firms are willing to accept for producing and selling that unit. This
minimum price reflects the additional costs incurred by producing that unit.
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The reason that the supply curve is upward sloping is that not all producers are the
same. Some are so good at producing pizzas (low-cost producers) that they would be
willing to accept $5 per pizza; others are less easily able to produce pizzas (high-cost pro-
ducers) and hence would need to receive $15 in order to produce and sell the identical
pizza. Again, what is true for the supply of pizza is true for the supply of other products:

For each unit of a product, the price on the market supply curve shows the lowest
acceptable price to firms for selling that unit. This lowest acceptable price reflects
the additional cost to firms from producing that unit.

Economic Surplus and Market Efficiency

Once the demand and supply curves are put together, the equilibrium price and quan-
tity can be determined. This brings us to the important concept of economic surplus.
We continue with our pizza example in Figure 5-6, which shows the demand and sup-
ply curves together. Consider a quantity of 100 pizzas. For each one of those 100 piz-
zas, the value to consumers is given by the height of the demand curve. The additional
cost to firms from producing each of these 100 pizzas is shown by the height of the
supply curve. For the entire 100 pizzas, the difference between the value to consumers
and the additional costs to firms is called economic surplus and is shown by the shaded
area * in the figure.

For any given quantity of a product, the area below the demand curve and above
the supply curve shows the economic surplus associated with the production and
consumption of that product.

What does this economic surplus  represent? The economic surplus is the net
value that society as a whole receives by producing and consuming these 100 pizzas. It
arises because firms and consumers have taken resources that have a lower value (as
shown by the height of the supply curve) and transformed them into something valued
more highly (as shown by the height of the demand curve). To put it differently, the
value from consuming the 100 pizzas is greater than the cost of the resources necessary
to produce those 100 pizzas flour, yeast, tomato sauce, cheese, and labour. Thus, the
act of producing and consuming those 100 pizzas adds value  and thus generates ben-
efits for society as a whole.

We are now ready to introduce the concept of market efficiency. In later chapters,
after we have explored consumer and firm behaviour in greater detail, we will have a
more detailed discussion of efficiency. For now, we simply introduce the concept and
see how it relates to the imposition of government price controls.

A market for a specific product is efficient if the quantity of the product produced
and consumed is such that the economic surplus is maximized. Note that this refers to
the total surplus but not its distribution between consumers and producers. For exam-
ple, the removal of a binding set of rent controls will increase total surplus and thus
improve the efficiency of the market. At the same time, however, some tenants will be
made worse off while some landlords will be made better off. The fact that total sur-
plus has increased means that, at least in principle, it would be possible for those who
gain to compensate those who lose so that everyone ends up being better off. When
economists say that society gains  when market efficiency is enhanced, even though
these compensations rarely occur, there is an implicit value judgement being made that
the benefits to those who gain outweigh the costs to those who lose.

Practise with Study Guide

Chapter 5, Short-Answer

Question 3.
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112 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

Let s continue with the pizza example in Figure 5-6
and ask, What level of pizza production and consump-
tion is efficient? Consider the quantity of 100 pizzas. At
this quantity, the shaded area * shows the total eco-
nomic surplus that society receives from producing and
consuming 100 pizzas. But if output were to increase
beyond 100 pizzas, more economic surplus would be
generated because the value placed by consumers on
additional pizzas is greater than the additional costs
associated with their production. Specifically, if produc-
tion and consumption were to increase to 200 pizzas,
additional economic surplus would be generated, as
shown by shaded area +. Continuing this logic, we see
that the amount of economic surplus is maximized
when the quantity is 250 units, and at that quantity the
total economic surplus is equal to the sum of areas *,
+, and ,.

What would happen if the quantity of pizzas were
to rise further, say to 300 units? For any pizzas beyond
250, the value placed on these pizzas by consumers is
less than the additional costs associated with their pro-
duction. In this case, producing the last 50 pizzas would
actually decrease the amount of economic surplus in
this market because society would be taking highly val-
ued resources (flour, cheese, etc.) and transforming
them into pizzas, which are valued less.

In our example of the pizza market, as long as the
price is free to adjust to excess demands or supplies, the
equilibrium price and quantity will be determined
where the demand and supply curves for pizza intersect.
In Figure 5-6, the equilibrium quantity is 250 pizzas, the
quantity that maximizes the amount of economic sur-
plus in the pizza market. In other words, the free inter-
action of demand and supply will result in market
efficiency. This result in the pizza market suggests a
more general rule:

A competitive market will maximize economic sur-
plus and therefore be efficient when price is free to
achieve its market-clearing equilibrium level.1

Market Efficiency and Price Controls

At the beginning of this section we asked whether we could determine if society as a
whole is made better off or worse off as a result of the government s imposition of price
floors or price ceilings. With an understanding of economic surplus and market
efficiency, we are now ready to consider these questions.

FIGURE 5-6 Economic Surplus in the

Pizza Market
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For any quantity of pizzas, the area below the
demand curve and above the supply curve shows the
economic surplus generated by the production and
consumption of those pizzas. The demand curve
shows the value consumers place on each additional
pizza; the supply curve shows the additional cost
associated with producing each pizza. For example,
consumers value the 100th pizza at $20, whereas the
additional cost to firms of producing that 100th
pizza is $5. The economic surplus generated by pro-
ducing and consuming this 100th pizza is therefore
$15 ($20  $5). For any range of quantity, the
shaded area between the curves over that range
shows the economic surplus generated by producing
and consuming those pizzas.

Economic surplus in the pizza market is
maximized and thus market efficiency is achieved
at the free-market equilibrium quantity of 250 pizzas
and price of $12.50. At this point, total economic
surplus is the sum of the three shaded areas.

1 In Part 6 of this book, we will see some important exceptions to this rule when we discuss market failures.

Practise with Study Guide

Chapter 5, Exercise 4.
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Let s begin with the case of a price floor, as shown in part (i) of Figure 5-7. The
free-market equilibrium is shown by point E, with price p0 and quantity Q0. When the
government imposes a price floor at p1, the quantity exchanged falls to Q1. In the free-
market case, each of the units of output between Q0 and Q1 generate some economic
surplus. But when the price floor is put in place, these units of the good are no longer
produced or consumed, and thus they no longer generate any economic surplus. The
purple shaded area is called the deadweight loss caused by the binding price floor, and
it represents the overall loss of economic surplus to society. The size of the deadweight
loss reflects the extent of market inefficiency.

The imposition of a binding price floor in an otherwise free and competitive
market leads to market inefficiency.

Now let s consider the case of a price ceiling, as shown in part (ii) of Figure 5-7.
The free-market equilibrium is again shown by point E, with price p0 and quantity Q0.
When the government imposes a price ceiling at p2, the quantity exchanged falls to Q2.
In the free-market case, each unit of output between Q0 and Q2 generates some eco-
nomic surplus. But when the price ceiling is imposed, these units of the good are no
longer produced or consumed, and so they no longer generate any economic surplus.
The purple shaded area is the deadweight loss and represents the overall loss of surplus
to society caused by the policy. The size of the deadweight loss reflects the extent of
market inefficiency.

The imposition of a binding price ceiling in an otherwise free and competitive
market leads to market inefficiency.

FIGURE 5-7 Market Inefficiency with Price Controls

Binding price floors and price ceilings in competitive markets lead to a reduction in over-
all economic surplus and thus to market inefficiency. In both parts of the figure, the free-
market equilibrium is at point E with price p0 and quantity Q0. In part (i), the
introduction of a price floor at p1 reduces quantity to Q1. In part (ii), the introduction of
a price ceiling at p2 reduces quantity to Q2. In both parts, the purple shaded area shows
the reduction in overall economic surplus the deadweight loss created by the price floor
(or ceiling). Both outcomes display market inefficiency.
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114 PART 2 : AN INTRODUCTION TO DEMAND AND SUPPLY

Binding price floors and price ceilings do more than
merely redistribute economic surplus between buyers
and sellers. They also lead to a reduction in the quantity
of the product transacted and a reduction in total eco-
nomic surplus. Society as a whole receives less economic
surplus as compared with the free-market case.

One Final Application: Output Quotas

Before ending this chapter, it is useful to consider one
final application of government intervention in a com-
petitive market, and to examine the effects on overall
economic surplus and market efficiency. Figure 5-8
illustrates the effects of introducing a system of output
quotas in a competitive market. Output quotas are com-
monly used in Canadian agriculture, especially in the
markets for milk, butter, and cheese. Output quotas are
sometimes used in other industries as well; for example,
they are often used in large cities to regulate the number
of taxi drivers.

The equilibrium in the free-market case is at point
E, with price p0 and quantity Q0. When the government
introduces an output quota, it restricts total output of
this product to Q1 units and then distributes quotas

licences to produce among the producers. With out-
put restricted to Q1 units, the market price rises to p1,
the price that consumers are willing to pay for this

quantity of the product. The purple shaded area the deadweight loss of the output
quota shows the overall loss of economic surplus as a result of the quota-induced
output restriction.

One interesting consequence of the use of output quotas relates to the market value
of the quotas themselves. When quota systems are used, firms initially issued quotas by
the government are usually permitted to buy or sell quotas to each other or to new
firms interested in entering the industry. The quota itself simply provides the holder
permission to produce and sell in that industry, but the market value of the quota
reflects the profitability of that production.

As you can see from Figure 5-8, the output restriction created by the quota leads to
an increase in the product s price. If demand for the product is inelastic, as is the case in
the dairy markets where quotas are commonly used, total income to producers rises as a
result of the reduction in output. But since their output falls, firms production costs are
also reduced. The introduction of a quota system therefore leads to a rise in revenues and
a fall in production costs a clear benefit for producers! Not surprisingly, individual pro-
ducers are often prepared to pay a high price to purchase quota from other producers
because having more quota gives them the ability to produce more output.

There is a catch, however: Producers must incur a very high cost in order to purchase
the quotas. For example, an average dairy farm in Manitoba has about 90 cows and pro-
duces about 2300 litres of milk per day. The market value of the quota required to pro-
duce this amount of milk is approximately $1.8 million. The ownership of quota
therefore represents a considerable asset for those producers who were lucky enough to
receive it (for free) when it was initially issued by the government. But for new producers

FIGURE 5-8 The Inefficiency of Output
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Binding output quotas lead to a reduction in output
and a reduction in overall economic surplus. The
free-market equilibrium is at point E with price p0
and quantity Q0. Suppose the government then
restricts total quantity to Q1 by issuing output quo-
tas to firms. The market price rises to p1. The purple
shaded area shows the reduction in overall economic
surplus the deadweight loss created by the quota
system.
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wanting to get into the industry, the need to purchase expensive quota represents a con-
siderable obstacle. These large costs from purchasing the quota offset the benefits from
selling the product at the (quota-induced) high price.

w w w . m y e c o n l a b . c o m

The agricultural sector offers an excellent setting in which to analyze the
effects of government policies designed to support and stabilize producers
incomes. For more details about the challenges faced by farmers and the
government s policy responses, look for Agriculture and the Farm Problem in the
Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

A Cautionary Word

In this chapter we have examined the effects of government policies to control prices in
otherwise free and competitive markets, and we have shown that such policies usually
have two results. First, there is a redistribution between buyers and sellers; one group
is made better off while the other group is made worse off at least as far as the eco-
nomic value of production is concerned. Second, there is a reduction in the overall
amount of economic surplus generated in the market; the result is that the outcome is
inefficient and society as a whole is made worse off.

The finding that government intervention in otherwise free markets leads to ineffi-
ciency should lead one to ask why government would ever intervene in such ways. The
answer in many situations is that the government policy is often motivated by the
desire to help a specific group of people and that the overall costs are deemed to be a
worthwhile price to pay to achieve the desired effect. For example, legislated minimum
wages are often viewed by politicians as an effective means of reducing poverty by
increasing the wages received by low-wage workers. The costs such a policy imposes
on firms, and on society overall, may be viewed as costs worth incurring to redistribute
economic surplus toward low-wage workers. Similarly, the use of output quotas in cer-
tain agricultural markets is sometimes viewed by politicians as an effective means of
increasing income to specific farmers. The costs that such quota systems impose on
consumers, and on society as a whole, may be viewed by some as acceptable costs in
achieving a redistribution of economic surplus toward these farmers.

In advocating these kinds of policies, ones that redistribute economic surplus but
also reduce the total amount of economic surplus available, policymakers are making
normative judgements regarding which groups in society deserve to be helped at the
expense of others. These judgements may be informed by a careful study of which
groups are most genuinely in need, and they may also be driven by political considera-
tions that the current government deems important to its prospects for re-election. In
either case, there is nothing necessarily wrong  about the government s decision to
intervene in these markets, even if these interventions lead to inefficiency.

The job of the economist is to carefully analyze the effects of such policies, taking care
to identify both the distributional effects and the implications for the overall amount of
economic surplus generated in the market. This is positive analysis, emphasizing the actual
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effects of the policy rather than what might be desirable. These analytical results can then
be used as inputs  to the decision-making process, where they will be combined with
normative and political considerations before a final policy decision is reached. In many
parts of this textbook, we will encounter policies that governments implement (or con-
sider implementing) to alter market outcomes, and we will examine the effects of those
policies. A full understanding of why specific policies are implemented requires paying
attention to the effects of such policies on both the overall amount of economic surplus
and the distribution of that surplus.

Summary

Partial-equilibrium analysis is the study of a single market
in isolation, ignoring events in other markets. General-
equilibrium analysis is the study of all markets together.

Partial-equilibrium analysis is appropriate when the
market being examined is small relative to the entire
economy.

5.1 The Interaction Among Markets L 1

Government price controls are policies that attempt to
hold the price of some good or service at some disequi-
librium value a value that could not be maintained in
the absence of the government s intervention.
A binding price floor is set above the equilibrium price;
a binding price ceiling is set below the equilibrium
price.

Binding price floors lead to excess supply. Either the
potential sellers are left with quantities that cannot be
sold, or the government must step in and buy the surplus.
Binding price ceilings lead to excess demand and pro-
vide a strong incentive for black marketeers to buy at
the controlled price and sell at the higher free-market
(illegal) price.

5.2 Government-Controlled Prices L 2

Rent controls are a form of price ceiling. The major
consequence of binding rent controls is a shortage of
rental accommodations and the allocation of rental
housing by sellers  preferences.

Because the supply of rental housing is much more elas-
tic in the long run than in the short run, the extent of
the housing shortage caused by rent controls worsens
over time.

5.3 Rent Controls: A Case Study of Price Ceilings L 3

Demand curves show consumers  willingness to pay for
each unit of the product. For any given quantity, the
area below the demand curve shows the overall value
that consumers place on that quantity of the product.
Supply curves show the lowest price producers are pre-
pared to accept in order to produce and sell each unit of
the product. This lowest acceptable price for each addi-
tional unit reflects the firm s costs required to produce
each additional unit.
For any given quantity exchanged of a product, the area
below the demand curve and above the supply curve (up
to that quantity) shows the economic surplus generated
by the production and consumption of those units.

Economic surplus is a common measure of market effi-
ciency. A market s surplus is maximized when the quan-
tity exchanged is determined by the intersection of the
demand and supply curves. This outcome is said to be
efficient.
Policies that intervene in otherwise free and competitive
markets such as price floors, price ceilings, and pro-
duction quotas generally lead to a reduction in the
total amount of economic surplus generated in the mar-
ket. Such policies are inefficient for society overall.

5.4 An Introduction to Market Efficiency L 4
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Partial-equilibrium analysis
General-equilibrium analysis
Price controls: floors and ceilings
Allocation by sellers  preferences and

by black markets

Rent controls
Short-run and long-run supply curves

of rental accommodations
Economic surplus

Market efficiency
Inefficiency of price controls and

production quotas

Key Concepts

Study Exercises

1. Consider the market for straw hats on a tropical island.
The demand and supply schedules are given below.

Quantity Quantity 
Price ($) Demanded Supplied

1 1000 200
2 900 300
3 800 400
4 700 500
5 600 600
6 500 700
7 400 800
8 300 900

a. The equilibrium price for straw hats is __________.
The equilibrium quantity demanded and quantity
supplied is __________.

b. Suppose the government believes that no islander
should have to pay more than $3 for a hat. The
government can achieve this by imposing a
__________.

c. At the government-controlled price of $3 there will
be a __________ of __________ hats.

d. Suppose now that the government believes the
island s hat makers are not paid enough for their
hats and that islanders should pay no less than $6
for a hat. They can achieve this by imposing a
__________.

e. At the new government-controlled price of $6 there
will be a __________ of __________ hats.

2. The following questions are about resource allocation in
the presence of price ceilings and price floors.

a. A binding price ceiling leads to excess demand. What
are some methods, other than price, of allocating
the available supply?

b. A binding price floor leads to excess supply. How
might the government deal with this excess supply?

c. Why might the government choose to implement a
price ceiling?

d. Why might the government choose to implement a
price floor?

3. Consider the market for some product X that is repre-
sented in the demand-and-supply diagram.

pX SX

DX

QXQ*
0

p
2

p*

p
1

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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a. Suppose the government decides to impose a price
floor at p1. Describe how this affects price, quan-
tity, and market efficiency.

b. Suppose the government decides to impose a price
floor at p2. Describe how this affects price, quan-
tity, and market efficiency.

c. Suppose the government decides to impose a price
ceiling at p1. Describe how this affects price, quan-
tity, and market efficiency.

d. Suppose the government decides to impose a price
ceiling at p2. Describe how this affects price, quan-
tity, and market efficiency.

4. Consider the market for rental housing in Yourtown.
The demand and supply schedules for rental housing
are given in the table.

Quantity Quantity 
Demanded Supplied

Price (thousands (thousands 
($ per month) of units) of units)

1100 40 80
1000 50 77
900 60 73
800 70 70
700 80 67
600 90 65
500 100 60

a. In a free market for rental housing, what is the
equilibrium price and quantity?

b. Now suppose the government in Yourtown decides
to impose a ceiling on the monthly rental price.
What is the highest level at which such a ceiling
could be set, in order to have any effect on the mar-
ket? Explain your answer.

c. Suppose the maximum rental price is set equal to
$500 per month. Describe the effect on the rental-
housing market.

d. Suppose a black market develops in the presence of
the rent controls in (c). What is the black-market
price that would exist if all of the quantity supplied
were sold on the black market?

5. Explain and show in a diagram why the short-run
effects of rent control are likely to be less significant
than the long-run effects.

6. Consider the situation of Canadian barley farmers,
who face weather conditions largely independent of
those faced by barley growers in other countries. The
incomes earned by the Canadian farmers, however, are
affected by what happens to barley farmers in other
countries. The key point is that Canadian barley farm-
ers sell their barley on the same world market as all
other barley farmers.

a. Show in a diagram of the world barley market how
a bumper crop of European barley will push down
the world barley price.

b. Show in a diagram of Canadian barley supply how
a reduction in the world price of barley, ceteris
paribus, will reduce the incomes of Canadian bar-
ley farmers.

c. Explain why Canadian barley farmers are made
better off when there are crop failures in other
parts of the world.

7. Consider the market for burritos in a hypothetical
Canadian city, blessed with thousands of students and
dozens of small burrito stands. The demand and sup-
ply schedules are shown in the table.

Quantity Quantity 
Demanded Supplied

Price ($) (thousands of burritos per month)

0 500 125
1.00 400 175
1.50 350 200
2.00 300 225
2.50 250 250
3.00 200 275
3.50 150 300
4.00 100 325
5.00 0 375

a. Graph the demand and supply curves. What is the
free-market equilibrium in this market?

b. What is the total economic surplus in this market
in the free-market equilibrium? What area in your
diagram represents this economic surplus?

c. Suppose the local government, out of concern for
the students  welfare, enforces a price ceiling on
burritos at a price of $1.50. Show in your diagram
the effect on price and quantity exchanged.

d. Are students better off as a result of this policy?
Explain.

e. What happens to overall economic surplus in this
market as a result of the price ceiling? Show this in
the diagram.

8. Consider the market for milk in Saskatchewan. If p is
the price of milk (cents per litre) and Q is the quantity
of litres (in millions per month), suppose that the
demand and supply curves for milk are given by

Demand: p = 225 - 15QD

Supply: p = 25 + 35QS

a. Assuming there is no government intervention in
this market, what is the equilibrium price and
quantity?
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b. Now suppose the government guarantees milk pro-
ducers a price of $2 per litre and promises to buy
any amount of milk that the producers cannot sell.
What are the quantity demanded and quantity sup-
plied at this guaranteed price?

c. How much milk would the government be buying
(per month) with this system of price supports?

d. Who pays for the milk that the government
buys? Who is helped by this policy and who is
harmed?

9. This question is related to the use of output quotas in
the milk market in the previous question. Suppose the
government used a quota system instead of direct price
supports to assist milk producers. In particular, it
issued quotas to existing milk producers for 1.67 mil-
lion litres of milk per month.

a. If milk production is exactly equal to the amount
of quotas issued, what price do consumers pay for
milk?

b. Compared with the direct price controls in the pre-
vious question, whose income is higher under the
quota system? Whose is lower?

10. This question relates to the section Linkages Between
Markets found on the MyEconLab (www.myeconlab.
com). In 1994, the Quebec and Ontario governments
significantly reduced their excise taxes on cigarettes,
but Manitoba and Saskatchewan left theirs in place.
This led to cigarette smuggling between provinces that
linked the provincial markets.

a. Draw a simple demand-and-supply diagram for the
Eastern  market and a separate one for the
Western  market.

b. Suppose that cigarette taxes are reduced in the
Eastern market. Show the immediate effects.

c. Now suppose that the supply of cigarettes is (ille-
gally) mobile. Explain and show what happens.

d. What limits the extent of smuggling that will take
place in this situation?

Discussion Questions
1. When an item is vital to everyone, it is easier to start

controlling the price than to stop controlling it. Such
controls are popular with consumers, regardless of
their harmful consequences.  Explain why it may be
inefficient to have such controls, why they may be
popular, and why, if they are popular, the government
might nevertheless choose to decontrol these prices.

2. It is sometimes asserted that the overheated housing
market is putting housing out of the reach of ordinary
citizens. Who bears the heaviest cost when rentals are
kept down by (a) rent controls, (b) a subsidy to ten-
ants equal to some fraction of their rent payments,
and (c) low-cost public housing?

3. This year the weather smiled on us, and we made a
crop,  says a wheat farmer near Minnedosa in Mani-
toba. But just as we made a crop, the economic situa-
tion changed.  This quotation brings to mind the old
saying, If you are a farmer, the weather is always bad.
Discuss the sense in which this saying might be true.

4. Severe floods recently swept through the American
Midwest. Although many homes that flooded then do
not typically flood, for many people this was only one
in a long string of floods. However, after the waters
receded, most people rebuilt their homes, generally
with low-interest loans and disaster relief grants from
the federal government. Discuss how the policy of sub-
sidizing the reconstruction of property following
floods affects the market for real estate in flood-prone
areas. Is the outcome more or less efficient in the long
run with such government intervention?

5. Gary Storey, a professor of agricultural economics at
the University of Saskatchewan, made the following
statement: One of the sad truths of the agricultural
policies in Europe and the United States is that they do
very little for the future generations of farmers. Most
of the subsidies get capitalized into higher land prices,
creating windfall gains for current landowners (i.e.,
gains that they did not expect). It creates a situation
where the next generation of farmers require, and ask
for, increased government support.

a. Explain why subsidies to farmers increase land
values and generate windfall gains to current
landowners.

b. Some Canadian agricultural policies are based on
the use of production quotas. Do such quota systems
avoid the problem described by Professor Storey?

6. This question relates to the section Linkages Between
Markets found on the MyEconLab (www.myeconlab.
com). Governments often announce major spending
increases on infrastructure  programs involving
spending several billion dollars on bridges, highways,
sewer systems, and so on. One of the alleged benefits of
such programs is to create thousands of jobs, not only in
the construction industry but also elsewhere in the econ-
omy as construction workers spend their now-higher
incomes on cars, clothing, entertainment, and so on.
Discuss how such spending would create jobs in the con-
struction industry. Why would you expect some jobs to
be lost in other industries as a result of this program?
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6 Consumer

Behaviour

L LEARNING OBJECTIVES

In this chapter you will learn

1 the difference between marginal and total

utility.

2 that utility-maximizing consumers adjust

their expenditure until the marginal utility

per dollar spent is equalized across

products.

3 how any change in price generates both an

income and a substitution effect on quantity

demanded.

4 that consumer surplus is the bargain  the

consumer gets by paying less for the product

than the maximum price he or she is willing

to pay.

5 about the paradox of value.

Imagine that you are walking down the aisle of a

supermarket with only a $10 bill in your pocket, look-

ing for a late-night snack to have while you are study-

ing. You must choose how to divide this $10 between

frozen burritos and cans of Coke. How do you make

this decision? In this chapter we look at how econo-

mists analyze such problems the theory of con-

sumer behaviour. Not surprisingly, economists think

about consumers as caring both about the prices of

the goods and the satisfaction they get from the

goods.

The first two sections of the chapter explore the

underpinnings of consumer behaviour and explain in

some detail why demand curves are negatively

sloped and also discuss the rare situations in which

demand curves might be positively sloped. The third

and final section examines an important implication

of having negatively sloped demand curves and intro-

duces the concept of consumer surplus, which is part

of the economic surplus that we discussed in Chapter

5. As you will see in later chapters, consumer surplus

is useful in showing that free and competitive mar-

kets often generate efficient outcomes.

PART 3 Consumers and Producers
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CHAPTER 6 : CONSUMER BEHAVIOUR 121

6.1 Marginal Utility and 
Consumer Choice

Consumers make all kinds of decisions they choose to drink coffee or tea (or neither),
to go to the movies, to dine out, and to buy top-of-the-line (or not so good) computer
equipment. As we discussed in Chapter 1, economists assume that in making their
choices, consumers are motivated to maximize their utility, the total satisfaction that
they derive from the goods and services that they consume.

Although utility cannot be measured directly, it is still a useful concept. You know
that you derive satisfaction or utility from eating a good meal, listening to a CD, or
taking a walk through a park. And we need some way to think about how you as a
consumer make your decisions. As we will see in this chapter, it is possible to construct
a useful theory of consumer behaviour based on the idea of utility maximization.

In developing our theory of consumer behaviour, we begin by considering the con-
sumption of a single product. It is useful to distinguish between the consumer s total
utility, which is the full satisfaction resulting from the consumption of that product by
a consumer, and the consumer s marginal utility, which is the additional satisfaction
resulting from consuming one more unit of that product. For example, the total utility
of consuming five Cokes per day is the total satisfaction that those five Cokes provide.
The marginal utility of the fifth Coke consumed is the additional satisfaction provided
by the consumption of that Coke each day.1

Diminishing Marginal Utility

The central hypothesis of utility theory, often called the law of diminishing marginal
utility, is as follows:

The utility that any consumer derives from successive units of a particular product
consumed over some period of time diminishes as total consumption of the prod-
uct increases (if the consumption of all other products is unchanged).

Consider your utility from using clean water, for drinking, bathing, washing your
dishes or clothes, and all its other purposes. Some minimum quantity is very important
and you would, if necessary, give up a considerable sum of money to obtain that quan-
tity of water. Thus, your marginal utility of that basic quantity of water is very high.
You will, of course, consume more than this bare minimum, but your marginal utility
of successive litres of water used over a period of time will decline steadily.

We will consider evidence for this hypothesis later, but you can convince yourself
that it is at least reasonable by asking a few questions. How much money would be
needed to induce you to reduce your consumption of water by one litre per week? The
answer is very little. How much would induce you to reduce it by a second litre? By a
third litre? To only one litre consumed per week? The answer to the last question is
quite a lot. The fewer litres you are already using, the higher the marginal utility of one
more litre of water.

utility The satisfaction or

well-being that a consumer

receives from consuming

some good or service.

total utility The total

satisfaction resulting from

the consumption of a given

commodity by a consumer.

marginal utility The

additional satisfaction

obtained from consuming

one additional unit of a

commodity.

1 Technically, incremental utility is measured over a discrete interval, such as from four Cokes to five Cokes,

whereas marginal utility is a rate of change measured over an infinitesimal interval. However, common usage

applies the word marginal when the last unit is involved, even if a one-unit change is not infinitesimal. [9]
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Utility Schedules and Graphs

In Figure 6-1 we make the assumption that utility can be measured, and thus the differ-
ent amount of utility received from consuming different units can be compared. This is
a helpful assumption in allowing us to see the important difference between total and
marginal utility. The figure illustrates the assumptions that have been made about util-
ity, using Alison s daily consumption of Coke as an example. The table shows that Ali-
son s total utility rises as she drinks more Coke per day. However, the utility that she
gets from each additional Coke per day is less than that of the previous one that is,
her marginal utility declines as the quantity she consumes rises. [10]

The data are graphed in the two parts of Figure 6-1.

FIGURE 6-1 Alison s Total and Marginal Utility from Drinking Coke
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Total utility rises, but marginal utility declines, as consumption increases. The marginal utility of 20, shown as the
second entry in the third column, arises because Alison s total utility increases from 30 to 50 a difference of 20
with consumption of the second Coke. To indicate that the marginal utility is associated with the change from one
level of consumption to another, the figures in the third column are recorded between the rows of the values in the
second column.

Number of 
Cokes 
Alison
Drinks Alison s Alison s 
per Day Total Utility Marginal Utility

0 0

1 30
30

2 50
20

3 65
15

4 75
10

5 83
8

6 89
6

7 93
4

8 96
3

9 98
2

10 99
1
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Maximizing Utility

As already noted, economists assume that consumers try to make themselves as well off
as they possibly can in the circumstances in which they find themselves. In other words,
consumers seek to maximize their total utility subject to the constraints they face in
particular, their income and the market prices of various products.

The Consumer s Decision Now that we have examined the concepts of total
utility and marginal utility, we are ready to answer the question posed at the beginning
of the chapter: How can consumers decide to allocate their consumption of Cokes and
burritos in such a way as to maximize their utility? Of course, we could ask the same
question about any two goods, or any number of goods, but we will focus on Cokes
and burritos to keep the example simple.

A simple but incorrect answer to the question is that to maximize utility a con-
sumer should consume Cokes and burritos until the marginal utility from the last Coke
consumed is equal to the marginal utility from the last burrito consumed. But this
would be sensible only if the price of a Coke and the price of a burrito were the same.
The correct answer is that the utility-maximizing consumer should consume Cokes and
burritos to the point at which the marginal utility per dollar spent on the last Coke is
just equal to the marginal utility per dollar spent on the last burrito. In this way, the
consumer s utility will be maximized.

Let s consider a specific example. Suppose Alison is buying burritos for $3 each
and Cokes for $1 each. Buying burritos would represent a poor use of her money if the
marginal utility from the last burrito equalled the marginal utility from the last Coke.
Why? Because Alison would be spending $3 on a burrito to get additional utility equal
to what she could have acquired for only $1 by buying a Coke.

A utility-maximizing consumer allocates expenditures so that the utility obtained
from the last dollar spent on each product is equal.

Imagine that Alison s utility from the last dollar spent on Coke is three times her
utility from the last dollar spent on burritos. In this case, Alison can increase her total
utility by switching a dollar of expenditure from burritos to Coke and by gaining the
difference between the utilities of a dollar spent on each.

If Alison wants to maximize her utility, she will continue to switch her expenditure
from burritos to Coke as long as her last dollar spent on Coke yields more utility than
her last dollar spent on burritos. This switching, however, reduces the quantity of bur-
ritos consumed and, given the law of diminishing marginal utility, raises the marginal
utility of burritos. At the same time, switching increases the quantity of Coke con-
sumed and thereby lowers the marginal utility of Coke.

Eventually, the marginal utilities will have changed enough so that the utility
received from the last dollar spent on Coke is just equal to the utility received from the
last dollar spent on burritos. At this point, Alison gains nothing from further switches.
(In fact, switching further would reduce her total utility.)

So much for the simple example. What can we say more generally about utility
maximization? Suppose we denote the marginal utility of the last unit of product X by
MUX and its price by pX. Let MUY and pY refer, respectively, to the marginal utility of
a second product Y and its price. The marginal utility per dollar spent on X will be
MUX/pX. For example, if the last unit of X increases utility by 30 and costs $3, its mar-
ginal utility per dollar is 30/3* 10. If the last unit of Y increases utility by 10 and costs
$1, its marginal utility per dollar is 10/1 * 10. With these numbers, the marginal utili-
ties from the last dollar spent on X and Y are equal.
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The condition required for a consumer to be maximizing utility, for any pair of prod-
ucts, is

+
M

p

U

X

X
+*+

M

p

U

Y

Y
+ (6-1)

This equation says that a utility-maximizing consumer will allocate expenditure so
that the utility gained from the last dollar spent on one product is equal to the utility
gained from the last dollar spent on any other product.

This is the fundamental equation of marginal utility theory. A consumer with a given
amount of income to spend demands each good up to the point at which the marginal
utility per dollar spent on it is the same as the marginal utility per dollar spent on every
other good. When this condition is met for all goods, the consumer cannot increase utility
further by reallocating expenditure. That is, utility will be maximized. (Of course, if she
gets more income to spend, she can raise her total utility by buying more of each good.)

An Alternative Interpretation If we rearrange the terms in Equation 6-1, we
can gain additional insight into consumer behaviour.

* (6-2)

The right side of this equation is the relative price of the two goods. It is determined by
the market and is beyond Alison s control. She reacts to these market prices but is pow-
erless to change them. The left side is the relative ability of the two goods to add to Ali-
son s utility. This is within her control because in determining the quantities of different
goods to buy, she also determines their marginal utilities. (If you have difficulty seeing
why, look again at Figure 6-1.)

If the two sides of Equation 6-2 are not equal, Alison can increase her total utility
by rearranging her purchases of X and Y. Suppose that the price of X is $4 and the
price of Y is $2. The right-hand side of Equation 6-2 is then pX/pY * 4/2 * 2. Remem-
ber that Alison can do nothing to change the right-hand side of this equation the
prices are determined in the market and are beyond her control. Suppose also that Ali-
son is currently purchasing X and Y such that the marginal utility for X is 12 and the
marginal utility for Y is 4. The left-hand side of Equation 6-2 is then MUX/MUY *

12/4 * 3. In this case MUX/MUY , pX/pY. Alison can increase her total utility by
increasing her purchases of X (which have a high MU ) and reducing her purchases of
Y (which have a low MU) until the ratio MUX/MUY is equal to 2, the same as the ratio
of the prices. At this point Alison cannot increase her total utility any further by rear-
ranging her purchases between the two products.

Consider what Alison is doing. She is faced with a set of prices that she cannot
change. She responds to these prices and maximizes her utility by adjusting the things
that she can change the quantities of the various goods that she purchases until
Equation 6-2 is satisfied for all pairs of products.

Is This Realistic? It may seem unrealistic to argue that consumers maximize util-
ity in the precise way we have described. After all, not many of us stand in the grocery
store and compute ratios of marginal utilities and prices. Keep in mind, though, that
utility theory is used by economists to predict how consumers will behave when faced
with such events as changing prices and incomes. As long as consumers seek to do the
best they can for themselves with their limited resources, the consumer s actual thought
process does not concern us. The theory is not meant to be a description of how they
reach their decisions but is rather a convenient way of discovering the implications of
their maximizing behaviour. Like many theories, utility-maximization theory leads to

pX
+
pY

MUX
+
MUY

Practise with Study Guide

Chapter 6, Exercise 1 and

Short-Answer Question 1.
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predictions that can be tested empirically. Economists continue to use the theory of util-
ity maximization because its predictions are rarely rejected by the data. One of the most
important of these predictions is that consumers who act as if they are following a rule
like Equation 6-2 have negatively sloped demand curves for goods and services. In the
next section we derive this result.

The Consumer s Demand Curve

To derive the consumer s demand curve for a product, we need to ask what happens
when there is a change in the price of that product. As an example, let us derive Ali-
son s demand curve for Coke. Consider Equation 6-2 and let X represent Coke and Y
represent all other products taken together. In this case, the price of Y is interpreted as
the average price of all other products. What will Alison do if, with all other prices
remaining constant, there is an increase in the price of Coke? Alison cannot avoid suf-
fering some loss in utility whereas her income is unchanged, it costs more to buy each
Coke and the same to buy each unit of everything else. She might decide to spend less
on everything else and increase her spending on Coke in order to hold her Coke con-
sumption constant. But she can do better than that. To see why, notice that when the
price of Coke rises, the right side of Equation 6-2 increases. But, until Alison adjusts
consumption, the left side is unchanged. Thus, after the price changes but before Alison
reacts, the following situation exists:

+

What does Alison do to restore the equality? The hypothesis of diminishing marginal
utility tells us that as she buys fewer Cokes, the marginal utility of Coke will rise and
thereby increase the ratio on the left side. Thus, in response to an increase in the price of
Coke, with all other prices constant, Alison reduces her consumption of Coke until the
marginal utility of Coke rises sufficiently that Equation 6-2 is restored. (See Study
Exercise #5 on page 137 to work through a specific numerical example.)

This analysis leads to the basic prediction of demand theory:

A rise in the price of a product (with all other determinants of demand held con-
stant) leads each consumer to reduce the quantity demanded of the product.

If this is what each consumer does, it is also what all consumers taken together do.
Thus, the theory of consumer behaviour that we have considered here predicts a

Price of Coke
**

Price of Y

MU of Coke
**

MU of Y

Practise with Study Guide

Chapter 6, Exercise 2.

w w w . m y e c o n l a b . c o m

We said earlier that utility cannot be measured directly. However, some very
new research in the social sciences has attempted to do just that by simply
asking people how happy they are and then examining how their reported level
of happiness changes when they are in different circumstances. For a closer
look at happiness and where it comes from, look for What Makes People

Happy? in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS
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126 PART 3 : CONSUMERS AND PRODUCERS

negatively sloped market demand curve in addition to a negatively sloped demand
curve for each individual consumer. Extensions in Theory 6-1 shows how we can
obtain a market demand curve by adding up the demand curves of individual
consumers.

6.2 Income and Substitution Effects
of Price Changes

We have just seen the relationship between the law of diminishing marginal utility and
the slope of the consumer s demand curve for some product. Here we consider an alter-
native method for thinking about the slope of an individual s demand curve. From the
discussion in Extensions in Theory 6-1, this alternative method can also be used to
think about the slope of a market demand curve.

Let s consider Tristan, a student who loves to eat and especially loves to eat ice
cream. A fall in the price of ice cream affects Tristan in two ways. First, it provides
an incentive to buy more ice cream (and less of other things) because eating ice

Market demand curves show how much is demanded by
all purchasers. For example, in Figure 3-1 on page 52,
the market demand for carrots is 85 tonnes when the
price is $40 per tonne. This 85 tonnes is the sum of the
quantities demanded by millions of different consumers.
The demand curve in Figure 3-1 also tells us that when
the price rises to $60, the total quantity demanded falls
to 65 tonnes per year. This quantity, too, can be traced
back to individual consumers.

The market demand curve is the horizontal sum of
the demand curves of individual consumers. It is the hor-

izontal sum because we want to add quantities demanded
at a given price, and quantities are measured in the hori-
zontal direction on a conventional demand curve.

The figure below illustrates a market made up of
only two consumers: Alison and Brenda. At a price of
$3, Alison purchases 2 units and Brenda purchases
4 units; thus, together they purchase 6 units, yielding
one point on the market demand curve. No matter how
many consumers are involved, the process is the same:
Add the quantities demanded by all consumers at each
price, and the result is the market demand curve.

EXTENSIONS IN THEORY 6-1

Market and Individual Demand Curves
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CHAPTER 6 : CONSUMER BEHAVIOUR 127

cream is now a cheaper way to satisfy some of his cravings. Thus, a reduction in the
price of ice cream which, with all other prices constant means a fall in the relative
price of ice cream leads Tristan to substitute away from other products toward ice
cream.

Second, because the price of ice cream has fallen, Tristan has more purchasing
power or real income available to spend on all products. Suppose the price of premium
ice cream fell from $5.00 to $4.00 per litre and Tristan was in the habit of eating half a
litre of ice cream a day. In the course of a 30-day month, Tristan could keep his ice
cream habit unchanged but save $15.00, money that would be available for any
purpose more ice cream, DVD rentals, or photocopies of your economics notes.

Let s now explore these two separate effects in a little more detail.

The Substitution Effect

To isolate the effect of the change in relative price when the price of ice cream falls, we can
consider what would happen if we also reduce Tristan s money income to restore the origi-
nal purchasing power. Suppose Tristan s uncle sends him a monthly allowance for ice cream,
and when the price of ice cream falls, the allowance is reduced so that Tristan can buy just as
much ice cream and everything else as he could before. Tristan s purchasing power will
be unchanged. If his behaviour remains unchanged, however, he will no longer be maximiz-
ing his utility. Recall that utility maximization requires that the ratio of marginal utility to
price be the same for all goods. In our example, with no change in behaviour, the quantities
(and hence marginal utilities) and the prices of all goods other than ice cream are unchanged.
The quantity of ice cream is also unchanged, but the price has fallen. To maximize his utility
after the price of ice cream falls, Tristan must therefore increase his consumption (reduce his
marginal utility) of ice cream and reduce his consumption of other goods. In other words, he
must substitute away from other goods and toward ice cream.

When purchasing power is held constant, the change in the quantity demanded of a
good whose relative price has changed is called the substitution effect of the price
change.2

The substitution effect increases the quantity demanded of a good whose price has
fallen and reduces the quantity demanded of a good whose price has risen.

The Income Effect

To examine the substitution effect, we reduced Tristan s money income following the price
reduction so that we could see the effect of the relative price change, holding purchasing
power constant. Now we want to see the effect of the change in purchasing power, holding
relative prices constant at their new value. To do this, suppose that after Tristan has
adjusted his purchases to the new price and his reduced income, he then calls his uncle and
pleads to have his allowance restored to its original (higher) amount. Tristan s uncle
agrees, and Tristan s money income is returned to its original level. If we assume that ice
cream is a normal good, Tristan will increase his consumption of ice cream (even beyond
the increase we have already seen as a result of the substitution effect). The change in the

real income Income

expressed in terms of the

purchasing power of money

income that is, the

quantity of goods and

services that can be

purchased with the money

income.

substitution effect The

change in the quantity of a

good demanded resulting

from a change in its

relative price (holding real

income constant).

2 This measure, which isolates the substitution effect by holding the consumer s purchasing power constant,
is known as the Slutsky effect. A related but slightly different measure that holds the consumer s level of util-
ity constant is discussed in the appendix to this chapter.
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128 PART 3 : CONSUMERS AND PRODUCERS

quantity of ice cream demanded as a result of Tristan s reaction to increased real income is
called the income effect.

The income effect leads consumers to buy more of a product whose price has
fallen, provided that the product is a normal good.

Notice that the size of the income effect depends on the amount of income spent
on the good whose price changes and on the amount by which the price changes. In
our example, if Tristan were initially spending half of his income on ice cream, a
reduction in the price of ice cream from $5 to $4 would be equivalent to a 10-percent
increase in real income (20 percent of 50 percent). Now consider a different case:
The price of gasoline falls by 20 percent. For a consumer who was spending only 
5 percent of income on gas, this is equivalent to only a 1-percent increase in real
income (20 percent of 5 percent).

The Slope of the Demand Curve

We have now divided Tristan s reaction to a change in the price of ice cream into a sub-
stitution effect and an income effect. Of course, when the price changes, Tristan moves
directly from the initial consumption pattern to the final one; we do not observe any
halfway  consumption pattern. However, by breaking this movement into two parts for

analytical purposes, we are able to study Tristan s total change in quantity demanded as
a response to a change in relative prices plus a response to a change in real income.

What is true for Tristan is also true, in general terms, for all consumers. The
substitution effect leads consumers to increase their demand for goods whose prices
fall. The income effect leads consumers to buy more of all normal goods whose
prices fall.

Putting the income and substitution effects together gives the following statement
of the law of demand:

Because of the combined operation of the income and substitution effects, the
demand curve for any normal commodity will be negatively sloped. Thus, a fall in
price will increase the quantity demanded.

Figure 6-2 illustrates how the combination of the substitution effect and the
income effect determines the slope of any demand curve. In each part of the figure, we
begin at point A with the price p0. We then consider a reduction in the price to p1. In
each case, the substitution effect (shown by the green arrow) increases the quantity
demanded. In each case there is also an income effect (the red arrow), but the size and
sign of the income effect differs in each case. The sum of the income and substitution
effects determines how overall quantity demanded responds to the price reduction.
Note that all normal goods have negatively sloped demand curves. The same is true for
most inferior goods. The figure illustrates why in the case of an inferior good the income
effect must be very strong in order to generate a positively sloped demand curve. This
is a very rare case in economics, but there is some interesting history behind it.

Giffen Goods Great interest was generated by the apparent refutation of the
law of demand by the English economist Sir Robert Giffen (1837 1910). He is
alleged to have observed that when a rise in the price of imported wheat led to an
increase in the price of bread, members of the British working class increased their

Practise with Study Guide

Chapter 6, Exercise 3.

income effect The change

in the quantity of a good

demanded resulting from a

change in real income

(holding relative prices

constant).
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CHAPTER 6 : CONSUMER BEHAVIOUR 129

consumption of bread, suggesting that their demand curve for bread was positively
sloped.

As is clear in Figure 6-2, two things must be true in order for a good to have a pos-
itively sloped demand curve a so-called Giffen good. First, the good must be an infe-
rior good, meaning that a reduction in real income leads households to purchase more
of that good. Second, the good must take a large proportion of total household expen-
diture and therefore have a large income effect. Bread was indeed a dietary staple of the
British working classes during the nineteenth century. A rise in the price of bread
would therefore cause a large reduction in people s real income. This could lead people
to eat more bread (and less meat) in order to consume enough calories to stay alive.
Though possible, such cases are all but unknown in the modern world, for in all but
the poorest societies, typical households do not spend large proportions of their
incomes on any single inferior good.

FIGURE 6-2 Income and Substitution Effects of a Price Change
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Demand curves for inferior goods are negatively sloped unless the income effect outweighs the substitution effect. In
each of the diagrams, the initial price is p0 and the initial quantity demanded is Q0. Thus, A is a point on all three
demand curves. For all three goods, a price reduction to p1 creates a substitution effect that increases quantity
demanded to QS

0.
For normal goods in part (i), the reduction in price increases real income and leads to a further increase in quan-

tity demanded. The income effect is shown as the increase from QS
0 to Q1. The total increase in quantity demanded is

therefore from Q0 to Q1, and point B is on the negatively sloped demand curve.
For inferior goods, the price reduction causes an increase in real income that leads to a reduction in quantity

demanded. If the good makes up a small fraction of the consumer s total expenditure, which is the case for most goods,
then this income effect will be small. In part (ii), the income effect reduces quantity demanded from QS

0 to Q1 and the
overall change is therefore from Q0 to Q1. In this case, the income effect does not fully offset the substitution effect
and so the demand curve is still negatively sloped through point B. In part (iii), the income effect is very large, reduc-
ing quantity demanded from QS

0 to Q1 and the overall change is therefore a reduction in quantity demanded from 
Q0 to Q1. In this case the demand curve is positively sloped through point B. This is the case of a Giffen good.

Giffen good An inferior

good for which the income

effect outweighs the

substitution effect so that

the demand curve is

positively sloped.
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Conspicuous Consumption Goods Thorstein Veblen
(1857 1929), in The Theory of the Leisure Class, noted that some
products were consumed not for their intrinsic qualities but
because they had snob appeal.  He suggested that the more
expensive such a commodity became, the greater might be its abil-
ity to confer status on its purchaser.

Consumers might value diamonds, for example, precisely
because everyone knows they are expensive. Thus, a fall in price
might lead them to stop buying diamonds and to switch to a more
satisfactory object of conspicuous consumption. They may behave in
the same way with respect to luxury cars, buying them because they
are expensive. Does this sort of behaviour violate our basic theory of
utility maximization?

Two comments are in order. First, in a case where individuals
appear to buy more goods at a higher price because of the high
price, there is actually something else going on that explains the
apparent violation of the law of demand. What really appeals to
such individuals is that other people think they paid a high price
this is the basis for the snob appeal.  But such snobs would still
buy more at a lower price (and hence still have negatively sloped
demand curves) as long as they were absolutely sure that other peo-
ple thought they had paid the high price. As one advertising slogan
for a discount department store puts it: Only you know how little
you paid.

Second, even if such conspicuous consumers do exist, it is still
unlikely that the market demand curve is positively sloped. The
reason is easy to discover. The fact that countless lower-income
consumers would be glad to buy diamonds or BMWs only if these

commodities were sufficiently inexpensive suggests that positively sloped demand
curves for a few individual wealthy households are much more likely than a positively
sloped market demand curve for the same commodity.

An Interesting Application to Taxation

Finally, note that the logic of breaking down a price change into the separate income
and substitution effects is not limited to the analysis of demand. The same logic
applies to two things that most individuals supply their work effort (to labour mar-
kets) and their saving (to financial markets). For example, for a given pre-tax wage,
a change in the income-tax rate will change the after-tax wage that workers earn. It
will also change the after-tax interest rate that savers (lenders) receive. Using the

Some people buy very expensive products
because their extreme prices confer status on 
the purchaser. But holding this status constant,
people would still probably buy more at lower
prices, suggesting a downward-sloping demand
curve.

w w w . m y e c o n l a b . c o m

For a detailed discussion of the income and substitution effects of tax
changes, on both the supply of work effort and the supply of saving, look for
Do Taxes Discourage Work Effort and Saving? in the Additional Topics section
of this book s MyEconLab.

ADDITIONAL TOPICS
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CHAPTER 6 : CONSUMER BEHAVIOUR 131

same analysis as we used earlier with Tristan and the change in the price of ice cream,
we can analyze the effects of tax changes on the supply of work effort and the supply
of saving. In both cases, in order to understand the overall effect of the change in tax
rates, we need to use the important distinction between the income effects and the
substitution effects.

6.3 Consumer Surplus
Our discussion of consumer behaviour has led us to a better understanding of demand
curves and how they are derived. At the heart of our discussion has been the concept of
utility and the law of diminishing marginal utility.

In this section we introduce the important concept of consumer surplus, which
requires that we make a clear distinction between marginal and total utility. Under-
standing this difference will help us to resolve a famous paradox in the history of eco-
nomic theory.

The Concept

Imagine yourself facing an either/or choice concerning some particular product, say, ice
cream: You can have the amount you are now consuming, or you can have none of it.
Suppose you would be willing to pay as much as $100 per month for the eight litres of
gourmet ice cream that you now consume, rather than do without it. Further, suppose
you actually buy those eight litres for only $40 instead of $100. What a bargain! You
have paid $60 less than the most you were willing to pay. Actually this sort of bargain
occurs every day in the economy. Indeed, it is so common that the $60 saved  in this
example has been given a name: consumer surplus. Consumer surplus is the difference
between the total value that consumers place on all the units consumed of some prod-
uct and the payment they actually make to purchase that amount of the product.

Consumer surplus is a direct consequence of negatively sloped demand curves.
This is easiest to understand if you think of an individual s demand curve as showing
his or her willingness to pay for successive units of the product. (You may recall our
discussion of this point in the final section of Chapter 5.) To illustrate the concept, sup-
pose we have interviewed your classmate Moira and displayed the information from
the interview in the table in Figure 6-3. Our first question to Moira is, If you were
drinking no milk at all, how much would you be willing to pay for one litre per week?
With no hesitation she replies, $6.00.  We then ask, If you had already consumed
that one litre, how much would you be willing to pay for a second litre per week?
After a bit of thought, she answers, $3.00.  Adding one litre per week with each
question, we discover that she would be willing to pay $2.00 to get a third litre per
week and $1.60, $1.20, $1.00, $0.80, $0.60, $0.50, and $0.40 for successive litres
from the fourth to the tenth litre per week.

The sum of the values that she places on each litre of milk gives us the total value
that she places on all ten litres. In this case, Moira values the 10 litres of milk per week
at $17.10. This is the amount that she would be willing to pay if she faced the either/or
choice of 10 litres or none. This is also the amount she would be willing to pay if she
were offered the milk one litre at a time and charged the maximum she was willing to
pay for each litre.

consumer surplus The

difference between the

total value that consumers

place on all units

consumed of a commodity

and the payment that they

actually make to purchase

that amount of the

commodity.

Practise with Study Guide

Chapter 6, Short-Answer

Question 5.
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132 PART 3 : CONSUMERS AND PRODUCERS

However, Moira does not have to pay a different price for each litre of milk she
consumes each week; she can buy all she wants at the prevailing market price. Suppose
the price is $1.00 per litre. She will buy six litres per week because she values the sixth
litre just at the market price but all earlier litres at higher amounts. She does not buy a
seventh litre because she values it at less than the market price.

Because Moira values the first litre at $6.00 but gets it for $1.00, she makes a
profit  of $5.00 on that litre. Between her $3.00 valuation of the second litre and

what she has to pay for it, she clears a profit  of $2.00. She clears a profit  of $1.00
on the third litre and so on. This profit,  which is shown in the third column of the
table, is Moira s consumer surplus on each litre of milk.

We can calculate Moira s total consumer surplus of $8.80 per week by summing
her surplus on each litre; we can calculate the same total by first summing what she
would be willing to pay for all six litres, which is $14.80, and then subtracting the
$6.00 that she actually does pay.

For any unit consumed, consumer surplus is the difference between the maximum
amount the consumer is prepared to pay for that unit and the price the consumer
actually pays.

The data in the first two columns of the table give Moira s demand curve for milk.
It is her demand curve because she will go on buying litres of milk as long as she values
each litre at least as much as the market price she must pay for it. When the market
price is $6.00 per litre, she will buy only one litre; when it is $3.00, she will buy two

FIGURE 6-3 Moira s Consumer Surplus on Milk Consumption
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Consumer surplus on each unit consumed is the difference between the market price and the maximum price that the
consumer is willing to pay to obtain that unit. The table shows the value that Moira puts on successive litres of milk
consumed each week. Her negatively sloped demand curve shows that she would be willing to pay progressively
smaller amounts for each additional unit consumed. If the market price is $1.00 per litre, Moira will buy six litres of
milk per week and pay the amount in the dark shaded area. The total value she places on these six litres is the entire
shaded area. Her consumer surplus is the light shaded area.

Litres of  Amount Moira Is Moira s Consumer
Milk Moira Willing to Pay Surplus If She
Consumes per to Obtain This Actually Pays

Week Litre $1.00 per Litre

First $6.00 $5.00
Second 3.00 2.00
Third 2.00 1.00
Fourth 1.60 0.60
Fifth 1.20 0.20
Sixth 1.00 0.00
Seventh 0.80
Eighth 0.60
Ninth 0.50
Tenth 0.40

Practise with Study Guide

Chapter 6, Exercises 4 and 5.
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CHAPTER 6 : CONSUMER BEHAVIOUR 133

litres; and so on. The total valuation is the area below her demand curve, and con-
sumer surplus is the part of the area that lies above the price line. These areas are
shown in Figure 6-3.

Figure 6-4 shows that the same relationship holds for the smooth market demand
curve that indicates the total amount that all consumers would buy at each price. Figure 6-3
is a bar chart because we allowed Moira to vary her consumption only in discrete units of
one litre at a time. Had we allowed her to vary her consumption of milk one drop at a
time, we could have traced out a continuous curve similar to the one shown in Figure 6-4.

The market demand curve shows the valuation that consumers place on each unit
of the product. For any given quantity, the area under the demand curve and above
the price line shows the consumer surplus received from consuming those units.

The Paradox of Value

Consumer surplus is an important concept. It will prove useful in later chapters when we
evaluate the performance of the market system.3 For now, however, we discuss an exam-
ple in which the concept of consumer surplus helps us to understand apparently paradox-
ical market outcomes. The distinction between total value and marginal value is crucial.

Early economists, struggling with the problem of what determines the relative prices
of products, encountered what they called the paradox of value. Many necessary prod-
ucts, such as water, have prices that are low compared with the prices of luxury prod-
ucts, such as diamonds. Water is necessary to our
existence, whereas diamonds are used mostly for luxury
purposes and are not in any way essential to life. Does it
not seem odd, then, that water is so cheap and diamonds
are so expensive? As it took a long time to resolve this
apparent paradox, it is not surprising that even today,
similar confusions cloud many policy discussions.

The first step in resolving this paradox is to use the
distinction between the total and marginal values of any
product. We have seen already that the area under the
demand curve is a measure of the total value placed on all
the units that the consumer consumes. For example, for
all consumers together, the total value of consuming Q0

units is the entire shaded area (light and dark) under the
demand curve in Figure 6-4.

What about the marginal value that consumers place
on one additional unit? This is given by the product s mar-
ket price, which is p0 in Figure 6-4. Facing a market price
of p0, each consumer buys all the units that he or she val-
ues at p0 or greater but does not purchase any units valued
at less than p0. Therefore, each consumer values the last
unit consumed of any product at that product s price.

The second step in resolving the paradox is to recog-
nize that supply plays just as important a role in deter-
mining market price as does demand. Early economists
thought the price or value  of a product depended only

FIGURE 6-4 Consumer Surplus for 
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Total consumer surplus is the area under the demand
curve and above the price line. The area under the
demand curve shows the total valuation that con-
sumers place on all units consumed. For example,
the total value that consumers place on Q0 units is
the entire shaded area under the demand curve up to
Q0. At a market price of p0, the amount paid for Q0
units is the dark shaded area. Hence, consumer sur-
plus is the light shaded area.

3 Indeed, consumer surplus is part of what, in Chapter 5, we called economic surplus when we discussed

market efficiency. We will return to a discussion of market efficiency in Chapter 12.
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on its use by consumers that is, by demand. But we now know that supply aspects
are just as important including the costs of production, the number of producers, and
so on.

Given this joint importance of supply and demand, it is easy to imagine a situation
in which two products, such as water and diamonds, have very different market prices
(and hence marginal values) even if their respective prices do not reflect the total value
consumers place on the two goods. Figure 6-5 resolves the diamond water paradox.

The resolution of the paradox of value is that a good that is very plentiful, such as
water, will have a low price and will thus be consumed to the point where all consumers
place a low value on the last unit consumed, whether or not they place a high value on
their total consumption of the product. By contrast, a product that is relatively scarce in
the marketplace will have a high market price, and consumption will therefore stop at a
point where consumers place a high value on the last unit consumed, regardless of the
value that they place on their total consumption of the good.

Because the market price of a product depends on both demand and supply, there is
nothing paradoxical in there being a product on which consumers place a high total
value (such as water) selling for a low price and hence having a low marginal value.

FIGURE 6-5 Resolving the Paradox of Value
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The market price of a product bears no necessary relationship to the total value that consumers place on that amount.
The graph presents hypothetical demand curves for water and diamonds. The total value that consumers place on Qw
units of water, as shown by the total shaded area under the demand curve, is great. The total value that consumers
place on Qd units of diamonds is shown by the total shaded area under the demand curve for diamonds. This is clearly
less than the total value placed on water.

The large supply of water makes water plentiful and makes water low in price, as shown by pw in part (i) of the fig-
ure. The relatively low supply of diamonds makes diamonds scarce and keeps diamonds high in price, as shown by pd
in part (ii) of the figure. The high total value for water, combined with its low price, leads to a large consumer surplus
for water. For diamonds, the low total value and high price lead to a small consumer surplus.

06_raga_ch06.qxd  1/28/10  7:29 PM  Page 134



CHAPTER 6 : CONSUMER BEHAVIOUR 135

The same paradox exists in many markets, including labour markets. As we all
know, professional hockey players earn many times more than nurses and doctors,
even though most consumers probably place more total value on health care than they
do on sports entertainment. But top-quality hockey players have a set of skills that are
in much shorter supply than even highly skilled medical professionals, and this differ-
ence in supply helps to explain their different incomes. We have much more to say
about the operation of labour markets in Chapters 13 and 14.

Summary

Marginal utility theory distinguishes between the total
utility from the consumption of all units of some prod-
uct and the incremental (or marginal) utility derived
from consuming one more unit of the product.
The basic assumption in marginal utility theory is that the
utility consumers derive (over some given time period)
from the consumption of successive units of a product
diminishes as the number of units consumed increases.
Consumers are assumed to make their decisions in a way
that maximizes their utility. Utility-maximizing con-
sumers make their choices such that the utilities derived

from the last dollar spent on each product are equal. For
two goods X and Y, utility will be maximized when

 

Demand curves have negative slopes because when the
price of one product falls, each consumer responds by
increasing purchases of that product sufficiently to
restore the ratio of that product s marginal utility to its
now lower price (MU/p) to the same level achieved for
all other products.

MUY
pY

MUX
pX

6.1 Marginal Utility and Consumer Choice L12

6.2 Income and Substitution Effects of Price Changes L3

A change in the price of a product generates both an
income effect and a substitution effect. The substitution
effect is the reaction of the consumer to the change in
relative prices, with purchasing power (real income) held
constant. The substitution effect leads the consumer to
increase purchases of the product whose relative price
has fallen.
The income effect is the reaction of the consumer to the
change in purchasing power (real income) that is caused
by the price change, holding relative prices constant at
their new level. A fall in one price will lead to an increase

in the consumer s real income and thus to an increase in
purchases of all normal goods.
The combined income and substitution effects ensure
that the quantity demanded of any normal good will
increase when its price falls, other things being equal.
Normal goods, therefore, have negatively sloped
demand curves.
An inferior good will have a negatively sloped demand
curve unless the income effect is strong enough to out-
weigh the substitution effect. This situation is very rare
and is called a Giffen good.

6.3 Consumer Surplus L45

For each unit of a product, consumer surplus is the dif-
ference between what consumers would be willing to
pay for that unit and what consumers actually pay for
that unit.
Consumer surplus arises because demand curves are
negatively sloped and consumers purchase units of a

product up to the point where the value of the marginal
unit consumed the marginal value equals the market
price. On all units before the marginal unit, consumers
value the product more than the price and hence they
earn consumer surplus.
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Key Concepts
Total utility and marginal utility
Utility maximization
Equality of MU/p across different

goods

Consumer surplus
The paradox of value

Slope of the demand curve
Income effect and substitution effect
Giffen goods and conspicuous

consumption goods

Study Exercises

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com

1. Fill in the blanks to make the following statements
correct.

a. Utility theory is based on the hypothesis that the
_______________ received from each additional
unit of the good _______________ as total con-
sumption of the good increases.

b. A utility-maximizing consumer will allocate expen-
diture such that the _______________ per dollar
spent on each product is _______________ for all
products.

c. An equation that represents a utility-maximizing
pattern of consumption of two goods, A and B, is
______________________.

d. Marginal utility analysis tells us that a rise in the
price of a good, ceteris paribus, leads each con-
sumer to reduce the _______________ of the good.
This, in turn, predicts a _______________ demand
curve.

2. The table below shows how Brett s utility increases as
the number of avocados he consumes (per month)
increases. Brett s utility is measured in utils, a name
that economists invented to describe units of utility.

It is important to distinguish between total and mar-
ginal values because choices concerning a bit more and
a bit less cannot be predicted from a knowledge of total
values. The paradox of value involves confusion
between total value and marginal value.

Price is related to the marginal value that consumers
place on having a bit more or a bit less of some product;
it bears no necessary relationship to the total value that
consumers place on all of the units consumed of that
product.

Total Utility Marginal Utility 
Avocados (in utils) (in utils)

Zero 0

First 100

Second 185

Third 245

Fourth 285

Fifth 315

Sixth 335

Seventh 345

Eighth 350

a. Plot Brett s total utility on a scale diagram, with
utils on the vertical axis and the number of avoca-
dos (per month) on the horizontal axis.

b. Compute the marginal utility for each avocado and
fill in the table.

c. Plot the marginal utility on a scale diagram, with
utils on the vertical axis and the number of avocados
(per month) on the horizontal axis. (Make sure to
plot marginal utility at the midpoints between units.)
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c. Can you detect the shape of Sally s demand curve
for shoes from the data shown in the table?

6. Suppose there is a 10-percent increase in the prices of
the following products. Explain whether you think the
income effect in each case would be small or large, and
why.

a. salt
b. blue jeans
c. canned vegetables
d. gasoline
e. mini-vans
f. rental apartments
g. luxury cars

7. Use the following diagram of a market for potted plants
to answer the questions below about consumer surplus.
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d. Explain why it is reasonable that Brett s utility
increases by smaller and smaller amounts for each
successive avocado consumed.

3. In each of the cases listed below, identify whether
Claudia s expenditure on each product should rise or
fall in order to maximize her utility.

Marginal Marginal
Utility of X Utility of Y

Price of X (units of Price of Y (units of
Case ($) utility) ($) utility)

A 10 2 5 3
B 12 4 4 2
C 3 1 6 2
D 4 2 4 2
E 8 4 4 3

4. Rupert really loves pizza, but he eventually tires of it.
The table below shows the highest price that Rupert is
willing to pay for each successive pizza per week.

Pizza Rupert s Willingness to Pay

First $18
Second $16
Third $13
Fourth $9
Fifth $4
Sixth $0

a. Suppose Rupert were to eat five pizzas per week.
What is the total value Rupert would place on his
five weekly pizzas?

b. If the market price is $10 per pizza, how many piz-
zas will Rupert buy and eat per week?

c. If the market price is $10 per pizza, what is the
weekly consumer surplus that Rupert gets from
eating pizza?

5. Sally consumes only two goods, shoes and everything
else.  For five different shopping trips, the prices and
Sally s marginal utilities are shown below.

Shoes Everything Else
MU Price ($) MU Price ($)

Trip 1 125 250 50 100
Trip 2 100 200 50 100
Trip 3 75 150 50 100
Trip 4 50 100 50 100
Trip 5 25 50 50 100

a. Is Sally maximizing her total utility on each shop-
ping trip? Explain why or why not.

b. Using what you have learned in this chapter about
marginal utility, explain how the number of shoes
consumed is changing as their price changes.

a. With demand curve D and supply curve S0, the
equilibrium price and quantity in this market are p0

and Q0. At the price p0, what is the area that rep-
resents total consumer surplus in this market? (Use
the letter point labels to describe the area.)

b. Now suppose supply increases to S1. Determine the
new equilibrium price and quantity. What is the
area that now represents total consumer surplus?

c. At the new lower price, what is the area that repre-
sents the increased consumer surplus earned on the
original units purchased?

d. At the new lower price, what is the area that repre-
sents consumer surplus earned on the new units
purchased?

8. In what situations do the substitution effect and the
income effect work in the same direction to produce a
downward-sloping demand curve? In what situations
do they have opposing effects?
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Discussion Questions
1. Using marginal utility theory, discuss why newspaper

publishers are prepared to use vending machines that
allow customers to pay for one newspaper and remove
several, whereas candy and soft-drink producers use
vending machines that allow customers to remove
only the single product that is purchased.

2. Compare the consequences of the income effect of a
drastic fall in food prices with the consequences of a
rise in incomes when prices are constant.

3. Two U.S. economics professors, Jeff Biddle and Daniel
Hamermesh, recently estimated that a 25-percent
increase in wages will cause the average individual to
reduce the time that he or she spends sleeping by
about 1 percent. Interpret this finding in terms of the
income and substitution effects of a wage change.

4. Consider the following common scenario. An econo-
mist is attending a conference in an unfamiliar city. She
is in the mood for a high-quality dinner and wanders
through the centre of the city looking for a restaurant.
After narrowing her search to two establishments, she
ultimately selects the restaurant with the higher prices.
What might account for this behaviour?

5. Many medical and hospital services in Canada are
provided at zero cost to all Canadians and are
financed out of general government revenues. What
would be the marginal value of such services con-
sumed by each Canadian if the government provided
the necessary resources to satisfy all demand? How
does this relate to the total value that Canadians prob-
ably place on medical services?
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9. Consider the above supply-and-demand diagrams
depicting the markets for X and Y, respectively. In the
market for good X, supply is perfectly elastic, indicat-
ing that producers are prepared to supply any amount
of X at price p0.

a. In the market for X, demand increases from D0 to
D1. Explain what happens to the total value that
consumers place on X.

b. Explain how the increase in demand for X alters
the marginal value that consumers place on X.

c. In the market for Y, a technological improvement
causes supply to increase from S0 to S1, causing
price to fall from p0 to p1. Explain what happens to
the total value that consumers place on a given
quantity of Y.

d. Explain why the increase in supply leads consumers
to reduce their marginal value of Y even though
there has been no change in their preferences regard-
ing Y (and thus no shift in the demand curve).

10. Consider the market for some product. The demand
and supply curves are given by:

Demand: p * 30 + 4QD

Supply: p * 6 , 2QS

a. Plot the demand and supply curves on a scale dia-
gram. Compute the equilibrium price (p*) and
quantity (Q*).

b. Show in the diagram the total value that consumers
place on Q* units of the good.

c. What is the value that consumers place on an addi-
tional unit of the good?

d. Now suppose that production costs fall and so the
market supply curve shifts to a new position given
by p * 2 , 2QS. How do consumers now value an
additional unit of the good?

e. Explain why consumers  marginal value has fallen
even though there has been no change in their pref-
erences (and thus no change in the demand curve).
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In Chapter 6, we covered some basic material con-
cerning the theory of demand; here we extend the
treatment of demand theory by considering in more
detail the assumptions about consumer behaviour
that underlie the theory of demand.

The history of demand theory has seen two
major breakthroughs. The first was marginal utility
theory, which we used in Chapter 6. By distinguish-
ing total and marginal values, this theory helped to
explain the so-called paradox of value. The second
breakthrough came with indifference theory, which
showed that the stringent assumption of measur-
able utility (required for marginal utility theory)
could be dispensed with. Indifference theory is
based on the much weaker assumption that con-
sumers can always say which of two consumption
bundles they prefer without having to say by how
much they prefer it.

6A.1 Indifference
Curves

Suppose Hugh currently has available some specific
bundle of goods, say, 18 units of clothing and 10
units of food. Now offer him an alternative bundle
of, say, 13 units of clothing and 15 units of food.
This alternative combination of goods has 5 fewer
units of clothing and 5 more units of food than the
first one. Whether Hugh prefers this new bundle
depends on the relative valuation that he places on
5 more units of food and 5 fewer units of clothing. If
he values the extra food more than the forgone
clothing, he will prefer the new bundle to the origi-
nal one. If he values the extra food less than the for-
gone clothing, he will prefer the original bundle. If
Hugh values the extra food the same as the forgone
clothing, he is said to be indifferent between the two
bundles.

Indifference Curves

Appendix to Chapter

6
Suppose that after much trial and error, we have

identified several bundles between which Hugh is
indifferent. In other words, all bundles give him equal
satisfaction or utility. They are shown in the table in
Figure 6A-1.

Of course, there are combinations of the two
products other than those enumerated in the table
that will give Hugh the same level of utility. All of
these combinations are shown in Figure 6A-1 by the
smooth curve that passes through the points plotted
from the table. This curve, called an indifference
curve, shows all combinations of products that yield
Hugh the same utility.

The consumer is indifferent between the combi-
nations indicated by any two points on one indif-
ference curve.

Any points above the curve show combinations
of food and clothing that Hugh prefers to points on
the curve. Consider, for example, the combination of
20 units of food and 18 units of clothing, represented
by point g in Figure 6A-1. Although it may not be
obvious that this bundle must be preferred to bundle
a (which has more clothing but less food), it is obvi-
ous that it will be preferred to bundle c because both
less clothing and less food are represented at c than
at g. Inspection of the graph shows that any point
above the curve will be superior to some points on
the curve in the sense that it will contain both more
food and more clothing than those points on the
curve. However, because all points on the curve are
equal in Hugh s eyes, any point above the curve must
be superior to all points on the curve. By a similar
argument, all points below and to the left of the
curve represent bundles that are inferior to bundles
represented by points on the curve.

Any point above an indifference curve is pre-
ferred to any point along that same indifference
curve; any point on the curve is preferred to any
point below it.
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Diminishing Marginal Rate of
Substitution

How much clothing would Hugh be willing to give up
to get one more unit of food but to keep his utility
unchanged? The answer to this question measures what
is called Hugh s marginal rate of substitution of clothing
for food. The marginal rate of substitution (MRS) is the
amount of one product that a consumer is willing to
give up to get one more unit of another product.

The first basic assumption of indifference theory
is that the algebraic value of the MRS between
two goods is always negative.

A negative MRS means that to increase consump-
tion of one product, Hugh is prepared to decrease con-
sumption of a second product. The negative value of the
marginal rate of substitution is indicated graphically
by the negative slope of indifference curves.

Consider a case in which Hugh has a lot of cloth-
ing and only a little food. Common sense suggests
that he might be willing to give up quite a bit of
plentiful clothing to get one more unit of scarce food.
It suggests as well that if Hugh had little clothing and

a lot of food he would be willing to give up only a lit-
tle scarce clothing to get one more unit of already
plentiful food.

This example illustrates the hypothesis of dimin-
ishing marginal rate of substitution. The less of one
product, A, and the more of a second product, B,
that the consumer has already, the smaller the
amount of A that the consumer will be willing to
give up to get one additional unit of B. The hypoth-
esis says that the marginal rate of substitution
changes when the amounts of two products con-
sumed change. The graphical expression of this
hypothesis is that any indifference curve becomes
flatter as the consumer moves downward and to the
right along the curve. In Figure 6A-1, a movement
downward and to the right means that Hugh is con-
suming less clothing and more food. The decreasing
steepness of the curve means that Hugh is willing to
sacrifice less and less clothing to get each additional
unit of food. [11]

Diminishing marginal rate of substitution (MRS)
is the second basic assumption of indifference
theory.

FIGURE 6A-1 Hugh s Indifference Curve
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This indifference curve shows combinations of food and clothing that yield equal utility and between which Hugh is
indifferent. The smooth curve through the points is an indifference curve; all combinations on it give Hugh equal util-
ity. Point g above the line is a preferred combination to any point on the line; point h below the line is an inferior com-
bination to any point on the line. The slope of the line T gives the marginal rate of substitution at point b. Moving
down the indifference curve from b to f, the slope flattens, showing that the more food and the less clothing Hugh
has, the less willing he is to sacrifice further clothing to get more food.

Alternative Bundles Giving Hugh Equal Utility

Bundle Clothing Food

a 30 5
b 18 10
c 13 15
d 10 20
e 8 25
f 7 30
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is from the origin, the higher will be the level of Hugh s
utility given by any of the points on the curve.

A set of indifference curves is called an indiffer-
ence map, an example of which is shown in Fig-
ure 6A-2. It specifies the consumer s tastes by
showing his rate of substitution between the two
products for every possible level of current consump-
tion of these products.

When economists say that a consumer s tastes are
given, they do not mean that the consumer s current
consumption pattern is given; rather, they mean
that the consumer s entire indifference map is given.

6A.2 The Budget Line

Indifference curves illustrate consumers  tastes. To
develop a complete theory of their choices, we must
also illustrate the available alternatives. These are

TABLE 6A-1 Hugh s Marginal Rate of

Substitution Between Clothing

and Food

(1) (2) (3)
Marginal 

Change Change Rate of 
in in Substitution 

Movement Clothing Food (1) + (2)

From a to b 12 5 2.4
From b to c 5 5 1.0
From c to d 3 5 0.6
From d to e 2 5 0.4
From e to f 1 5 0.2

The marginal rate of substitution of clothing for food
declines (in absolute value) as the quantity of food
increases. This table is based on Figure 6A-1. When
Hugh moves from a to b, he gives up 12 units of cloth-
ing and gains 5 units of food; he remains at the same
level of overall utility. At point a, Hugh is prepared to
sacrifice 12 units of clothing for 5 units of food 
(i.e., 12/5 * 2.4 units of clothing per unit of food
obtained). When he moves from b to c, he sacrifices 5
units of clothing for 5 units of food (a rate of substi-
tution of 1 unit of clothing for each unit of food).

The hypothesis of diminishing marginal rate of
substitution is illustrated in Table 6A-1, which is
based on the example in Figure 6A-1. The last column
of the table shows the rate at which Hugh is prepared
to sacrifice units of clothing per unit of food obtained.
At first, Hugh will sacrifice 2.4 units of clothing to get
1 unit more of food, but as his consumption of cloth-
ing diminishes and his consumption of food increases,
Hugh becomes less and less willing to sacrifice further
clothing for more food.

The Indifference Map

So far, we have constructed only a single indifference
curve for Hugh. However, starting at any other point in
Figure 6A-1, such as g, there will be other combinations
that will give Hugh equal utility. If the points indicating
all of these combinations are connected, they will form
another indifference curve. This exercise can be repeated
many times, and we can thereby generate many indiffer-
ence curves for Hugh. The farther any indifference curve

FIGURE 6A-2 Hugh s Indifference Map
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An indifference map consists of a set of indifference
curves. All points on a particular curve indicate alter-
native combinations of food and clothing that give
Hugh equal utility. The farther the curve is from the
origin, the higher is the level of utility it represents.
For example, I5 is a higher indifference curve than I4,
which means that all the points on I5 give Hugh a
higher level of utility than do the points on I4.

APPENDIX  TO CHAPTER 6 :  INDIFFERENCE CURVES 141
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142 PART 3 : CONSUMERS AND PRODUCERS

shown as the solid line ab in Figure 6A-3. That line,
called a budget line, shows all the combinations of
food and clothing that Hugh can buy if he spends a
fixed amount of money, in this case his entire money
income of $720 per week, at fixed prices of the
products (in this case, $12 per unit for clothing and
$24 per unit for food).

Properties of the Budget Line

The budget line has several important properties:

1. 1. Points on the budget line indicate bundles of
products that use up the consumer s entire
income. (Try, for example, the point 20C, 20F.)

2. Points between the budget line and the origin
indicate bundles of products that cost less than
the consumer s income. (Try, for example, the
point 20C, 10F.)

3. Points above the budget line indicate combina-
tions of products that cost more than the con-
sumer s income. (Try, for example, the point
30C, 40F.)

The budget line shows all combinations of prod-
ucts that are available to the consumer given his
money income and the prices of the goods that
he purchases.

We can also show Hugh s alternatives with an
equation that uses symbols to express the informa-
tion contained in the budget line. Let E stand for
Hugh s money income, which must be equal to his
total expenditure on food and clothing. If pF and pC
represent the money prices of food and clothing,
respectively, and F and C represent the quantities of
food and clothing that Hugh chooses, then his spend-
ing on food is equal to pF times F, and his spending
on clothing is equal to pC times C. Thus the equation
for the budget line is

E* pF, F+ pC, C

The Slope of the Budget Line

Look again at Hugh s budget line in Figure 6A-3.
The vertical intercept is 60 units of clothing, and the
horizontal intercept is 30 units of food. Thus the
slope is equal to 2. The minus sign means that
increases in Hugh s purchases of one of the goods
must be accompanied by decreases in his purchases
of the other. The numerical value of the slope indi-
cates how much of one good must be given up to
obtain an additional unit of the other; in our exam-
ple, the slope of 2 means that Hugh must forgo the
purchase of 2 units of clothing to acquire 1 extra
unit of food.

Recall that in Chapter 3 we contrasted the
absolute, or money, price of a product with its relative
price, which is the ratio of its absolute price to that of
some other product or group of products. One impor-
tant point is that the relative price determines the
slope of the budget line. In terms of our example of
food and clothing, the slope of the budget line is
determined by the relative price of food in terms of
clothing, pF/pC; with the price of food (pF) at $24 per

FIGURE 6A-3 Hugh s Budget Line
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Budget line

The budget line shows the quantities of goods avail-
able to a consumer given money income and the
prices of goods. Any point in this diagram indicates
a combination (or bundle) of so much food and so
much clothing. Point x1, for example, indicates 40
units of clothing and 10 units of food per week.

With an income of $720 a week and prices of
$24 per unit for food and $12 per unit for clothing,
Hugh s budget line is ab. This line shows all the com-
binations of F and C available to him if he spends the
entire $720 per week. He could spend all this money
income on clothing and obtain 60 units of clothing
and zero food each week. Or he could go to the other
extreme and purchase only food, buying 30 units of
F and zero units of C. Hugh could also choose an
intermediate position and consume some of both
goods for example, spending $240 to buy 10 units
of F and $480 to buy 40 units of C (point x1). Points
above the budget line, such as x2, are not attainable.
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unit and the price of clothing (pC) at $12 per unit, the
slope of the budget line (in absolute value) is 2. [12]

The significance of the slope of Hugh s budget
line for food and clothing is that it reflects his oppor-
tunity cost of food in terms of clothing. To increase
food consumption while maintaining expenditure
constant, Hugh must move along the budget line and
therefore consume less clothing; the slope of the bud-
get line determines how much clothing he must give
up to obtain an additional unit of food.

The opportunity cost of food in terms of clothing
is measured by the (absolute value of the) slope
of the budget line, which is equal to the relative
price ratio, pF/pC.

In the example, with fixed income and with the
relative price of food in terms of clothing (pF/pC)
equal to 2, Hugh must forgo the purchase of 2 units
of clothing to acquire 1 extra unit of food. The
opportunity cost of a unit of food is thus 2 units of
clothing. Notice that the relative price (in our exam-
ple, pF/pC * 2) is consistent with an infinite number
of absolute prices. If pF * $40 and pC * $20, it is
still necessary to sacrifice 2 units of clothing to
acquire 1 unit of food.4 Thus relative, not absolute,
prices determine opportunity cost.

6A.3 The Consumer s
Utility-Maximizing
Choices

An indifference map describes the preferences of a
consumer, and a budget line describes the possibili-
ties available to a consumer. To predict what a con-
sumer will actually do, both sets of information must
be combined, as is done in Figure 6A-4. Hugh s bud-
get line is shown by the straight line, and the curves
from the indifference map are also shown. Any point
on the budget line is attainable, but which point will
Hugh actually choose?

Because Hugh wants to maximize utility, he
wants to reach the highest attainable indifference

curve. Inspection of Figure 6A-4 shows that if Hugh
purchases any bundle on the budget line at a point
cut by an indifference curve, he can reach a higher
indifference curve. Only when the bundle purchased
is such that the indifference curve is tangent to the
budget line is it impossible for Hugh to reach a higher
curve by altering his purchases.

The consumer s utility is maximized at the point
where an indifference curve is tangent to the
budget line. At that point, the consumer s mar-
ginal rate of substitution for the two goods is
equal to the relative prices of the two goods.

The intuitive explanation for this result is that if
Hugh values goods differently from the way the mar-
ket does, there is room for profitable exchange. Hugh
can give up some of the good that he values relatively

4 Of course, with a given income, Hugh can afford much less of
each at these higher money prices, but the opportunity cost of food
in terms of clothing remains unchanged.

FIGURE 6A-4 Hugh s Utility-Maximizing
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The consumer s utility is maximized at A, where an
indifference curve is tangent to the budget line. Hugh
has a money income of $720 per week and faces
money prices of $12 per unit for clothing and $24
per unit for food. A combination of units of clothing
and food indicated by point a on I1 is attainable but,
by moving along the budget line, Hugh can reach
higher indifference curves. The same is true at b on
I2 and at c on I3. At A, however, where an indiffer-
ence curve (I4) is tangent to the budget line, Hugh
cannot reach a higher curve by moving along the
budget line.
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less than the market does and take in return some of
the good that he values relatively more than the mar-
ket does. When he is prepared to exchange goods at
the same rate as they can be traded on the market,
there is no further opportunity for him to raise utility
by substituting one product for the other.

The theory thus proceeds by supposing that
Hugh is presented with market prices that he cannot
change and then by analyzing how he adjusts to these
prices by choosing a bundle of goods such that, at the
margin, his own subjective evaluation of the goods
coincides with the valuations given by market prices.

We will now use this theory to predict the typical
consumer s response to a change in income and in
prices.

The Consumer s Reaction to a
Change in Income

A change in Hugh s money income will, ceteris paribus,
shift his budget line. For example, if Hugh s income
doubles, he will be able to buy twice as much of both
food and clothing compared with any combination on
his previous budget line. His budget line will therefore
shift out parallel to itself to indicate this expansion in
his consumption possibilities. (The fact that it will be a
parallel shift is established by the previous demonstra-
tion that the slope of the budget line depends only on
the relative prices of the two products.)

For each level of Hugh s income, there will be a
utility-maximizing point at which an indifference
curve is tangent to the relevant budget line. Each
such utility-maximizing position means that Hugh is
doing as well as possible at that level of income. If we
move the budget line through all possible levels of
income and if we join up all the utility-maximizing
points, we will trace out what is called an
income consumption line, an example of which is
shown in Figure 6A-5. This line shows how Hugh s
consumption bundle changes as his income changes,
with relative prices being held constant.

The Consumer s Reaction to a
Change in Price

We already know that a change in the relative prices of
the two goods changes the slope of the budget line.
Given the price of clothing, for each possible price of

FIGURE 6A-5 Hugh s Income Consumption
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The income consumption line shows how the con-
sumer s purchases react to a change in money income
with relative prices being held constant. Increases in
Hugh s money income cause a parallel outward shift
of his budget line, moving his utility-maximizing point
from A to B to C. By joining all the utility-
maximizing points, Hugh s income consumption
line is traced out.

food there is a different utility-maximizing consump-
tion bundle for Hugh. If we connect these bundles, at
a given money income, we will trace out a price -
consumption line, as shown in Figure 6A-6. Notice
that in this example, as the relative prices of food and
clothing change, the quantities of food and clothing
that Hugh purchases also change. In particular, as the
price of food falls, Hugh buys more food and less
clothing.

6A.4 Deriving the
Demand Curve

What happens to the consumer s demand for some
product, say, gasoline, as the price of that product
changes, holding constant the prices of all other
goods?

If there were only two products purchased by
consumers, we could derive a demand curve for one
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of the products from the price consumption line like
the one we showed for Hugh in Figure 6A-6. When
there are many products, however, a change in the
price of one product generally causes substitution
toward (or away from) all other goods. Thus, we
would like to have a simple way of representing the
individual s tastes in a world of many products.

In part (i) of Figure 6A-7, a new type of indiffer-
ence map is plotted in which litres of gasoline per
month are measured on the horizontal axis and the
value of all other goods consumed per month is plot-
ted on the vertical axis. We have in effect used
everything but gasoline  as the second product. The

indifference curves in this figure then show the rate at
which the consumer is prepared to substitute gaso-
line for money (which allows him to buy all other
goods) at each level of consumption of gasoline and
of all other goods.

FIGURE 6A-6 Hugh s Price Consumption

Line
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The price consumption line shows how the con-
sumer s purchases react to a change in one price with
money income and other prices being held constant.
Decreases in the price of food (with money income
and the price of clothing held constant) pivot Hugh s
budget line from ab to ac to ad. Hugh s utility-
maximizing bundle moves from A to B to C. By 
joining all the utility-maximizing points, a price
consumption line is traced out, showing that Hugh
purchases more food and less clothing as the price of
food falls.

FIGURE 6A-7 Derivation of a Consumer s

Demand Curve
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Every point on the price consumption line corre-
sponds to both a price of the product and a quantity
demanded; this is the information required for a
demand curve. In part (i), the consumer has a money
income of $4000 and alternatively faces prices of
$1.50, $1.00, and $0.50 per litre of gasoline, choos-
ing positions A, B, and C at each price. The informa-
tion for litres of gasoline demanded at each price is
then plotted in part (ii) to yield the consumer s
demand curve. The three points a, b, and c in part (ii)
correspond to the points A, B, and C in part (i).
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To illustrate the derivation of demand curves, we
use the numerical example shown in Figure 6A-7.
The consumer is assumed to have an after-tax money
income of $4000 per month. This level of money
income is plotted on the vertical axis, showing that
if the consumer consumes no gasoline, he can con-
sume $4000 worth of other goods each month.
When gasoline costs $1.50 per litre, the consumer
could buy a maximum of 2667 litres per month. This
set of choices gives rise to the innermost budget line.
Given the consumer s tastes, utility is maximized at
point A, consuming 600 litres of gasoline and
$3100 worth of other products.

Next, let the price of gasoline fall to $1.00 per
litre. Now the maximum possible consumption of
gasoline is 4000 litres per month, giving rise to the
middle budget line in the figure. The consumer s util-
ity is maximized, as always, at the point where the
new budget line is tangent to an indifference curve.
At this point, B, the consumer is consuming 1200
litres of gasoline per month and spending $2800 on
all other goods. Finally, let the price fall to 50 cents
per litre. The consumer can now buy a maximum of
8000 litres per month, giving rise to the outermost of
the three budget lines. The consumer maximizes util-
ity by consuming 2200 litres of gasoline per month
and spending $2900 on other products.

If we let the price vary over all possible amounts,
we will trace out a complete price consumption line,
as shown in Figure 6A-7. The points derived in the
preceding paragraph are merely three points on this
line.

We have now derived all that we need to plot the
consumer s demand curve for gasoline, now that we
know how much the consumer will purchase at each
price. To draw the curve, we merely replot the data
from part (i) of Figure 6A-7 onto a demand graph, as
shown in part (ii) of Figure 6A-7.

Like part (i), part (ii) has quantity of gasoline on
the horizontal axis. By placing one graph under the
other, we can directly transcribe the quantity deter-
mined on the upper graph to the lower one. We first
do this for the 600 litres consumed on the innermost
budget line. We now note that the price of gasoline
that gives rise to that budget line is $1.50 per litre.
Plotting 600 litres against $1.50 in part (ii) produces
the point a, derived from point A in part (i). This is
one point on the consumer s demand curve. Next we
consider the middle budget line, which occurs when
the price of gasoline is $1.00 per litre. We take the fig-
ure of 1200 litres from point B in part (i) and transfer
it to part (ii). We then plot this quantity against the
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price of $1.00 to get the point b on the demand curve.
Doing the same thing for point C yields the point c in
part (ii): price 50 cents, quantity 2200 litres.

Repeating the operation for all prices yields the
demand curve in part (ii). Note that the two parts of
Figure 6A-7 describe the same behaviour. Both parts
measure the quantity of gasoline on the horizontal
axes; the only difference is that in part (i) the price of
gasoline determines the slope of the budget line,
whereas in part (ii) the price of gasoline is plotted
explicitly on the vertical axis.

Income and Substitution Effects

The price consumption line in part (i) of Figure 6A-7
indicates that as price decreases, the quantity of gaso-
line demanded increases, thus giving rise to the nega-
tively sloped demand curve in part (ii). As we saw in
Chapter 6, the key to understanding the negative
slope of the demand curve is to distinguish between
the income effect and the substitution effect of a
change in price. We can make this distinction more
precisely, and somewhat differently, by using indiffer-
ence curves.

In Chapter 6, we examined the substitution
effect of a reduction in price by eliminating the
income effect. We did this by reducing money income
until the consumer could just purchase the original
bundle of goods. We then examined how the change
in relative prices affected the consumer s choices. In
indifference theory, however, the income effect is
removed by changing money income until the origi-
nal level of utility the original indifference curve
can just be achieved. This method results in a slightly
different measure of the income effect, but the princi-
ple involved in separating the total change into an
income effect and a substitution effect is exactly the
same as in Chapter 6.

The separation of the two effects according to
indifference theory is shown in Figure 6A-8. The fig-
ure shows in greater detail part of the price
consumption line first drawn in Figure 6A-7. Points
A0 and A2 are on the price consumption line for
gasoline; A0 is the consumer s utility-maximizing
point at the initial price, whereas A2 is the con-
sumer s utility-maximizing point at the new price.

We can think of the separation of the income and
substitution effects as occurring in the following way.
After the price of the good has fallen, we reduce
money income until the original indifference curve
can just be obtained. The consumer moves from point
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A0 to an intermediate point A1, and this response is
defined as the substitution effect. Then, to measure
the income effect, we restore money income. The con-
sumer moves from the point A1 to the final point A2,
and this response is defined as the income effect.
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FIGURE 6A-8 The Income and Substitution Effects of a Price Change
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The substitution effect is defined by
sliding the budget line around a fixed
indifference curve; the income effect is
defined by a parallel shift of the budget
line. The original budget line is at ab,
and a fall in the price of gasoline takes
it to aj. The original utility-maximizing
point is at A0 with Q0 of gasoline 
being consumed, and the new utility-
maximizing point is at A2 with Q2 of
gasoline being consumed. To remove
the income effect, imagine reducing the
consumer s money income until the
original indifference curve is just
attainable. We do this by shifting the
line aj to a parallel line nearer the
origin a1j1 that just touches the indiffer-
ence curve that passes through A0. The
intermediate point A1 divides the quan-
tity change into a substitution effect
Q0Q1 and an income effect Q1Q2.

Study Exercises
1. Consider Katie s preferences for videos and ice cream

cones. Several consumption bundles  are shown in
the table below.

Bundle Ice Cream Cones  Videos

a 9 0
b 7 2
c 6 2
d 5 3
e 4 4
f 4 3
g 3 4
h 2 6
i 0 6

a. On a scale diagram with the quantity of ice cream
cones on the vertical axis and the quantity of

videos on the horizontal axis, plot the various
bundles.

b. Suppose that Katie is indifferent between bundles
c and i. She is also indifferent between bundles d,
g, and h, but all three of these are preferred to c
or i. Finally, suppose that, of the bundles shown
in the table, bundle e is Katie s favourite. Draw
three indifference curves showing this infor-
mation.

c. Consider bundles e, f, and g. What can you con-
clude about how Katie would rank these bundles?

2. Continue with Katie from the previous question. Katie
has a monthly allowance of $18 that she chooses to
divide between video rentals and ice cream cones. Videos
rent for $3 each and ice cream cones cost $2 each.

a. For each of the consumption bundles shown in the
table, compute the total expenditure. Which ones
can Katie afford, and which ones can t she afford?

b. Draw Katie s budget line. What is the slope of the
line?

c. Given Katie s monthly budget constraint, which
bundle does she choose to maximize her utility?

3. Debra travels to Mexico and enjoys both burritos and
Coronas. The diagram shows her utility-maximizing
choices.

a. If the budget line is line 1, describe why point A is
Debra s utility-maximizing choice.
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b. What event can explain why the budget line moves
to line 2?

c. What is the meaning of point B in the figure?

d. Suppose Coronas are a normal good for Debra.
What does this restriction imply about the location
of point C? Is this restriction satisfied in the
diagram?

e. Suppose Coronas were an inferior good for Debra.
How would this information be reflected in her choice
following the move of the budget line to line 2?

4. Consider your sets of indifference curves for

i) Coke and chips
ii) Coke and Pepsi

Explain why these sets of indifference curves are likely
to look different. Illustrate with a diagram. What does
this difference imply about the magnitude of the
substitution effects in response to changes in the price
of Coke?

B
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A

B

C

line 2
line 1

0

06_raga_ch06.qxd  1/28/10  7:29 PM  Page 148



7
L LEARNING OBJECTIVES

In this chapter you will learn

1 the various forms of business organization

and the different ways that firms can be

financed.

2 the difference between accounting profits

and economic profits.

3 about the relationships among total prod-

uct, average product, and marginal product,

and the law of diminishing marginal

returns.

4 the difference between fixed and variable

costs, and the relationships among total

costs, average costs, and marginal costs.

In Chapter 6, we went behind the demand curve to

understand how it is determined by the behaviour of

consumers. In this chapter and the next, we go behind

the supply curve to understand how it is determined

by the behaviour of firms.

We begin by comparing the firms that we see in

the real world with those that appear in economic

theory. Next we introduce the concepts of costs, rev-

enues, and profits, and we outline the key role that

profits play in determining the allocation of the

nation s resources. To determine the most profitable

quantity for a firm to produce and supply to the mar-

ket, we need to see how its costs vary with its output.

When examining the relationship between output

and cost, time plays an important role. In this chapter,

we focus on the short run, where a firm can change

only some of its inputs, and output is governed by the

famous law of diminishing returns.  In the next chap-

ter we examine the firm s behaviour in the long run

when all the firm s factors are variable and in the

very long run when the state of technology changes.

There we encounter scale economies  and firms

incentives for research and development.

Producers in the

Short Run
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7.1 What Are Firms?

We start by taking a brief look at the basic unit of production: the firm. How are firms
organized? How are firms financed? What are their goals?

Organization of Firms

A firm can be organized in any one of six different ways.

1. A single proprietorship has one owner manager who is personally responsible for
all aspects of the business, including its debts.

2. An ordinary partnership has two or more joint owners, each of whom is person-
ally responsible for all the partnership s debts.

3. The limited partnership, which is less common than an ordinary partnership, pro-
vides for two types of partners. General partners take part in the running of the
business and are liable for all the firm s debts. Limited partners take no part in the
running of the business, and their liability is limited to the amount they actually
invest in the enterprise.

4. A corporation is a firm regarded in law as having an identity of its own; its own-
ers are not personally responsible for anything that is done in the name of the firm,
though its directors may be. The shares of a private corporation are not traded on
any stock exchange (such as the Toronto or New York Stock Exchanges) whereas the
shares of a public corporation are.

5. A state-owned enterprise is owned by the government but is usually under the
direction of a more or less independent, state-appointed board. Although its own-
ership differs, the organization and legal status of a state-owned enterprise are sim-
ilar to those of a corporation. In Canada, such state-owned enterprises are called
Crown corporations.

6. Non-profit organizations are established with the explicit objective of providing
goods or services to customers but having any profits that are generated remain with
the organization and not claimed by individuals. In many cases, some goods or ser-
vices are sold to consumers while others are provided free of charge. Non-profit firms
therefore earn their revenues from a combination of sales and donations. An exam-
ple is your local YMCA it sells memberships to consumers for use of the health
facilities, but it also provides free services to needy individuals in the community.

Firms that have locations in more than one country are often called multinational
enterprises (MNEs). Their numbers and importance have increased greatly over the last
few decades. A large amount of international trade represents business transactions of
MNEs between different corporations, as well as between different regional opera-
tions of the same corporation. The growing number of MNEs thus reveals an increas-
ing role for these corporations in the ongoing process of globalization.

Finally, note that not all production in the economy takes place within firms.
Many government agencies provide goods and services, such as defence, roads, pri-
mary and secondary education, and health-care services. In most of these cases, goods
and services are provided to citizens without charging directly for their use; costs are
financed through the government s general tax revenues.

single proprietorship

A firm that has one owner

who is personally

responsible for the firm s

actions and debts.

ordinary partnership A

firm that has two or more

joint owners, each of whom

is personally responsible

for the firm s actions and

debts.

limited partnership

A firm that has two classes

of owners: general

partners, who take part in

managing the firm and are

personally liable for the

firm s actions and debts,

and limited partners, 

who take no part in the

management of the firm

and risk only the money

that they have invested.

corporation A firm that

has a legal existence

separate from that of the

owners.

state-owned enterprise A

firm that is owned by the

government. In Canada,

these are called Crown

corporations.

non-profit organizations

Firms that provide goods

and services with the

objective of just covering

their costs. These are often

called NGOs, for non-

governmental organizations.

multinational enterprises

(MNEs) Firms that have

operations in more than

one country.
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Financing of Firms

The money a firm raises for carrying on its business is sometimes called its financial
capital, as distinct from its real capital, which is the firm s physical assets, such as
factories, machinery, offices, and stocks of materials and finished goods. Although
the use of the term capital to refer to both an amount of money and a quantity of
goods can be confusing, it will usually be clear from the context which sense is being
used.

The basic types of financial capital used by firms are equity and debt. Equity is the
funds provided by the owners of the firm. Debt is the funds borrowed from creditors
outside the firm.

Equity In individual proprietorships and partnerships, one or more owners provide
much of the required funds. A corporation acquires funds from its owners in return for
stocks, shares, or equities (as they are variously called). These are basically ownership
certificates. The money goes to the company and the shareholders become owners of
the firm, risking the loss of their money and gaining the right to share in the firm s
profits. Profits that are paid out to shareholders are called dividends.

One easy way for an established firm to raise money is to retain current profits
rather than paying them out to shareholders. Financing investment from such retained
earnings has become an important source of funding in modern times. Reinvested prof-
its add to the value of the firm and hence raise the mar-
ket value of existing shares; they are funds provided by
owners.

Debt The firm s creditors are not owners; they have
lent money in return for some form of loan agreement, or
IOU. There is a bewildering array of such agreements,
which are collectively called debt instruments in the busi-
ness world and bonds in economic theory. Each has its
own set of characteristics and its own name. Two charac-
teristics are, however, common to all debt instruments
issued by firms. First, they carry an obligation to repay
the amount borrowed, called the principal of the loan.
Second, they carry an obligation to make some form of
payment to the lender called interest. The time at which
the principal is to be repaid is called the redemption date
of the debt. The amount of time between the issue of the
debt and its redemption date is called its term.

w w w . m y e c o n l a b . c o m

For a more detailed discussion of multinational enterprises, and especially
their role in determining flows of foreign investment, look for Multinational
Enterprises and Foreign Direct Investment in the Additional Topics section of
this book s MyEconLab.

ADDITIONAL TOPICS

dividends Profits paid out

to shareholders of a

corporation.

bond A debt instrument

carrying a specified

amount, a schedule of

interest payments, and

(usually) a date for

redemption of its face

value.

Many firms raise financial capital by issuing shares and sell-
ing them to interested investors. For example, in 1928 the
Canadian Pacific Railway Company raised funds by issuing
this share certificate and selling it to Westminster Bank, Ltd.
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Goals of Firms

The theory of the firm that we study in this book is based on two key assumptions.
First, all firms are assumed to be profit-maximizers, seeking to make as much profit
for their owners as possible. Second, each firm is assumed to be a single, consistent
decision-making unit.

The desire to maximize profits is assumed to motivate all decisions made within a
firm, and such decisions are assumed to be unaffected by the peculiarities of the
persons making the decisions and by the organizational structure in which they
work.

These assumptions allow the theory to ignore the firm s internal organization and
its financial structure. Using these assumptions, economists can predict the behaviour
of firms. To do this, they first study the choices open to the firm, establishing the effect
that each choice would have on the firm s profits. They then predict that the firm will
select the alternative that produces the largest profits.

Is maximizing profit the only thing firms care about? In recent years there has been
much public discussion of the need for firms to be socially responsible  in addition to

In recent years there has been growing public discussion
of the need for firms, especially large ones, to behave in
a socially responsible manner. Advocates of this view
start from the position that unadorned capitalism, and
the associated goal of profit maximization, does not
serve the broader public interest: Corporate profits
clearly help firms  shareholders, but the public interest
is not being served. In this view, corporate social
responsibility must involve more than simply maximiz-
ing profits.

Others argue that firms should indeed focus on the
goal of maximizing profits and that, by doing so, they
are providing significant benefits to their customers and
their employees, not just their shareholders. In addition,
it is the pursuit of profits that leads firms to develop
new products and production methods, innovations
that lie at the heart of ongoing improvements in overall
living standards. This opposing view is grounded in
the same insight of Adam Smith s that we saw in Chap-
ter 1 that the pursuit of private gain creates benefits
for society as a whole.

But what about corporate profits generated
through a production process that damages the environ-
ment? Surely there are costs imposed on society when

firms, through their profit-maximizing decisions, are led
to emit poisonous effluents into the air or into local
waterways. Or how about firms making unethical busi-
ness decisions and thereby earning profits at the expense
of other parties? Isn t simple profit maximization in
these cases socially irresponsible?

One response is that it is the duty of governments
to set rules in the public interest and then leave firms
free to maximize their profits within the constraints set
by those rules. For example, the government can design
and enforce environmental, labour, accounting, and tax
regulations deemed to be in the public interest. Faced
with these laws and regulations, private firms are then
free to take whatever action is expected to maximize
their profits; violations of the established laws or regu-
lations will be met with appropriate penalties. Such a
division of responsibilities the government setting
the rules and the firms maximizing profits within the
implied constraints recognizes that although private
firms are usually not good judges of the public interest,
they are quite good at making decisions about how best
to use scarce resources in order to satisfy consumers
desires. Government policymakers, through a process
that involves consultation with various groups in society,

APPLYING ECONOMIC CONCEPTS 7-1

Is It Socially Responsible to Maximize Profits?

To see what the Canadian

Council of Chief Executives

thinks about corporate

citizenship,  go to 

www.ceocouncil.ca and

click on Corporate and

Public Governance.

A relatively new Canadian

magazine is devoted

entirely to discussing and

identifying socially

responsible corporate

behaviour. See 

www.corporateknights.ca.
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being motivated by the pursuit of profits. Some people argue that every firm has a
responsibility to society that goes well beyond the responsibility to its shareholders.
Others disagree and argue that by maximizing profits, firms are providing a valuable
service to society. For a discussion of both sides of this interesting debate, see Applying
Economic Concepts 7-1.

and the trading off of competing demands, are usually
better placed to judge what is and is not in the public
interest.

This position still recognizes two methods for mod-
ifying corporate behaviour. Those who believe that
certain corporate actions are not in the public interest
can try to convince policymakers to design new rules
that will make it costly for firms to continue such
actions. Various non-governmental organizations (NGOs),
ranging from environmental organizations to consumer-
advocacy groups, can play an important role in identify-
ing and publicizing poor corporate behaviour, and also
in lobbying the government for change. If the case is
persuasive, and sufficient public pressure can be
brought to bear on the policymakers, policies will even-
tually be changed. An example is the relatively recent
design of environmental protection policies. Many years
ago, Canadian firms could pollute the environment
with impunity, whereas today many types of pollution
are illegal and some emissions are closely monitored by
government agencies.

A second way that firms can be encouraged to
change their behaviour is by the expression of con-
sumers  preferences in the marketplace. If enough con-
sumers dislike a certain activity by a specific firm, and
these views can be expressed clearly enough in terms of

consumers  demand for the firm s products, the firm
may be convinced to change its behaviour. In this case,
new laws or regulations may not be required; the firm
decides, on the basis of the possible decline in sales it
will suffer if it continues its unpopular activities, that a
change in its behaviour is required for profit maximiza-
tion. An example occurred in the mid-1990s when Nike
was heavily criticized for contracting its production
to Asian sweatshops  where workers were treated very
poorly. A widespread boycott of Nike products began
and Nike eventually responded by improving working
conditions and allowing independent monitors into its
factories. The threat of a loss of sales was so powerful
that competing companies Reebok and Adidas, who
had not yet attracted any negative publicity, began mak-
ing improvements in their factories just to prevent being
tarred by the Nike brush.

What is the bottom line? Corporations do change
their behaviour over time in response to changes in
laws and regulations, and in response to changes in con-
sumer attitudes. If governments can be relied upon to
establish and enforce rules and regulations in the public
interest, and consumers continue to actively express
their preferences through their decisions in the market-
place, then firms may be able to be socially responsible
and profit seeking at the same time.

w w w . m y e c o n l a b . c o m

Firms that choose objectives other than maximizing profits may become
takeover  targets in the market for corporate control. For a more detailed discussion

of whether firms actually maximize profits, and the possible consequences of
not doing so, look for Do Firms Really Maximize Profits? in the Additional Topics
section of this book s MyEconLab.

ADDITIONAL TOPICS
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7.2 Production, Costs, and Profits

We must now specify a little more precisely the concepts of production, costs, and prof-
its that are used by economists.

Production

In order to produce the goods or services that it sells, each firm needs inputs. Hundreds
of inputs enter into the production of any specific output. Among the many inputs
entering into car production, for example, are steel, rubber, spark plugs, electricity, the
site of the factory, machinists, accountants, spray-painting machines, forklift trucks,
lawyers, and managers. These can be grouped into four broad categories:

inputs to the car firm that are outputs from some other firm, such as spark
plugs, electricity, and steel
inputs that are provided directly by nature, such as land
inputs that are provided directly by people, such as the services of workers and
managers
inputs that are provided by the factories and machines used for manufacturing
cars

The items that make up the first group of inputs are called intermediate products.
For example, one firm mines iron ore and sells it to a steel manufacturer. Iron ore is an
intermediate product: an output of the mining firm and an input for the steel plant.
These appear as inputs only because the stages of production are divided among differ-
ent firms. If these intermediate products are traced back to their sources, all production
can be accounted for by the services of the other three kinds of input, which we first
discussed in Chapter 1 and which are called factors of production. These are the gifts
of nature, such as soil and raw materials called land; physical and mental efforts pro-
vided by people, called labour; and factories, machines, and other human-made aids to
production, called capital.

The production function describes the technological relationship between the
inputs that a firm uses and the output that it produces. In terms of functional notation,
a simplified production function (in which we ignore the role of land) is written as

Q = f (L, K)

where Q is the flow of output, K is the flow of capital services, and L is the flow of
labour services.1 f is the production function itself. Changes in the firm s technology,
which alter the relationship between inputs and output, are reflected by changes in the
function f.

Costs and Profits

The production function specifies the maximum amount of output that can be
obtained from any given amounts of inputs. Firms arrive at what they call profits by

intermediate products

All outputs that are used

as inputs by other

producers in a further

stage of production.

production function

A functional relation

showing the maximum

output that can be

produced by any given

combination of inputs.

1 Remember that production is a flow: It is so many units per period of time. For example, when we say that

production rises from 100 to 101 units, we mean that the rate of production has risen from 100 units each

period to 101 units each period.
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taking the revenues they obtain from selling their output and subtracting all the costs
associated with their inputs. When all costs have been correctly deducted, the resulting
profits are the return to the owners  capital.

Economic Versus Accounting Profits Compared with accountants, econo-
mists use somewhat different concepts of costs and profits. When accountants measure
profits, they begin with the firm s revenues and then subtract all of the explicit costs
incurred by the firm. By explicit costs, we mean the costs that actually involve a pur-
chase of goods or services by the firm. The obvious explicit costs include the hiring
of workers, the rental of equipment, interest payments on debt, and the purchase of
intermediate inputs.2

Accounting profits * Revenues + Explicit costs

Like accountants, economists subtract from revenues all explicit costs, but they
also subtract some implicit costs that accountants ignore. These are items for which
there is no market transaction but for which there is still an opportunity cost for the
firm that should be included in the complete measure of costs. The two most important
implicit costs are the opportunity cost of the owner s time (over and above his or her
salary) and the opportunity cost of the owner s capital (including a possible risk pre-
mium). When this more complete set of costs is subtracted from the firm s revenues, the
result is called economic profit and is sometimes called pure profit.

Economic profits = Revenues - (Explicit costs + Implicit costs)

= Accounting profits - Implicit costs

OPPORTUNITY COST OF TIME. Especially in small and relatively new firms, owners
spend a tremendous amount of their time developing the business. Often they pay
themselves far less than they could earn if they were instead to offer their labour ser-
vices to other firms. For example, an entrepreneur who opens a restaurant may pay
herself only $1000 per month while she is building her business, even though she could
earn $4000 per month in her next best alternative job. In this case, there is an implicit
cost to her firm of $3000 per month that would be missed by the accountant who mea-
sures only the explicit cost of her wage at $1000 per month.3

OPPORTUNITY COST OF CAPITAL. What is the opportunity cost of the financial cap-
ital that owners have tied up in a firm? This question applies equally to small, owner-
operated businesses and to large corporations. The answer is best broken into two
parts. First, ask what could be earned by lending this amount to someone else in a risk-
less loan. The owners could have purchased a government bond, which has no signifi-
cant risk of default. Suppose the return on this is 6 percent per year. This amount is the
risk-free rate of return on capital. It is clearly an opportunity cost, since the firm could
close down operations, lend out its money, and earn a 6-percent return. Next, ask what
the firm could earn in addition to this amount by lending its money to another firm
where risk of default was equal to the firm s own risk of loss. Suppose this is an additional

2 Depreciation is also among the firm s explicit costs, even though it does not involve a market transaction.
Depreciation is a cost to the firm that arises because of the wearing out of its physical capital.
3 For larger firms that are not operated by their owners, this element of implicit costs is not relevant because
the owners usually do not work at the firm. In these cases, the salaries to the firm s managers appear in the
firm s accounts as explicit costs.

Practise with Study Guide

Chapter 7, Exercise 2 and

Short-Answer Question 2.

economic profits The

difference between the

revenues received from 

the sale of output and the

opportunity cost of the

inputs used to make the

output. Negative economic

profits are called economic

losses.
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4 percent. This is the risk premium, and it is clearly also a cost. If the firm does not
expect to earn this much in its own operations, it could close down and lend its money
out to some equally risky firm and earn 10 percent (6-percent pure return plus 4-percent
risk premium).

Economists include both implicit and explicit costs in their measurement of profits,
whereas accounting profits include only explicit costs. Economic profits are there-
fore less than accounting profits.

Table 7-1 compares economic and accounting profits for a hypothetical owner-
operated firm that produces gourmet soups. In that example, both accounting profits
and economic profits are positive (though accounting profits are larger). Another pos-
sibility, however, is that a firm has positive accounting profits even though it has zero
economic profits. If a firm s accounting profits represent a return just equal to what is
available if the owner s capital and time were used elsewhere, then opportunity costs
are just being covered. In this case, there are zero economic profits, even though the

firm s accountant will record positive profits.
Is one of these concepts better than the other?

No. Firms are interested in the return to their own-
ers, which is what they call profits. They must also
conform with tax laws, which define profits in the
same way. In contrast, economists are interested in
how profits affect resource allocation and their defi-
nition is best for that purpose and is the definition
used throughout this book. Let s see why economic
profit is a useful concept when thinking about
resource allocation.

Profits and Resource Allocation When
resources are valued by the opportunity-cost princi-
ple, their costs show how much these resources
would earn if used in their best alternative uses. If
the revenues of all the firms in some industry exceed
opportunity cost, the firms in that industry will be
earning pure or economic profits. Hence, the owners
of factors of production will want to move resources
into the industry, because the earnings potentially
available to them are greater there than in alterna-
tive uses. If, in some other industry, firms are incur-
ring economic losses, some or all of this industry s
resources are more highly valued in other uses, and
owners of the resources will want to move them to
those other uses.

Economic profits and losses play a crucial sig-
nalling role in the workings of a free-market
system.

Economic profits in an industry are the signal
that resources can profitably be moved into that
industry. Losses are the signal that the resources can

TABLE 7-1 Accounting Versus Economic Profit

for Ruth s Gourmet Soup Company

Total Revenues ($) 2000

Explicit Costs ($)
Wages and Salaries 500
Intermediate Inputs 400
Rent 80
Interest on Loan 100
Depreciation 80
Total Explicit Costs 1160

Accounting Profit 840

Implicit Costs ($)
Opportunity Cost of Owner s Time 160
Opportunity Cost of Owner s 

$1500 Capital
(a) risk-free return of 6% 90
(b) risk premium of 4% 60

Total Implicit Costs 310

Economic Profit 530

Economic profits are less than accounting profits
because of implicit costs. The table shows a simplified
version of a real profit-and-loss statement. Account-
ing profits are computed as revenues minus explicit
costs (including depreciation), and in the table are
equal to $840 for the period being examined. When
the correct opportunity cost of the owner s time (in
excess of what is recorded in wages and salaries) and
capital are recognized as implicit costs, the firm
appears less profitable. Economic profits are still pos-
itive but equal only $530.
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profitably be moved elsewhere. Only if there are zero economic profits is there no
incentive for resources to move into or out of an industry.

Profit-Maximizing Output

To develop a theory of supply, we need to determine the level of output that will max-
imize a firm s profit, to which we give the symbol p (the lowercase Greek letter pi).
This is the difference between the total revenue (TR) each firm derives from the sale of
its output and the total cost (TC) of producing that output:

p = TR - TC

Thus, what happens to profits as output varies depends on what happens to both
revenues and costs.4 In the rest of this chapter, we develop a theory of how costs vary
with output when the firm has some inputs that are fixed. In the next chapter, we allow
all inputs to be fully variable. The theory that we develop about costs and output is
common to all firms. In the chapters that follow, we consider how revenue varies with
output. Costs and revenues are then combined to determine the profit-maximizing
choices for firms in various market situations. The resulting theory can then be used to
predict the outcome of changes in such things as demand, costs, taxes, and subsidies.
This may seem like quite a long route to get to a theory of supply, and it is, but the
payoff when we get there is in being able to understand and evaluate a great deal of
economic behaviour.

Time Horizons for Decision Making

Economists classify the decisions that firms make into three types: (1) how best to use
existing plant and equipment the short run; (2) what new plant and equipment and
production processes to select, given known technical possibilities the long run; and (3)
how to encourage, or adapt to, the development of new techniques the very long run.

The Short Run The short run is a time period in which the quantity of some
inputs, called fixed factors, cannot be changed. A fixed factor is usually an element of
capital (such as plant and equipment), but it might be land, the services of manage-
ment, or even the supply of skilled labour. Inputs that are not fixed but instead can be
varied in the short run are called variable factors.

The short run does not correspond to a specific number of months or years. In
some industries, it may extend over many years; in others, it may be a matter of
months or even weeks. In the electric power industry, for example, it takes three or
more years to acquire and install a steam turbine generator. An unforeseen increase in
demand will involve a long period during which the extra demand must be met with
the existing capital equipment. In contrast, a machine shop can acquire new equipment
in a few weeks. An increase in demand will have to be met with the existing stock of
capital for only a brief time, after which it can be adjusted to the level made desirable
by the higher demand.

4 From this point on, all costs include both explicit and implicit costs, and thus profits are economic rather

than accounting profits.

short run A period of time

in which the quantity of

some inputs cannot be

increased beyond the fixed

amount that is available.

fixed factor An input

whose quantity cannot be

changed in the short run.

variable factor An input

whose quantity can be

changed over the time

period under consideration.

07_raga_ch07.qxd  1/28/10  7:42 PM  Page 157



158 PART 3 : CONSUMERS AND PRODUCERS

The short run is the length of time over which some of the firm s factors of produc-
tion are fixed.

The Long Run The long run is a time period in which all inputs may be varied but
in which the basic technology of production cannot be changed. Like the short run, the
long run does not correspond to a specific length of time.

The long run corresponds to the situation the firm faces when it is planning to go
into business, to expand the scale of its operations, to branch out into new products or
new areas, or to change its method of production. The firm s planning decisions are
long-run decisions because they are made from given technological possibilities but with
freedom to choose from a variety of production processes that will use factor inputs in
different proportions.

The long run is the length of time over which all of the firm s factors of production
can be varied, but its technology is fixed.

The Very Long Run Unlike the short run and the long run, the very long run is a
period of time in which the technological possibilities available to a firm will change.
Modern industrial societies are characterized by continually changing technologies that
lead to new and improved products and production methods.

The very long run is the length of time over which all the firm s factors of production
and its technology can be varied.

For the remainder of this chapter, we consider costs and production in the short
run. We continue with our simplified situation in which there are only two factors of
production labour and capital. We will assume that capital is the fixed factor whereas
labour is the variable factor. In the next chapter, we explore the firm s decisions in the long
run and the very long run.

7.3 Production in the Short Run

Consider a Winnipeg-based company producing hockey sticks. The firm owns a small
factory with the necessary machinery and equipment this is the firm s stock of capital,
and we will assume that it is fixed in quantity. We call these the fixed factors of produc-
tion. The firm also purchases intermediate inputs, such as wood, glue, and electricity,
and, of course, hires workers. The intermediate inputs and the labour services are the
firm s variable inputs.

In the following discussion, we will focus on the relationship between the firm s
use of labour and the firm s production of output. In particular, we want to know
with a fixed amount of capital how output changes as the firm varies its amount of
labour. To simplify the discussion at the outset, we will assume that all of the firm s
capital is used all of the time. Thus, when output is varied, more or less labour is
applied to a constant amount of capital. (The case in which the firm can idle  some of
its capital by letting it sit unused is considered later in Extensions in Theory 7-1 on
page 168.) The table in Figure 7-1 shows three different ways of looking at how output
varies with the quantity of labour services.

long run A period of time

in which all inputs may be

varied, but the existing

technology of production

cannot be changed.

very long run A period of

time that is long enough

for the technological

possibilities available to

a firm to change.
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Total, Average, and Marginal Products

Total product (TP) is the total amount that is produced during a given period of time.
Total product will change as more or less of the variable factor is used in conjunction
with the given amount of the fixed factor. This variation is shown in columns 1 and 2 of
the table in Figure 7-1. Part (i) of Figure 7-1 plots the schedule from the table. (The shape
of the curve will be discussed shortly.)

Average product (AP) is the total product divided by the number of units of the
variable factor used to produce it. If we let the number of units of labour be denoted by
L, the average product is given by

AP =
TP
*

L

total product (TP ) Total

amount produced by a firm

during some time period.

average product (AP )

Total product divided by

the number of units of the

variable factor used in its

production.

Quantity Total Average Marginal
of Labour Product Product Product

(L) (TP)
*AP = *

T

L

P
*+ *MP =*

*

*

T

L

P
*+

(1) (2) (3) (4)

0 0
1 3 3

3

2 7 3.5
4

3 13 4.3
6

4 22 5.5
9

5 35 7.0
13

6 55 9.2
20

7 80 11.4
25

8 98 12.3
18

9 107 11.9
9

10 113 11.3
6

11 117 10.6
4

12 119 9.9
2

13 120 9.2
1

FIGURE 7-1 Total, Average, and Marginal Products in the Short Run
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The relation of output to changes in the quantity of the vari-
able factor can be looked at in three different ways. As the
quantity of labour increases, total output increases, as
shown in column 2. The average product in column 3 is
found by dividing the total product in column 2 by the
quantity of labour shown in the corresponding row of col-
umn 1. The marginal product is shown between the rows
because it refers to the change in output from one level of
labour input to another. The curves are plotted from the
data in the table. In part (i), the TP curve shows the total
product steadily rising, first at an increasing rate, then at
a decreasing rate. This causes both the average and the
marginal product curves in part (ii) to rise at first and then
decline. Where AP reaches its maximum, MP = AP.
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Notice in column 3 of the table that as more labour is used, average product first
rises and then falls. The level of labour input at which average product reaches a max-
imum (8 units of labour in the example) is called the point of diminishing average pro-
ductivity. Up to that point, average product is increasing; beyond that point, average
product is decreasing.

Marginal product (MP) is the change in total product resulting from the use of one
additional unit of labour. [13] Recalling that the Greek letter * (delta) means the
change in,  marginal product is given by

MP*

Computed values of marginal product are shown in column 4 of the table in Fig-
ure 7-1. The values in this column are placed between the other rows of the table to
stress that the concept refers to the change in output caused by the change in quantity
of the variable factor. For example, the increase in labour from 3 to 4 units (*L * 1)
increases output from 13 to 22 (*TP * 9). Thus, the MP equals 9, and it is recorded
between 3 and 4 units of labour. Note that MP in the table first rises and then falls as
output increases. The level of labour input at which marginal product reaches a max-
imum (between 6 and 7 units of labour in this example) is called the point of dimin-
ishing marginal productivity.

Part (ii) of Figure 7-1 plots the average product and marginal product curves from
the table. Although three different curves are shown in Figure 7-1, they are all aspects
of the same single relationship described by the production function. As we vary the
quantity of labour, with capital being fixed, output changes. Sometimes it is interesting
to look at total product, sometimes at average product, and sometimes at the marginal
product.

We will see later in this chapter that understanding firms  costs requires under-
standing how total, average, and marginal products are related to one another. We now
turn to examining two aspects of this relationship.

Diminishing Marginal Product

The variations in output that result from applying more or less of a variable factor to a
given quantity of a fixed factor are the subject of a famous economic hypothesis,
referred to as the law of diminishing returns.

The law of diminishing returns states that if increasing amounts of a variable fac-
tor are applied to a given quantity of a fixed factor (holding the level of technology
constant), eventually a situation will be reached in which the marginal product of
the variable factor declines.

Notice in Figure 7-1 that the marginal product curve rises at first and then begins to
fall with each successive increase in the quantity of labour.

The common sense explanation of the law of diminishing returns is that in order to
increase output in the short run, more and more of the variable factor is combined with
a given amount of the fixed factor. As a result, each unit of the variable factor has less
and less of the fixed factor to work with. When the fixed factor is capital and the vari-
able factor is labour, each unit of labour gets a declining amount of capital to assist it

,TP
+
,L

marginal product (MP)

The change in total output

that results from using one

more unit of a variable

factor.

Practise with Study Guide

Chapter 7, Exercise 3.

law of diminishing returns

The hypothesis that if
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variable factor are applied
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factors, the marginal

product of the variable

factor will eventually

decrease.
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in producing more output. It is not surprising, therefore, that sooner or later, equal
increases in labour eventually begin to add less and less to total output.

To illustrate the concept, consider the number of workers in our hockey-stick man-
ufacturing firm. If there is only one worker, that worker must do all the tasks, shifting
from one to another and becoming competent at each. As a second, third, and subse-
quent workers are added, each can specialize in one task, becoming expert at it. One
can cut the wood into the required pieces, the second can glue the pieces together, and
the third worker can do the necessary planing and sanding. This process, as we noted
in Chapter 1, is called the division of labour. If additional workers allow more efficient
divisions of labour, marginal product will rise: Each newly hired worker will add more
to total output than each previous worker did. However, according to the law of
diminishing returns, the scope for such increases must eventually disappear, and sooner
or later the marginal products of additional workers must decline. When the decline
takes place, each additional worker will increase total output by less than did the pre-
vious worker.

Eventually, as more and more of the variable factor is employed, marginal product
may reach zero and even become negative. It is not hard to see why if you consider the
extreme case, in which there would be so many workers in a limited space that addi-
tional workers would simply get in the way, thus reducing the total output (a negative
marginal product).

Empirical confirmation of diminishing marginal returns occurs frequently. Some
examples are illustrated in Applying Economic Concepts 7-2. But one might wish that it
were not so. There would then be no reason to fear a
food crisis caused by the population explosion in
developing countries. If the marginal product of addi-
tional workers applied to a fixed quantity of land
were constant, food production could be expanded in
proportion to population growth merely by keeping a
constant fraction of the population on farms. With
fixed techniques, however, diminishing returns dictate
an inexorable decline in the marginal product of each
additional worker because an expanding population
must work with a fixed supply of agricultural land.

Thus, except where it is offset by sufficiently
powerful improvements in the techniques of pro-
duction, continuous population growth would bring
with it, according to the law of diminishing returns,
declining living standards and eventually widespread
famine. Because he did not appreciate the extent to
which agricultural technologies would be improved
over time, the English economist Thomas Malthus
(1766 1834) predicted that the increase in the world s population would be accompa-
nied by such a fall in living standards. His gloomy (and incorrect) forecast is discussed
further in the next chapter.

The Average Marginal Relationship

We have so far examined the concept of diminishing marginal returns; but average
returns are also expected to diminish. If increasing quantities of a variable factor are
applied to a given quantity of fixed factors, the average product of the variable factor
will eventually decrease. [14]

If you have a portfolio of financial assets that earns 10 percent
per year, adding a new asset will only increase the portfolio s
average rate of return if the return on the new (marginal) asset
exceeds 10 percent.
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Notice that in part (ii) of Figure 7-1, the MP curve cuts the AP curve at the AP s
maximum point. This is not a matter of luck or the way the artist just happened to
draw the figure. Rather, it illustrates a fundamental property of the relationship
between average and marginal product curves, one that is important to understand.

The average product curve slopes upward as long as the marginal product curve is
above it; whether the marginal product curve is itself sloping upward or downward is
irrelevant. For example, if an additional worker is to raise the average product of all
workers, that additional worker s output must be greater than the average output of
the other workers. In other words, in order for the average product to rise, the mar-
ginal product must exceed the average product. [15]

The relationship between marginal and average measures is very general. If the
marginal is greater than the average, the average must be rising; if the marginal is
less than the average, the average must be falling. For example, if you had a 3.6
cumulative grade point average (GPA) last semester and in this (marginal) semester
you get only a 3.0 GPA, your cumulative GPA will fall. To increase your cumulative
GPA, you must score better in this (marginal) semester than you have on average in
the past that is, to increase the average, the marginal must be greater than the
average.

Sport Fishing

British Columbia s Campbell River, a noted sport-fish-
ing area, has long been the centre of a thriving, well-
promoted tourist trade. As sport fishing has increased
over the years, the total number of fish caught has steadily
increased, but the number of fish per person fishing has
decreased and the average hours fished for each fish
caught has increased.*

Pollution Control

When Southern California Edison was required to mod-
ify its Mojave power plant to reduce the amount of pol-
lutants emitted into the atmosphere, it discovered that a
series of filters applied to the smokestacks could do the
job. A single filter eliminated one-half of the discharge.
Five filters in series reduced the discharge to the 3 per-
cent allowed by law. When a state senator proposed a

new standard that would permit no more than 1 percent
of the pollutant to be emitted, the company brought
in experts who testified that this would require at least
15 filters per stack and would triple the cost. In other
words, increasing the number of filters leads to diminish-
ing marginal returns in pollution reduction.

Portfolio Diversification

Most people have heard the expression don t put all
your eggs in one basket.  This advice definitely applies
when you invest in the stock market because the risk
level of your stock portfolio typically measured with a
statistical concept called the standard deviation can be
reduced by purchasing the stocks of several different
companies rather than just one or two. However, the
mathematics of personal finance shows that the greatest
reduction in risk is achieved when you increase the
number of individual stocks from one to two. After this
point, adding more stocks still reduces risk but at a
decreasing rate. These diminishing returns to reducing
risk have led many investment advisers to suggest that a
sensible portfolio should contain stocks from no more
than 15 to 20 well-chosen companies.

APPLYING ECONOMIC CONCEPTS 7-2

Three Examples of Diminishing Returns

*For a given stock of fish and increasing numbers of boats, this

example is a good illustration of the law of diminishing returns.

But in recent years the story has become more complicated

as overfishing has depleted the stock of fish. We examine the

reasons for overfishing in Chapter 16.
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7.4 Costs in the Short Run

We now shift our attention from production to costs. The majority of firms cannot influ-
ence the prices of the inputs that they employ; instead, they must pay the going market
price for their inputs. For example, a shoe factory in Montreal, a metals manufacturer in
Sarnia, a rancher in Red Deer, and a boat builder in Prince Rupert are each too small a
part of the total demand for the factors that they use to be able to influence their prices
significantly. The firms must pay the going rent for the land that they need, the going
wage rate for the labour that they employ, and the going interest rate that banks charge
for loans; so it is with most other firms. Given these prices and the physical returns sum-
marized by the product curves, the costs of different levels of output can be calculated.

Defining Short-Run Costs

Several different types of costs are relevant in the short run, and we must be careful to get
them straight. They are all related to the product concepts that we have just discussed.

TOTAL COST (TC). Total costs are the sum of all costs that the firm incurs to produce
a given level of output. Total cost is divided into two parts: total fixed cost and total
variable cost.

TC = TFC + TVC

TOTAL FIXED COST (TFC). Total fixed cost is the cost of the fixed factor(s). This does
not vary with the level of output; it is the same whether output is 1 unit or 1000 units.
Total fixed cost is also referred to as overhead cost. An example of a fixed cost is the
annual cost associated with renting a factory (or servicing the debt incurred to build a
factory). Whether the level of output increases or decreases, this annual cost does not
change.

TOTAL VARIABLE COST (TVC). Total variable cost is the cost of the variable factors. It
varies directly with the level of output that is, it rises when output rises and it falls
when output falls. Examples of variable costs are the cost of labour and intermediate
inputs that are used to produce output. As the level of output increases or decreases,
the amount of labour and intermediate inputs required for production changes in the
same direction.

AVERAGE TOTAL COST (ATC). The total cost of producing any given number of units of
output divided by that number of units tells us the average total cost per unit of output.
We let Q be the total units of output (what we earlier referred to as total product, TP).
Since total cost is divided into fixed and variable costs, we can also divide average total
cost into its fixed and variable components:

ATC = TC/Q

ATC = AFC + AVC

AVERAGE FIXED COST (AFC). Total fixed cost divided by the number of units of output
tells us the average fixed cost per unit of output. Average fixed cost declines continually

total cost (TC ) The total

cost of producing any given

level of output; it can be

divided into total fixed cost

and total variable cost.

total fixed cost (TFC ) All

costs of production that do

not vary with the level of

output.

total variable cost (TVC )

Total costs of production

that vary directly with the

level of output.

average total cost (ATC )

Total cost of producing a

given output divided by the

number of units of output;

it can also be calculated as

the sum of average fixed

costs and average variable

costs. Also called unit cost

or average cost.

average fixed cost (AFC )

Total fixed costs divided by

the number of units of

output.
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as output increases because the amount of the fixed cost attributed to each unit of output
falls. This is known as spreading overhead.

AFC = TFC/Q

AVERAGE VARIABLE COST (AVC). Total variable cost divided by the number of units
of output tells us the average variable cost per unit of output. For reasons that we will
soon see, average variable cost first declines as output rises, reaches a minimum, and
then increases as output continues to rise.

AVC = TVC/Q

MARGINAL COST (MC). The increase in total cost resulting from a one-unit increase in
the level of output is called marginal cost. (Marginal costs are always marginal variable
costs because fixed costs do not change as output varies.) Marginal cost is calculated as
the change in total cost divided by the change in output that brought it about: [16]

MC = *TC/*Q

Short-Run Cost Curves

Using the firm s production relationships from Figure 7-1 on page 159, suppose the price
of labour is $20 per unit and the price of capital is $10 per unit. Also suppose the firm has
10 units of capital (the fixed factor). The firm s resulting costs are shown in Table 7-2.

average variable cost

(AVC) Total variable costs

divided by the number of

units of output.

TABLE 7-2 Short-Run Costs: Fixed Capital and Variable Labour

Marginal
Inputs Output Total Costs Average Costs Cost

(Q)Capital Labour Fixed Variable Total Fixed Variable Total (MC)
(K) (L) (TFC) (TVC) (TC) (AFC) (AVC) (ATC)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

10 0 0 $100 $0 $100
$6.67

10 1 3 100 20 120 $33.33 $6.67 $40.00
5.00

10 2 7 100 40 140 14.29 5.71 20.00
3.33

10 3 13 100 60 160 7.69 4.62 12.31
2.22

10 4 22 100 80 180 4.55 3.64 8.18
1.54

10 5 35 100 100 200 2.86 2.86 5.71
1.00

10 6 55 100 120 220 1.82 2.18 4.00
0.80

10 7 80 100 140 240 1.25 1.75 3.00
1.11

10 8 98 100 160 260 1.02 1.63 2.65
2.22

10 9 107 100 180 280 0.93 1.68 2.62
3.33

10 10 113 100 200 300 0.88 1.77 2.65
5.00

10 11 117 100 220 320 0.85 1.88 2.74
10.00

10 12 119 100 240 340 0.84 2.02 2.86
20.00

10 13 120 100 260 360 0.83 2.17 3.00

These cost schedules are computed from the product curves of Figure 7-1, given the price of capital of $10 per unit and
the price of labour of $20 per unit.

marginal cost (MC ) The

increase in total cost

resulting from increasing

output by one unit.
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Columns 4 through 6 in Table 7-2 show the firm s total costs. TFC is simply $10
per unit of capital times 10 units of capital. TVC is $20 per unit of labour times the
increasing amount of labour shown in column 2. TC is the sum of TFC and TVC.
Columns 7 through 9 show the average costs. For each average cost concept, the num-
ber is computed as the total cost from columns 4, 5, or 6 divided by the number of units of
output shown in column 3.

Column 10 shows the marginal cost. For each change in the level of output, MC is
equal to the change in TC divided by the change in output. For example, as output
increases from 22 to 35 units, total costs rise from $180 to $200. Thus, marginal cost
over this range of output is equal to $20/13 * $1.54.

The graphs in Figure 7-2 plot the cost curves from the data in Table 7-2. Part (i)
plots the various total cost curves and shows that TVC rises at a decreasing rate until
output is approximately 60 units. For output levels above 60, TVC rises at an increas-
ing rate. Total fixed costs (TFC), of course, do not vary as the level of output changes.
Since TFC is horizontal, the shape of TC comes from the shape of TVC.

Part (ii) of Figure 7-2 plots the average cost curves and the marginal cost curve.
Notice that the MC curve cuts the ATC curve and the AVC curve at their lowest points.
This is another example of the relationship between a marginal and an average curve.
The ATC curve slopes downward whenever the MC curve is below it; it slopes upward
whenever the MC curve is above it. Now let s consider the various curves in a little
more detail.

The AFC, AVC, and ATC Curves In part (ii) of Figure 7-2, the average fixed
cost (AFC) curve is steadily declining as output rises. Since there is a given amount of
capital with a total fixed cost of $100, increases in the level of output lead to a steadily
declining fixed cost per unit of output. This is the phenomenon of spreading overhead.

The average variable cost (AVC) curve shows the variable cost per unit of output.
It declines as output rises, reaching a minimum at approximately 100 units of output.
As output increases above this level, AVC rises.

Since average total cost (ATC) is simply the sum of AFC and AVC, it follows that
the ATC curve is derived geometrically by vertically adding the AFC and AVC curves.
That is, for each level of output, the point on the ATC curve is derived by adding
together the values of AFC and AVC. The result is an ATC curve that declines initially
as output increases, reaches a minimum, and then rises as output increases further.
Economists usually refer to this as a U-shaped  ATC curve.

The MC Curve Figure 7-2 also shows the marginal cost (MC) curve. Notice that
the points on the curve are plotted at the midpoint of the output interval shown in the
table (because marginal cost refers to the change in cost as output rises from one level
to another). For example, when we plot the marginal cost of $1.54 as output increases
from 22 to 35 units, the point is plotted at an output level of 28.5 units (the midpoint
between 22 and 35). The MC curve declines steadily as output initially increases,
reaches a minimum somewhere near 70 units of output, and then rises as output
increases further.

Why U-Shaped Cost Curves? It is clear from Figure 7-2 that the AVC, ATC,
and MC curves are all U-shaped. What explains this shape?

Recall that the MP and AP curves in Figure 7-1 are both hill-shaped  (an inverted
U ) whereas the AVC and MC curves are both U-shaped. Is this just a coincidence, or

is there some relationship between the two sets of curves? The answer is that this is no
coincidence. Since labour input adds directly to cost, it should not surprise you that the
relationship between labour input and output the AP and MP curves is closely
linked to the relationship between output and cost the AVC and MC curves.

Practise with Study Guide

Chapter 7, Exercise 6.
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Consider first the relationship between the AP and AVC curves. The AP curve
shows that as the amount of labour input increases, the average product of labour
rises, reaches a maximum, and then eventually falls. But each unit of labour adds the
same amount to total variable cost ($20 in this example). Thus, each additional worker
adds the same amount to cost but a different amount to output. When output per

FIGURE 7-2 Total, Average, and Marginal Cost Curves

These curves are plotted from the data in Table 7-2. Total fixed cost does not vary with
output. Total variable cost and the total of all costs (TC * TVC + TFC) rise with out-
put, first at a decreasing rate, then at an increasing rate. The total cost curves in (i) give
rise to the average and marginal curves in (ii). Average fixed cost (AFC) declines as out-
put increases. Average variable cost (AVC) and average total cost (ATC) fall and then
rise as output increases. Marginal cost (MC) does the same, intersecting the ATC and
AVC curves at their minimum points. Capacity output is at the minimum point of the
ATC curve, which is an output of about 105 in this example.
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Practise with Study Guide

Chapter 7, Exercises 4 and 5.
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worker (AP) is rising, the variable cost per unit of output (AVC) is falling, and when
output per worker (AP) is falling, average variable cost (AVC) is rising. AVC is at its
minimum when AP reaches its maximum. [17]

Eventually diminishing average product of the variable factor implies eventually
increasing average variable cost.

Exactly the same logic applies to the relationship between the MP and MC
curves. Since each unit of labour adds the same amount to cost but has a different
marginal product, it follows that when MP is rising MC is falling, and when MP is
falling MC is rising. The MC curve reaches its minimum when the MP curve reaches
its maximum. [18]

Eventually diminishing marginal product of the variable factor implies eventually
increasing marginal costs.

Finally, we can return to the ATC curve to consider its shape. Since ATC * AFC +
AVC, the ATC curve gets its shape from both the AFC and the AVC curves. The AFC
curve is steadily declining as a given amount of overhead (fixed factor) is spread over
an increasing number of units of output. And the AVC curve is U-shaped for the
reasons we have just seen regarding the relationship between AP and AVC. It follows
that the ATC curve begins to rise (after reaching its minimum) only when the effect of
the increasing AVC dominates the effect of the declining AFC. We therefore see the
ATC curve reaching its minimum at a level of output above where AVC reaches its
minimum.

In the short-run theory we have developed in this chapter, we have assumed that
the firm has and uses an unchangeable amount of the fixed factor, usually physical cap-
ital. However, in some settings it is more realistic to assume that the firm has a given
amount of capital but can choose to use less of it in situations where less is needed. For
example, if demand for the firm s product declines, the firm could decide to lay off
some workers and also lay off  some of its machines, letting them sit idle until some
point in the future when demand picks up again. Extensions in Theory 7-1 discusses
this case and explains why marginal and variable cost curves that are flat over some range
of output eventually rise as output rises.

Capacity

The level of output that corresponds to the minimum short-run average total cost is
often called the capacity of the firm. In this sense, capacity is the largest output that
can be produced without encountering rising average costs per unit. In part (ii) of
Figure 7-2, capacity output is about 105 units, but higher outputs can be achieved,
provided that the firm is willing to accept the higher per-unit costs that accompany
any level of output that is above capacity.  A firm that is producing at an output
less than the point of minimum average total cost is said to have excess capacity.

The technical definition gives the word capacity a meaning that is different from
the one used in everyday speech, in which it often means an upper limit that cannot be
exceeded. The technical definition is, however, a useful concept in economic and busi-
ness discussions.
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Shifts in Short-Run Cost Curves

Remember that a firm s short-run cost curves are drawn holding two things constant.
First, the amount of the fixed factor used by the firm is held constant (indeed, it is the
existence of such a fixed factor that ensures we are in the short run). Second, factor
prices the price per unit of labour and the price per unit of capital are held constant.
How would changes in factor prices and in the amount of the fixed factor affect the
firm s short-run cost curves?

Changes in Factor Prices Factor prices change frequently, sometimes dramat-
ically, and such changes naturally affect firms  costs. Consider a change in the wage,
the price of a unit of labour services. An increase in the wage increases variable costs,
leaves fixed costs unaffected, and therefore increases the firm s total costs. Since mar-
ginal costs are always marginal variable costs, such a change will also increase the
firm s marginal costs. An increase in the price of the variable factor will therefore cause
an upward shift in the firm s ATC and MC curves, as shown in Figure 7-3.

Statistical studies have shown that the short-run MC
and AVC curves for some manufacturing and service
firms are flat over a wide range of output. Flat curves
imply that output can be varied without causing a
change in marginal and average costs. Then, beyond
some critical level of output, marginal and average vari-
able costs begin to rise as output rises.

To see why firms often have such flat cost curves,
consider again the law of diminishing returns. As we
have seen, the U-shaped short-run cost curve arises
when a variable amount of one factor (labour) is
applied to a fixed amount of a second factor (capital).
However, even though the firm s plant and equipment is
fixed in the short run, so that no more than what exists
can be used, it is often possible to use less than this
amount.

For example, consider a factory that contains ten
sewing machines, each of which has a productive capac-
ity of 20 jackets per day when operated by one operator
during a normal shift. If 200 jackets per day are
required, then all ten machines would be operated by
ten workers on a normal shift. If demand falls to 160,
then two operators could be laid off. There is no need,
however, to have the eight remaining operators dashing
about trying to work all ten sewing machines. Two
machines can also be laid off,  leaving constant the
ratio of employed labour to employed  machines.

Production could be adjusted between 20 and 200
jackets per day without any change in the proportions

in which the employed factors are used. In this case,
we would expect the factory to have constant marginal
and average variable costs between 20 and 200 jackets
per day. Only for output levels beyond 200 jackets per
day would it begin to encounter rising costs, because
production would then have to be extended by over-
time and other means of combining more labour with
the maximum available number of ten sewing
machines.

More generally, whenever some capital can be left
idle, there is no need to depart from the most efficient
ratio of employed labour to employed capital as pro-
duction is decreased. Thus, the law of diminishing
returns may not apply over a wide range because vari-
ations in output below full capacity are accomplished
by reducing the input of both labour and capital. Aver-
age variable costs can be constant over a wide range,
up to the point at which all of the fixed factor is fully
used.

The central ideas discussed in the text are not
affected by the existence of these constant costs
because the important results in the text require only
that costs eventually rise as output rises. This must
always happen if there is some maximum amount of
the fixed factor that can be used. What the flat cost
curves explain well, however, is the observed fact that
firms  costs do not always rise and fall precisely as out-
put rises and falls in response to seasonal and cyclical
variations in demand.

EXTENSIONS IN THEORY 7-1

Idle Capital Equipment and Flat Cost Curves
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Now consider an increase in the price of a unit of
the fixed factor. The firm s total fixed costs will rise, but
its variable costs will be unaffected. Thus, in a diagram
like Figure 7-3, the ATC curve will shift up but the MC
curve will not move.

Changes in the Amount of the Fixed Factor
In the short run, the firm has a fixed amount of some
factor of production. Economists usually think of phys-
ical capital as the fixed factor in the short run, especially
the physical capital embodied in a plant or factory.
What happens to the firm s production costs if it
increases the size of its factory?

There are two effects from such a change. First,
once the larger factory is in place, the firm s total fixed
costs have increased. Second, the increase in the size of
the factory means that labour and other variable factors
now have more physical capital with which to work,
and this generally increases their average and marginal
product, and thus reduces marginal and average costs
(at any given level of output). What is the combined
effect of these two forces?

The overall effect on the ATC curve is difficult to
predict without having more information about the
firm s technology. It depends on how much the firm s
output rises when it increases its use of all factors. In other words, we need to have
more detailed information about the firm s production function before we know how a
change in the firm s plant size will affect its ATC curve.

Changing from one plant size to another is considered by economists to be a long-
run decision by the firm. This brings us to the next chapter, in which we explore how
firms make decisions in a setting in which all factors of production are variable.

FIGURE 7-3 An Increase in Variable
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A change in the price of a variable factor shifts the
average total cost curve and the marginal cost
curve. The original average total cost and marginal
cost curves are shown by ATC0 and MC0. A rise in
the price of a variable input for example, the
wage rate raises the cost of producing each level
of output. As a result, the average total cost curve
and the marginal cost curve shift upward to ATC1
and MC1.

Summary

Production is organized either by private-sector firms,
which take four main forms single proprietorships,
ordinary partnerships, limited partnerships, and corpo-
rations or by state-owned enterprises and non-profit
organizations.
Modern firms finance themselves by selling shares, re-
investing their profits, or borrowing from lenders, such
as banks.

A firm s profit is the difference between its total revenue
and its total costs.
Economists usually assume that firms attempt to maxi-
mize profits.

7.1 What Are Firms? L 1

The production function relates inputs of factor services
to output.

Accounting profit is the difference between the firm s rev-
enues and its explicit costs, including labour costs, capital
costs, the costs of intermediate inputs, and depreciation.

7.2 Production, Costs, and Profits L 2
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Economic profit is the difference between the firm s rev-
enues and total costs, including both explicit and implicit
costs. Implicit costs include the opportunity cost of the
owner s time (for owner-managed firms) and capital.
Economic profits play a key role in resource allocation.
Positive economic profits attract resources into an indus-
try; negative economic profits induce resources to move
elsewhere.

Economists divide the firm s production decisions into
three time frames. The short run involves decisions in
which one or more factors of production are fixed. The
long run involves decisions in which all factors are vari-
able but technology is unchanging. The very long run
involves decisions in which technology can change.

The theory of short-run costs is concerned with how
output varies as different amounts of the variable
factors are combined with given amounts of the fixed
factors. Total, average, and marginal product describe
relationships between output and the quantity of the
variable factors of production.

The law of diminishing returns asserts that if increasing
quantities of a variable factor are combined with given
quantities of fixed factors, the marginal and the average
products of the variable factor will eventually decrease.
For given factor prices, this hypothesis implies that mar-
ginal and average costs will eventually rise.

7.3 Production in the Short Run L 3

Short-run average total cost curves are often U-shaped
because average productivity increases at low levels of
outputs but eventually declines sufficiently to offset
advantages of spreading overheads. The output corre-
sponding to the minimum point of a short-run average
total cost curve is called the plant s capacity.

Changes in factor prices shift the short-run cost
curves upward when prices rise and downward when
prices fall.

7.4 Costs in the Short Run L 4

Forms of business organization
Methods of financing modern firms
Profit maximization
Inputs and factors of production
Accounting versus economic profits
Economic profits and resource allocation

Short run, long run, and very long run
Total product, average product, and

marginal product
The law of diminishing returns
Total cost, marginal cost, and average

cost

The relationship between productivity
and cost

Short-run cost curves
Capacity

Key Concepts

Study Exercises

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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1. Fill in the blanks to make the following statements
correct.

a. The relationship between the inputs of factor ser-
vices and output is called the ______________.

b. A firm earning positive accounting profits could
have zero ______________ if the owner s capital is
earning exactly its ______________.

c. A firm s planning decisions made when some
inputs are variable but others are fixed are made in
the time period known as the ______________. The
time period over which all factors are variable but
technology is fixed is known as the ______________.

2. Fill in the blanks to make the following statements
correct.

a. The ______________ tells us that as more of a vari-
able factor is used in combination with given quan-
tities of fixed factors, the marginal product of the
variable factor will eventually decrease.

b. The ______________ is the change in total output
resulting from the use of one additional unit of the
variable factor.

c. If average product and marginal product curves are
plotted on a graph, the AP curve is rising as long as
the MP curve lies ______________ the AP curve.
The AP curve is falling when the MP curve lies
______________ the AP curve.

3. Fill in the blanks to make the following statements
correct.

a. For given factor prices, when average product per
worker is at a maximum, average variable cost is at
a ______________.

b. If marginal costs are above average costs, then
producing one more unit of output will
______________ the average cost.

c. The level of output that corresponds to a firm s
minimum short-run average total cost is called the
______________ of the firm.

4. Wacky Wintersports Inc. can produce snowboards
according to the following schedule. Complete the
table by calculating the marginal and average products.

Inputs Number of
of Labour Snowboards Average Marginal 
(per week) (per week) Product Product

0 0 -
1 2 -

-

2 5 -
-

3 9 -
-

4 14 -
-

5 18 -
-

6 21 -
-

7 23 -
-

8 24 -
-

5. Consider the revenues and costs in 2010 for Spruce
Decor Inc., an Alberta-based furniture company
entirely owned by Mr. Harold Buford.

Furniture Sales $ 645 000
Catalogue Sales $   12 000
Labour Costs $ 325 000
Materials Costs $ 157 000
Advertising Costs $   28 000
Debt-Service Costs $   32 000

a. What would accountants determine Spruce Decor s
profits to be in 2010?

b. Suppose Mr. Buford has $400 000 of capital
invested in Spruce Decor. Also suppose that equally
risky enterprises earn a 16-percent rate of return on
capital. What is the opportunity cost for Mr.
Buford s capital?

c. What are the economic profits for Spruce Decor in
2010?

d. If Spruce Decor s economic profits were typical of
furniture makers in 2010, what would you expect
to happen in this industry? Explain.

6. Consider an example of a production function that
relates the monthly production of widgets to the
monthly use of capital and labour services. Suppose
the production function takes the following specific
algebraic form:

Q = KL - (0.1) L2

where Q is the output of widgets, K is the input of
capital services, and L is the input of labour services.

a. Suppose that, in the short run, K is constant and
equal to 10. Fill in the following table.

K L Q

10 5
10 10
10 15
10 20
10 25
10 30
10 40
10 50

b. Using the values from the table, plot the values of
Q and L on a scale diagram, with Q on the verti-
cal axis and L on the horizontal axis.

c. Now suppose that K increases to 20 because the
firm increases the size of its widget factory. Re-
compute the value of Q for each of the alternative
values of L. Plot the values of Q and L on the same
diagram as in (b).

d. Explain why an increase in K increases the level of
Q (for any given level of L).
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7. The following table shows how the total output of
skates (per month) changes when the quantity of the
variable input (labour) changes. The firm s amount of
capital is fixed.

Hours of Pairs of 
Labour Skates Average Marginal 

(per month) (per month) Product Product

100 200 -
120 260 -

-

140 350 -
-

160 580 -
-

180 720 -
-

200 780 -
-

220 800 -
-

240 810 -
-

a. Compute the average product of labour for each
level of output and fill in the table. Plot the AP
curve on a scale diagram.

b. Compute the marginal product of labour for each
interval (that is, between 100 and 120 hours,
between 120 and 140 hours, and so on). Fill in the
table and plot the MP curve on the same diagram.
Remember to plot the value for MP at the midpoint
of the output intervals.

c. Is the law of diminishing marginal returns  satis-
fied?

d. Explain the relationship between the marginal prod-
uct of labour and the average product of labour.

8. Consider the table below, which shows the total fixed
costs (TFC) and total variable costs (TVC) for produc-
ing specialty bicycles in a small factory with a fixed
amount of capital.

Output Per Year TFC TVC AFC AVC ATC
(thousands of bicycles) (thousands of dollars)

1 200 40 - - -
2 200 70 - - -
3 200 105 - - -
4 200 120 - - -
5 200 135 - - -
6 200 155 - - -
7 200 185 - - -
8 200 230 - - -
9 200 290 - - -

10 200 350 - - -
11 200 425 - - -

a. Compute average fixed costs (AFC) for each level
of output.

b. Compute average variable costs (AVC) for each
level of output.

c. Compute average total cost (ATC) for each level of
output. What level of output (per year) is the firm s
capacity ?

d. Plot the AFC, AVC, and ATC curves on a scale dia-
gram with dollars on the vertical axis and the level
of output on the horizontal axis.

9. This question requires you to understand the relation-
ship between total product, average product, and mar-
ginal product. Each of the diagrams below shows how
total product (TP) changes as the quantity of the vari-
able input (which we call L) changes. These reflect
four different production functions.

a. In each case, describe in words how total output
depends on the amount of variable input.

b. For each production function, draw a diagram
showing the average product (AP) curve. (Recall
that AP is given by total output divided by total
variable input. The value of AP is also equal to the
slope of a straight line from the origin to the TP
curve.)

c. On the same diagram, draw the marginal product
(MP) curve. (Recall that MP is given by the change
in total output divided by the change in the vari-
able input. The value of MP is also equal to the
slope of a tangent line to the TP curve.)

d. Is the relationship between AP and MP discussed in
the text satisfied by each of the production
functions?

TP

Case (iii)

0 L

TP

Case (iv)

0 L

TP

Case (i)

10

Slope = 3

Slope = 3

Slope = 1/
2

0 L

TP

Case (ii)
0 L

10

30
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Plot Fertilizer Dose Output Index*

1 15 104.2
2 30 110.4
3 45 118.0
4 60 125.3
5 75 130.2
6 90 131.4
7 105 131.9
8 120 132.3
9 135 132.5

10 150 132.8

*Output without fertilizer* 100.

10. In 1921, a classic set of experiments with chemical fertil-
izers was performed at the Rothampsted Experimental
Station, an agricultural research institute in Hertford-
shire, England. Researchers applied different amounts of
a particular fertilizer to 10 apparently identical plots of
land. The results for one test, using identical seed grain,
are listed in the following table. Create a graph with the
fertilizer dose on the horizontal axis and output on the
vertical axis. (With no fertilizer, output * 100.) Compute
the average and marginal product of fertilizer, and iden-
tify the (approximate) points of diminishing average and
marginal productivity.

Discussion Questions
1. Which concept of profits accounting or economic

is implied in the following quotations?

a. Profits are necessary if firms are to stay in busi-
ness.

b. Profits are signals for firms to expand production
and investment.

c. Accelerated depreciation allowances reduce prof-
its and thus benefit the company s owners.

d. A firm is profitable as long as the amount of
money flowing in exceeds the amount of money
flowing out.

2. Does the short run consist of the same number of
months for increasing output as for decreasing it?
Must the short run in an industry be the same length
for all firms in the industry? Under what circum-
stances might the short run actually involve a longer
time span than the very long run for one particular
firm?

3. Indicate whether each of the following conforms to
the hypothesis of diminishing returns and, if so,
whether it refers to marginal returns, average returns,
or both.

a. The bigger they are, the harder they fall.
b. As more and more of the population receives

chicken pox vaccinations, the reduction in the
chicken pox disease rate for each additional
100 000 vaccinations becomes smaller.

c. Five workers produce twice as much today as
10 workers did 40 years ago.

d. Diminishing returns set in last year when the ris-
ing rural population actually caused agricultural
output to fall.

4. Consider the education of a person as a process of
production. Regard years of schooling as one variable
factor of production. What are the other factors?
What factors are fixed? At what point would you
expect diminishing returns to set in? For an Einstein,
would diminishing returns set in during his lifetime?

5. A carpenter quits his job at a furniture factory to open
his own cabinetmaking business. In his first two years
of operation, his sales average $100 000 and his oper-
ating costs for wood, workshop and tool rental, utili-
ties, and miscellaneous expenses average $70 000.
Now his old job at the furniture factory is again avail-
able. Should he take it or remain in business for him-
self? How would you make this decision?

6. The point of minimum average cost is referred to as
the capacity of the firm. Yet we draw the average cost
curve extending both to the left and to the right of this
point. Obviously, a firm can operate below capacity,
but how can a firm operate above capacity? Are there
any types of firms for which it may be desirable to
have a capacity below the level at which the firm may
have to produce occasionally or even relatively fre-
quently? Explain.
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8 Producers in the 
Long Run

L LEARNING OBJECTIVES

In this chapter you will learn

1 why profit maximization requires firms to

equate the marginal product per dollar

spent for all factors.

2 why profit-maximizing firms will use more

of the factors whose prices have fallen and

less of the factors whose prices have

increased.

3 about the relationship between short-run

and long-run cost curves.

4 the importance of technological change and

why firms are often motivated to improve

their production methods.

In the first part of this chapter we look at the long run,

in which firms are free to vary all factors of production.

Recall from the end of the previous chapter that differ-

ent amounts of the fixed factor lead to different short-

run cost curves. The choice faced by a firm in the long

run is to determine how much of the fixed factor to

install that is, to decide which of the several short-

run cost curves to use. Some firms use a great deal of

capital and only a small amount of labour. Others use

less capital and more labour. Here we examine the

effects these choices have on firms  costs, and we look

at the conditions that influence these choices.

In the second part of the chapter, we examine the

very long run, a period of analysis over which technol-

ogy changes. The discussion concerns the improve-

ments in technology and productivity that have

dramatically increased output and incomes in all

industrial countries over centuries. Firms are among

the most important economic actors that cause tech-

nological advances to take place. Evidence shows that

the hypothesis of profit maximization can help us to

understand technological changes. Here, as in the

short and long run, firms respond to events, such as

changes in factor prices. But in the very long run,

firms often respond by innovating that is, by devel-

oping new technologies.

Throughout this chapter, we should remember

that the lengths of the various runs  under consid-

eration are defined by the kinds of changes that can

take place, not by calendar time. Thus, we would

expect actual firms in any given time period to be on

their short-run cost curves, as described in Chapter 7;

to choose among alternative short-run cost curves in

the long run, as described in the first part of this

chapter; and to change technologies in the very long

run as described in the latter part of this chapter.
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8.1 The Long Run: No Fixed Factors

In the short run, when at least one factor is fixed, the only way to produce a given out-
put is to adjust the input of the variable factors. In the long run, when all factors can be
varied, there are numerous ways to produce any given output. For example, the firm
could use complex automated machines and few workers, or simple machines and
many workers. Thus, firms in the long run must choose the type and amount of plant
and equipment and the size of their labour force.

In making these choices, the profit-maximizing firm will try to be technically effi-
cient, which means using no more of all inputs than necessary that is, the firm does
not want to waste any of its valuable inputs. For example, consider the situation faced
by a crate-manufacturing firm. If the firm is able to produce 100 crates per day by
using two machines and eight workers, the firm would be technically inefficient if it
decided instead to produce only 90 crates per day over the long run while still employ-
ing the same amount of (expensive) labour and capital. If the firm decides that it wants
to produce only 90 crates per day, technical efficiency requires that it use fewer work-
ers, fewer machines, or both.

Technical efficiency is not enough for profits to be maximized, however. In order
to maximize its profit, the firm must choose from among the many technically efficient
options the one that produces a given level of output at the lowest cost. For example, if
the firm decides to produce 100 crates per day, it still must decide whether to use two
simple machines and eight workers, or perhaps four automated machines and six
workers. It should choose the combination that minimizes its total costs.

Such choices about how much capital and labour to use are long-run choices
because all factors of production are assumed to be variable. These long-run planning
decisions are important. A firm that decides to build a new steel mill and invest in the
required machinery can choose among many alternatives. Once installed, that equip-
ment is fixed for a long time. If the firm makes a poor choice, its survival may be threatened;
if it chooses well, it may be rewarded with large profits.

technical efficiency When

a given number of inputs

are combined in such a

way as to maximize the

level of output.

Practise with Study Guide

Chapter 8, Exercise 1 and

Short-Answer Question 1.

w w w. m y e c o n l a b . c o m

Concepts of efficiency used by economists differ from those used by other
professionals, especially engineers. For a detailed explanation of the differences,
look for Explaining Different Concepts of Efficiency in the Additional Topics
section of this book s MyEconLab.

ADDITIONAL TOPICS

cost minimization An

implication of profit

maximization that firms

choose the production

method that produces any

given level of output at the

lowest possible cost.

Profit Maximization and Cost Minimization

Any firm that seeks to maximize its profits in the long run should select the production
method that produces its output at the lowest possible cost. This implication of the
hypothesis of profit maximization is called cost minimization: From among the many
technically efficient methods of production available to it, the profit-maximizing firm
will choose the least costly means of producing whatever level of output it chooses.

Long-Run Cost Minimization If it is possible to substitute one factor for
another to keep output constant while reducing total cost, the firm is currently not
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minimizing its costs. In such a situation, the firm should substitute one factor for
another factor as long as the marginal product of the one factor per dollar spent on
it is greater than the marginal product of the other factor per dollar spent on it. The
firm is not minimizing its costs whenever these two magnitudes are unequal. For
example, if an extra dollar spent on labour produces more output than an extra dol-
lar spent on capital, the firm can reduce costs by spending less on capital and more
on labour.

Suppose we use K to represent capital, L to represent labour, and pL and pK to rep-
resent the prices per unit of the two factors. The necessary condition for cost minimiza-
tion is then

* (8-1)

Whenever the ratio of the marginal product of each factor to its price is not equal
for all factors, there are possibilities for factor substitutions that will reduce costs
(for a given level of output).

To see why Equation 8-1 must be satisfied when costs are being minimized, con-
sider an example in which the equation is not satisfied. Suppose the marginal product
of capital is 40 units of output and the price of 1 unit of capital is $10. Also suppose
the marginal product of labour is 20 units of output and the price of one unit of labour
is $2. Then we have

* * 4 + * * 10

Thus, the last dollar spent on capital adds only 4 units to out-
put, whereas the last dollar spent on labour adds 10 units to output.
In this case, the firm can reduce the cost of producing its current
level of output by using more labour and less capital. Specifically,
suppose the firm used two more units of labour and one fewer unit
of capital. The two more units of labour would cause output to rise
by 40 units and costs to increase by $4; the one fewer unit of capital
would cause output to fall back by 40 units and costs to decline by
$10. After this substitution of labour for capital, output would be
unchanged but costs would be lower by $6. Thus, the original com-
bination of factors was not a cost-minimizing one.

Of course, as the firm substitutes between labour and capital,
the marginal products of both factors, MPL and MPK, will change.
Specifically, the law of diminishing marginal returns says that, with
other inputs held constant, an increase in the amount of one factor
used will decrease that factor s marginal product. As the firm in the
previous example reduces its use of K and increases its use of L,
MPK will rise and MPL will fall. These changes help to restore the
equality in Equation 8-1.

By rearranging the terms in Equation 8-1, we can look at the
cost-minimizing condition a bit differently.

* (8-2)
pK
,pL

MPK
,
MPL

20
,
2

MPL
,pL

40
,
10

MPK
,

pK

MPL
,pL

MPK
,

pK

PART 3 : CONSUMERS AND PRODUCERS176

Oil is a very important input in many industries.
Increases in the price of oil will lead profit-
maximizing firms to substitute away from oil
toward other factors of production, whenever
that is technically possible.

08_raga_ch08.qxd  1/28/10  7:48 PM  Page 176



The ratio of the marginal products on the left side compares the contribution to
output of the last unit of capital and the last unit of labour. The right side shows how
the cost of an additional unit of capital compares to the cost of an additional unit of
labour. If the two sides of Equation 8-2 are the same, then the firm cannot make any
substitutions between labour and capital to reduce costs (if output is held constant).
However, with the marginal products and factor prices used in the example above, the
left side of the equation equals 2 but the right side equals 5; the last unit of capital is
twice as productive as the last unit of labour but it is five times more expensive. It will
thus pay the firm to switch to a method of production that uses less capital and more
labour. If, however, the ratio on the right side were less than the ratio on the left, then
it would pay the firm to switch to a method of production that uses less labour and
more capital. Only when the ratio of marginal products is exactly equal to the ratio of
factor prices is the firm using the cost-minimizing production method.1

Profit-maximizing firms adjust the quantities of factors they use to the prices of the
factors given by the market.

The Principle of Substitution The preceding discussion suggests that profit-
maximizing (and therefore cost-minimizing) firms will react to changes in factor prices by
changing their methods of production. This is referred to as the principle of substitution.

Suppose the firm s use of capital and labour currently satisfies Equation 8-1. Then
consider a decrease in the price of capital while the price of labour remains unchanged.
The least-cost method of producing any output will now use less labour and more cap-
ital than was required to produce the same output before the factor prices changed.

Methods of production will change if the relative prices of factors change. Rela-
tively more of the cheaper factor and relatively less of the more expensive factor
will be used.

The principle of substitution plays a central role in resource allocation because it
relates to the way in which individual firms respond to changes in relative factor prices
that are caused by the changing relative scarcities of factors in the economy as a whole.
Individual firms are motivated to use less of factors that become scarcer to the econ-
omy and more of factors that become more plentiful. Here are three examples of the
principle of substitution in action.

Over the past three decades, the improvements in computing equipment have led
to many changes in everyday life. One change involves customers  transactions with
their commercial banks especially cash deposits and withdrawals. Banks used to
employ large numbers of tellers to deal with the hundreds of customers that needed to
be serviced each day. Now most retail banking transactions are facilitated with com-
puters and are dealt with either by automated teller machines (ATMs), automated tele-
phone banking, or Internet banking. The dramatic reduction in the price of computers
over the past three decades (and also the more modest increase in wages) has encour-
aged banks to make this substitution of capital for labour.

The principle of substitution can also explain why methods of producing the same
product often differ across countries. In Canada, where labour is generally highly
skilled and expensive, farmers use elaborate machinery to economize on labour. In

177CHAPTER 8 : PRODUCERS IN THE LONG RUN

Practise with Study Guide

Chapter 8, Exercise 1 and

Short-Answer Question 2.

1 The appendix to this chapter provides a graphical analysis of this condition, which is similar to the analy-

sis of consumer behaviour that we developed in the appendix to Chapter 6.

principle of substitution

The principle that methods

of production will change if

relative prices of inputs

change, with relatively

more of the cheaper input

and relatively less of the

more expensive input being

used.
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178 PART 3 : CONSUMERS AND PRODUCERS

many developing countries, however, where labour is
abundant and capital is scarce, a much less mechanized
method of production is appropriate. The Western engi-
neer who believes that these countries are inefficient
because they are using methods long ago discarded in the
West is missing the truth about efficiency in the use of
resources: Where factor scarcities differ across nations, so
will the cost-minimizing methods of production.

Our third example of the principle of substitution
shows that firms can also be induced to substitute
between capital and material inputs, such as fuel. In the
past few years, with the dramatic increases in the world
price of oil, airlines in Canada (and elsewhere) have
reduced their reliance on expensive jet fuel (derived
from oil) by substituting toward more fuel-efficient jets.
In these situations, the increase in the price of fuel leads
the airlines to change their type of capital equipment
to substitute away from jets that use a lot of fuel toward
ones that are more fuel efficient.

Long-Run Cost Curves

We have been discussing a typical firm s cost-minimizing choices between various factors
of production. Remember that these are long-run decisions because we are assuming that
the firm is free to alter the amounts of all factors of production. As we have seen, when
all factors can be varied, there exists a least-cost method of producing any given level of
output. Thus, with given factor prices, there is a minimum achievable cost for each level
of output; if this cost is expressed in terms of dollars per unit of output, we obtain the
long-run average cost of producing each level of output. When this minimum cost of pro-
ducing each level of output is plotted on a graph, the result is called a long-run average
cost (LRAC) curve. Figure 8-1 shows one such curve.

The LRAC curve is determined by the firm s current technology and by the prices
of the factors of production. It is a boundary  in the sense that points below it are
unattainable; points on the curve, however, are attainable if sufficient time elapses for
all inputs to be adjusted. To move from one point on the LRAC curve to another
requires an adjustment in all factor inputs, which may, for example, require building a
larger, more elaborate factory.

The LRAC curve is the boundary between cost levels that are attainable, with
known technology and given factor prices, and those that are unattainable.

Just as the short-run cost curves discussed in Chapter 7 relate to the production
function describing the physical relationship between factor inputs and output, so does
the LRAC curve. The difference is that in deriving the LRAC curve, there are no fixed
factors of production. Thus, since all costs are variable in the long run, we do not need
to distinguish among AVC, AFC, and ATC, as we did in the short run; in the long run,
there is only one LRAC for any given set of input prices.

The Shape of the Long-Run Average Cost Curve The LRAC curve
shown in Figure 8-1 first falls and then rises. Like the short-run cost curves we saw in
Chapter 7, this curve is often described as U-shaped, although empirical studies suggest

In many developing countries, labour is used much more
intensively in agriculture than is the case in richer, devel-
oped countries. This does not mean methods are somehow
backward  in the developing countries; the intensive use

of labour reflects a cost-minimizing response to low wages.

long-run average cost

(LRAC ) curve The curve

showing the lowest possible

cost of producing each

level of output when all

inputs can be varied.
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it is often saucer-shaped.  Consider the three portions of any such saucer-shaped
LRAC curve.

DECREASING COSTS. Over the range of output from zero to Qm, the firm has falling
long-run average costs: An expansion of output permits a reduction of average costs.
When long-run average costs fall as output rises, the firm is said to have economies of
scale. Because the LRAC curve is drawn under the assumption of constant factor prices,
the decline in long-run average cost occurs because output is increasing more than in
proportion to inputs as the scale of the firm s production expands. Over this range of
output, the decreasing-cost firm is often said to enjoy long-run increasing returns.2

Increasing returns may occur as a result of increased opportunities for specializa-
tion of tasks made possible by the division of labour. Even the most casual observation
of the differences in production techniques used in large and small plants shows that
larger plants use greater specialization. These differences arise because large, special-
ized equipment is useful only when the volume of output that the firm can sell justifies
using that equipment. For example, assembly lines and body-stamping machinery are
cost-minimizing techniques for automobile production only when individual opera-
tions are repeated thousands of times. Use of elaborate and very expensive harvesting

FIGURE 8-1 A Saucer-Shaped  Long-Run Average Cost Curve
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The long-run average cost (LRAC) curve is the boundary between attainable and unattain-
able levels of costs. If the firm wants to produce output Q0, the lowest attainable cost is c0 per
unit. Thus, point C0 is on the LRAC curve. At point C1, the firm has achieved the lowest
possible average cost of producing Q1. Suppose a firm is producing at Q0 and desires to
increase output to Q1. In the long run, a larger plant can be built and the average cost of c1
can be attained. However, in the short run, it will not be able to vary all factors, and thus
costs per unit will be above c1 say, c2. For a range of output beginning at Qm, the firm
attains its lowest possible average cost of production for the given technology and factor
prices.

economies of scale

Reduction of long-run

average costs resulting

from an expansion in the

scale of a firm s operations

so that more of all inputs 

is being used.

increasing returns 

(to scale) A situation in

which output increases

more than in proportion 

to inputs as the scale of 

a firm s production

increases. A firm in this

situation is a decreasing-

cost firm.

2 Economists shift back and forth between speaking in physical terms ( increasing returns ) and cost terms

( decreasing costs ). As the text explains, the same relationship can be expressed either way.
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equipment provides the least-cost method of production on a big farm but not on one
of only a few hectares.

CONSTANT COSTS. In Figure 8-1, the firm s long-run average costs fall until output
reaches Qm, which is known as the firm s minimum efficient scale. It is the smallest
level of output at which LRAC reaches its minimum. The LRAC curve is then flat over
some range of output. With such a flat portion, the firm encounters constant costs over
the relevant range of output, meaning that the firm s long-run average costs do not
change as its output changes. Because factor prices are assumed to be fixed, the firm s
output must be increasing exactly in proportion to the increase in inputs. When this
happens, the constant-cost firm is said to have constant returns.

INCREASING COSTS. When the LRAC curve is rising, a long-run expansion in pro-
duction is accompanied by a rise in average costs. If factor prices are constant, the
firm s output must be increasing less than in proportion to the increase in inputs. When
this happens, the increasing-cost firm is said to encounter long-run decreasing returns.
Decreasing returns imply that the firm suffers some diseconomies of scale.

Such diseconomies may be associated with the difficulties of managing and con-
trolling an enterprise as its size increases. At first, there may be scale economies as the
firm grows and benefits from greater specialization. But, sooner or later, planning and
coordination problems may multiply more than in proportion to the growth in size. If
so, management costs per unit of output will rise.

Other diseconomies are the possible alienation of the labour force as size increases; it
becomes more difficult to provide appropriate supervision as more layers of supervisors
and middle managers come between the person at the top and the workers on the shop
floor. Control of middle-range managers may also become more difficult. As the firm
becomes larger, managers may begin to pursue their own goals rather than devote all of
their efforts to making profits for the firm. Much recent re-engineering  of large firms
has been aimed at reducing the extent to which management difficulties increase with
firm size, but the problem has not been, and probably cannot be, eliminated entirely.

Note that long-run decreasing returns differ from short-run diminishing returns. In
the short run, at least one factor is fixed, and the law of diminishing returns ensures
that returns to the variable factor will eventually diminish. In the long run, all factors
are variable, and it is possible that physically diminishing returns will never be encountered
at least as long as it is genuinely possible to increase inputs of all factors.

The Relationship Between Long-Run and Short-Run Costs The
short-run cost curves from the previous chapter and the long-run cost curve studied in
this chapter are all derived from the same production function. Each curve assumes
given prices for all factor inputs. The long-run average cost (LRAC) curve shows the
lowest cost of producing any output when all factors are variable. Each short-run aver-
age total cost (SRATC) curve shows the lowest cost of producing any output when one
or more factors are fixed.

No short-run cost curve can fall below the long-run cost curve because the LRAC
curve represents the lowest attainable cost for each possible output.

As the level of output is changed, a different-size plant is normally required to achieve
the lowest attainable cost. Figure 8-2 shows the SRATC curve above the LRAC curve
at all levels of output except Q0.

Note that any individual SRATC curve is just one of many such curves, each one
corresponding to a different plant size. The SRATC curve in Figure 8-2 shows how costs

minimum efficient scale

(MES) The smallest output

at which LRAC reaches its

minimum. All available

economies of scale have

been realized at this point.

constant returns 

(to scale) A situation in

which output increases in

proportion to inputs as the

scale of production is

increased. A firm in this

situation is a constant-cost

firm.

decreasing returns 

(to scale) A situation in

which output increases

less than in proportion

to inputs as the scale of

a firm s production

increases. A firm in this

situation is an increasing-

cost firm.

Practise with Study Guide

Chapter 8, Exercise 3.
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vary as output is varied, holding the plant size constant.
Figure 8-3 shows a family of SRATC curves, along with
a single LRAC curve. The LRAC curve is sometimes called
an envelope curve because it encloses a series of SRATC
cost curves by being tangent to them.

Each SRATC curve is tangent to the LRAC curve at
the level of output for which the quantity of the fixed
factor is optimal and lies above it for all other levels
of output.

The relationship between the LRAC curve and the
many different SRATC curves has a famous history in
economics. The economist who is credited with first
working out this relationship, Jacob Viner, initially made
a serious mistake that ended up being published; Lessons
From History 8-1 explains his mistake and shows how it
illustrates an important difference between short-run and
long-run costs.

Shifts in LRAC Curves

We saw in Chapter 7 how changes in either technological
knowledge or factor prices will cause the entire family of
short-run cost curves to shift. The same is true for long-run cost curves. Because loss of
existing technological knowledge is rare, we focus on the effects of technological
improvement. Improved ways of producing existing products make lower-cost methods
of production available, thereby shifting LRAC curves downward.

FIGURE 8-2 LRAC and SRATC Curves
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Each SRATC curve is tangent at some point to the
LRAC curve. With given technology, each plant size
gives rise to a different SRATC curve. The SRATC
curve shown corresponds to the optimal plant size
for producing Q0 units of output because the
average cost, c0, is the lowest attainable. For output
levels less than or greater than Q0, such as Q1 or
Q2, the plant size embodied in SRATC0 is not
optimal because the cost given by the SRATC0 curve
is greater than the minimum possible cost, given by
the LRAC curve.

FIGURE 8-3 The Relationship Between the LRAC Curve and the

SRATC Curves

Output per Period

C
o

st
 p

er
 U

n
it

0

SRATC1 SRATC4SRATC2 SRATC3

SRATC5

LRAC

To every point on the LRAC curve, there is an associated SRATC curve tangent at that
point. Each short-run curve is drawn for a given plant size, and shows how costs vary if
output varies (holding constant the size of the plant). The level of output at the tangency
between each SRATC curve and the LRAC curve shows the level of output for which the
plant size is optimal.
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Jacob Viner (1892 1970) was born in Montreal and
studied economics at McGill University under Stephen
Leacock (1869 1944). Viner was clearly an outstanding
student and, according to some of his McGill class-
mates, knew much more about economics than did
Leacock, who was actually better known as a humorist
than an economist. Viner was such a good economist
that he was the first person to work out the relationship
between a firm s long-run average costs and its short-
run average costs. He went on to teach economics at
the University of Chicago and at Princeton University and
became one of the world s leading economic theorists.

The student who finds the relationship between
SRATC and LRAC hard to understand may take some
comfort from the fact that when Jacob Viner first worked
out this relationship, and published it in 1931, he made a
crucial mistake. In preparing a diagram like Figure 8-3,
he instructed his draftsman to draw the LRAC curve
through the minimum points of all the SRATC curves,
but so as to never lie above  the SRATC curves. Viner

later said of the draftsman: He is a mathematician,
however, not an economist, and he saw some mathemat-
ical objection to this procedure which I could not succeed
in understanding. I could not persuade him to disregard
his scruples as a craftsman and to follow my instructions,
absurd though they might be.

Viner s mistake was to require that the draftsman
connect all the minimum points of the SRATC curves

rather than to construct the curve that would be the
lower envelope of all the SRATC curves. The former
curve can, of course, be drawn, but it is not the LRAC
curve. The latter curve is the LRAC curve and is tangent
to each SRATC curve.

Since Viner s article was published in 1931, genera-
tions of economics students have experienced great
satisfaction when they finally figured out his crucial
mistake. Viner s famous article was often reprinted, for
its fame was justly deserved, despite the importance of
the mistake. But Viner always rejected suggestions that
he correct the error because he did not want to deprive
other students of the pleasure of feeling one up on him.

The economic sense of the fact that tangency is not
at the minimum points of SRATC rests on the subtle
distinction between the least-cost method of utilizing a
given plant and the least-cost method of producing a
given level of output. The first concept defines the mini-
mum of any given SRATC curve, whereas the second
defines a point on the LRAC curve for any given level of
output. It is the second concept that interests us in the
long run. If bigger plants can achieve lower average
costs, there will be a gain in building a bigger plant and
underutilizing it whenever the gains from using the big-
ger plant are enough to offset the costs of underutilizing
the plant. If there are gains from building bigger plants
(i.e., if LRAC is declining), some underutilization is
always justified.

LESSONS FROM HISTORY 8-1

Jacob Viner and the Clever Draftsman

Changes in factor prices can exert an influence in either direction. If a firm has to
pay more for any factor that it uses, the cost of producing each level of output will
rise; if the firm has to pay less for any factor that it uses, the cost of producing each
level of output will fall.

A rise in factor prices shifts LRAC curves upward. A fall in factor prices or a
technological improvement shifts LRAC curves downward.

8.2 The Very Long Run: Changes in
Technology

In the long run, profit-maximizing firms faced with given technologies choose the
cost-minimizing mix of factors to produce their desired level of output. Firms are
therefore on, rather than above, their long-run cost curves. In the very long run,
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however, there are changes in the available techniques and resources. Such changes
cause shifts in long-run cost curves.

The decrease in costs that can be achieved by choosing from among available fac-
tors of production, known techniques, and alternative levels of output is necessarily
limited by the existing state of knowledge. In contrast, improvements by invention and
innovation are potentially limitless, and hence sustained growth in living standards is
critically linked to technological change.

w w w . m y e c o n l a b . c o m

In recent years, many economists and policymakers have expressed concern
about Canada s low rate of productivity growth, especially as compared
with that in the United States. But there is little agreement on how best to
address the issue. For more details, look for Understanding and Addressing

Canada s Productivity Challenges in the Additional Topics section of this book s
MyEconLab.

ADDITIONAL TOPICS

technological change Any

change in the available

techniques of production.

productivity Output

produced per unit of some

input; frequently used to

refer to labour productivity,

measured by total output

divided by the amount

of labour used.

Technological change refers to all changes in the available techniques of production.
To measure its extent, economists usually use the notion of productivity, defined as
a measure of output produced per unit of input used. Two widely used measures of
productivity are output per worker and output per hour of work. The rate of increase
in productivity provides one measure of technological change. The significance of pro-
ductivity growth is explored in Applying Economic Concepts 8-1.

Technological Change

Technological change was once thought to be mainly a random process, brought about
by inventions made by crackpots and eccentric scientists working in garages and scien-
tific laboratories. As a result of recent research by historians and economists, we now
know better.

Many changes in technology are based on scientific discoveries made in such non-
profit organizations as universities and government research laboratories; others come
out of laboratories run by private firms. Whatever their origin, most technological
advances are put into practice by firms in search of profits. A firm that first develops a
new product, a new wrinkle on an old product, or a new process that lowers produc-
tion costs gets a temporary advantage over its competitors. This advantage creates
profits that persist until others can copy what the original firm has done. So in the very
long run, the search for profit takes the form not just of choosing the most efficient
technique among known alternatives but also of inventing and innovating new products
and processes. Since firms do this in search of profits, we say that the technological
change is endogenous to the economic system rather than something that just occurs
for unknown reasons.

Sometimes innovations come from new ideas that are the next extension of exist-
ing knowledge, where the motivation is to raise profits by developing these opportuni-
ties. At other times innovations are a response to some obvious challenge. For example,

Practise with Study Guide

Chapter 8, Exercise 4.
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in our discussion of long-run demand curves in Chapter 4, we looked at technological
changes that came in response to rising relative prices when we spoke of the develop-
ments in the 1970s of smaller, more fuel-efficient cars in the wake of dramatic increases
in the price of gasoline. From the mid-1980s to the mid-1990s, declines in the price of
gasoline led to the re-emergence of large cars and the development of fuel-inefficient
sport utility vehicles, or SUVs. More recently, however, we have once again seen con-
sumers respond to higher gasoline prices by reducing their demand for such large vehi-
cles, returning to smaller, more fuel-efficient cars.

Economics used to be known as the dismal science
because some of its predictions were grim. Thomas
Malthus (1766 1834) and other Classical economists pre-
dicted that the pressure of more and more people on the
world s limited resources would cause a decline in output
per person because of the law of diminishing returns.
Human history would see more and more people living
less and less well and the surplus population, which could
not be supported, dying off from hunger and disease.

This prediction has proven wrong for industrial-
ized countries for two main reasons. First, their popula-
tions have not expanded as rapidly as predicted by early
economists, who were writing before birth-control tech-
niques were widely used. Second, technological
advances have been so important during the past 150
years that output has increased much faster than the
population. We have experienced sustained growth in

productivity that has permitted significant increases in
output per person. As the accompanying figure shows,
real output per worker in Canada increased by 350 per-
cent between 1926 and 2008, an average annually com-
pounded growth rate of 1.8 percent.

Even such small annual productivity increases are a
powerful force for increasing living standards over
many years. Our great-grandparents would have
regarded today s standard of living in most industrial-
ized countries as unattainable. An apparently modest
rate of increase in productivity of 2 percent per year
leads to a doubling of per capita output every 35 years.

Because of the importance of productivity growth
in raising long-run living standards, it is not surprising
that explaining the sources of technological progress
has become a very active area of research among both
academic and government economists.

APPLYING ECONOMIC CONCEPTS 8-1

The Significance of Productivity Growth
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Production methods in many parts of the economy
have responded to changes in relative factor prices. For
example, much of the move to substitute capital for labour
in manufacturing, transportation, communications, min-
ing, and agriculture in response to rising wage rates has
taken the form of inventing new labour-saving methods
of production.

Consider three kinds of change that influence pro-
duction and cost in the very long run: new techniques,
improved inputs, and new products.

New Techniques Throughout the nineteenth and
twentieth centuries, changes in the techniques available
for producing existing products have been dramatic; this
is called process innovation. A century ago, roads and
railways were built by gangs of workers who used buck-
ets, shovels, and draft horses. Today, bulldozers, giant
trucks, and other specialized equipment have banished the workhorse completely from
construction sites and to a great extent have displaced the pick-and-shovel worker.
Before the Second World War, electricity was generated either by burning fossil fuels or
by harnessing the power of flowing water. With the rise of the atomic age immediately
following the war, many countries developed large-scale nuclear generating capacity.
Economies of scale in electricity production were significant. In recent years, however,
the development of small-scale, gas-combustion and wind-powered turbines has per-
mitted inexpensive construction of small generating stations that can produce electri-
city at a lower average cost than the much larger nuclear, hydro, or fossil fuel burning
generating stations. The product electricity is absolutely unchanged, but the tech-
niques of production have changed markedly over the past several decades.

Improved Inputs Improvements in health and education raise the quality of
labour services. Today s workers and managers are healthier and better educated than
their grandparents. Many of today s unskilled workers are literate and competent in
arithmetic, and their managers are apt to be trained in methods of business manage-
ment and computer science.

Similarly, improvements in material inputs are constantly occurring. For example,
the type and quality of metals have changed. Steel has replaced iron, and aluminum
substitutes for steel in a process of change that makes a statistical category such as

primary metals  seem unsatisfactory. Even for a given category, say, steel, today s
product is lighter, stronger, and more flexible than the same  product manufactured
only 20 years ago. Furthermore, the modern materials revolution  allows new mate-
rials to be tailor-made for the specific purposes for which they are required.

The invention of new production techniques and the development of new and bet-
ter inputs are important aspects of technological improvement. They lead to reduc-
tions in firms  costs and a downward shift in LRAC curves.

New Products New goods and services are constantly being invented and mar-
keted; this is called product innovation. CD players, DVDs, cell phones, BlackBerries,
MP3 players, MRIs, CAT scans, DNA tests, hybrid cars, personal GPS devices,
and many other products did not exist 30 years ago. Other products have changed so

Increases in the price of oil, and thus in gasoline, have led
to renewed interest in the development of electric cars.
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dramatically that the only connection they have with the same  product from the past
is the name. Today s Ford automobile is very different from a 1920 Ford, and it is even
different from a 1980 Ford in size, safety, and gasoline consumption. Modern jet air-
craft are revolutionary compared with the first passenger jet aircraft, which were in
turn many times larger and faster than the DC-3, the workhorse of the airlines during
the 1930s and 1940s. Beyond having wings and engines, the DC-3 itself bore little
resemblance to the Wright brothers  original flying machine.

The development of new products is a crucial part of the steady increase in living
standards.

Applying Economic Concepts 8-2 discusses an everyday example of technological
change in banking: the creation and adoption of the automated teller machine (ATM).
The adoption of ATMs by commercial banks involves both long-run decisions
substitutions between capital and labour and very long-run decisions involving
innovation and the creation of new products.

Firms  Choices in the Very Long Run

Firms respond to signals that indicate changes in the economic environment. For exam-
ple, consider the situation faced by Dofasco a major Canadian steel producer based
in Hamilton, Ontario when the price of coal (a major input) increases and is expected
to remain at the higher level for some time. How can Dofasco respond to this change in
the economic environment?

One option for Dofasco is to make a long-run response by substituting away from
the use of coal by changing its production techniques within the confines of existing
technology. This might involve switching to other fuels (whose prices have not
increased) to operate Dofasco s enormous blast furnaces. Another option is to invest in
research in order to develop new production techniques that innovate away from coal
(and other fuels as well), such as the design of blast furnaces that require less fuel to
process each unit of iron ore.

Faced with increases in the price of an input, firms may either substitute away or
innovate away from the input or do both over different time horizons.

It is important to recognize that the two options can involve quite different actions and
can ultimately have quite different implications for productivity.

For example, consider three different responses to an increase in Canadian labour
costs. One firm reallocates its production activities to Mexico or Southeast Asia, where
labour costs are relatively low and hence labour-intensive production techniques remain
quite profitable. A second firm chooses to reduce its use of labour but increase its use of
capital equipment. These two firms have, in different ways, chosen to substitute away
from the higher-priced Canadian labour. A third firm devotes resources to developing
new production techniques, perhaps by using robotics or other new equipment. This
firm has innovated away from higher-priced Canadian labour.

All three are possible reactions to the changed circumstances. The first two are
largely well understood in advance and will lead to reduced costs relative to continued
reliance on the original production methods. The third response, depending on the
often unpredictable results of the innovation, may fail completely or it may succeed
and so reduce costs sufficiently to warrant the investment in research and development
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Before the invention of automated teller machines
(ATMs) in the early 1980s, all personal banking required
a visit to the bank. For many working individuals, bank-
ing could take place only on the lunch hour, with the
result that long line-ups were commonplace. Banks were
then faced with a difficult choice: Have unhappy cus-
tomers in long line-ups, or hire more tellers.

The development of ATMs, made possible by the
declining cost and increasing efficiency of computing
equipment, revolutionized banking and presented banks
with a new set of choices. As you know, ATMs are now
located on street corners, in shopping malls and universi-
ties, and inside many large stores and even some small
ones. As a result, individuals do not have to go to a bank
to gain access to their money. And ATMs are very effi-
cient: They take no time at all to learn  their job and
they can handle thousands of transactions per week all
with no direct labour cost per transaction. There is, of
course, a significant capital cost for each ATM, as well
as some labour cost for servicing the equipment.

Since the early 1980s, the use of ATMs has sky-
rocketed in Canada. Whereas in 1982 there were only a
handful in the downtown core of even the major Cana-
dian cities, today it is virtually impossible to walk even
a few blocks anywhere in any Canadian city without
seeing one. Over the same period, there has been a
decline in the number of bank tellers (although because
of ATMs we typically go inside the bank so seldom that
we don t notice this!). In the language of this chapter,
the rise of ATMs and decline of bank tellers has been a
long-run substitution of capital for labour.

There are also some very long-run changes
involved in this story. The creation of ATMs and the
related developments in telephone and online bank-
ing has truly revolutionized personal banking. Not
only are traditional types of transactions made easier,
but new banking services have also been created. One
example is the creation of online accounts for buying
and selling stocks and bonds in the global financial

markets. Whereas even a few years ago individuals
could make such transactions only by employing the
services of a registered stock broker (at considerable
expense), it is now very simple to create a trading
account at your bank linked to your other accounts
and accessible by the ATMs and make trades when-
ever you want and at a much lower cost per transac-
tion. In the language of this chapter, such creation of
new banking services is an example of very long-run
innovation.

APPLYING ECONOMIC CONCEPTS 8-2

Substitution and Innovation with Automated 

Teller Machines (ATMs)

The development and widespread provision of ATMs by
commercial banks represents both a long-run substitution
of capital for labour and a very long-run innovation.

and may even lead to substantially more effective production techniques that allow the
firm to maintain an advantage over its competitors for a number of years. Invention
and innovation are subject to great uncertainties that are hard to estimate in advance.
For this reason, they must produce large profits when they do succeed in order to induce
inventing firms to incur the costs of pushing into the unknown.
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Summary

There are no fixed factors in the long run. Profit

maximizing firms choose from the available alternatives
the least-cost method of producing any specific 
output.
Profit-maximizing firms must minimize the cost of pro-
ducing any given level of output. The condition for cost
minimization is

*

The principle of substitution states that, in response to
changes in factor prices, profit-maximizing firms will
substitute toward the cheaper factors and substitute
away from the more expensive factors.

pK
+

pL

MPK
+
MPL

A long-run cost curve represents the boundary between
attainable and unattainable costs for the given technol-
ogy and given factor prices.
The shape of the LRAC curve depends on the relation-
ship of inputs to outputs as the whole scale of a firm s
operations changes. Increasing, constant, and decreas-
ing returns lead, respectively, to decreasing, constant, and
increasing long-run average costs.
The LRAC and SRATC curves are related. Each SRATC
curve represents a specific plant size and is tangent to
the LRAC curve at the level of output for which that
plant size is optimal.
LRAC curves shift upward or downward in response to
changes in the prices of factors or changes in technol-
ogy. Increases in factor prices shift LRAC curves upward.
Decreases in factor prices and technological advances
shift LRAC curves downward.

8.1 The Long Run: No Fixed Factors L123

8.2 The Very Long Run: Changes in Technology L4

Over the very long run, the most important influence on
costs of production and on standards of living has been
increases in output made possible by technological
improvements.
Changes in technology are often endogenous responses
to changing economic signals; that is, they result from the
firms  responses to changes in the economic environment.
There are three important kinds of technological
change: developments of new production techniques,

improved inputs, and new products. All three play an
important role in increasing living standards.
To understand any industry s response to changes in its
operating environment, it is important to consider the
effects of endogenous innovations in technology as well
as substitution based on changes in the use of existing
technologies.

Key Concepts
The implication of cost minimization
The interpretation of

MPK/MPL * pK/pL

The principle of substitution

Technological change and productivity
growth

Changes in technology as endogenous
responses

Increasing, constant, and decreasing
returns

Economies of scale
LRAC curve as an envelope of SRATC

curves
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1. Fill in the blanks to make the following statements correct.

a. In the long run, if a firm is maximizing its profits
while producing a given level of output, then this
firm is also ________ its costs.

b. In the long run, all factors of production are
________. There are no ________ factors.

c. Profit-maximizing firms employ factors of produc-
tion such that the marginal products per dollar
spent on each factor are ________.

d. Firms adjust their methods of production in
response to changes in relative prices. This is
known as the ________.

2. The long-run average cost curve is often saucer-
shaped. Fill in the blanks to make the following state-
ments about the LRAC curve correct.

a. Over the range of output where the LRAC curve
is falling, the firm is experiencing ________ 
or ________. As output increases, average costs 
are ________.

b. When the LRAC curve reaches its minimum, the
firm has reached its ________. If the curve is flat
over some range of output, we say the firm is
exhibiting ________.

c. Over the range of output in which the LRAC curve
is rising, the firm is experiencing ________ 
or ________. As output increases, average costs 
are ________.

d. The LRAC curve represents the ________ for each
level of output.

e. Each short-run average total cost curve is ________
at some point to the LRAC curve. The LRAC
curve shows the lowest possible cost of producing
any output when all factors are ________. The
SRATC curve shows the lowest possible 
cost of producing any output when one or more
factors are ________.

3. Explain why a profit-maximizing firm must also mini-
mize costs.

4. Industrial Footwear Inc. uses capital and labour to
produce workboots. Suppose this firm is using capital
and labour such that the MPK is equal to 80 and the
MPL is equal to 20. For each set of per-unit prices of
capital and labour given below, determine whether
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Industrial Footwear Inc. is minimizing its costs. If it is
not, determine the direction of factor substitution the
firm should make in order to do so.

a. PK * $2 PL * $10
b. PK * $20 PL * $5
c. PK * $40 PL * $5

5. Use the principle of substitution to predict the effect in
each of the following situations.

a. During the past 30 years, technological advances in
the computer industry have led to dramatic reduc-
tions in the prices of personal and business comput-
ers. At the same time, real wages have increased
slowly.

b. The ratio of land costs to building costs is much
higher in big cities than in small cities.

c. Wages of textile workers and shoe machinery oper-
ators are higher in Canada than in the Southern
United States, but the price of capital equipment is
approximately the same.

d. A new collective agreement results in a significant
increase in wages for pulp and paper workers.

6. The following table shows the marginal product of
capital and labour for each of several methods of
producing 1000 kilograms of flour per day.

Production Method MPK MPL

A 14 3
B 12 6
C 10 9
D 8 12
E 6 15
F 4 18
G 2 21

a. As we move from A to G, are the production meth-
ods becoming more or less capital intensive? Explain.

b. If capital costs $8 per unit and labour costs $4 per
unit, which production method minimizes the cost
of producing 1000 kg of flour?

c. For each of the methods that are not cost minimiz-
ing (with the factor prices from part (b)), describe
how the firm would have to adjust its use of capital
and labour to minimize costs.
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190 PART 3 : CONSUMERS AND PRODUCERS

d. Now suppose the price of capital falls to $4 per
unit and the price of labour rises to $6 per unit.

Which method now minimizes costs?

7. Consider the following diagram of SRATC and LRAC
curves.

a. The SRATC curve is drawn for a given plant size.
Given this plant size, what is the level of output
that minimizes short-run average costs? What are
unit costs in the short run at this level of output?

b. What is the level of output for which this plant size
is optimal in the long run? What are unit costs in
the short run at this level of output?

c. Explain the economics of why c1 is greater than c4.
d. Suppose the firm wants to increase output to Q2 in

the short run. How is this accomplished, and what
would unit costs be?

e. Suppose the firm wants to increase output to Q2 in
the long run. How is this accomplished, and what
would unit costs be?

8. The following diagram shows three possible SRATC
curves and an LRAC curve for a single firm producing
light bulbs, where each SRATC curve is associated
with a different-sized plant.
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a. If the firm is producing Q1 light bulbs with Plant
#1, what are the firm s average costs?

b. At Q1, does the firm display decreasing, constant,
or increasing costs?

c. How does your answer in (b) relate to the concept
of economies of scale?

d. Repeat parts (a), (b), and (c) for output level Q2

with Plant #2 and output level Q3 with Plant #3.

9. In the text, we stated that the LRAC curve eventually
slopes upward because of diseconomies of scale. In the
previous chapter we saw that the SRATC curve even-
tually slopes upward because of diminishing marginal
product of the variable factor.

a. Explain the difference between diseconomies of
scale and diminishing marginal product of the vari-
able factor. Why is one a short-run concept and the
other a long-run concept?

b. Draw a diagram with short-run and long-run aver-
age cost curves that illustrates for the same level of
output both diseconomies of scale and diminishing
marginal product of the variable factor.

10. In the text, we stated that the LRAC curve initially
slopes downward because of economies of scale. In
the previous chapter we saw that the SRATC curve
can initially slope downward because of spreading
overhead.

a. Explain the difference between economies of scale
and spreading overhead. Why is one a short-run
concept and the other a long-run concept?

b. Draw a diagram with short-run and long-run aver-
age cost curves that illustrates for the same level of
output both economies of scale and spreading
overhead.

11. This question combines the various concepts from
Questions 9 and 10.

a. Draw a diagram with short-run and long-run aver-
age cost curves that illustrates for the same level of
output economies of scale in the long run but
diminishing marginal product for the variable fac-
tor in the short run.

b. Draw a diagram with short-run and long-run aver-
age cost curves that illustrates for the same level of
output diseconomies of scale in the long run but
falling average total costs in the short run.

12. This question relates to the material in the Appendix.
The following table shows several methods of produc-
ing 500 rubber tires per day. There are two factors,
labour and capital, with prices per unit of $3 and $6,
respectively.
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Production Units of Units of Total 
Method Labour Capital Cost

A 110 20 -
B 90 25 -
C 70 33 -
D 50 43 -
E 30 55 -
F 10 70 -

a. Compute the total cost for each production method
and fill in the table.

b. Which production method minimizes costs for pro-
ducing 500 tires?

c. Plot the isoquant for 500 tires, with units of capital
on the vertical axis and units of labour on the hori-
zontal axis.

d. Given the factor prices, draw the isocost line that
corresponds to the cost-minimizing production
method.

e. Now suppose the price of labour rises to $5 per unit
but the firm still wants to produce 500 tires per day.
Explain how a cost-minimizing firm adjusts to this
change (with no change in technology).

Discussion Questions
1. In The Competitive Advantage of Nations, Michael

Porter of Harvard University claimed that Faced with
high relative labor cost, . . . American consumer elec-
tronics firms moved to locate labor-intensive activities
in . . . Asian countries, leaving the product and pro-
duction process essentially the same. . . . Japanese
rivals . . . set out instead to eliminate labor through
automation. Doing so involved reducing the number
of components, which further lowered cost and
improved quality. Japanese firms were soon building
assembly plants in the United States, the place Ameri-
can firms had sought to avoid.  Discuss these reac-
tions in terms of changes over the long run and the
very long run.

2. Why must a profit-maximizing firm choose the least-
cost method of producing any given output? Might a
non-profit-maximizing organization, such as a univer-
sity, church, or government, intentionally choose a method
of production other than the least-cost one?

3. What is the interpretation of a move from one point
on a long-run average cost curve to another point on
the same curve? Contrast this with a movement along
a short-run average total cost curve.

44. Each of the following is a means of increasing produc-
tivity. Discuss which groups in a society might oppose
each one.

a. A labour-saving invention that permits all goods to
be manufactured with less labour than before

b. The removal of all government production safety
rules

c. A reduction in corporate income taxes

5. Policymakers and commentators often argue that the
Canadian health-care system is more efficient  than
the U.S. health-care system. What do they mean by
more efficient ?

6. In the fall of 2008, after the collapse of the U.S. hous-
ing market, a Canadian newspaper headline claimed:
Drastic Cost Reductions Needed to Save 13 B.C.

Sawmills.

a. Does the headline suggest that the B.C. lumber
companies are not profit maximizers?

b. If long-run unit costs are too high,  what is stop-
ping the lumber companies from simply moving
down their LRAC curves?

7. Necessity is the mother of invention.  Explain why
this statement captures the essence of the view that
firms often innovate their way around unfavourable
changes in their economic environment.
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The production function gives the relationship
between the factor inputs that the firm uses and the
output that it obtains. In the long run, the firm can
choose among many different combinations of inputs
that yield the same output. The production function
and the long-run choices open to the firm can be rep-
resented graphically by using isoquants.

8A.1 Isoquants

The table in Figure 8A-1 illustrates a hypothetical
example in which several combinations of two
inputs, labour and capital, can produce a given quan-
tity of output. The data from the table are plotted
graphically in Figure 8A-1. A smooth curve is drawn
through the points to indicate that there are addi-
tional ways, which are not listed in the table, of pro-
ducing the same output.

This curve is called an isoquant. It shows the
whole set of technically efficient factor combinations
for producing a given level of output. This is an
example of graphing a relationship among three vari-
ables in two dimensions. It is analogous to the con-
tour line on a map, which shows all points of equal
altitude, and to an indifference curve (discussed in
the Appendix to Chapter 6), which shows all combi-
nations of products that yield the consumer equal
utility.

As we move from one point on an isoquant to
another, we are substituting one factor for another
while holding output constant. If we move from
point b to point c, we are substituting 1 unit of
labour for 3 units of capital.

The marginal rate of substitution measures the
rate at which one factor is substituted for
another with output being held constant.

Sometimes the term marginal rate of technical
substitution is used to distinguish this concept from
the analogous one for consumer theory (the marginal
rate of substitution) that we examined in Chapter 6.

Graphically, the marginal rate of substitution is
measured by the slope of the isoquant at a particular
point. We adopt the standard practice of defining the
marginal rate of substitution as the negative of the
slope of the isoquant so that it is a positive number.
The table in Figure 8A-1 shows the calculation of
some marginal rates of substitution between various
points on an isoquant. [19]

The marginal rate of substitution is related to the
marginal products of the factors of production. To
see how, consider an example. Suppose at the present
level of inputs of labour and capital, the marginal
product of labour is 2 units of output and the mar-
ginal product of capital is 1 unit of output. If the firm
reduces its use of capital and increases its use of
labour to keep output constant, it needs to add only
one-half unit of labour for 1 unit of capital given up.
If, at another point on the isoquant with more labour
and less capital, the marginal products are 2 for cap-
ital and 1 for labour, the firm will have to add 2 units
of labour for every unit of capital it gives up. The
general proposition is this:

The marginal rate of (technical) substitution
between two factors of production is equal to the
ratio of their marginal products.

Economists assume that isoquants satisfy two
important conditions: They are downward sloping,
and they are convex when viewed from the origin.
What is the economic meaning of these conditions?

The downward slope indicates that each factor
input has a positive marginal product. If the input of
one factor is reduced and that of the other is held
constant, output will be reduced. Thus, if one input is
decreased, production can be held constant only if
the other factor input is increased.

Isoquant Analysis

Appendix to Chapter 

8
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To understand the convexity of the isoquant,
consider what happens as the firm moves along the
isoquant of Figure 8A-1 downward and to the right.
Labour is being added and capital reduced to keep
output constant. If labour is added in increments of
exactly 1 unit, how much capital can be dispensed
with each time? The key to the answer is that both
factors are assumed to be subject to the law of
diminishing returns. Thus, the gain in output associ-
ated with each additional unit of labour added is
diminishing, whereas the loss of output associated
with each additional unit of capital forgone is
increasing. Therefore, it takes ever-smaller reduc-
tions in capital to compensate for equal increases in
labour. Viewed from the origin, therefore, the iso-
quant is convex.

An Isoquant Map

The isoquant of Figure 8A-1 is for a given level of
output. Suppose it is for 6 units. In this case, there is
another isoquant for 7 units, another for 7000 units,
and a different one for every other level of output.
Each isoquant refers to a specific level of output and
connects combinations of factors that are technically
efficient methods of producing that output. If we plot
a representative set of these isoquants from the same
production function on a single graph, we get an iso-
quant map like that in Figure 8A-2. The higher the
level of output along a particular isoquant, the farther
the isoquant is from the origin.

FIGURE 8A-1 An Isoquant
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An isoquant describes the firm s alternative methods for producing a given level of output. Method a uses a great deal
of capital (K) and very little labour (L). As we move down the table, labour is substituted for capital in such a way as
to keep output constant. Finally, at the bottom, most of the capital has been replaced by labour. The marginal rate of
substitution between the two factors is calculated in the last three columns of the table. Note that as we move down
the table, the marginal rate of substitution declines.

When the isoquant is plotted, it is downward sloping and convex. The downward slope reflects the requirement
of technical efficiency: Keeping the level of output constant, a reduction in the use of one factor requires an increase
in the use of the other factor. The convex shape of the isoquant reflects a diminishing marginal rate of (technical)
substitution.

Alternative Methods of Producing a Given Level 
of Output

Marginal
Rate of 

Substitution
(absolute
value of  

Method K L *K *L *K/*L)

a 18 2
b 12 3

+6 1 6.00

c 9 4
+3 1 3.00

d 6 6
+3 2 1.50

e 4 9
+2 3 0.67

f 3 12
+1 3 0.33

g 2 18
+1 6 0.17
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FIGURE 8A-2 An Isoquant Map
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An isoquant map shows a set of isoquants, one for
each level of output. Each isoquant corresponds to a
specific level of output and shows factor combina-
tions that are technically efficient methods of pro-
ducing that output.

FIGURE 8A-3 Isocost Lines
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Each isocost line shows alternative factor combina-
tions that require the same expenditure. The graph
shows the four isocost lines that result when labour
costs $1 per unit and capital $4 per unit and when
expenditure (total cost, TC) is held constant at $12,
$24, $36, and $48, respectively.

8A.2 Cost Minimization

Finding the cost-minimizing method of producing
any output requires knowledge of the factor prices.
Suppose capital is priced at $4 per unit and labour at
$1 per unit. An isocost line shows alternative combi-
nations of factors that a firm can buy for a given
total cost. Four different isocost lines appear in
Figure 8A-3. The slope of each isocost line reflects
relative factor prices. For given factor prices, a series
of parallel isocost lines will reflect the alternative lev-
els of expenditure on factor purchases that are avail-
able to the firm. The higher the level of expenditure,
the farther the isocost line is from the origin.

In Figure 8A-4, the isoquant and isocost maps
are brought together. The cost-minimizing method
of production must be a point on an isoquant that
just touches (is tangent to) an isocost line. If the iso-
quant cuts the isocost line, it is possible to move
along the isoquant and reach a lower level of cost.
Only at a point of tangency is a movement in either

direction along the isoquant a movement to a higher
cost level.

As shown in Figure 8A-4, the lowest attainable
cost of producing 6 units is $24 and this requires
using 12 units of labour and 3 units of capital.

The least-cost position is given graphically by
the tangency point between the isoquant and the
isocost lines.

The slope of the isocost line is given by the ratio
of the prices of the two factors of production. The
slope of the isoquant is given by the ratio of their
marginal products. When the firm reaches its cost-
minimizing position, it has equated the price ratio
(which is given to it by the market) with the ratio of
the marginal products (which it can adjust by chang-
ing its usage of the factors). In symbols,

*

pL
+
pK

MPL
+

MPK
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Cost minimization occurs at points of
tangency between isoquant and isocost
lines. The isoquant map of Figure 8A-2
and the isocost lines of Figure 8A-3 are
brought together. Consider point A. It is
on the 6-unit isoquant and the $24 iso-
cost line. Thus, it is possible to achieve
the output Q* 6 for a total cost of $24.
There are other ways to achieve this
output, for example, at point B, where
TC * $48. Moving along the isoquant
from point A in either direction
increases cost. Similarly, moving along
the isocost line from point A in either
direction lowers output. Thus, either
move would raise cost per unit.

FIGURE 8A-4 Cost Minimization
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This is the same condition that we derived in the
text (see Equation 8-2 on page 176), but here we
have derived it by using the isoquant analysis of the
firm s decisions. [20]

Note the similarity of this condition for a cost-
minimizing firm to Equation 6-2 (page 124), where
we saw how utility maximization for a consumer
requires that the ratio of marginal utilities of con-
suming two products must equal the ratio of the two
product prices. Both conditions reveal the basic prin-
ciple that the decision makers (consumers or produc-
ers) face market prices beyond their control and so
adjust quantities (consumption or factor inputs) until
they are achieving their objective (utility maximiza-
tion or cost minimization).

The Principle of Substitution

Suppose with technology unchanged (that is, for a
given isoquant map), the price of one factor changes.
In particular, suppose with the price of capital
unchanged at $4 per unit, the price of labour rises

from $1 to $4 per unit. Originally, the cost-minimiz-
ing factor combination for producing 6 units of out-
put was 12 units of labour and 3 units of capital.
Total cost was $24. To produce that same output in
the same way would now cost $60 at the new factor
prices. Figure 8A-5 shows why this production
method is no longer the cost-minimizing one. The
slope of the isocost line has changed, which makes
it efficient to substitute the now relatively cheaper
capital for the relatively more expensive labour. The
change in slope of the isocost line illustrates the prin-
ciple of substitution.

Changes in relative factor prices will cause a par-
tial replacement of factors that have become rel-
atively more expensive by factors that have
become relatively cheaper.

Of course, substitution of capital for labour can-
not fully offset the effects of a rise in the cost of
labour, as Figure 8A-5(i) shows. Consider the output
attainable for $24. In the figure, there are two isocost
lines representing $24 of outlay at the old and new
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prices of labour. The new isocost line for $24 lies
inside the old one (except where no labour is used).
The $24 isocost line must therefore be tangent to a
lower isoquant. Thus, if production is to be held con-
stant, higher costs must be accepted. However,
because of substitution, it is not necessary to accept
costs as high as those that would accompany an
unchanged factor proportion. In the example, 6 units
can be produced for $48 rather than the $60 that
would be required if no change in factor proportions
were made.

This analysis leads to the following predictions:

A rise in the price of one factor with all other factor
prices held constant will (1) shift the cost curves of
products that use that factor upward and (2) lead
to a substitution of factors that are now relatively
cheaper for the factor whose price has risen.

Both of these predictions were stated in Chapter 8;
now they have been derived formally by the use of
isoquants and isocost lines.

FIGURE 8A-5 The Effects of a Change in Factor Prices on Costs and Factor Proportions
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An increase in the price of labour pivots the isocost line inward, increasing its slope. This changes the cost-minimizing
method of producing any level of output. In part (i), the rise in the price of L from $1 to $4 per unit (with the price of
K being held constant at $4) pivots the $24 isocost line inward to the dashed line. Any output previously produced for
$24 will cost more at the new prices if it uses any labour. The new cost of using the factor combination at A rises from
$24 to $60. In part (ii), the steeper isocost line is tangent to the Q * 6 isoquant at C, not A, so that more capital and
less labour is used. Costs at C are $48, higher than they were before the price increase but not as high as they would
be if the factor substitution had not occurred.
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9
L LEARNING OBJECTIVES

In this chapter you will learn

1 the key assumptions of the theory of perfect

competition.

2 how to derive a competitive firm s supply

curve.

3 to determine whether competitive firms are

making profits or losses in the short run.

4 the role played by profits, entry, and exit

in a competitive industry s long-run

equilibrium.

Does American Express compete with Visa? Does a

wheat farmer from Biggar, Saskatchewan, compete with

a wheat farmer from Brandon, Manitoba? If we use the

ordinary meaning of the word compete, the answer to

the first question is plainly yes, and the answer to the

second question is no.

American Express and Visa both advertise exten-

sively to persuade consumers to use their credit

cards. A host of world travellers in various tight spots

attest on television or in magazines to the virtues of

American Express, while other happy faces advise us

that only with a Visa card can their pleasures be ours.

When we shift our attention to wheat farmers,

however, we see the Saskatchewan farmer can do

nothing to affect either the sales or the profits of the

Manitoba farmer. Even if the Saskatchewan farmer

could do something to influence the profits of the

Manitoba farmer, there would be no point in doing so,

since changes in the profits of the Manitoba farmer

would not affect the Saskatchewan farmer.

To sort out the questions of who is competing with

whom and in what sense, it is useful to distinguish

between the behaviour of individual firms and the

type of market in which they operate. Economists are

interested in two different concepts competitive market

structure and competitive behaviour.

PART 4 Market Structure and Efficiency

Competitive
Markets
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9.1 Market Structure and

Firm Behaviour

The term market structure refers to all the features that may affect the behaviour and per-
formance of the firms in a market, such as the number of firms in the market or the type
of product that they sell. In this chapter, we focus on a competitive market structure.

Competitive Market Structure

Economists say that firms have market power when they can influence the price of
their product or the terms under which their product is sold. The competitiveness of
the market is the degree to which individual firms lack such market power.

A market is said to have a competitive structure when its firms have little or no
market power. The more market power the firms have, the less competitive is the
market structure.

The extreme form of competitive market structure occurs when each firm has zero
market power. In such a case, there are so many firms in the market that each must
accept the price set by the forces of market demand and market supply. The firms per-
ceive themselves as being able to sell as much as they choose at the prevailing market
price and as having no power to influence that price. If the firm charged a higher price,
it would make no sales; so many other firms would be selling at the market price that
buyers would take their business elsewhere.

This extreme is called a perfectly
competitive market structure or,
more simply, a perfectly competitive
market. In such a market there is no
need for individual firms to compete
actively with one another because
none has any power over the market.
One firm s ability to sell its product
does not depend on the behaviour of
any other firm. For example, the
Saskatchewan and Manitoba wheat
farms operate in a perfectly competi-
tive market over which they have no
power. Neither can change the mar-
ket price for wheat by altering its
own behaviour.

Competitive Behaviour

In everyday language, the term competitive behaviour refers to the degree to which
individual firms actively vie with one another for business. For example, American
Express and Visa clearly engage in competitive behaviour. It is also true, however, that
both companies have some real power over their market. Each has the power to
decide the fees that people will pay for the use of their credit cards, within limits set by

market structure All

features of a market that

affect the behaviour and

performance of firms in

that market, such as the

number and size of sellers,

the extent of knowledge

about one another s

actions, the degree of

freedom of entry, and the

degree of product

differentiation.

market power The ability

of a firm to influence the

price of a product or the

terms under which it is

sold.

American Express and Visa compete  very actively against each other in the
credit-card market, but economists nonetheless refer to the structure of this market
as imperfectly competitive.
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buyers  tastes and the fees of competing cards. Either firm
could raise its fees and still continue to attract some cus-
tomers. Even though they actively compete with each other,
they do so in a market that does not have a perfectly compet-
itive structure.

In contrast, the Saskatchewan and Manitoba wheat farm-
ers do not engage in competitive behaviour because the only
way they can affect their profits is by changing their own out-
puts of wheat or their own production costs.

The distinction that we have just made between behav-
iour and structure explains why firms in perfectly competitive
markets (e.g., the Saskatchewan and Manitoba wheat pro-
ducers) do not compete actively with each other, whereas
firms that do compete actively with each other (e.g., Ameri-
can Express and Visa) do not operate in perfectly competitive
markets.

The Significance of Market Structure

When a firm decides how much output to produce in order to maximize its profit, it
needs to know the demand for its product and also its costs of production. We exam-
ined the various costs in detail in Chapters 7 and 8. Now we need to think about the
demand for the firm s product. This is where market structure enters the picture
because the details of market structure determine how we get from the industry
demand curve to the demand curve facing any individual firm in that industry.

We will see in the next few chapters that market structure plays a central role in
determining the behaviour of individual firms and also in the overall efficiency of the
market outcomes. In this chapter, we focus only on competitive market structures. In
later chapters, we explore non-competitive market structures.

9.2 The Theory of Perfect
Competition

The perfectly competitive market structure usually referred to simply as perfect
competition applies directly to a number of markets, especially many agricultural and
raw-materials markets. It also provides an important benchmark for comparison with
other market structures.

The Assumptions of Perfect Competition

In addition to the fundamental assumption that firms seek to maximize their profits,
the theory of perfect competition is built on a number of assumptions relating to each
firm and to the industry as a whole.

1. All the firms in the industry sell an identical product. Economists say that the firms
sell a homogeneous product.

A wheat farmer in Saskatchewan does not compete
in any real way with a wheat farmer elsewhere in the
world. However, both exist in what economists call a
perfectly competitive market.

perfect competition

A market structure in

which all firms in an

industry are price takers

and in which there is

freedom of entry into and

exit from the industry.

homogeneous product In

the eyes of purchasers,

every unit of the product

is identical to every other

unit.
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2. Consumers know the nature of the product being sold and the prices charged by
each firm.

3. The level of each firm s output at which its long-run average cost reaches a minimum
is small relative to the industry s total output. (This is a precise way of saying that
each firm is small relative to the size of the industry.)

4. The industry is characterized by freedom of entry and exit; that is, any new firm
is free to enter the industry and start producing if it so wishes, and any existing
firm is free to cease production and leave the industry. Existing firms cannot block
the entry of new firms, and there are no legal prohibitions or other barriers to entering
or exiting the industry.

The first three assumptions imply that each firm in a perfectly competitive industry
is a price taker, meaning that the firm can alter its rate of production and sales without
affecting the market price of its product. Thus, a firm operating in a perfectly compet-
itive market has no market power. It must passively accept whatever happens to be the
market price, but it can sell as much as it wants at that price.

Our Saskatchewan and Manitoba wheat farmers provide us with good illustra-
tions of firms that are operating in a perfectly competitive market. Because each
individual wheat farmer is just one of a very large number of producers who are all
growing the same product, one firm s contribution to the industry s total production is
a tiny drop in an extremely large bucket. Each firm will correctly assume that varia-
tions in its output have no effect on the price of wheat. Thus, each firm, knowing that
it can sell as much or as little as it chooses at that price, adapts its behaviour to a given
market price of wheat. Furthermore, there is nothing that any one farmer can do to
stop another farmer from growing wheat, and there are no legal deterrents to becom-
ing a wheat farmer. Anyone who has enough money to buy or rent the necessary land,
labour, and equipment can become a wheat farmer.

The difference between the wheat farmers and American Express or Visa is the
degree of market power. Each firm that is producing wheat is an insignificant part of
the whole market and thus has no power to influence the price of wheat. American
Express and Visa have power to influence the credit-card market because each firm s
sales represent a significant part of the total sales of credit-card services.

The Demand Curve for a Perfectly Competitive Firm

A major distinction between firms in perfectly competitive markets and firms in any
other type of market is the shape of the demand curve facing the firm.

Even though the demand curve for the entire industry is negatively sloped, each
firm in a perfectly competitive market faces a horizontal demand curve because
variations in the firm s output have no significant effect on price.

The horizontal (perfectly elastic) demand curve does not indicate that the firm could
actually sell an infinite amount at the going price. It indicates, rather, that any feasible
variations in production will leave price unchanged because their effect on total indus-
try output will be negligible.

Figure 9-1 contrasts the market demand curve for the product of a competitive
industry with the demand curve that a single firm in that industry faces. Applying Eco-
nomic Concepts 9-1 provides an example of the important difference between the

price taker A firm that

can alter its rate of

production and sales

without affecting the

market price of its

product.

Practise with Study Guide

Chapter 9, Short-Answer

Question 4.
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The industry s demand curve is nega-
tively sloped; the competitive firm s
demand curve is horizontal. Notice the
difference in the quantities shown on the
horizontal scale in each part of the fig-
ure. The competitive industry has an
output of 200 million units when the
price is $3. The individual firm takes
that market price as given and considers
producing up to, say, 6000 units. The
firm s demand curve in part (ii) is hori-
zontal because any change in output
that this single firm could manage
would leave price virtually unchanged at
$3. The firm s output variation has an
imperceptible effect on industry output.

FIGURE 9-1 The Demand Curve for a Competitive Industry and for One Firm in the Industry
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Consider an individual wheat farmer and the world
market for wheat. Since products have negatively sloped
market demand curves, any increase in the industry s
output (caused by a shift in supply) will cause some fall
in the market price. However, as the calculations here
show, any conceivable increase that one wheat farm
could make in its output has such a negligible effect on
the industry s price that the farmer correctly ignores it
the individual wheat farmer is thus a price taker.

The market elasticity of demand for wheat is approx-
imately 0.25. (Recall from Chapter 4 that an elasticity of
0.25 means that a 10-percent decline in market price is
associated with only a 2.5-percent increase in quantity
demanded.) Thus, if the quantity of wheat supplied in the
world were to increase by 1 percent, the price of wheat
would have to fall by roughly 4 percent to induce the
world s wheat buyers to purchase the extra wheat.

The total world production of wheat in 2009 was
approximately 650 million tonnes, of which 24 million
tonnes were produced in Canada. In that year there
were approximately 20 000 wheat farms in Canada.
Thus, the average crop size for a Canadian wheat
farmer in 2009 was about 1200 tonnes (* 24 million/
20 000), only 0.0002 percent of the world wheat crop.

As a result of being such a small fraction of the
overall market, individual wheat farmers face a

horizontal demand curve. To see this, suppose an indi-
vidual farmer on an average-sized farm decided in one
year to produce nothing and in another year managed
to produce twice the average output of 1200 tonnes.
This is an extremely large variation in one farm s
output. The increase in output from 0 to 2400 tonnes
represents a 200-percent variation measured around
the farm s average output. Yet the percentage increase
in world output is only (2400/650 million) + 100 *
0.0004 percent. Given that the world s demand for
wheat has a price elasticity of about 0.25, this increase
in output would lead to a decrease in the world price
of 0.0016 percent.

This very small decline in price, together with the
200-percent increase in the farm s own output, implies
that the farm s own demand curve has an elasticity of
125 000 (* 200/0.0016). This enormous elasticity of
demand means that the farm would have to increase its
output by 125 000 percent to bring about a 1-percent
decrease in the world price of wheat. Because the farm s
output cannot be varied this much, it is not surprising
that the farmer regards the price of wheat as unaffected
by any change in output that he or she could conceiv-
ably make. For all intents and purposes, the individual
farmer faces a perfectly elastic horizontal demand
curve for the product and is thus a price taker.

APPLYING ECONOMIC CONCEPTS 9-1

Why Small Firms Are Price Takers
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firm s demand curve and the market demand curve. It uses a numerical example to
show why the demand curve facing any individual wheat farmer is very nearly perfectly
elastic, even though the market demand for wheat is quite inelastic.

Total, Average, and Marginal Revenue

To study the revenues that firms receive from the sale of their products, economists
define three concepts called total, average, and marginal revenue.

Total revenue (TR) is the total amount received by the firm from the sale of a prod-
uct. If Q units are sold at p dollars each,

TR * p + Q

Average revenue (AR) is the amount of revenue per unit sold. It is equal to total
revenue divided by the number of units sold and is thus equal to the price at which the
product is sold:

AR* *,
(p+

Q

Q)
,* p

Marginal revenue (MR) is the change in a firm s total revenue resulting from a
change in its sales by 1 unit. Whenever output changes by more than 1 unit, the change
in revenue must be divided by the change in output to calculate the approximate mar-
ginal revenue. For example, if an increase in output of 3 units is accompanied by an
increase in revenue of $1500, the marginal revenue is $1500/3, or $500. [21]

MR*,
*

*

T

Q

R
,

To illustrate each of these revenue concepts, consider a farmer who is selling barley
in a perfectly competitive market at a price of $3 per bushel. Total revenue rises by $3
for every bushel sold. Because every bushel brings in $3, the average revenue per bushel
sold is clearly $3. Furthermore, because each additional bushel sold brings in $3, the
marginal revenue of an extra bushel sold is also $3. The table in Figure 9-2 shows cal-
culations of these revenue concepts for a range of outputs between 10 and 13 bushels.
The figure plots the various revenue curves.

The important point illustrated in the table is that as long as the firm s own level of
output cannot affect the price of the product it sells, then the firm s marginal revenue is
equal to its average revenue. Thus, for a price-taking firm, AR*MR* price. Graphically,
as shown in part (i) of Figure 9-2, average revenue and marginal revenue are the same
horizontal line drawn at the level of market price. Because the firm can sell any quantity
it chooses at this price, the horizontal line is also the firm s demand curve; it shows that
any quantity the firm chooses to sell will be associated with this same market price.

If the market price is unaffected by variations in the firm s output, the firm s
demand curve, its average revenue curve, and its marginal revenue curve all coin-
cide in the same horizontal line.

This result can be stated in a slightly different way that turns out to be important
for our later study:

For a firm in perfect competition, price equals marginal revenue.

TR
,
Q

total revenue (TR) Total

receipts from the sale of a

product; price times

quantity.

average revenue (AR)

Total revenue divided by

quantity sold; this is the

market price when all units

are sold at the same price.

marginal revenue (MR)

The change in a firm s total

revenue resulting from a

change in its sales by one

unit.
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9.3 Short-Run Decisions

We learned in Chapter 7 how each firm s costs vary with its output in the short run.
Recall that in the short run, the firm has one or more fixed factors, and the only way it
can change its output is by changing the amount of its variable factor inputs. In this
chapter, we have seen how the firm s total, average, and marginal revenues vary as the
firm changes its level of output. The next step is to put the cost and revenue informa-
tion together to determine the level of output that will maximize the firm s profits.

We need to ask and answer two questions for a competitive firm. First, should the
firm produce any output at all, or would it be better to shut down and produce noth-
ing? Second, if it makes economic sense for the firm to remain in business and produce
some output, what level of output should it produce? To answer both questions, we
assume the firm s objective is to maximize its profits.

Should the Firm Produce at All?

The firm always has the option of producing nothing. If it produces nothing, it will have
an operating loss that is equal to its fixed costs. If it decides to produce, it will add the
variable cost of production to its costs and the receipts from the sale of its product to its
revenue. Therefore, since it must pay its fixed costs in any event, it will be worthwhile

FIGURE 9-2 Revenues for a Price-Taking Firm
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When the firm is a price taker, AR * MR * p. Because
price does not change as a result of the firm changing its
output, neither marginal revenue nor average revenue
varies with output. In the table, marginal revenue is shown
between the rows because it represents the change in total
revenues in response to a change in quantity. When price is
constant, total revenue (which is price times quantity) is an
upward-sloping straight line starting from the origin.

Revenue Concepts

Price Output TR* AR* MR*
p Q p+Q TR/Q ,TR/,Q

$3 10 $30 $3
3 11 33 3

$3

3 12 36 3
3

3 13 39 3
3

Revenue Curves

Practise with Study Guide

Chapter 9, Exercise 1.
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for the firm to produce as long as it can find some level of output for which revenue
exceeds variable cost. However, if its revenue is less than its variable cost at every level
of output, the firm will actually lose more by producing than by not producing at all.

Table 9-1 shows an example of a profit-maximizing firm that decides to produce
no output when facing a low market price. The table shows the firm s variable and
fixed costs for each level of output. (If you were to graph the TVC, TFC, and TC
curves from this table, you would find that they look very much like the curves we
studied in Chapter 7.) The table also shows the firm s total revenues and profits at each
level of output. When the market price is $2 per unit, the firm s profits are negative at
any level of output the firm s revenues never cover its costs. At this low market price,
the firm s revenues don t even cover its variable costs and, in fact, the negative profits
(losses) only grow larger as output increases. In this situation, the firm is better off to
shut down and produce no output at all. (The table also presents a situation in which
the price is $5 per unit; for reasons that we will soon see, the firm s best option is then
to produce output even though its profits are negative.)

Rule 1: A firm should not produce at all if, for all levels of output, the total vari-
able cost of producing that output exceeds the total revenue from selling it. Equiv-
alently, the firm should not produce at all if, for all levels of output, the average
variable cost of producing the output exceeds the market price. [22]

TABLE 9-1 Negative Profits and the Firm s Shut-Down Decision

Low Price ($2) High Price ($5)

Q TVC TFC TC TR Profit TR Profit

0 0 200 200 0 *200 0 *200
10 50 200 250 20 *230 50 *200
20 80 200 280 40 *240 100 *180
30 100 200 300 60 *240 150 *150
40 110 200 310 80 *230 200 *110
50 130 200 330 100 *230 250 *80
60 160 200 360 120 *240 300 *60
70 200 200 400 140 *260 350 *50
80 260 200 460 160 *300 400 *60
90 320 200 520 180 *340 450 *70

100 380 200 580 200 *380 500 *80

A competitive firm may maximize its profits (or minimize its losses) by shutting down and
producing zero output. The data in the table show costs and revenues at various levels of
output. The firm must pay its fixed costs even if it shuts down and earns no revenue. At a
price of $2, there is no level of output at which the firm s revenues cover its variable costs.
In this situation, the firm can minimize its losses by shutting down and producing zero
output.

At a higher price of $5, the profit-maximizing firm should choose to produce 70 units
of output even though its profits are negative. At this level of output, the firm s revenues
more than cover its variable costs and help to pay some portion of the fixed costs. Since
the firm must pay its fixed costs no matter what level of output is produced, it would be
worse off if it chose to produce zero output.
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The price at which the firm can just cover its
average variable cost, and so is indifferent
between producing and not producing, is called
the shut-down price. Such a price is shown in
Figure 9-3. At a price of p0, the firm can just
cover its average variable cost by producing Q0

units. For any price below p0, there is no level of
output at which variable costs can be covered,
and thus the firm will shut down. The price p0 is
therefore the firm s shut-down price. At any
price above p0, there are many levels of output
that cover average variable costs (but as we will
soon see, at each price above p0 there is only a
single level of output that maximizes the firm s
profit).

How Much Should the Firm
Produce?

If a firm decides that, according to Rule 1, pro-
duction is worth undertaking, it must then
decide how much to produce. The key to under-
standing how much a profit-maximizing firm
should produce is to think about it on a unit-by-
unit basis. If any unit of production adds more
to revenue than it does to cost, producing and selling that unit will increase profits.
According to the terminology introduced earlier, a unit of production raises profits if
the marginal revenue obtained from selling it exceeds the marginal cost of producing it.
By the same logic, an extra unit of production will reduce profits if the marginal rev-
enue is less than the marginal cost.

Now let a firm with some existing rate of output consider increasing or decreasing
that output. If a further unit of production will increase the firm s revenues by more than
it increases costs (MR + MC), the firm should expand its output. However, if the last
unit produced increases revenues by less than it increases costs (MR , MC), the profit-
maximizing firm should reduce its output. From this it follows that the only time the firm
should leave its output unaltered is when the last unit produced adds the same amount to
revenues as it does to costs (MR * MC).1

Rule 2: If it is worthwhile for the firm to produce at all, the firm should produce
the output at which marginal revenue equals marginal cost. [23]

The two rules that we have stated refer to each firm s own costs and revenues, and
they apply to all profit-maximizing firms, whatever the market structure in which they
operate. However, we have already seen that for price-taking firms, marginal revenue

shut-down price The

price that is equal to the

minimum of a firm s

average variable costs. At

prices below this, a profit-

maximizing firm will shut

down and produce no

output.

FIGURE 9-3 Shut-Down Price for a 

Competitive Firm

When the market price is less than the minimum average
variable cost, the competitive firm will shut down. If the
price is p0, the firm can just cover its variable costs by pro-
ducing Q0 units of output. At any price below p0, the firm is
better off shutting down and producing no output. At any
price above p0, there are many output levels that cover vari-
able costs. For example, at price p1, any level of output
between Q1 and Q1- will cover variable costs (but only one
will maximize profits).
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1 The equality of MR and MC is a necessary condition for profit maximization, but it is not sufficient. If the

MC curve cuts the MR curve from above, as it might if MC were falling as output increased, then the level of

output where MR equals MC would actually minimize profits. Here, we restrict ourselves to the more realis-

tic settings in which the MC curve is upward sloping over the relevant range of output. In such cases, the

equality of MR and MC is both necessary and sufficient for profit maximization.
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is equal to the market price. Combining these two results
gives us an important conclusion:

A profit-maximizing firm that is operating in a per-
fectly competitive market will produce the output
that equates its marginal cost of production with the
market price of its product (as long as price exceeds
average variable cost).

In a perfectly competitive industry, the market
determines the price at which the firm sells its product.
The firm then picks the quantity of output that maxi-
mizes its profits. We have seen that this is the output for
which price equals marginal cost. When the firm has
reached a position in which its profits are maximized, it
has no incentive to change its output. Therefore, unless
prices or costs change, the firm will continue to produce
this output because it is doing as well as it can do, given
the market situation. This profit-maximizing behaviour
is illustrated in Figure 9-4.

The perfectly competitive firm adjusts its level of
output in response to changes in the market-deter-
mined price.

Figure 9-4 shows the profit-maximizing choice of
the firm in two different ways. In part (i), the firm s
total cost and total revenue curves are shown, and the
profit-maximizing level of output, Q*, is the level that
shows the largest positive gap between total revenues
and total costs. In part (ii), the firm s average and mar-
ginal cost curves are shown together with the market
price (which for a price-taking firm equals average and
marginal revenue) and the profit-maximizing level of
output, Q*, is the level at which price equals marginal
cost. These are two different ways of viewing the same
profit-maximization problem; the value of Q* in part (i)
must be the same as the value of Q* in part (ii).

Short-Run Supply Curves

Now that we know how the perfectly competitive firm
determines its profit-maximizing level of output, we can
derive its supply curve that reflects these decisions. Once
we have derived the individual firm s supply curve, we
can derive the supply curve for the entire market.

The Supply Curve for One Firm The competi-
tive firm s supply curve is derived in part (i) of Figure 9-5,
which shows a firm s marginal cost curve and four

FIGURE 9-4 Profit Maximization for a

Competitive Firm

The firm chooses the level of output at which prof-
its are maximized. If it is profitable to produce at
all (so that price exceeds the minimum of average
variable cost), the firm chooses the level of output
where marginal revenue equals marginal cost. In
part (i), this is shown as the level of output where
the vertical distance between TR and TC is largest
(and thus where the slopes of the TR and TC curves
are the same). In part (ii), price is equal to marginal
revenue since the firm is a price taker, and so the
profit-maximizing level of output is the point at
which price (marginal revenue) equals marginal
cost. For each of the Q* units sold, the firm earns
revenue of p and the average total cost is c; there-
fore, total profit is (p * c)Q*, which is the shaded
area.
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alternative prices. What we are trying to derive is a supply curve that shows the quan-
tity of output that the firm will supply at each price. For prices below average variable
cost, the firm will supply zero units (Rule 1). For prices above average variable cost,
the competitive firm will choose its level of output to equate price and marginal cost
(Rule 2). This behaviour leads to the following conclusion:

A competitive firm s supply curve is given by the portion of its marginal cost curve
that is above its average variable cost curve.

The Supply Curve for an Industry Figure 9-6 shows the derivation of an
industry supply curve for an industry containing only two firms. The general result is
as follows:

In perfect competition, the industry supply curve is the horizontal sum of the mar-
ginal cost curves (above the level of average variable cost) of all firms in the industry.

Each firm s marginal cost curve shows how much that firm will supply at each given
market price, and the industry supply curve is the sum of what each firm will supply.
Notice in Figure 9-6 the kink  in the industry supply curve, which occurs at the price
of $2; at any lower price the second firm chooses not to produce any output.

This supply curve, based on the short-run marginal cost curves of all the firms in
the industry, is the industry s supply curve that we first encountered in Chapter 3. We
have now established the profit-maximizing behaviour of individual firms that lies
behind that curve. It is sometimes called a short-run supply curve because it is based on
the short-run, profit-maximizing behaviour of all the firms in the industry.

FIGURE 9-5 The Derivation of the Supply Curve for a Competitive Firm

The supply curve of the competitive firm is the portion of its MC curve above the AVC curve. For prices below $20,
output is zero because there is no output at which AVC can be covered. The point A, at which the price of $20 is just
equal to AVC, is the point at which the firm will shut down. As price rises to $30, $40, and $50, the profit-maximizing
point changes to B, C, and D, taking output to Q1, Q2, and Q3. At any of these prices, the firm s revenue exceeds its
variable costs of production and thus can help to cover some part of its fixed costs.
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208 PART 4 : MARKET STRUCTURE AND EFF IC IENCY

Short-Run Equilibrium in a Competitive Market

The price of a product sold in a perfectly competitive market is determined by the
interaction of the industry s supply curve and the market demand curve. Although no
single firm can influence the market price significantly, the collective actions of all
firms in the industry (as shown by the industry supply curve) and the collective actions
of households (as shown by the market demand curve) together determine the equilib-
rium price. This occurs at the point at which the market demand and supply curves
intersect.

When a perfectly competitive industry is in short-run equilibrium, each firm is
producing and selling a quantity for which its marginal cost equals the market price.
No firm is motivated to change its output in the short run. Because total quantity
demanded equals total quantity supplied, there is no reason for market price to change
in the short run.

When an industry is in short-run equilibrium, quantity demanded equals quantity
supplied, and each firm is maximizing its profits given the market price.

Figure 9-7 shows the relationship between the market equilibrium, determined by
the intersection of demand and supply, and a typical profit-maximizing firm within
that market.2 The individual firm is shown to have positive (economic) profits in the
short-run equilibrium. We can see that the firm s profits are positive because the mar-
ket price exceeds average total costs when the firm is producing its profit-maximizing

FIGURE 9-6 The Derivation of a Competitive Industry s Supply Curve

The industry s supply curve is the horizontal sum of the supply curves of each of the firms in the industry. At a price of
$3, Firm A would supply 4 units and Firm B would supply 3 units. Together, as shown in part (iii), they would supply
7 units. If there are hundreds of firms, the process is the same. In this example, because Firm B does not enter the
market at prices below $2, the supply curve SA * B is identical to SA up to the price $2 and is the horizontal sum of SA

and SB above $2.
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Chapter 9, Exercise 2.

short-run equilibrium For

a competitive industry, the

price and output at which

industry demand equals

short-run industry supply,

and all firms are

maximizing their profits.

Either profits or losses for

individual firms are

possible.

2 In diagrams with both firm-level and industry-level output, we use q for the firm s output and Q for total
industry output.
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level of output, q*. But such positive profits need not always occur in the short run. In
general, we do not know whether firms in the short-run competitive equilibrium will
be earning positive, zero, or negative profits. We do know that each firm is maximizing
its profits; we just don t know how large those profits are.

Figure 9-8 shows three possible positions for a firm when the industry is in short-
run equilibrium. In all cases, the firm is maximizing its profits by producing where
price equals marginal cost, but in part (i) the firm is suffering losses, in part (ii) it is just
covering all of its costs (breaking even), and in part (iii) it is making profits because
price exceeds average total cost. In all three cases, the firm is doing as well as it can,
given its costs and the market price.

Note that the competitive firm s profit per unit is shown by the difference
between price and average total cost. To see this algebraically, note that the firm s
total profits are

Profits TR  TC

(p  Q)  (ATC  Q)

(p  ATC)  Q

So, profit per unit is given by p ATC, whereas the firm s total profit (or loss) associ-
ated with the production of all Q units is (p ATC) Q, and is illustrated by the
shaded rectangle in Figure 9-8.

It is worth emphasizing that some firms will continue producing even though they
are making losses. The firm shown in part (i) of Figure 9-8 is incurring losses every
period that it remains in business, but it is still better for it to carry on producing than

FIGURE 9-7 A Typical Firm When the Competitive Market Is in Short-Run Equilibrium

Short-run equilibrium in a competitive market has a market-clearing price and each firm is maximizing its profits. Part (i)
shows the overall market. The equilibrium price and quantity (p*, Q*) are determined at the intersection of the market
demand and supply curves at point E. Part (ii) shows a typical firm in the market. Notice that the horizontal scales are
different in the two parts of the figure total market output is designated by Q, whereas firm-level output is designated
by q. The equilibrium price in part (i) becomes the MR curve for each firm in the market. Given its MC curve, the firm s
profit-maximizing level of output is q*. In the case shown, the firm is making positive profits equal to the shaded area.
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210 PART 4 : MARKET STRUCTURE AND EFF IC IENCY

to temporarily halt production. If the firm produces nothing this period, it still must pay
its fixed costs, so it makes sense to continue producing as long as its revenues more than
cover its variable costs or, equivalently, as long as price exceeds AVC. Any amount of
money left over after the variable costs have been paid can then go toward paying some
of the fixed costs. This is more than the firm would have if it simply produced nothing
and hence earned no revenue whatsoever. (Look back to Table 9-1 on page 204 to see an
example of this situation, in the case where market price is $5 per unit.) Applying Eco-
nomic Concepts 9-2 discusses an interesting example of a firm that remains in operation
even though it is making losses. You would probably see many firms like this one if you
drove through small towns in any part of Canada.

FIGURE 9-8 Alternative Short-Run Profits of a Competitive Firm

When the industry is in short-run equilibrium, a competitive firm may be suffering losses, breaking even, or making
profits. The diagrams show a firm with given costs that faces three alternative short-run equilibrium market prices: p1,
p2, and p3. In each part of the figure, MC * MR * price. Because in all three cases price exceeds AVC, the firm pro-
duces positive output in each case.

In part (i), price is p1 and the firm is suffering losses, shown by the red shaded area, because price is below aver-
age total cost. Because price exceeds average variable cost, it is worthwhile for the firm to keep producing, but it is not
worthwhile for it to replace its capital equipment as it wears out. In part (ii), price is p2 and the firm is just covering its
total costs. It is worthwhile for the firm to replace its capital as it wears out, since it is covering the full opportunity
cost of its capital. In part (iii), price is p3 and the firm is earning profits, shown by the green shaded area.
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A firm that is maximizing its profit but still making losses is actually
minimizing its losses. To see a detailed numerical example of a firm in such a
situation, look for An Example of Loss Minimization as Profit Maximization in
the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS
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Why do some resort hotels stay open during the off-
season, even though they must offer bargain rates that
do not even cover their full costs ? Why do the man-
agers of other hotels allow them to fall into disrepair
even though they are able to attract enough customers
to stay in business? Are the former being overly gener-
ous, and are the latter being irrational penny-pinchers?

To illustrate what is involved, consider an imagi-
nary hotel called the Seaside Inn. Its revenues and costs
of operating during the four months of the high-season
and during the eight months of the off-season are
shown in the accompanying table. When the profit-
maximizing price for its rooms is charged in the high-
season, the hotel earns revenues of $58 000 and incurs
variable costs equal to $36 000. Thus, there is an oper-
ating profit  of $22 000 during the high-season. This
surplus goes toward meeting the hotel s annual fixed costs
of $24 000. Thus, $2000 of the fixed costs are not yet paid.

The Seaside Inn: Total Costs and Revenues ($)

Total Contribu-
Total Variable tion to Total

Revenue Cost Fixed Costs Fixed
Season (TR) (TVC) (TR  TVC) Costs

High-Season 58 000 36 000 22 000

Off-Season 20 000 18 000 2 000

Total 78 000 54 000 24 000 24 000

If the Seaside Inn were to charge the same rates
during the off-season, it could not attract enough cus-
tomers even to cover its costs of maids, bellhops, and
managers. However, the hotel discovers that by charg-
ing lower rates during the off-season, it can rent some of
its rooms and earn revenues of $20 000. Its costs of
operating (variable costs) during the off-season are
$18 000. So, by operating at reduced rates in the off-
season, the hotel is able to contribute another $2000
toward its annual fixed costs, thereby eliminating the
shortfall.

Therefore, the hotel stays open during the whole
year by offering off-season bargain rates to grateful
guests. Indeed, if it were to close during the off-season,
it would not be able to cover its total fixed and variable
costs solely through its high-season operations.

We have not yet discussed firms  long-run deci-
sions, but you can get a feel for the issues by consider-
ing the following situation. Suppose the off-season
revenues fall to $19 000 (everything else remains the
same). The short-run condition for staying open, that
total revenue (TR) must exceed total variable cost
(TVC), is met for both the high-season and the off-season.
However, since the TR over the whole year of $77 000
is less than the total costs of $78 000, the hotel is now
making losses for the year as a whole. The hotel will
remain open as long as it can do so with its present
capital it will produce in the short run. However, it
will not be worthwhile for the owners to replace the
capital as it wears out.

If the reduction in revenues persists, the hotel will
become one of those run-down hotels about which
guests ask, Why don t they do something about this
place?  But the owners are behaving quite sensibly.
They are operating the hotel as long as it covers its
variable costs, but they are not putting any more invest-
ment into it because it cannot cover its fixed costs.
Sooner or later, the fixed capital will become too old to
be run, or at least to attract customers, and the hotel
will be closed.

APPLYING ECONOMIC CONCEPTS 9-2

The Parable of the Seaside Inn

Hotels and other resorts often charge low prices in the 
off-season, low enough that they do not cover their total
costs. But as long as the price more than covers the variable
costs, it is better than shutting down during the off-season.
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9.4 Long-Run Decisions

In Chapters 7 and 8, we described the short run as the span of time for which individ-
ual firms have a fixed factor of production (typically capital), and the long run as the
span of time for which individual firms have no fixed factors. When we look at the
entire industry, the distinction is very similar. In the short run, there is a given number
of firms and each has a given plant size. In the long run, both the number of firms and
the size of each firm s plant are variable.

We begin our discussion of the long run by assuming that all firms in the industry
have the same technology and therefore have the same set of cost curves. Thus, the
short-run equilibrium in the industry will have all firms in the industry being equally
profitable (or making equal losses). Toward the end of the chapter we relax this assump-
tion when we allow new firms to have better technologies and thus lower costs than
older firms already in the industry.

Entry and Exit

The key difference between a perfectly competitive industry in the short run and in the
long run is the entry or exit of firms. We have seen that all the firms in the industry may
be making profits, suffering losses, or just breaking even when the industry is in short-
run equilibrium. Because costs include the opportunity cost of capital, if the firms are
just breaking even they are doing as well as they could do by investing their capital
elsewhere. Hence, there will be no incentive for firms to leave the industry if economic
profits are zero. Similarly, if new entrants expect just to break even, there will be no
incentive for firms to enter the industry because capital can earn the same return else-
where in the economy. If, however, the existing firms are earning revenues in excess of
all costs, including the opportunity cost of capital, new capital will eventually enter the
industry to share in these profits. Conversely, if the existing firms are suffering losses,
capital will eventually leave the industry because a better return can be obtained else-
where in the economy. Let us now consider this process in a little more detail.

An Entry-Attracting Price First, suppose there are 100 firms in a competitive
industry, all making positive profits like the firm shown in part (iii) of Figure 9-8.
New firms, attracted by the profitability of existing firms, will enter the industry. Sup-
pose that in response to the high profits, 20 new firms enter. The market supply curve
that formerly added up the outputs of 100 firms must now add up the outputs of
120 firms. At any price, more will be supplied because there are more producers. This
entry of new firms into the industry causes a rightward shift in the industry supply
curve.

With an unchanged market demand curve, this rightward shift in the industry sup-
ply curve will reduce the equilibrium price. Both new and old firms will have to adjust
their output to this new price. New firms will continue to enter, and the equilibrium
price will continue to fall, until all firms in the industry are just covering their total costs.
The industry has now reached what is called a zero-profit equilibrium. The entry of new
firms then ceases. The effect of entry is shown in Figure 9-9.

Profits in a competitive industry are a signal for the entry of new firms; the indus-
try will expand, pushing price down until economic profits fall to zero.
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An Exit-Inducing Price We saw in Figure 9-5 (see page 207) that the firm s sup-
ply curve is the section of its marginal cost curve above the average variable cost curve. If
the market price falls below the minimum of average variable cost, the firm will simply
shut down its production and exit the industry.

If firms are making losses but the market price is above the shut-down point, there
will still be exit from the industry, but it will be gradual. Suppose the firms in a compet-
itive industry are making losses, like the firm shown in part (i) of Figure 9-8 on page
210. Although the firms are covering their variable costs, the return on their capital is
less than the opportunity cost of capital. They are not covering their total costs. This is
a signal for the gradual exit of firms. Old plants and equipment will not be replaced
as they wear out. As a result, the industry s supply curve eventually shifts leftward, and
the market price rises. Firms will continue to exit, and the market price will continue to
rise, until the remaining firms can cover their total costs. Once again the market reaches
a zero-profit equilibrium. The exit of firms then ceases. This gradual process of exit is
shown in Figure 9-10.

Losses in a competitive industry are a signal for the exit of firms; the industry will
contract, driving the market price up until the remaining firms are just covering
their total costs.

Sunk Costs and the Speed of Exit The process of exit is not always quick
and is sometimes painfully slow for the loss-making firms in the industry. The rate at
which firms leave unprofitable industries depends on how quickly their capital

FIGURE 9-9 The Effect of New Entrants Attracted by Positive Profits

Positive profits lead to the entry of new firms; this entry reduces the equilibrium market price and reduces the profits
of all firms. The initial short-run equilibrium is E0 in part (i) with equilibrium price p0*. At this price, a typical firm in
the industry is producing q0* units of output and is earning positive profits (since p0* * ATC at q0*). These positive
profits attract other firms who then enter the industry, causing the supply curve to shift to the right and reducing the
market price. The process of entry will continue until profits are driven to zero. S1 is the final supply curve and the
equilibrium market price has fallen to p1*. At the new market price, firms have each reduced their output to q1* and
are now just covering their total costs. Notice that each of the original firms is producing less than before, but because
of the new entrants total industry output has increased from Q0* to Q1*.
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becomes obsolete or becomes too costly to operate because of rising maintenance costs
as it ages. In many professional service industries, such as graphic design or consulting,
the physical capital is mostly office equipment, such as computers, printers, and so on. This
equipment becomes obsolete in just a few years, and thus loss-making firms will tend
to exit the industry very quickly. In other industries, such as railways or shipping, the
physical capital takes much longer to wear out or become obsolete. The result is that
loss-making firms in these industries will remain in operation for many years.

The longer it takes for firms  capital to become obsolete or too costly to operate, the
longer firms will remain in the industry while they are earning economic losses.

Another important factor in the speed of exit from an industry is the nature of
firms  fixed costs. Economists divide a firm s fixed costs into sunk costs costs that
could never be recovered and non-sunk costs costs that could be recovered by the
firm by such means as selling its capital or terminating its rental agreement.

As an example, consider a competitive firm in the machine-tools industry. It builds
a factory and equips it for a total cost of $30 million. This $30 million is an important
fixed cost for the firm. If the factory and machines are useful only for producing in this
industry, it might be very difficult to sell the factory if the firm ever wanted to exit the
industry. If the firm is unable to sell the plant at all, the $30 million is a sunk cost.
However, if the factory and equipment can be used to produce other products, as is
often the case, then the firm could sell the factory if it ever wanted to exit the industry.
If the firm could sell its factory for the full $30 million, the factory would be a fixed, but
non-sunk, cost.

FIGURE 9-10 The Effect of Exit Caused by Losses

Negative profits lead to the eventual exit of some firms as their capital becomes obsolete or becomes too costly to oper-
ate; this exit increases the equilibrium price and increases profits for those firms remaining in the market. The initial
market equilibrium is E0 in part (i), with equilibrium price p0*. At this market price, a typical firm is producing q0*
units and is making negative profits but, because price exceeds AVC, the firm remains in business. Since firms are earn-
ing less than the opportunity cost on their capital, they do not replace their capital as it becomes obsolete. Eventually,
some firms close down. As firms exit the industry, the industry supply curve shifts to the left and the market price
increases to p1*. For the remaining firms, this price increase leads them to increase their output from q0* to q1*,
the level of output at which they are just covering their total costs. Notice that the remaining firms are producing more
than before, but because of the exit of firms total industry output has fallen from Q0* to Q1*.
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Not all fixed costs are associated with the
capital cost of building or renting a factory. Other
costs that are fixed while the firm is operating
include the rental or leasing costs of office equip-
ment and furniture. Such fixed costs are often
non-sunk costs for the firm, however, because if
the firm shuts down, it can terminate these rental
or lease agreements, thus avoiding the costs
altogether.

This distinction between sunk and non-sunk
costs affects the speed of exit for loss-making
firms. To see why, suppose our machine-tools firm
is making losses in the short-run market equilib-
rium (as in Figure 9-10). If the $30-million factory
is a sunk cost, then the firm cannot recover the
cost by selling the factory. In this case, the firm
will remain in business as long as the market price
of its product exceeds its AVC; the alternative of
closing down and earning no revenue is less prof-
itable. If all firms are like this, the adjustment
shown in Figure 9-10 will be slow and gradual.
Conversely, if the firm is able to sell the factory at
a price equal to its full fixed costs, it can shut down its production and avoid paying
the fixed costs. In this case, it makes no sense to remain in business making losses just
because price is greater than average variable cost. It would be better to sell the factory,
recover the fixed costs, and exit the industry. If all firms are like this, the adjustment
shown in Figure 9-10 will be relatively quick. (In practice the sale price is likely to be
less than the full fixed costs and the firm will stay in business as long as its losses are
less than the difference between its fixed costs and the sale price of its fixed asset.)

If firms  fixed costs are mostly sunk costs, the process of exit in loss-making indus-
tries will be slow. If firms  fixed costs are mostly non-sunk costs, the process of exit
will be faster.

Long-Run Equilibrium

Because sooner or later firms exit when they are making losses and enter in pursuit of
profits, we get the following conclusion:

The long-run equilibrium of a competitive industry occurs when firms are earning
zero profits.

When a perfectly competitive industry is in long-run equilibrium, each firm will be
like the firm in part (ii) of Figure 9-8 on page 210, earning zero economic profit. For
such firms, the price p2 is sometimes called the break-even price. It is the price at which
all costs, including the opportunity cost of capital, are being covered. Any firm that is
just breaking even is willing to stay in the industry. It has no incentive to leave, nor do
other firms have an incentive to enter.

Conditions for Long-Run Equilibrium The previous discussion suggests
four conditions for a competitive industry to be in long-run equilibrium.

Oil tankers are a form of capital equipment that is highly industry
specific. A perfectly competitive shipping company that is incurring
losses may find it difficult or impossible to sell this capital equip-
ment and to exit the industry. In this case, the capital is mostly a
sunk cost, and the firm will remain in business as long as it can
cover its variable costs.

break-even price The

price at which a firm is just

able to cover all of its

costs, including the

opportunity cost of capital.
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1. Existing firms must be maximizing their profits,
given their existing capital. Thus, short-run mar-
ginal costs of production must be equal to market
price.

2. Existing firms must not be suffering losses. If they
are suffering losses, they will not replace their capi-
tal and the size of the industry will decline over
time.

3. Existing firms must not be earning profits. If they
are earning profits, then new firms will enter the
industry and the size of the industry will increase
over time.

4. Existing firms must not be able to increase their
profits by changing the size of their production
facilities. Thus, each existing firm must be at the
minimum point of its long-run average cost (LRAC)
curve.

This last condition is new to our discussion. Fig-
ure 9-11 shows that if the condition does not hold
that is, if the firm is not at the minimum of its LRAC
curve a firm can increase its profits. In the case
shown, although the firm is maximizing its profits with
its existing production facilities, there are unexploited
economies of scale. By building a larger plant, the firm
can move down its LRAC curve and reduce its average
cost. Alternatively, if the firm were producing at an
output that put it beyond the lowest point on its LRAC
curve, it could raise its profits by reducing its plant size.
Because in either situation average cost is just equal to
the market price, any reduction in average cost must
yield profits.

For a competitive firm to be maximizing its long-
run profits, it must be producing at the minimum
point on its LRAC curve.

As we saw in Chapter 8, the level of output at which LRAC reaches a minimum
is known as the firm s minimum efficient scale (MES). When each firm in the indus-
try is producing at the minimum point of its long-run average cost curve and just
covering its costs, as in Figure 9-12, the industry is in long-run equilibrium. Because
marginal cost equals price, no firm can improve its profits by varying its output in
the short run. Because each firm is at the minimum point on its LRAC curve, there is
no incentive for any existing firm to alter the scale of its operations. Because there
are neither profits nor losses, there is no incentive for entry into or exit from the
industry.

In long-run competitive equilibrium, each firm s average cost of production is the
lowest attainable, given the limits of known technology and factor prices.

FIGURE 9-11 Short-Run Versus Long-Run

Profit Maximization 

for a Competitive Firm

A competitive firm that is not at the minimum point
on its LRAC curve is not maximizing its long-run
profits. A competitive firm with short-run cost
curves SRATC and MC faces a market price of p0.
The firm produces Q0, where MC equals price and
total costs are just being covered. However, the
firm s long-run average cost curve lies below its
short-run curve at output Q0. The firm could pro-
duce output Q0 at cost c0 by building a larger plant
so as to take advantage of economies of scale. Profits
would rise, because average total costs of c0 would
then be less than price p0. The firm cannot be maxi-
mizing its long-run profits at any output below Qm
because, with any such output, average total costs
can be reduced by building a larger plant. The out-
put Qm is the minimum efficient scale of the firm.
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Chapter 9, Exercises 3 and 4.
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Changes in Technology

Our discussion of firms  long-run decisions has assumed
that all firms in the industry have the same technology
and thus the same cost curves. We now relax that
assumption and consider how a competitive industry
responds to technological improvements by new firms.

Consider a competitive industry in long-run equilib-
rium. Because the industry is in long-run equilibrium,
each firm must be earning zero profits. Now suppose
that some technological development lowers the cost
curves of newly built plants but no further advances are
anticipated. Because price is just equal to the average
total cost for the existing plants, new plants will be
able to earn profits, and some of them will now be built.
The resulting expansion in capacity shifts the short-run
supply curve to the right and drives price down.

The expansion in industry output and the fall in
price will continue until price is equal to the short-run
average total cost of the new plants. At this price, old
plants will not be covering their long-run costs. As long
as price exceeds their average variable cost, however,
such plants will continue in production. As the out-
moded plants wear out or become too costly to operate,
they will gradually be closed. Eventually, a new long-
run equilibrium will be established in which all plants
will use the new technology; market price will be lower
and output higher than under the old technology.

What happens in a competitive industry in which technological change does not
occur as a single isolated event but instead happens more or less continuously? Plants
built in any one year will tend to have lower costs than plants built in any previous
year. This common occurrence is illustrated in Figure 9-13.

Industries that are subject to continuous technological change have three common
characteristics. The first is that plants of different ages and with different costs exist side
by side. In the steel and newsprint industries, for
example, there are ongoing and gradual technolog-
ical improvements, and thus it is common for new
plants to have considerably lower costs than the
plants built several years earlier. Most of us do not
see these differences, however, because we rarely if
ever visit production facilities in these industries.
But the same characteristic is dramatically dis-
played in an industry that most of us observe casu-
ally through our car windows agriculture. You
will probably have noticed different farms with
different vintages of agricultural machinery; some
farms have much newer and better equipment than
others. Indeed, even any individual farm that has
been in operation for a long time will have various
vintages of equipment, all of which are in use.
Older models are not discarded as soon as a better
model comes on the market.

FIGURE 9-12 A Typical Competitive Firm

When the Industry Is in

Long-Run Equilibrium

In long-run competitive equilibrium, each firm is
operating at the minimum point on its LRAC curve.
In long-run equilibrium, each firm must be (1) maxi-
mizing short-run profits, MC * p; (2) earning profits
of zero on its existing plant, SRATC * p; and (3)
unable to increase its profits by altering the scale of
its operations. These three conditions can be met
only when the firm is at the minimum point on its
LRAC curve, with price p* and output Qm.
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New plants are usually built with the latest technology. This often
results in new plants having lower unit costs (and thus higher 
profits) than the existing plants built with older technology.
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Critics who observe the continued use of older, higher-cost plants and equipment
often urge that something be done to eliminate these wasteful practices.  These crit-
ics miss an important aspect of profit maximization. If the plant or piece of equipment
is already there, it can be profitably operated as long as its revenues more than cover
its variable costs. As long as a plant or some equipment can produce goods that are
valued by consumers at an amount above the value of the resources currently used up
for their production (variable costs), the value of society s total output is increased by
using it.

In industries with continuous technological improvement, low-cost firms will exist
side by side with older high-cost firms. The older firms will continue operating as
long as their revenues cover their variable costs.

A second characteristic of a competitive industry that is subject to continuous tech-
nological improvement is that price is eventually governed by the minimum ATC of the
lowest-cost (i.e., the newest) plants. New firms using the latest technologies will enter the
industry until their plants are just expected to earn normal profits over their lifetimes.
The benefits of the new technology are passed on to consumers because all the units of
the product, whether produced by new or old plants, are sold at a price that is related
solely to the ATCs of the new plants. Owners of older plants find that their returns over
variable costs fall steadily as newer plants drive the price of the product down.

A third characteristic is that old plants are discarded (or mothballed ) when the
price falls below their AVCs. This may occur well before the plants are physically worn
out. In industries with continuous technological progress, capital is usually discarded

FIGURE 9-13 Plants of Different Vintages in an Industry with Continuous Technological Progress

Entry of progressively lower-cost firms forces price down, but older plants with higher costs remain in the industry as
long as price covers their average variable costs. Plant 3 is the newest plant with the lowest costs. Long-run equilibrium
price will be determined by the average total costs of plants of this type because entry will continue as long as the own-
ers of the newest plants expect to earn profits from them. Plant 1 is the oldest plant in operation. It is just covering its
AVC, and if the price falls any further, it will be closed down. Plant 2 is a plant of intermediate age. It is covering its
variable costs and earning some contribution toward its fixed costs. Losses at all but the newest plants, in parts (i) and
(ii), are shown by the shaded areas.
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because it is economically obsolete, not because it is physically worn out. Old capital is
obsolete when the market price of output does not even cover its average variable cost
of production. Thus, a steel mill that is still fully capable of producing top-quality steel
may be shut down for perfectly sensible reasons; if the price of steel cannot cover the
average variable cost of the steel produced, then profit-maximizing firms will shut
down the plant.

Declining Industries

What happens when a competitive industry in long-run equilibrium experiences a con-
tinual decrease in the demand for its product? One example of this might be a long-
term change in tastes that leads households to substitute away from red meat and
toward fish and poultry. Another example is the ongoing substitution away from glass
beverage containers to plastic ones. As market demand for these products declines, market
price falls, and firms that were previously covering average total costs are no longer
able to do so. They find themselves suffering losses instead of breaking even; the signal
for the exit of capital is given, but exit takes time.

The Response of Firms The profit-maximizing response to a steadily declining
demand is to continue to operate with existing equipment as long as its variable costs
of production can be covered. As equipment becomes obsolete because the firm cannot
cover even its variable cost, it will not be replaced unless the new equipment can cover
its total cost. As a result, the capacity of the industry will shrink. If demand keeps declining,
capacity will continue shrinking.

Declining industries typically present a sorry sight to the observer. Revenues are
below long-run total costs and, as a result, new equipment is not brought in to replace
old equipment as it wears out. The average age of equipment in use rises steadily. The
untrained observer, seeing the industry s plight, is likely to blame it on the old
equipment.

The antiquated equipment in a declining industry is typically the effect rather than
the cause of the industry s decline.

The Response of Governments Governments are often tempted to support
declining industries because they are worried about the resulting job losses. Experience
suggests, however, that propping up genuinely declining industries only delays their
demise at significant cost to the taxpayers. When the government finally withdraws
its support, the decline is usually more abrupt and, hence, the required adjustment is
more difficult than it would have been had the industry been allowed to decline gradu-
ally under the natural market forces.

Once governments recognize that the decay of certain industries and the collapse
of certain firms are an inevitable part of a changing and evolving economy, a more
effective response is to provide retraining and income-support schemes that cushion
the impacts of change. These can moderate the effects on the incomes of workers who
lose their jobs and make it easier for them to transfer to expanding industries. Interven-
tion that is intended to increase mobility while reducing the social and personal costs of
mobility is a viable long-run policy; trying to freeze the existing industrial structure by
shoring up an inevitably declining industry is not.
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w w w. m y e c o n l a b . c o m

Demand shocks in competitive industries naturally lead to price changes. As
prices change, firms  profits rise or fall, and these adjustments cause entry to
or exit from the industry. After a new long-run equilibrium is reached, will the
market price be at its initial level? The answer depends on the nature of costs
within the industry. For more details, look for The Long-Run Industry Supply

Curve in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

Summary

 A competitive market structure is one in which individ-
ual firms have no market power that is, they have no
power to influence the market in which they sell their
product.
Competitive behaviour exists when firms actively com-
pete against one another, responding directly to other
firms  actions.

Perfectly competitive firms do not have competitive
behaviour because the actions of any one firm would have
no effect on any other firm.

9.1 Market Structure and Firm Behaviour

9.2 The Theory of Perfect Competition L1

 Four key assumptions of the theory of perfect competi-
tion are as follows:

1. All firms produce a homogeneous product.
2. Consumers know the nature of the product and the

price charged for it.
3. Each firm s minimum efficient scale occurs at a level

of output that is small relative to the industry s total
output.

4. The industry displays freedom of entry and exit.

Each firm in perfect competition is a price taker. It fol-
lows that each firm faces a horizontal demand curve at
the market price (even though the market demand curve
is downward sloping).

9.3 Short-Run Decisions L23

Any profit-maximizing firm will produce at a level of out-
put at which (a) price is at least as great as average vari-
able cost and (b) marginal cost equals marginal revenue.
In perfect competition, firms are price takers, so mar-
ginal revenue is equal to price. Thus, a profit-maximiz-
ing competitive firm chooses its output so that its
marginal cost equals the market price.
Under perfect competition, each firm s short-run supply
curve is identical to its marginal cost curve above aver-

age variable cost. The perfectly competitive industry s
short-run supply curve is the horizontal sum of the sup-
ply curves of the individual firms.
In short-run equilibrium, each firm is maximizing its
profits. However, any firm may be suffering losses (price
is less than average total cost), making profits (price is
greater than average total cost), or just breaking even
(price is equal to average total cost).
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9.4 Long-Run Decisions L4

In the long run, profits or losses will lead to firms  entry
into or exit out of the industry. This pushes any compet-
itive industry to a long-run, zero-profit equilibrium and
moves production to the level that minimizes average
cost.
The long-run response of an industry to steadily
changing technology is the gradual replacement of less

efficient plants by more efficient ones. Older plants will
be discarded and replaced by more modern ones only
when price falls below average variable cost.
The long-run response of a declining industry will be to
continue to satisfy demand by employing its existing
plants as long as price exceeds short-run average
variable cost.

Key Concepts
Competitive behaviour and

competitive market structure
Perfect competition
Price taking and a horizontal demand

curve

Short-run and long-run equilibrium of
competitive industries

Entry and exit in achieving long-run
equilibrium

Average revenue, marginal revenue,
and price under perfect competition

Rules for maximizing profits
The relationship of supply curves to

marginal cost curves

Study Exercises

1. Fill in the blanks to make the following statements
correct.

a. The demand curve faced by a single firm in a per-
fectly competitive market is _____________.

b. The demand curve faced by a single firm in a per-
fectly competitive industry coincides with the firm s
_____________ curve and its _____________ curve.

c. Total revenue is calculated by multiplying
_____________ and _____________. Average rev-
enue is calculated by dividing _____________ by
_____________. Marginal revenue is calculated by
dividing _____________ by _____________.

d. A firm s loss when it produces no output is equal to
its _____________.

2. Fill in the blanks to make the following statements
correct.

a. The shut-down price is the price at which the firm
can just cover its _____________.

b. If the average variable cost of producing any given
level of output exceeds the price at which it can be
sold, then the firm should _____________.

c. If a firm is producing a level of output such that
MC+MR, that firm should _____________ output.

d. The profit-maximizing level of output for a price-
taking firm is the output at which MR and MC are
_____________ and the gap between TR and TC is
_____________.

e. If a perfectly competitive firm is producing its
profit-maximizing level of output and the price of
its output rises, then MR will be _____________
MC and the firm should _____________ output.

3. Fill in the blanks to make the following statements correct.

a. The short-run supply curve for a perfectly com-
petitive firm is that firm s marginal cost curve for
levels of output where marginal cost exceeds
_____________.

b. If a firm is producing a level of output where MR
*MC but is suffering losses, we know that price is
below _____________. This firm should continue
to produce as long as price exceeds _____________.

c. If a firm is earning profits, we know that price is
above its _____________. There is an incentive for
other firms to _____________ this industry.

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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4. In Figure 9-1 on page 201, we explain the difference
between the demand curve for a competitive industry
and the demand curve facing an individual firm in that
industry. Review that figure and answer the following
questions.

a. Explain what would happen if the individual firm
tried to charge a higher price for its product.

b. Explain why the individual firm has no incentive to
charge a lower price for its product.

c. Explain why the demand curve for an individual
firm is horizontal at the current market price.

5. Consider the following table showing the various rev-
enue concepts for DairyTreat Inc., a perfectly compet-
itive firm that sells milk by the litre. Suppose the firm
faces a constant market price of $2 per litre.

Total Average Marginal
Price Revenue Revenue Revenue
(p) Quantity (TR) (AR) (MR)

$2 150
2 175
2 200
2 225
2 250

a. Compute total revenue for each level of output. Fill
in the table.

b. Compute average and marginal revenue for each level
of output. Fill in the table. (Remember to compute
marginal revenue between successive levels of output.)

c. Explain why for a perfectly competitive firm, AR*
MR * p.

d. Plot the TR, MR, and AR curves on a scale dia-
gram. What is the slope of the TR curve?

6. The diagram below shows the various short-run cost
curves for a perfectly competitive firm.
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Market Firm s Is Price Is Price Are Profits 
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a. Based on the diagram, and the assumption that the
firm is maximizing its profit, fill in the table. The
last three columns require only a yes  or no.

b. What is this firm s shut-down price? Explain.
c. What is this firm s supply curve? Explain.

7. Consider the table below showing the supply schedules
for three competitive firms, each producing honey.
These three firms make up the entire industry.

Market Price
Output (kg) 

($/kg) Firm A Firm B Firm C Industry

2.50 100 0 0
3.00 125 0 0
3.50 150 100 0
4.00 175 150 0
4.50 200 200 100
5.00 225 250 175
5.50 250 300 250
6.00 275 350 325

a. Compute the total industry supply at each price
and fill in the table.

b. On a scale diagram similar to Figure 9-6 on page
208, plot the supply curve for each firm and for the
industry as a whole.

c. Explain why Firm B produces no output at prices
$3 and lower, and why Firm C produces no output
at prices $4 and lower.

8. Consider the perfectly competitive barley industry. It is
initially in long-run equilibrium at quantity Q0 and
price p0.

a. Draw a supply-and-demand diagram for the barley
market, showing the initial long-run equilibrium.

b. Draw a diagram for a typical firm when the indus-
try is in its initial long-run equilibrium, showing its
MC, ATC, and LRAC curves. Are any profits being
earned by the typical barley farmer?

c. Now suppose there is an increase in demand
(caused by an increase in demand for beer, which
uses barley as an input). Price rises to p1. In your
diagram, show the typical firm s short-run response
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to the increase in market price from p0 to p1. Show
the area that represents the typical firm s profits at
this new price.

d. Explain how this industry adjusts to its new long-
run equilibrium. Illustrate this adjustment both in
the demand-and-supply diagram and in the diagram
of the typical firm. (You may assume that costs for
barley firms are unaffected by this change.)

9. The diagrams below show short-run cost curves for
four perfectly competitive firms. Assume that each
firm faces a market price of p0.

a. Which firms could earn positive profits at some
level of output?

b. Which firms would be incurring losses at their
profit-maximizing level of output, but will con-
tinue producing in the short run?

c. Which firms will choose not to produce at price p0?

Quantity

(iii) Firm 3

P
ri

ce

p
0

MC

AVC

ATC

Quantity

(i) Firm 1

P
ri

ce

p
0

ATC

MC

AVC

10. This question is based on the section The Long-
Run Industry Supply Curve found on this book s
MyEconLab (www.myeconlab.com). A major theme
of this chapter is the role that free entry and exit
play in determining a competitive industry s long-run
equilibrium. Keeping this theme in mind, think of
the following statement:

In Industry X, demand and supply do determine
price in the short run, but in the long run, only sup-
ply matters.

a. Assuming that Industry X is a constant-cost indus-
try, use a demand-and-supply diagram to illustrate
why the statement is exactly correct.

b. Now, assuming that Industry X is an increasing-
cost industry, show in a demand-and-supply diagram
why the statement is not quite correct.

(iv) Firm 4

Quantity

P
ri

ce

p
0

ATC

MC

AVC

(ii) Firm 2

Quantity

P
ri

ce

p
0

ATC

MC

AVC
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Discussion Questions
1. Discuss the common allegation that when all firms in

an industry are charging the same price, this indicates
the absence of competition and the presence of some
form of price-setting agreement.

2. Which of the following observed facts about an indus-
try are inconsistent with its being a perfectly competi-
tive industry?

a. Different firms use different methods of production.
b. The industry s product is extensively advertised by

a trade association.
c. Individual firms devote a large fraction of their sales

receipts to advertising their own product brands.
d. There are 24 firms in the industry.
e. The largest firm in the industry makes 40 percent

of the sales, and the next largest firm makes 20 per-
cent of the sales, but the products are identical, and
there are 61 other firms.

f. All firms made large profits last year.

3. In which of the following sectors of the Canadian
economy might you expect to find competitive behav-
iour? In which might you expect to find industries that
are classified as operating under perfectly competitive
market structures?

a. Manufacturing
b. Agriculture
c. Transportation and public utilities
d. Wholesale and retail trade
e. Illegal drugs

4. Today s typical office contains personal computers of
various vintages, with the newest machines having the
largest output per unit of cost. There are also old
machines that, though still able to function, are not in
use at all. What determines the second-hand price of
the older machines? What is the economic value of the
machines that are no longer used?

5. What, if anything, does each one of the following tell
you about ease of entry into or exit from an industry?

a. Profits have been very high for two decades.
b. No new firms have entered the industry for 20 years.
c. The average age of the firms in the 40-year-old

industry is less than 7 years.
d. Most existing firms are using old-technology equip-

ment alongside newer, more modern equipment.
e. Profits are low or negative; many firms are still

producing, but from steadily aging equipment.

6. This question refers to The Long-Run Industry
Supply Curve in the Additional Topics section of the 
MyEconLab. Explain why perfectly competitive agri-
cultural industries may have external economies of
scale and thus may be declining-cost industries aris-
ing from the behaviour of the farm machinery industry.
Is it relevant that the farm machinery industry is domi-
nated by a small number of very large firms?
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L LEARNING OBJECTIVES

In this chapter you will learn

1 why marginal revenue is less than price for

a profit-maximizing monopolist.

2 how entry barriers can allow monopolists to

maintain positive profits in the long run.

3 how firms can form a cartel to restrict

industry output and increase their profits.

4 why firms can increase their profits through

price discrimination.

Perfect competition is at one end of the spectrum of

market structures. At the other end is monopoly.

Economists say that a monopoly occurs when the

output of an entire industry is produced by a single

firm, called a monopolist or a monopoly firm. Exam-

ples of monopoly are rare at the national level but

are more common for smaller geographical areas.

The company that supplies electric power to your

home is almost certainly a monopoly, as are the

firms that provide local (but not long-distance) land-

line telephone service and cable television. Because

monopoly is the market structure that allows for

the maximum possible exercise of market power on

the part of the firm, monopoly markets and perfectly

competitive markets provide two extremes of behav-

iour that are useful for economists in their study of

market structure.

In this chapter we examine how a profit-

maximizing monopolist determines its price and quan-

tity. We begin by considering a monopolist that sells

all its output at a single price. We then consider cartels

that are formed when several firms band together in

order to behave more like a monopolist. We end the

chapter by examining situations in which monopolists

and other firms with market power are able to charge

different prices to different customers something

you have probably observed with airlines, movie the-

atres, and even your local grocery store.

monopoly A market

containing a single firm.

monopolist A firm that is

the only seller in a market.

Monopoly, Cartels,
and Price
Discrimination
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10.1 A Single-Price Monopolist
We look first at a monopolist that charges a single price for its product. This firm s
profits, like those of all firms, will depend on the relationship between its costs and its
revenues.

Revenue Concepts for a Monopolist

We saw in Chapter 7 that the shape of a firm s short-run cost curves arises from the
conditions of production rather than from the market structure in which the firm oper-
ates. As a result, the same forces that lead perfectly competitive firms to have U-shaped
cost curves apply equally to monopolists. Therefore we do not need to introduce any
new cost concepts to analyze a monopoly firm everything that we saw in Chapter 7
applies equally to firms in all market structures. We can therefore focus our attention
on a monopolist s revenues.

Because a monopolist is the sole producer of the product that it sells, the demand
curve it faces is simply the market demand curve for that product. The market demand
curve, which shows the total quantity that buyers want to purchase at each price, also
shows the quantity that the monopolist will be able to sell at each price.

Unlike a perfectly competitive firm, a monopolist faces a negatively sloped demand
curve.

A monopolist therefore faces a tradeoff between the price it charges and the quan-
tity it sells. For a monopolist, sales can be increased only if price is reduced, and price
can be increased only if sales are reduced.

Average Revenue Starting with the market demand curve, we can readily derive
the monopolist s average and marginal revenue curves. When the monopolist charges
the same price for all units sold, its total revenue (TR) is simply equal to the single price
times the quantity sold:

TR * p + Q

Since average revenue is total revenue divided by quantity, it follows that average rev-
enue is equal to the price:

AR * ,
T

Q

R
, *,

p +

Q

Q
,* p

And since the demand curve shows the price of the product, it follows that the demand
curve is also the monopolist s average revenue curve.

Marginal Revenue Now let s consider the monopolist s marginal revenue the
revenue resulting from the sale of one more unit of the product. Because its demand
curve is negatively sloped, the monopolist must reduce the price that it charges on all
units in order to sell an extra unit. But this implies that the price received for the extra
unit sold is not the firm s marginal revenue because, by reducing the price on all previ-
ous units, the firm loses some revenue. Marginal revenue is therefore equal to the price
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minus this lost revenue. It follows that the marginal revenue resulting from the sale of
an extra unit is less than the price that the monopolist receives for that unit.

The monopolist s marginal revenue is less than the price at which it sells its output.
Thus the monopolist s MR curve is below its demand curve. [24]

The relationship between marginal revenue and price for a numerical example is
shown in detail in Figure 10-1. Consider the table first. Notice that the numbers in
columns 4 and 5 are plotted between the rows that refer to specific prices, because the
numbers refer to what happens when the price changes from one row to the next. As
price declines and quantity sold increases, marginal revenue is calculated as the change
in total revenue divided by the change in quantity:

MR *,
*

*

T

Q

R
,

Now look at the figure. It plots the demand curve described by the price and quan-
tity values shown in the table. It also plots the marginal revenue curve and locates the spe-
cific points on it that were calculated in the table. For purposes of illustration, a
straight-line demand curve has been chosen.1

Notice that marginal revenue is positive up to 50 units of sales, indicating that
reductions in price between $10 and $5 increase total revenue. Notice also that mar-
ginal revenue is negative for sales greater than 50 units, indicating that reductions in
price below $5 cause total revenue to fall.

The figure also illustrates the two opposing forces that are present whenever the
monopolist considers changing its price. As an example, consider the reduction in price
from $6 to $5. First, the 40 units that the firm was already selling bring in less money
at the new lower price than at the original higher price. This loss in revenue is the
amount of the price reduction multiplied by the number of units already being sold 
(40 units + $1 per unit * $40). This is shown as the green shaded area in the figure.
The second force, operating in the opposite direction, is that new units are sold, which
adds to revenue. This gain in revenue is given by the number of new units sold multi-
plied by the price at which they are sold (10 units + $5 * $50). This is shown as the
purple shaded area. The net change in total revenue is the difference between these two
amounts. In the example shown in the figure, the increase resulting from the sale of
new units exceeds the decrease resulting from existing sales now being made at a lower
price. Marginal revenue is thus positive. Furthermore, the change in total revenue is
$10, whereas the change in the number of units sold is 10 units. Thus, marginal rev-
enue, given by -TR/-Q, is equal to $10/10 * $1.

The proposition that marginal revenue is always less than price for a monopolist
provides an important contrast with perfect competition. Recall that in perfect compe-
tition, the firm s marginal revenue from selling an extra unit of output is equal to the
price at which that unit is sold. The reason for the difference is not difficult to under-
stand. The perfectly competitive firm is a price taker; it can sell all it wants at the given
market price. In contrast, the monopolist faces a negatively sloped demand curve; it
must reduce the market price to increase its sales.

1 When drawing these curves, note that if the demand curve is a negatively sloped straight line, the MR curve
is also a negatively sloped straight line but is exactly twice as steep as the demand curve. The MR curve s price
intercept (where Q * 0) is the same as that of the demand curve, and its quantity intercept (where p * 0) is
one-half that of the demand curve. [25]
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Computing Average and Marginal Revenue

Change
Price Quantity Total in Total Marginal

(Average Sold Revenue Revenue Revenue
Revenue) Q (p+Q) (,TR) (,TR/,Q)

(1) (2) (3) (4) (5)

10 0 0
9 10 90

90 9

8 20 160
70 7

7 30 210
50 5

6 40 240
30 3

5 50 250
10 1

4 60 240
-10 -1

3 70 210
-30 -3

2 80 160
-50 -5

1 90 90
-70 -7

0 100 0
-90 -9

FIGURE 10-1 A Monopolist s Average and Marginal Revenue
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Marginal revenue is less than price because the price must be
reduced on all units in order to sell an additional unit. Our
example shows that every time the firm lowers its price by $1, its
sales increase by 10 units. At a price of $6, the firm sells 40 units
for a total revenue of $240. If it lowers its price to $5 on all
units, total sales rise to 50 units and total revenue rises to $250.
The purple rectangle shows the $50 gain in revenue associated
with the 10 extra units sold at $5 each. The green rectangle
shows the $40 loss in revenue associated with reducing the price
by $1 on the original 40 units. Thus, the firm s marginal revenue
when it reduces its price from $6 to $5 is the change in total
revenue ($250 - $240 * $10) divided by the change in quantity
(50 - 40 * 10). MR * $10/10 * $1.

Average and Marginal Revenue Curves

If you plot the data on TR from Figure 10-1, you will notice that TR rises (MR is
positive) as price falls, reaching a maximum where p * $5 and MR * 0. Then, as price
continues to fall, TR falls (MR is negative). Using the relationship between elasticity
and total revenue that we first saw in Chapter 4, it follows that demand is elastic
(. / 1) when MR is positive and demand is inelastic (. 0 1) when MR is negative.
The value of . declines steadily as we move down the demand curve. As we will see
shortly, a profit-maximizing monopolist will always produce on the elastic portion of
its demand curve (that is, where MR is positive).

Short-Run Profit Maximization

We began this chapter by noting that the cost concepts from Chapter 7 apply equally to
a monopolist as to a competitive firm. We have now examined a monopolist s average
and marginal revenues and are therefore ready to combine the cost and revenue infor-
mation to determine the monopolist s profit-maximizing price and level of output.

Practise with Study Guide

Chapter 10, Exercises 1 and 2.
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Recall the two general rules about profit maximization from Chapter 9:

Rule 1: The firm should not produce at all unless price (average revenue)
exceeds average variable cost.

Rule 2: If the firm does produce, it should produce a level of output such that
marginal revenue equals marginal cost.

Figure 10-2 illustrates a monopolist s choice of output to equate its marginal cost
with its marginal revenue. Recall that it is the intersection of the MR and MC curves
that determines the firm s profit-maximizing quantity; but the price charged to con-
sumers is then determined by the demand curve. With the firm s costs given by the ATC
curve shown in the figure, the monopolist is making positive profits, as shown by the
red shaded area.

In general, however, a profit-maximizing monopo-
list need not be making positive profits. Even when the
firm is choosing its quantity to maximize its profits, the
size of those profits depends on the position of the ATC
curve. In Figure 10-2 the monopolist is earning positive
profits. But you can easily imagine other possibilities. If
the firm s ATC curve was higher (perhaps because of
higher fixed costs), the firm with the same level of out-
put and charging the same price could be breaking even
(zero profits) or even making negative profits (losses).
(Readers can create their own diagrams like Figure 10-2
and draw in the appropriate ATC curves to illustrate
these two possibilities.)

Nothing guarantees that a monopolist will make
positive profits in the short run, but if it suffers per-
sistent losses, it will eventually go out of business.

No Supply Curve for a Monopolist In describ-
ing the monopolist s profit-maximizing behaviour, we
did not introduce the concept of a supply curve, as we
did in the discussion of perfect competition. In perfect
competition, each firm is a price taker and its supply
curve is given by its own MC curve. It follows that in
perfect competition there is a unique relationship
between market price and quantity supplied by any sin-
gle firm: An increase in the market price leads to an
increase in quantity supplied. But there is no such rela-
tionship in monopoly.

A monopolist does not have a supply curve because it is not a price taker; it chooses
its profit-maximizing price-quantity combination from among the possible combi-
nations on the market demand curve.

Like a perfectly competitive firm, a monopolist has a marginal cost curve. But unlike
a competitive firm, a monopolist does not face a given market price. The monopolist
chooses the price-quantity combination on the market demand curve that maximizes its
profits. Following Rule 2, the profit-maximizing level of output is determined where the
MC and MR curves intersect.

FIGURE 10-2 Short-Run Profit Maximization

for a Monopolist
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The profit-maximizing output is Q*, where MR *
MC; price is p*. The rules for profit maximization
require MR *MC and p + AVC. (AVC is not shown
in the graph, but it must be below ATC.) With aver-
age costs given by ATC, unit costs at Q* are given by
c and the monopolist makes positive profits shown
by the red shaded area.
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Firm and Industry Because the monopolist is the only producer in an industry,
there is no need for a separate discussion about the firm and the industry, as is neces-
sary with perfect competition. The monopolist is the industry. Thus, the short-run,
profit-maximizing position of the firm, as shown in Figure 10-2, is also the short-run
equilibrium of the industry.

Competition and Monopoly Compared The comparison of monopoly with
perfect competition is important. For a perfectly competitive industry, the equilibrium
is determined by the intersection of the industry demand and supply curves. Since the
industry supply curve is simply the sum of the individual firms  marginal cost curves,
the equilibrium output in a perfectly competitive industry is such that price equals mar-
ginal cost. For the monopolist, in contrast, equilibrium output is such that price is

greater than marginal cost. And since demand curves
are downward sloping and MC curves are typically
upward sloping, the gap between price and marginal
cost implies one thing: The level of output in a monopo-
lized industry is less than the level of output that would
be produced if the industry were instead made up of
many price-taking firms (with the same cost structure).
This comparison is illustrated in Figure 10-3.

A perfectly competitive industry produces a level of
output such that price equals marginal cost. A
monopolist produces a lower level of output, with
price exceeding marginal cost.

In Chapter 5 we briefly discussed the meaning of
market efficiency and how it relates to the amount of
economic surplus generated in the market. We will
examine these concepts in more detail in Chapter 12.
For now we can observe why the decisions of the
monopolist though perhaps very profitable for the
firm lead to an inefficient outcome for society as a
whole.

Since price exceeds marginal cost for a monopolist,
society as a whole would benefit if more units of the
good were produced because the marginal value to
society of extra units, as reflected by the price, exceeds
the marginal cost of producing the extra units. In the
terminology we introduced in Chapter 5, more eco-
nomic surplus would be generated for society if the
monopolist increased its level of output. The monopo-
list s profit-maximizing decision to restrict output
below the competitive level creates a loss of economic
surplus for society a deadweight loss. In other words,
it leads to market inefficiency.

A monopolist restricts output below the competi-
tive level and thus reduces the amount of economic
surplus generated in the market. The monopolist
therefore creates an inefficient market outcome.

FIGURE 10-3 The Inefficiency of Monopoly
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The level of output in a monopolized industry is less
than the level of output that would be produced if the
industry were perfectly competitive. If the industry is
made up of many price-taking firms, the industry
supply curve S is the horizontal sum of the many
individual marginal cost curves. Given the market
demand curve D, the competitive equilibrium quan-
tity is Qc and the price is pc. Now suppose the indus-
try has a monopolist with marginal costs given by the
MC curve shown. In this case, MR is the monopolist s
marginal revenue curve. The profit-maximizing
monopolist produces Qm units of output and charges
a price of pm.

Notice in the monopoly outcome that for the
units of output between Qm and Qc, the marginal
value to society of extra units of the good (as shown
by the demand curve) exceeds the marginal cost of
producing extra units, and thus society would benefit
from having these units produced. The monopolist s
restriction of output below Qc creates a deadweight
loss for society shown by the purple area. The monop-
oly outcome is inefficient.
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Entry Barriers and Long-Run Equilibrium

In a monopolized industry, as in a perfectly competitive one, losses and profits provide
incentives for exit and entry. If the monopoly is suffering losses in the short run, it will
continue to operate as long as it can cover its variable costs. In the long run, however,
it will leave the industry unless it can find a scale of operations at which its full oppor-
tunity costs can be covered.

If the monopoly is making profits, other firms will want to enter the industry in
order to earn more than the opportunity cost of their capital. If such entry occurs, the
firm will cease to be a monopoly. Instead of facing the entire market demand curve, the
(former) monopolist will have to compete with the new firms and thus will capture only
part of the overall market demand.

If monopoly profits are to persist in the long run, the entry of new firms into the
industry must be prevented.

Anything that prevents the entry of new firms is called an entry barrier. They may be
natural or created.

Natural Entry Barriers Natural barriers most commonly arise as a result of
economies of scale. When the long-run average cost curve is negatively sloped over a
large range of output, big firms have significantly lower average total costs than small
firms. Recall from Chapter 8 that the minimum efficient scale (MES) is the smallest-
size firm that can reap all the economies of large-scale production. It occurs at the level
of output at which the firm s long-run average cost curve reaches a minimum.

To see how economies of scale can act as an entry barrier, consider the production
of newsprint. Suppose the technology of newsprint production is such that a firm s
MES is 10 000 tonnes per year at an average total cost of $500 per tonne. Further sup-
pose that at a price of $600, the quantity demanded in the entire market is 11 000
tonnes per year. Under these circumstances, only one firm could operate at or near its
MES. Any potential entrant would have unit costs higher than those of the existing
firm and so could not compete successfully.

A natural monopoly occurs when the industry s demand conditions allow no more
than one firm to cover its costs while producing at its
minimum efficient scale. Electrical power transmis-
sion is a natural monopoly with current technology
it is cheaper to have only one set of power lines
(rather than two or more) serving a given region.

Another type of natural entry barrier is setup
cost. If a firm could be catapulted fully grown into
the market, it might be able to compete effectively
with the existing monopolist. However, the cost to
the new firm of entering the market, developing its
products, and establishing such things as its brand
image and its dealer network may be so large that
entry would be unprofitable.

Created Entry Barriers Many entry barriers
are created by conscious government action. Patent
laws, for instance, prevent entry by conferring on the
patent holder the sole legal right to produce a partic-
ular product for a specific period of time. A firm may

Practise with Study Guide

Chapter 10, Exercise 3.

Many industries have considerable economies of scale. These
scale economies can provide an entry barrier and allow existing
firms to sustain high profits.

entry barrier Any barrier to

the entry of new firms into

an industry. An entry

barrier may be natural or

created.

natural monopoly An

industry characterized by

economies of scale

sufficiently large that only

one firm can cover its costs

while producing at its

minimum efficient scale.
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also be granted a charter or a franchise that prohibits competition by law. Canada
Post, for example, has a government-sanctioned monopoly on the delivery of first-class
mail. In other cases the regulation and/or licensing of firms severely restricts entry. Pro-
fessional organizations for dentists or engineers, for example, often restrict the number
of places in accredited dental or engineering schools and thus restrict entry into those
industries.

Other barriers can be created by the firm or firms already in the market. In
extreme cases, the threat of force or sabotage can deter entry. The most obvious entry
barriers of this type are encountered in organized crime, where operation outside the
law makes available an array of illegal but potent barriers to new entrants. But law-
abiding firms must use legal tactics in an attempt to increase a new entrant s setup
costs. Such tactics range from the threat of price cutting designed to impose unsus-
tainable losses on a new entrant to heavy brand-name advertising. (These and other
created entry barriers will be discussed in more detail in Chapter 11.)

The Significance of Entry Barriers Because there is freedom of entry and
exit in perfect competition, and thus no entry barriers, profits cannot persist in the long
run. In monopolized industries, however, profits can persist in the long run whenever
there are effective barriers to entry.

In competitive industries, profits attract entry, and entry erodes profits. In monop-
olized industries, positive profits can persist as long as there are effective entry 
barriers.

Applying Economic Concepts 10-1 discusses an interesting example from Ireland
in the 1990s in which government regulations, by restricting entry, led local pubs to
have considerable monopoly power. At a time when Irish pubs are becoming a popular
trend in many countries, it is ironic to see how a booming Irish economy combined
with government regulation caused a shortage of Irish pubs in Ireland itself!

The Very Long Run and Creative Destruction

In the very long run, technology changes. New ways of producing old products are
invented, and new products are created to satisfy both familiar and new wants. These
are related to the concept of entry barriers; a monopoly that succeeds in preventing 
the entry of new firms capable of producing its product will sooner or later find its bar-
riers circumvented by innovations.

A firm may be able to develop a new production process that circumvents a patent
upon which a monopolist relies to bar the entry of competing firms.

A firm may compete by producing a somewhat different product satisfying the
same need as the monopolist s product. An example is the courier services provided
by United Parcel Service or Federal Express that compete with the package delivery
of Canada Post. Canada Post still has a government-granted monopoly on the deliv-
ery of first-class mail, but it has no monopoly on the delivery of packages, whatever
their size.

Finally, a firm may get around a natural monopoly by inventing a technology that
produces at a low minimum efficient scale (MES) and allows it to enter the industry
and still cover its full costs. The creation of cell-phone technology, for example, allows
the provider of cell-phone services to compete with the provider of local land-line
telephone services without having to establish an expensive network of wires, thus
allowing successful competition at a much smaller scale of operations.
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During the 1990s the Irish economy was booming so
much so that many economists referred to it as the
Celtic Tiger,  putting it in the same category as the

Asian tigers of Taiwan, Singapore, Hong Kong, and
South Korea. As the Irish economy boomed, however,
line-ups and prices in many Irish pubs skyrocketed. The
shortage of pubs was so severe that some pub operators
implemented their own rationing schemes by turning
away young people, bachelor parties, and sloppy
dressers. In some cases, publicans even threatened to
expel anyone who started to sing, a long-standing 
tradition in Irish pubs.

So what was going on in the pub industry in
Ireland? Ordinarily, as demand increases and profits rise,
new pubs would be established. This entry of new pubs
would keep the existing pubs from earning high profits.
The problem in Ireland was that the issuance of pub
licences was governed by a 1902 law that froze the
number of licences at the level in place at that time. As
incomes grew over time and the demand for pubs
increased, the entry of new pubs was prevented. It is
therefore no surprise that prices in pubs were rising and
that existing pubs were extremely profitable. This prof-
itability was reflected in the high purchase prices of the
pub licences, which were freely tradable (although in
fixed total supply). If pubs earned zero economic profit,
these licences would have had no market value. The
Irish Competition Authority estimated the total value of
existing licences at between 1 billion and 2 billion
euros. The market value of these licences was a rough
measure of the cost imposed on society by the regula-
tions limiting the entry of new pubs.

Another aspect of the 1902 legislation that caused
local pub shortages is that pub owners were prevented
from transferring licences across county lines. As the
population increasingly moved from small towns to
larger cities over the past several decades, small towns
were left with too many pubs while neighbourhoods in
the larger cities had far too few. This distortion was seen

clearly in Dublin, where approximately 35 percent of the
Irish population was served by only 12 percent of the
country s pubs.

Though new pubs could not be built in urban areas,
the legislation allowed existing urban pubs to expand.
This enabled more consumers to be served, but many
complained that it led to the rise of the super pubs
larger establishments that lacked the social atmosphere
that made Irish pubs famous the world over.

Who gained from this legislation, and who lost?
The clear losers were the pubs  customers (especially in
growing towns and cities) who were faced with higher
prices and longer line-ups. The clear gainers were the
owners of the pubs in areas where demand was strong.
It is no surprise, therefore, that Ireland s powerful pub
lobby continued to fight efforts by the government to
review pub legislation.

APPLYING ECONOMIC CONCEPTS 10-1

Entry Barriers for Irish Pubs During the Booming 1990s

Government legislation in Ireland restricted the entry of
new pubs and therefore permitted existing pubs to earn
high profits without the threat of competition.

(For the Irish Competition Authority s submission to
the Liquor Licensing Commission [October 2001], see
www.tca.ie and click on Authority Documents. )

A monopolist s entry barriers are often circumvented by the innovation of produc-
tion processes and the development of new goods and services. Such innovation
explains why monopolies rarely persist over long periods, except those that are
protected through government charter or regulation.

The distinguished economist Joseph Schumpeter (1883 1950) took the view that
entry barriers were not a serious obstacle in the very long run. He argued that the
short-run profits of a monopoly provide a strong incentive for others, through their
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own innovations and product development, to try to usurp some of these profits for
themselves. If a frontal attack on the monopolist s entry barriers is not possible, the
barriers will be circumvented by such means as the development of similar products
against which the monopolist will not have entry protection. Schumpeter called the
replacement of one product by another the process of creative destruction. Creative
referred to the rise of new products; destruction  referred to the demise of the exist-
ing products and perhaps the firms that produced them. Some examples of creative
destruction are presented in Lessons From History 10-1.

Schumpeter argued that this process of creative destruction reflects new firms  abil-
ities to circumvent entry barriers that would otherwise permit monopolists to earn prof-
its in the long run. He also argued that because creative destruction thrives on
innovation, the existence of monopoly profits is a major incentive to economic growth.

LESSONS FROM HISTORY 10-1

Creative destruction, the elimination of one product by
a superior product, is a major characteristic of all
advanced countries. It eliminates the strong market
position of the firms and workers who make the threat-
ened product.

The steel-nibbed pen eliminated the quill pen with
its sharpened bird s feather nib. The fountain pen
eliminated the steel pen and its accompanying inkwell.
The ballpoint pen virtually eliminated the fountain
pen. Who knows what will come next in writing
implements?

The silent films eliminated vaudeville. The talkies
eliminated silent films and colour films have all but
eliminated black and white. Television seriously
reduced the demand for films (and radio) while not
eliminating either of them. Cable greatly reduced the
demand for direct TV reception by offering a better
picture and a more varied selection. Satellite TV is
now threatening to eliminate cable by offering much
more selection, and access to programs on the Inter-
net is now challenging the dominance of television
networks.

For long-distance passenger travel by sea, the
steamship eliminated the sailing vessel around the
beginning of the twentieth century. In the 1960s the air-
plane eliminated the ocean liner as a means of long-
distance travel (but not for holiday cruises). For
passenger travel on land, the train eliminated the stage-
coach, while the bus competed with the train without
eliminating it. The airplane wiped out the passenger
train in most of North America while leaving the bus
still in a low-cost niche used mainly for short and
medium distances.

These examples all involve the elimination of a
product by the development of a new, preferred product.
But creative destruction also occurs with the develop-
ment of better processes. The laborious hand-setting
of metal type for printing was replaced by linotype
that allowed the type to be set by a keyboard operator,
but it still involved a costly procedure for making
corrections. The linotype was swept away by com-
puter typesetting and much of the established printing
shop operations have now been replaced by desktop
publishing.

A century ago, automobiles were produced with
skilled craftsmen operating relatively unsophisticated
equipment. When Henry Ford perfected the tech-
niques of mass production in the early 1920s, masses
of less-skilled workers operated specialized and inflex-
ible equipment. Then Toyota revolutionized the indus-
try with its techniques of lean production, which did
away with much of the repetitive tasks of mass pro-
duction. Today, relatively few highly skilled workers
operate very sophisticated robotics equipment to pro-
duce today s vehicles.

These cases all illustrate the same general message.
Technological change transforms the products we con-
sume, how we make those products, and how we work.
It continually sweeps away positions of high income
and economic power established by firms that were in
the previous wave of technological change and by those
who work for them. It is an agent of dynamism in our
economy, an agent of change and economic growth, but
it is not without its dark side in terms of the periodic
loss of privileged positions on the part of the replaced
firms and their workers.

Creative Destruction Through History
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Schumpeter was writing at a time when the two dominant market
structures studied by economists were perfect competition and monop-
oly. His argument easily extends, however, to any market structure that
allows profits to exist in the long run. Today, pure monopolies are few,
but there are many industries in which profits can be earned for long
periods of time. Such industries, which are called oligopolies, are can-
didates for the operation of the process of creative destruction. We
study these industries in detail in Chapter 11.

10.2 Cartels as Monopolies
So far in our discussion, a monopoly has meant that there is only one
firm in an industry. A second way a monopoly can arise is for many
firms in an industry to agree to cooperate with one another, eliminat-
ing competition among themselves. In this case, they would band
together and behave as if they were a single seller with the objective of
maximizing their joint profits. Such a group of firms is called a cartel.
The firms can agree among themselves to restrict their total output to
the level that maximizes their joint profits.

Some of the best examples of cartels come from history. In the
United States in the last half of the nineteenth century, cartels existed in the steel and oil
industries. These cartels were so successful in restricting output and elevating prices
that much of current U.S. anti-trust policy dates from that time. As we will see in
Chapter 12, U.S. and Canadian policy has been quite effective at preventing the
creation of large cartels that would otherwise possess considerable market power.

As a result of successful policies aimed at preventing the creation of domestic
cartels, the best current examples of cartels are ones that operate in global markets
and are supported by national governments. The Organization of Petroleum Export-
ing Countries (OPEC) is perhaps the best-known cartel in the world. This cartel first
came to prominence when, in 1973, its members collectively agreed to restrict their
output of crude oil and thereby increased the world price of oil by nearly 300 per-
cent. In 1979, further output restrictions led the price to increase by another 120 per-
cent. During the 1980s and 1990s, as oil production by non-OPEC countries
increased significantly, OPEC found it difficult to maintain such a controlling influ-
ence on the oil market. OPEC also ran into problems enforcing the agreements
among its members. As we will see in this section, these are typical challenges that all
cartels face.

A less well-known example, but one that has been successful over many years, is the
diamond cartel, controlled by the South African company DeBeers. DeBeers produces
about 40 percent of the world s annual production of rough diamonds but also
purchases diamonds from smaller producers worldwide. The result is that about half of
the world s annual diamond supply is marketed through the DeBeers-controlled
Diamond Trading Company (DTC). In years when demand is slack, DeBeers restricts
the output of diamonds through the DTC to keep prices from falling.

Notice in both examples that there are firms outside the cartel. There are many oil
producers (including Canada) that are not part of OPEC; similarly, there are many dia-
mond mines that are not owned or controlled by DeBeers (two of which are the Ekati
and Diavik mines in the Northwest Territories that together make up approximately 

DeBeers controls approximately half of the
world s supply of diamonds through its
Diamond Trading Company.

cartel An organization of

producers who agree to act

as a single seller in order

to maximize joint profits.

To learn more about OPEC,

see its website at

www.opec.org.
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14 percent of total world diamond production). Indeed,
this type of cartel is much more common than one
in which all firms in the industry successfully band
together.

In this chapter, however, we simplify the analysis by
considering the case in which all firms in the industry
form a cartel. This is the easiest setting in which to see
the central point that cartels are inherently unstable.

\The Effects of Cartelization

If all firms in a competitive industry come together to
form a cartel, they must recognize the effect their joint
output has on price. That is, like a monopolist they
must recognize that an increase in the total volume of
their sales requires a reduction in price. They can agree
to restrict industry output to the level that maximizes
their joint profits (where the industry s marginal cost is
equal to the industry s marginal revenue). The incentive
for firms to form a cartel lies in the cartel s ability to
restrict output, thereby raising price and increasing
profits. This is shown in Figure 10-4.

The profit-maximizing cartelization of a competi-
tive industry will reduce output and raise price from
the perfectly competitive levels.

Problems That Cartels Face

Cartels encounter two characteristic problems. The first
is ensuring that members follow the behaviour that will maximize the cartel members
joint profits. The second is preventing these profits from being eroded by the entry of
new firms.

Enforcement of Output Restrictions The managers of any cartel want the
industry to produce its profit-maximizing output. Their job is made more difficult if indi-
vidual firms either stay out of the cartel or join the cartel and then cheat  by producing
too much output. Any one firm, however, has an incentive to do just this to be either
the one that stays out of the organization or the one that enters and then cheats. For the
sake of simplicity, assume that all firms enter the cartel; thus enforcement problems are
concerned strictly with cheating by its members.

If Firm X is the only firm to cheat, it is then in the best of all possible situations. All
other firms restrict output and hold the industry price up near its monopoly level. They
earn profits but only by restricting output. Firm X can then reap the full benefit of the
other firms  output restraint and sell some additional output at the high price that has
been set by the cartel s actions. However, if all the firms cheat, the price will be pushed
back to the competitive level, and all the firms will return to their competitive position.

This conflict between the interests of the group as a whole and the interests of each
individual firm is the cartel s main dilemma and is illustrated in Figure 10-5. Provided
that enough firms cooperate in restricting output, all firms are better off than they

FIGURE 10-4 The Effect of Cartelizing a
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Cartelization of a competitive industry can always
increase that industry s profits. Equilibrium for a
competitive industry occurs at E0. Equilibrium price
and output are pc and Qc.

If the industry is cartelized, profits can be
increased by reducing output. All units between Qm
and Qc add less to revenue than to cost the MR
curve lies below the MC curve and therefore will
not be produced by a profit-maximizing cartel. The
cartel maximizes its joint profits by producing out-
put of Qm and setting price equal to pm.
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would be if the industry remained perfectly competitive. Any one firm, however, is even
better off if it remains outside or if it enters and cheats. However, if all firms act on this
incentive, all will be worse off than if they had joined the cartel and restricted output.

Cartels tend to be unstable because of the incentives for individual firms to violate
the output restrictions needed to sustain the joint-profit-maximizing (monopoly)
price.

The predicted instability of cartels is evident in the data. After the tremendous suc-
cesses in 1973 and 1979 in restricting the output of crude oil and elevating its world
price, the members of the OPEC cartel began to encounter difficulties in enforcing their
agreements. After several years of sluggish world demand for oil, the cartel almost col-
lapsed in 1986 as several OPEC members increased their output in efforts to generate
more income. Throughout the 1990s, however, OPEC members learned the important
lesson that their attempts to push oil prices very high attract entry, encourage the devel-
opment of alternative oil supplies, and undermine their output restrictions. As a result,
OPEC members avoided the large output restrictions and price increases of the 1970s,
instead trying to keep oil prices relatively stable at more moderate levels.

FIGURE 10-5 A Cartel Member s Incentive to Cheat
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Cooperation leads to the monopoly price, but individual self-interest can lead to production in excess of the monopoly
output. Market conditions are shown in part (i), and the situation of a typical firm is shown in part (ii). (The change
of scale between the two graphs is reflected by the upper case Q in part (i) and the lower case q in part (ii).) Initially,
the market is in competitive equilibrium with price p0 and quantity Q0. The individual firm is producing output q0 and
is just covering its total costs.

A successful cartel reduces total output to Q1 and elevates price to p1. Q1 is the joint profit-maximizing level of
output because industry MR equals industry MC. A typical firm in the cartel bound to the output restriction is then
producing output q1 in part (ii). The firm s profits rise from zero to the amount shown by the grey shaded area in part
(ii). Once price is raised to p1, however, the individual firm would like to increase output to q2, where marginal cost is
equal to the price set by the cartel. This would allow the firm to earn much larger profits, shown by the diagonally
striped area. However, if all firms increase their output in such a manner, industry output will increase beyond Q1, and
the resulting fall in price will reduce the joint profits of the cartel.
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In the past few years, however, OPEC s market power has increased, despite its rel-
atively small share of the world market. The world price of oil increased from about
U.S.$15 per barrel in 1998 to more than U.S.$100 per barrel in 2008 and then dropped
sharply back to fluctuate around U.S.$75 per barrel throughout 2009. These price
changes were caused mostly by changes in the world demand for oil in a market in
which most producers did not have significant excess capacity,  which would allow
them to increase their output. In other words, the world demand curve was shifting to
the right from 1998 to 2008 and to the left during the recession of 2009, while the
world supply curve was stable and quite steep. In this environment, a decision by
OPEC to considerably restrict output, even though OPEC represents only about a third
of total world production, would have a significant effect on the market price.

Another example of a cartel s instability involves the world coffee market. In 2000,
the Association of Coffee Producing Countries (ACPC), a cartel of 15 countries that
produced approximately 75 percent of the world s coffee, agreed to restrict coffee out-
put to keep coffee prices between U.S.$0.95 and U.S.$1.05 per pound. Within two
years, however, a bumper crop in Brazil, the world s largest coffee producer, led to the
inevitable pressure to cheat. Brazil had the incentive to sell its new production rather
than incur storage costs. Other countries, facing low prices, had the incentive to
increase their sales to bolster their incomes. By January 2003, the ACPC had closed
down its operations. Perhaps the cartel will be re-established at some point in the
future when it has improved its ability to enforce its members  behaviour.

Restricting Entry A successful cartel not only must police the behaviour of its
members but also must be able to prevent the entry of new producers. An industry that
is able to support a number of individual firms presumably has no overriding natural
entry barriers. Thus, if it is to maintain its profits in the long run, a cartel of many sep-
arate firms must create barriers that prevent the entry of new firms that are attracted
by the cartel s profits. Successful cartels are often able to license the firms in the indus-
try and to control entry by restricting the number of licences. This practice is often used
by professionals, including doctors, lawyers, dentists, and engineers. At other times,
the government has operated a quota system and has given it the force of law. If no one
can produce without a quota and the quotas are allocated among existing producers,
entry is successfully prevented. This approach is used to limit the number of taxicabs in
many cities.

As we mentioned earlier, for many years DeBeers was successful at preventing the
entry of new diamond producers and was able to control a large fraction of the
world s annual sales of rough diamonds. But restricting entry into the diamond
industry has become more challenging. In the diamond industry, of course, entry
means the development of new diamond mines. In 2004, two new mines in the
Northwest Territories reached full-scale production. The combined annual output of
rough diamonds from the Ekati and Diavik mines is about U.S.$1.5 billion, roughly
14 percent of total world production. The owners of the Ekati and Diavik mines,
however, market their diamonds independently rather than going through DeBeers.
With entries such as this, combined with some Russian and Australian producers also
choosing to sell their diamonds independently, DeBeers is faced with the challenge of
keeping diamond prices supported above competitive levels. Time and further devel-
opments will determine how successful DeBeers will be in maintaining its dominant
position in the industry.

The challenges faced by cartels both for enforcing output restrictions and for
restricting entry involve conflicting incentives between individual firms. To analyze
these sorts of problems more completely, economists use game theory, a tool that we
introduce and discuss in detail in Chapter 11.

For interesting information

about coffee and the world

coffee market, go to

www.ico.org.
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the diamond industry in

the Northwest Territories,

see www.iti.gov.nt.ca/

diamonds.
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10.3 Price Discrimination

So far in this chapter, we have assumed that the monopolist charges the same price for
every unit of its product, no matter where or to whom it sells that product. But as we
will soon see, a monopolist always finds it profitable to sell different units of the same
product at different prices whenever it gets the opportunity. In principle, the same is
true for any firm that faces a negatively sloped demand curve. Because this practice is
prevalent both for monopoly and for markets in which there are a few large sellers, the
range of examples we will discuss covers both types of market structure.

Airlines often charge less to people who stay over a Saturday night than to those
who come and go within the week. In countries in which medical services are provided
by the market, physicians in private practice often charge for their services according to
the incomes of their patients. Movie theatres often have lower admission prices for
seniors and children (and for everyone on Tuesdays). Electric companies typically sell
electricity at one rate to homes and at a different rate to firms.

Price discrimination occurs when a producer charges different prices for different
units of the same product for reasons not associated with differences in cost. Not all
price differences represent price discrimination. Quantity discounts, differences
between wholesale and retail prices, and prices that vary with the time of day or the
season of the year may not represent price discrimination because the same product
sold at a different time, in a different place, or in different quantities may have differ-
ent costs. An excellent example is electricity. If an electric power company has unused
capacity at certain times of the day, it may cost less for the company to provide service
at those hours than at peak demand hours.

If price differences reflect cost differences, they are not discriminatory. When price
differences are based on different buyers  valuations of the same product, they are
discriminatory.

It does not cost a movie-theatre operator less to fill seats with senior citizens than
with non-seniors, but it is worthwhile for the movie theatre to let the seniors in at a dis-
criminatory low price if few of them would attend at the full adult fare and if they take
up seats that would otherwise be empty. Similarly, it does not cost VIA Rail any less to
sell a ticket to a student than to a non-student. But since few students may be inclined
to buy tickets at the full price, it is profitable for VIA Rail to attract more students with
a lower price and, in that manner, fill up seats that would otherwise be empty.

Why do firms price discriminate? It may seem odd that they sell some units of out-
put at a low price and other units at a high price. The simple answer is that firms price
discriminate because they find it profitable to do so. As we will see shortly, price dis-
crimination is profitable for two reasons. First, even if firms do not alter their level of
sales, price discrimination allows them to capture  some consumer surplus that
would otherwise go to the buyer. Second, price discrimination allows firms to sell extra
units of output without reducing the price on their existing sales.

Any firm that faces a downward-sloping demand curve can increase its profits if it
is able to charge different prices for different units of its product.

Note two important points. First, only firms facing negatively sloped demand
curves that is, firms with market power are able to price discriminate. Perfectly
competitive firms are price takers and therefore have no ability to set one price, let

price discrimination The

sale by one firm of different

units of a commodity at two

or more different prices for

reasons not associated with

differences in cost.
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alone set multiple prices. Second, firms will price discriminate if they are able to. Before
we explore the various types of price discrimination, let s lay out the conditions under
which it is possible.

When Is Price Discrimination Possible?

Three conditions must be satisfied before a firm can successfully price discriminate.

1. Market Power As we have just said, any firm that is a price taker cannot dis-
criminate because it has no power to influence the price at which it sells its product.
Our entire discussion about price discrimination therefore applies only to firms with
some amount of market power. For simplicity, we will consider the case of a monopoly
firm, although any firm with market power will, in general, be interested in the greater
profits that are possible through price discrimination.

2. Identification of Consumers  Different Valuations Price discrimina-
tion is possible only when consumers value different units of the product differently.
This could occur in two situations. First, the same consumer might be prepared to pay
a different price for each unit of the good. Second, consumers of one particular type (or
in one geographic region) may be prepared to pay more for the good than consumers
of a different type (or in a different region). We will see some examples shortly.

In the situation where price discrimination occurs between groups of consumers,
the firm must somehow be able to determine which group of consumers is prepared to
pay a high price and which group is prepared to pay only a low price. This is referred
to as segmenting the market. Sometimes this market segmentation is relatively easy, as
when the market is divided into geographic regions. Other times the firm must create
innovative pricing strategies that will lead consumers to segment themselves. We will
see examples of both shortly.

3. No Arbitrage Whenever the same product is being sold at different prices,
there is an incentive for buyers to purchase the product at the lower price and re-sell it
at the higher price, thereby making a profit on the transaction. This is called arbitrage.
A price-discriminating firm must be able to prevent people from conducting such trans-
actions. Otherwise the firm will end up selling only at the low price and all the profits
that the strategy of price discrimination was designed to produce will accrue to those
who do the arbitrage. As we will soon see, the successful prevention of this arbitrage
depends crucially on the nature of the product being sold.

Different Forms of Price Discrimination

Now that we have seen the conditions that make price discrimination possible, let s
examine the two general forms that it can take: price discrimination among units of
output and price discrimination among market segments.

Price Discrimination Among Units of Output Recall our discussion in
Chapter 6 where we noted that the demand curve can be viewed as a willingness to pay
curve. We also discussed the concept of consumer surplus, the difference between the
price the consumer is willing to pay and the price that the consumer actually pays.

A firm that charges different prices for different units of a product is trying to cap-
ture some of this consumer surplus. Figure 10-6 shows a monopolist s profits in two
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situations. In the first, the monopolist is only able to charge a single price per unit. In
the second, the monopolist is able to charge different prices on different units of output
and it increases its profits by doing so. Notice that even in the case where the firm
charges several prices, consumers still earn some consumer surplus. In principle,
however, a firm could charge a different price for each different unit of the product and
thereby extract all of the consumer surplus. This situation is referred to as perfect price
discrimination and is rare because it is very difficult for the firm to ascertain the con-
sumers  willingness to pay for each individual unit. However, in some countries where
local doctors know their patients very well and thus can make informed judgements
about the consumers  willingness to pay, this type of price discrimination is observed.

Price discrimination among units of output sold to the same consumer requires that
the firm be able to keep track of the units that a buyer consumes in each period. Thus, the
tenth unit purchased by a given consumer in a given month can be sold at a price that is
different from the fifth unit only if the firm can keep track of that consumer s purchases.
This can be done, for example, by an electric company through its meter readings or by
a magazine publisher by distinguishing between renewals and new subscriptions.
Another way in which some sellers keep track of consumers  purchases is to offer quan-
tity discounts that take the form buy two and get the third at half-price.

Price Discrimination Among Market Segments It is usually much easier
for firms to distinguish between different groups of consumers of a product different
market segments than it is to detect an individual consumer s willingness to pay for

FIGURE 10-6 Price Discrimination Among Units of Output
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Price discrimination is designed to transfer
some of this consumer surplus to the firm. Suppose
the firm keeps output constant at Qm but is able to
charge different prices for different blocks of units.
For example, it might charge p1 for the first Q1
units, p2 for the next block of units up to Q2, p3 for
the next block of units up to Q3, and pm for the
remaining units up to Qm. (The firm would expand
output beyond Qm if it could offer even more
prices, but we simplify here to focus on the transfer
of surplus with unchanged output.) In this case, the
firm s costs have not changed but its revenues have
increased by the dark shaded area. Since costs have
not changed, the increase in revenue earned by
price discrimination also represents an increase in
profits for the firm. Consumer surplus has been
reduced to the unshaded triangles just below the
demand curve.
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different units of that product. As a result, price discrimination among market seg-
ments is more common than price discrimination among units.

Suppose a monopolist faces a market demand curve that is made up of distinct
market segments. These market segments may correspond to the age of consumers,
such as children, adults, and seniors. Or the segments may correspond to different
regions in which the consumers live, such as the North American automobile market
being segmented into the Canadian and U.S. market segments. Whatever the nature of
the market segmentation, suppose the monopolist recognizes the distinct market seg-
ments and is able to prevent any purchase-and-resale between them. What is the firm s
profit-maximizing pricing policy?

The answer is for the firm to charge a higher price in the market segment with the
less elastic demand, as shown in the numerical example in Figure 10-7. To understand
this result, recall our discussion from Chapter 4 regarding elasticity. The elasticity of
demand reflects consumers  ability or willingness to substitute between this product
and other products. The market segment with less elastic demand therefore contains
consumers that are more committed  to this product than are the consumers in the
market segment with more elastic demand. To put it differently, the consumers with
less elastic demand represent a more captive  market for the firm. It should not be
surprising, therefore, that the profit-maximizing firm will charge a higher price to the
more captive consumers and a lower price to those consumers who can more easily
substitute away to other products.

A firm with market power that can identify distinct market segments will maximize
its profits by charging higher prices in those segments with less elastic demand.

Price discrimination among market segments is very common. When the different
segments occur in different regions or countries, distance and transport costs or gov-
ernment regulation help to keep the markets separate. For example, Levi Strauss, the
manufacturer of jeans, actively discriminates in its pricing of Levi s 501s (and other
products). The price in France is more than twice that in the United States. Ordinarily
we would expect importers in France to import inexpensive 501s from the United
States and sell them in France, thus pushing down the price. In this case, however, the
price discrimination is made possible by European Union legislation barring the import
of less expensive brand-name goods from outside the European Union. French con-
sumers understandably don t like this price discrimination, but their less elastic
demand combined with the EU legal barriers leads Levi Strauss to maximize its profits
by charging much more in France than in the United States.

A more familiar example of price discrimination among market segments is the dif-
ferent prices charged by movie theatres for adults and seniors. The cost to the theatre of
providing a seat to any customer is independent of the customer s age. But the two mar-
ket segments contain consumers who are thought to have different elasticities of demand,
the adults with the less elastic demand than seniors. The profit-maximizing pricing policy
by the theatre is therefore to charge a higher price to adults than to seniors. This same
logic applies to many goods and services for which there are seniors  discounts.

The example of seniors  discounts at theatres also illustrates an important point
about how the firm prevents arbitrage when price discriminating. When you buy a
ticket to see a movie, you are buying a service rather than a tangible good. You don t
take anything away with you after the movie you are really just paying for the right
to see the movie. This aspect of the product makes price discrimination easier to
enforce. A young adult trying to circumvent the price discrimination could buy a
senior s ticket, but upon entry to the theatre that person would be stopped and easily
recognized as ineligible for the seniors  discount.

Practise with Study Guide

Chapter 10, Exercise 7.
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FIGURE 10-7 A Numerical Example of Profitable Price Discrimination
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Profit-maximizing price discrimination results in higher prices in those market segments with less elastic demand. The
figure shows two market segments, each with a different demand curve. At any given price, demand in segment A is
less elastic than demand in segment B. Profit-maximizing price discrimination requires that MC *MR in each market
segment.

For each market segment, the table shows different possible prices, and the associated quantities, revenues, costs,
and profits. Marginal costs are assumed to be $4 for each unit produced. If the firm is unable to price discriminate, and
therefore must charge the same price in both market segments, the single profit-maximizing price is $11, total output
is 56 units, and the resulting total profit is $392, as shown by the green shaded row. The firm can increase its profits,
however, if it can price discriminate across the two market segments. By charging $14 in segment A and only $10 in
segment B, the firm s total output is unchanged at 56 units, but the allocation of that output across the market seg-
ments is changed, and the firm s total profit increases to $416, as shown by the two red shaded rows.

pA QA TRA TCA Profits

9 30 270 120 150

10 28 280 112 168

11 26 286 104 182

12 24 288 96 192

13 22 286 88 198

14 20 280 80 200

15 18 270 72 198

pB QB TRB TCB Profits

9 42 378 168 210

10 36 360 144 216

11 30 330 120 210

12 24 288 96 192

13 18 234 72 162

14 12 168 48 120

15 6 90 24 66
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Hurdle Pricing Often there are market segments that are well defined but very
difficult for the firm to detect. For example, we all know people who are sufficiently
impatient that they must buy the latest electronic equipment such as iPods or Black-
Berries when they first come out, whereas many other people are prepared to wait
several months until they are no longer such hot items and buy them at considerably
lower prices. This pricing strategy is intentional and is referred to as hurdle pricing.
The firms producing these goods know that some people are patient and others are
impatient. By setting a high initial price and a lower price only after several months,
the firms are setting a hurdle  that consumers must jump over  in order to get the
low price. In this case, the hurdle is that consumers must wait a few months. This same
type of hurdle exists in the pricing of high-priced hardcover books and lower-priced
paperback books that are released a few months later. In this case, the slightly altered
products do have different costs, although the cost differences are considerably smaller
than the differences in prices.

Hurdle pricing exists when firms create an obstacle that consumers must overcome
in order to get a lower price. Consumers then assign themselves to the various mar-
ket segments those who don t want to jump the hurdle and are willing to pay the
high price, and those who choose to jump the hurdle in order to benefit from the
low price.

Another familiar example of hurdle pricing involves coupons for discounts at gro-
cery stores. Most of us receive grocery-store flyers in the mail every week. Many people

Price discrimination is easier for services than for
tangible goods because for most services the firms
transact directly with the customer and thus can
more easily prevent arbitrage.

That price discrimination is often difficult to sustain
with tangible goods explains another familiar observation.
As we just noted, seniors  discounts are quite common for
tangible goods, such as groceries. What prevents entrepre-
neurial seniors in these situations from buying a large
number of units at the special price and re-selling them to
non-seniors at a higher price? The answer is that firms
usually place quantity limits on special deals, thus prevent-
ing any large-scale arbitrage that would undermine their
pricing policy.

One example of price discrimination is seniors  discounts in
grocery stores, which typically involve limits to the number of
items the customer can purchase at the discounted price.

w w w . m y e c o n l a b . c o m

In recent years, Canadian entrepreneurs have taken advantage of international
price discrimination in prescription drugs by creating online businesses to sell
inexpensive drugs from Canada to U.S. consumers. For a detailed discussion,
look for The Battle Over Online Prescription Drugs in the Additional Topics
section of this book s MyEconLab.

ADDITIONAL TOPICS
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ignore them because they can t be bothered to look through them. Others carefully scan
the coupons and clip the ones they will use, and it is common to see someone in a gro-
cery-store line-up with a dozen or more coupons to apply to the purchase. In this case,
the price discrimination is between those people who can t be bothered to deal with the
coupons (less elastic demand) and those people who care enough about the discounts to
clip the coupons (more elastic demand). Everyone is presented with the option between
higher prices and lower prices, and the hurdle of clipping coupons is designed to have
people assign themselves to the two market segments.

The Consequences of Price Discrimination

What are the consequences of price discrimination? We can examine the consequences
for firm profits, output, and consumer welfare.

Price Discrimination and Firm Profits Our first proposition is about the
consequences of price discrimination for firm profits:

For any given level of output, the most profitable system of discriminatory prices
will always provide higher profits to the firm than the profit-maximizing single
price.

This proposition, which was illustrated in Figure 10-6 on page 241, requires only
that the demand curve have a negative slope. To see that the proposition is correct,
remember that a monopolist with the power to discriminate could produce exactly the
same quantity as a single-price monopolist and charge everyone the same price. There-
fore, it need never receive less revenue, and it can do better if it can raise the price on
even one unit sold, so long as the price need not be reduced on any other. This propo-
sition is also illustrated in Figure 10-7 (page 243) in which the firm faces two market
segments. When charging a single price, the monopolist produces 56 units, charges a
price of $11, and earns profits of $392. By price discriminating across the two market
segments, however, its profits rise to $416 even though its total output is unchanged.

Price Discrimination and Output Our second proposition relates to how
price discrimination affects the level of output.

A monopolist that price discriminates among units will produce more output than
will a single-price monopolist.

To understand this second proposition, remember that a single-price monopolist
will produce less than would all the firms in a perfectly competitive industry (recall Fig-
ure 10-3 on page 230). It produces less because it knows that selling more depresses the
price. Price discrimination allows it to reduce this disincentive. To the extent that the
firm can sell its output in separate blocks, it can sell another block without spoiling
the market for blocks that are already sold. In the case of perfect price discrimination,
in which every unit of output is sold at a different price, the profit-maximizing monop-
olist will produce every unit for which the price charged is greater than or equal to its
marginal cost. A perfect-price-discriminating monopolist will therefore produce the
same quantity of output as would all firms combined in a perfectly competitive indus-
try (assuming that costs are the same in both situations).

This second proposition has implications for market efficiency, a concept we intro-
duced in Chapter 5 and reviewed earlier in this chapter. Recall that a single-price
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monopolist produces at a level of output at which price exceeds marginal cost. Thus,
society would benefit from having more of the good produced because the marginal
value of the good to society (as reflected by its price) exceeds the marginal cost of the
good. Put differently, a higher level of output would lead to more economic surplus
being generated in the market and thus a more efficient outcome for society as a whole.

For a monopolist that price discriminates among units, however, there are several
prices rather than just a single price. As you can see in Figure 10-6 on page 241, if the
firm sold another block of output beyond Qm at a price below pm it would increase its
profits further (because the new price would still be above MC). And the more output
it produces, the more economic surplus is generated in the market.

If price discrimination leads the firm to increase total output, the total eco-
nomic surplus generated in the market will increase, and the outcome will be
more efficient.

Price Discrimination and Consumer Welfare The final aspect of price
discrimination is its effect on consumers, and this is where we often witness strong
emotional reactions to price discrimination. But one s view will depend on who bene-
fits and who loses.

For instance, when railways discriminate against small farmers, the results arouse
public anger. It seems acceptable to many people, however, that doctors practise price
discrimination in countries where medical services are provided by the market, charg-
ing lower prices to poor patients than to wealthy ones. Not everyone disapproves when
airlines discriminate by giving senior citizens and vacationers lower fares than business
travellers.

By increasing the seller s profits, price discrimination transfers income from buyers
to sellers. When buyers are poor and sellers are rich, this transfer may seem undesir-
able. However, as in the case of doctor s fees and senior citizens  discounts, discrimina-
tion sometimes allows lower-income people to buy a product that they would
otherwise be unable to afford if it were sold at the single price that maximized the pro-
ducer s profits. In this case some consumers are made better off by the firm s decision
to price discriminate.

There is no general relationship between price discrimination and consumer
welfare. Price discrimination usually makes some consumers better off and other
consumers worse off.

Summary

Monopoly is a market structure in which an entire
industry is supplied by a single firm. The monopolist s
own demand curve is identical to the market demand
curve for the product. The market demand curve is the
monopolist s average revenue curve, and its marginal
revenue curve always lies below its demand curve.

A single-price monopolist is maximizing its profits
when its marginal revenue is equal to marginal costs.
Since marginal costs are positive, profit maximization
means that marginal revenue is positive. Thus, in turn,
elasticity of demand is greater than 1 at the monopo-
list s profit-maximizing level of output.

10.1 A Single-Price Monopolist L12
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10.3 Price Discrimination L4

A group of firms may form a cartel by agreeing to
restrict their joint output to the monopoly level. Total
profits at this reduced level of output exceed total prof-
its in the competitive equilibrium.

Cartels tend to be unstable because of the strong incen-
tives for each individual firm to cheat by producing
more than its agreed-upon level of output. Thus, supply
curves are positively sloped.

10.2 Cartels as Monopolies L 3

A monopolist produces such that price exceeds mar-
ginal cost, whereas in a perfectly competitive indus-
try, price equals marginal cost. By restricting output
below the competitive level, the monopolist imposes a
deadweight loss on society; this is the inefficiency of
monopoly.
The profits that a monopoly earns may be positive,
zero, or negative in the short run, depending on the
relationship between demand and cost.

For monopoly profits to persist in the long run, there
must be effective barriers to the entry of other firms.
Entry barriers can be natural or created.
Monopoly power is limited by the presence of substitute
products, the development of new products, and the
entry of new firms. In the very long run, it is difficult to
maintain entry barriers in the face of the process of
creative destruction the invention of new processes
and new products to attack the entrenched position of
existing firms.

Key Concepts
The relationship between price and

marginal revenue for a monopolist
Short-run monopoly profits
Natural and created entry barriers
The process of creative destruction

Perfect price discrimination
Price discrimination among market

segments
Hurdle pricing

Cartels as monopolies
The instability of cartels
Arbitrage
Price discrimination among units

A price-discriminating monopolist can capture some of
the consumer surplus that exists when all the units of a
product are sold at a single price.
Successful price discrimination requires that the firm be
able to control the supply of the product offered to par-
ticular buyers and to prevent the resale of the product.
A firm that price discriminates among units will produce
more output than if it sets only a single price. Price
discrimination of this type is possible only if it can
monitor use of the product by consumers.
A firm that discriminates between different market
segments will equate MC and MR in each market. The

market with the less elastic demand will have the higher
price.
Hurdle pricing is a common form of price discrimina-
tion that requires customers to overcome some obstacle
in order to benefit from a lower price. This method of
price discrimination leads customers to reveal which
market segment they are in.
If price discrimination leads the firm to increase output,
market efficiency is improved. In general, some con-
sumers will benefit and others will be made worse off by
the firm s ability to price discriminate.

Study Exercises

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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1. Fill in the blanks to make the following statements
correct.

a. A perfectly competitive firm faces a ___________
demand curve, whereas a single-price monopolist
faces a ___________ demand curve.

b. A single-price monopolist that maximizes profits
will produce at the output where ___________
equals ___________. A perfectly competitive firm
(and industry) produces a level of output such that
price ___________ marginal cost. The monopolist
produces a level of output such that price
___________ marginal cost.

c. A monopolist will be earning profits as long as
price is ___________ average total cost.

d. At its profit-maximizing level of output, marginal
cost for a single-price monopolist is always
___________ the price it charges for its output.

2. The following table shows data for a monopolist. The
first two columns provide all the data necessary to
plot the monopolist s demand curve.
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$20 100

18 125

16 150

14 175

12 200

10 225

8 250

6 275
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a. Compute total and average revenue for each level
of output and fill in the third and fourth columns
in the table. Explain why average revenue is equal
to price.

b. Compute marginal revenue for each successive
change in output and fill in the last column. Explain
why MR is less than price.

c. On a scale diagram, plot the demand (average rev-
enue) curve and the marginal revenue curve.

d. On a second scale diagram, with dollars on the ver-
tical axis and output on the horizontal axis, plot
the TR curve. What is the value of MR when TR
reaches its maximum?

3. The diagram below shows the demand curve, mar-
ginal revenue curve, and cost curves for a monopolist
that owns all the golf courses on Golf Island. The
monopolist s product is 18-hole golf games.

a. What is the profit-maximizing price and output
(number of rounds of golf per week) for the
monopolist on Golf Island?

b. What is the average total cost per round of golf at
the profit-maximizing level of output?

c. Calculate the profit, in dollars per week, to this
monopolist.

4. The diagram below shows a monopolist s MC and ATC
curves as well as the industry demand and MR curves.

a. What is the profit-maximizing price and level of
output for the monopolist?

b. What area in the figure shows the level of profits for
the monopolist? Are profits positive or negative?

c. What area shows the deadweight loss to society
resulting from the monopolist s output decision?
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d. Now suppose the industry is made up of many
small, price-taking firms (with the same technology).
What are the equilibrium price and level of output in
this case?

5. Imagine a monopolist that has fixed costs but no variable
costs (thus there are no marginal costs, so MC* 0). For
example, consider a firm that owns a spring of water that
can produce indefinitely once it installs certain pipes, in
an area where no other source of water is available.

a. Draw a downward-sloping demand curve for
water, its associated MR curve, and the monopo-
list s MC curve.

b. On your diagram, show the monopolist s profit-
maximizing price and level of output.

c. At the monopolist s profit-maximizing level of output,
what is the marginal value of this good to society, and
how does it compare with the marginal cost?

6. Consider the market for corn. Suppose this is a competi-
tive industry, made up of many price-taking farmers. We
begin in a situation where market price is p0, industry
output is Q0, and the typical farm is earning zero profit.

a. Draw two diagrams like the ones below.

e. Show how the typical farm s profits would rise if it
were the only farm to cheat. What level of output
would the cheating farm produce?

f. Explain what would happen if all farms tried to
cheat in this way.

7. Consider each of the following examples in which a
firm sells the same product to different customers at
different prices. Identify in each case whether price
discrimination is likely to be taking place. If there is
unlikely to be price discrimination occurring, what
explains the different prices?

a. Weekend airline fares that are less than mid-week
fares.

b. Business-class airline fares that are 50 percent
higher than economy-class fares. (Recognize that
two business-class seats take the same space inside
the plane as three economy-class seats.)

c. Discounts on furniture negotiated from the sug-
gested retail price  for which sales personnel are
authorized to bargain and to get as much in each
transaction as the customer is prepared to pay.

d. Higher tuition for law students than for graduate
students in economics.

8. Look back to the diagram of the monopolist on Golf
Island in Question 3.

a. Suppose the monopolist is able to practise perfect
price discrimination. What would be the total num-
ber of rounds of golf sold per week? What would
be the price on the last round sold?

b. What is the area representing consumer surplus in
the absence of any price discrimination?

c. What is the area representing consumer surplus
when the monopolist is practising perfect price
discrimination?

d. Could this monopolist realistically engage in per-
fect price discrimination? Describe a more likely

b. Now suppose that the farmers in this industry
form a cartel and collectively agree to restrict the
industry output of corn to the level that a monop-
olist would produce. Call this level of output QM

and call the new price pM. Each firm now produces
output of qM + q0. Show this outcome in the two
diagrams.

c. Show how the cartel raises the profits for the typi-
cal farmer.

d. Now consider the incentives for an individual farm
to cheat on its fellow cartel members. Would it be
profitable to produce an extra unit and sell it at the
cartel price? How is this incentive illustrated in
your diagram?
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form of price discrimination that this monopolist
could achieve on Golf Island.

9. In the text we mentioned how Levi Strauss price dis-
criminates between the European and American mar-
kets. This question is designed to help you analyze
this situation. The following equations are hypotheti-
cal demand curves for Levi s 501s in Europe and in
America. We have expressed the price in dollars in
both markets, and quantity is thousands of units per
year.

European Demand: QD
E * 150 + p

American Demand: QD
A * 250 + 4p

a. On two separate scale diagrams, one for Europe
and one for America, plot the two demand curves.

b. Recalling that a straight-line demand curve has an
associated MR curve that has twice its slope, plot
the two MR curves.

c. Suppose Levi Strauss has a constant marginal cost of
$15 per unit. Plot the MC curve in both diagrams.

d. What is the profit-maximizing price in each mar-
ket? Explain why profit maximization requires that
MC be equated to MR in each market segment.

e. Compute the price elasticity of demand (at the
profit-maximizing points) in each market seg-
ment. (You may want to review Chapter 4 on
elasticity at this point.) Does the market seg-
ment with less elastic demand have the higher
price?

10. Consider each of the following examples of price
discrimination. For each case, explain how the
price discrimination works. Also explain which
consumers would be worse off and which con-
sumers would be better off if the firm were unable
to price discriminate in this way.

a. Seniors pay lower prices for theatre tickets than
do other adults.

b. Consumers pay less for paperback books than for
hardcover books, but must wait six to twelve
monthsbefore thepaperbacksaremadeavailable.

c. Customers at garage sales often pay a lower
price if they ask for one that is, if they reveal
that they are prepared to haggle.

d. Airline customers get a discount fare if they are
prepared to stay over a Saturday night at their
destination.

Discussion Questions
1. Suppose only one professor teaches economics at your

university. Would you say that this professor is a
monopolist who can exact any price  from students
in the form of readings assigned, tests given, and mate-
rial covered? Suppose now that two additional profes-
sors have been hired. Has the original professor s
market power been decreased? What if the three pro-
fessors form a cartel agreeing on common reading
lists, workloads, and the like?

2. Which of these industries licorice candy, copper
wire, outboard motors, coal, or the local newspaper
would it be most profitable to monopolize? Why?
Does your answer depend on several factors or on just
one or two? Which would you as a consumer least like
to have monopolized by someone else? If your answers
to the two questions are different, explain why.

3. Aristotle Murphy owns movie theatres in two towns
of roughly the same size, 100 kilometres apart. In
Monopolia, he owns the only chain of theatres; in
Competitia, there is no theatre chain, and he is only
one of a number of independent theatre operators.
Would you expect movie prices to be higher in
Monopolia or in Competitia in the short run? In the
long run? If differences occur in his prices, would
Murphy be discriminating in price?

4. Airline fares to Europe are higher in summer than in
winter. Some railways charge lower fares during the
week than on weekends. Electric companies charge

consumers lower rates the more electricity they use.
Are these all examples of price discrimination? What
additional information would you like to have before
answering this question?

5. Acme Department Store has a sale on luggage. It is
offering $30 off any new set of luggage to customers
who trade in an old suitcase. Acme has no use for the
old luggage and throws it away at the end of each day.
Is this price discrimination? Why or why not? Which
of the conditions necessary for price discrimination
are or are not met?

6. The world price of coffee has declined in real terms
over the past 40 years. In 1950, coffee was priced at
just under U.S.$3 per pound (in 1994 dollars),
whereas by 1995 the world price had fallen to just
over U.S.$1 per pound. On July 29, 1995, The Econo-
mist magazine reported that

On July 26 the Association of Coffee Producing
Countries agreed in New York to limit exports to 60m
bags for 12 months. The current level is 70m bags....
Coffee prices rallied a bit on the news, but few expect
the pact to last: some big coffee producers such as
Mexico have not signed up, and even those who have
will probably cheat.

a. Explain why few expect the pact to last  in situa-
tions like this when producers form a cartel.

b. By 2001, the price of coffee was approximately
U.S.$0.65 per pound. Was the cartel successful?
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L LEARNING OBJECTIVES

In this chapter you will learn

1 that most industries in Canada have either

a large number of small firms or a small

number of large firms.

2 why imperfectly competitive firms have

differentiated products and often engage

in non-price competition.

3 the key elements of the theory of monopo-

listic competition.

4 that strategic behaviour is a key feature of

oligopoly.

5 how to use game theory to explain the

difference between cooperative and non-

cooperative outcomes among oligopolists.

The two market structures that we have studied so far

perfect competition and monopoly are polar cases;

they define the two extremes of a firm s market power

within an industry. Under perfect competition, firms are

price takers, price is equal to marginal cost, and eco-

nomic profits in the long run are zero. Under monopoly,

the firm is a price setter, it sets price above marginal

cost, and it can earn positive profits in the long run if

there are sufficient entry barriers.

Although they provide important insights, these

two polar cases are insufficient for understanding the

behaviour of all firms. Indeed, most of the products

that we easily recognize swimsuits, cell phones, jeans,

cameras, hamburgers, sunglasses, perfume, running

shoes, computers, breakfast cereals, and cars, to name

just a few are produced by firms that have some mar-

ket power yet are not monopolists.

This chapter discusses market structures that lie

between these two polar cases of perfect competi-

tion and monopoly. Before discussing the theory,

however, we turn to a brief discussion of the preva-

lence of these intermediate  market structures in the

Canadian economy.

Imperfect
Competition and
Strategic Behaviour
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11.1 The Structure of the
Canadian Economy

We can divide Canadian industries into two broad groups: those with a large number
of relatively small firms and those with a small number of relatively large firms.

Industries with Many Small Firms

About two-thirds of Canada s total annual output is produced by industries made up
of firms that are small relative to the size of the market in which they sell.

The perfectly competitive model does quite well in explaining the behaviour of some
of these industries. These are the ones in which individual firms produce more-or-less
identical products and so are price takers. Forest and fish products are two broad exam-
ples. Agriculture also fits fairly well in most ways since individual farmers are clearly
price takers. Many basic raw materials, such as iron ore, tin, copper, oil, and paper, are
sold on world markets where most individual firms lack significant market power.

Other industries, however, are not well described by the perfectly competitive
model, even though they contain many small firms. In retail trade and in services, for
example, most firms have some influence over prices. Your local grocery stores, cloth-
ing shops, night clubs, and restaurants spend a good deal of money advertising on
television and in newspapers something they would not have to do if they were price
takers. Moreover, each store in these industries has a unique location that gives it some
local market power over nearby customers.

The theory of monopolistic competition, which we will examine in this chapter,
was originally developed to help explain economic behaviour and outcomes in indus-
tries in which there are many small firms, each with some market power.

Industries with a Few Large Firms

About one-third of Canada s total annual output is produced by industries that are
dominated by either a single firm or a few large ones.

The most striking cases of monopolies in today s economy are the electric util-
ities (which are typically owned by provincial governments) and the firms that
provide local telephone and cable or digital TV and Internet services (which are
subject to government regulation and which we examine in Chapter 12). Other
than these and a few other similar cases in which government ownership or regula-
tion play an important role, cases of monopoly are rare in Canada today. However,
there are some notable examples of monopoly (or near monopoly) from many
years ago. For example, the Eddy Match Company was virtually the sole producer
of wooden matches in Canada between 1927 and 1940, and Canada Cement
Limited produced nearly all of the output of cement until the 1950s.

This type of market dominance by a single large firm is now a thing of the past.
Today, most modern industries that are dominated by large firms contain several
firms. Their names are part of the average Canadian s vocabulary: Canadian
National and Canadian Pacific railways; Bank of Montreal, Royal Bank, and
Scotiabank; Imperial Oil, Petro-Canada, and Irving; Bell, Telus, and Rogers;
Loblaws, Safeway, and Sobeys; Ford, Toyota, and GM; Sony, Mitsubishi, and

Canada Life is one of only a
few large firms serving the
Canadian life-insurance
market. This is an oligopolistic
industry.
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Toshiba; Great-West Life, Sun Life, and Manulife; and General Foods, Nabisco, and Kel-
logg. Many service industries that used to be dominated by small independent producers
have in recent decades seen the development of large firms operating on a worldwide
basis. SNC-Lavalin and Acres are two examples of very large engineering firms that have
business contracts all over the world. In management consulting, McKinsey & Co.,
Boston Consulting Group, and Monitor are also very large firms with market power.

The theory of oligopoly, which we will examine later in this chapter, helps us
understand industries in which there are small numbers of large firms, each with mar-
ket power, that compete actively with each other.

Industrial Concentration

An industry with a small number of relatively large firms is said to be highly concen-
trated. A formal measure of such industrial concentration is given by the concentra-
tion ratio.

Concentration Ratios When we
measure whether an industry has
power concentrated in the hands of
only a few firms or dispersed over
many, it is not sufficient to count the
firms. For example, an industry with
one enormous firm and 29 very small
ones is more concentrated in any mean-
ingful sense than an industry with only
five equal-sized firms. One approach to
this problem is to calculate what is
called a concentration ratio, which
shows the fraction of total market sales
(or shipments) controlled by the largest
sellers, often taken as the largest four
or eight firms.

Figure 11-1 shows the four-firm
concentration ratios in several Cana-
dian manufacturing industries. As is
clear, the degree of concentration is
quite varied across these industries. In
the petroluem industry, for example,
the largest four firms account for
about 65 percent of total sales. At the
other extreme, the largest four firms in
the fabricated metals industry account
for less than 10 percent of sales. These
largest firms may be large in some
absolute sense, but the low concentra-
tion ratios suggest that they have quite
limited market power.

Defining the Market The main
problem associated with using concen-
tration ratios is to define the market

concentration ratio The

fraction of total market sales

(or some other measure of

market activity) controlled

by a specified number of the

industry s largest firms.

FIGURE 11-1 Concentration Ratios in Selected 

Canadian Industries

Fabricated metals

Machinery

Clothing 

Furniture

Miscellaneous

Plastics and rubber

Electrical equipment and appliances

Computers and electronics

Wood products

Textile mills

Leather products

Textile products

Non-metallic minerals

Chemicals

Primary metals

Transportation equipment 
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Food

Printing
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Beverage and tobacco products
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Concentration ratios vary greatly among manufacturing industries.
These data show the share of total annual shipments (in dollar terms)
accounted for by the four largest firms in the industry.

(Source: Authors  calculations based on data provided by Statistics Canada.)

For data on many aspects of

Canadian industries, see

Industry Canada s website:

www.strategis.ic.gc.ca.
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with reasonable accuracy. On the one hand, the market may be much smaller than the
whole country. For example, concentration ratios in national cement sales are low, but
they understate the market power of cement companies because high transportation
costs divide the cement industry into a series of regional markets, with each having rel-
atively few firms. On the other hand, the market may be larger than one country, as is
the case for most internationally traded commodities. This is particularly important for
Canada.

The globalization of competition brought about by the falling costs of transporta-
tion and communication has been one of the most significant developments in the
world economy in recent decades. As the world has become smaller  through the
advances in transportation and communication technologies, the nature of domestic
markets has changed dramatically. For example, the presence of only a single firm in
one industry in Canada in no way implies monopoly power when it is in competition
with several foreign firms that can easily sell in the Canadian market. This is the situa-
tion faced by many Canadian companies producing raw materials, such as Petro-
Canada, Canfor, Rio Tinto Alcan, and Barrick. These companies may be large relative
to the Canadian market, but the relevant market in each case (oil, forest products,
aluminum, and gold) is the global one in which these firms have no significant market
power.

In the cases of markets for internationally traded products, concentration ratios
(appropriately adjusted to define the relevant market correctly) can still be used to
provide valuable information about the degree to which production in a given market
is concentrated in the hands of a few firms.

w w w. m y e c o n l a b . c o m

The ongoing forces of globalization have been changing the world economy for
centuries. For more information on how relatively recent advances in
transportation and communications technologies have led to changes in the
location of production and the nature of competition, look for The Nature of

Globalization in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

11.2 What Is Imperfect Competition?
We have identified two types of industries that are not well described by the theories of
perfect competition or monopoly. In one type, there is a large number of small firms,
but the theory of perfect competition is not appropriate because each of the many firms
has some market power. In the other type, there is a small number of large firms, each
with considerable market power. That these industries have more than a single firm
makes the theory of monopoly inappropriate. We need theories to understand these
market structures between the polar cases of perfect competition and monopoly.
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The market structures that we are now going to study are called imperfectly com-
petitive. The word competitive emphasizes that we are not dealing with monopoly,
and the word imperfect emphasizes that we are not dealing with perfect competition
(in which firms are price takers). Let s begin by noting a number of characteristics that
are typical of imperfectly competitive firms. To help organize our thoughts, we
classify these under two main headings. First, firms choose the variety of the product
that they produce and sell. Second, firms choose the price at which they will sell that
product.

Firms Choose Their Products

If a new farmer enters the wheat industry, the full range of products that the farmer
can produce is already in existence. In contrast, if a new firm enters the cell phone
industry, that firm must decide on the characteristics of the new phones it is to pro-
duce. It will not produce cell phones that are identical to those already in produc-
tion. Rather, it will develop variations on existing products or even a product with a
whole new capability. Each of these will have its own distinctive characteristics
including colour, size, shape, screen quality, video capability, and so on. As a result,
firms in the cell phone industry sell an array of differentiated products, no two of
which are identical.

The term differentiated product refers to a group of commodities that are simi-
lar enough to be called the same product but dissimilar enough that they can be sold
at different prices. For example, although one brand of shampoo is similar to most
others, shampoos differ from each other in chemical composition, colour, smell,
brand name, packaging, reputation, and a host of other characteristics that matter
to customers. All shampoos taken together can be regarded as one differentiated
product.

Most firms in imperfectly competitive markets sell differentiated products. In such
industries, the firm itself must choose which characteristics to give the products
that it will sell.

Firms Choose Their Prices

Whenever different firms  products are not identical, each
firm must decide on a price to set. For example, no market
sets a single price for cars or TVs or jeans by equating
overall demand with overall supply. What is true for cars
and TVs is true for virtually all consumer goods. Any one
manufacturer will typically have several product lines that
differ from each other and from the competing product
lines of other firms. Each product has a price that must be
set by its producer.

Firms that choose their prices are said to be price
setters. Each firm has expectations about the quantity it
can sell at each price that it might set. Unexpected demand
fluctuations then cause unexpected variations in the quan-
tities that are sold at these prices.

differentiated product A

group of commodities that

are similar enough to be

called the same product

but dissimilar enough that

all of them do not have to

be sold at the same price.

price setter A firm that

faces a downward-sloping

demand curve for its

product. It chooses which

price to set.

These breakfast cereals are different enough that each can
have its own price, but they are similar enough to be called
the same product they are a differentiated product.
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In market structures other than perfect competition, firms set their prices and then
let demand determine sales. Changes in market conditions are signalled to the firm
by changes in the firm s sales.

One striking contrast between perfectly competitive markets and markets for dif-
ferentiated products concerns the behaviour of prices. In perfect competition, prices
change continually in response to changes in demand and supply. In markets where dif-
ferentiated products are sold, prices change less frequently.

Modern firms that sell differentiated products typically have hundreds of distinct
products on their price lists. Changing such a long list of prices is often costly enough
that it is done only infrequently. The costs of changing the prices include the costs of
printing new list prices and notifying all customers, the difficulty of keeping track of
frequently changing prices for purposes of accounting and billing, and the loss of cus-
tomer and retailer goodwill because of the uncertainty caused by frequent changes
in prices. As a result, imperfectly competitive firms often respond to fluctuations in
demand by changing output and holding prices constant. Only after changes in
demand are expected to persist will firms incur the expense of adjusting their entire list
of prices. Since the advent of the Internet, some firms find it much easier to change
prices almost continuously, just as would happen in perfect competition. For example,
airlines have websites on which they post their prices, which change very frequently,
even hourly.

Non-price Competition

Firms in imperfect competition behave in other ways that are not observed under either
perfect competition or monopoly.

First, many firms spend large sums of money on advertising. They do so in an
attempt both to shift the demand curves for the industry s products and to attract
customers from competing firms. A firm in a perfectly competitive market would
not engage in advertising because the firm faces a perfectly elastic (horizontal)
demand curve at the market price and so advertising would involve costs but would
not increase the firm s revenues. A monopolist has no competitors in the industry
and so will not advertise to attract customers away from other brands. However, in
some cases a monopolist will still advertise in an attempt to convince consumers to
shift their spending away from other types of products and toward the monopolist s
product.

Second, many firms engage in a variety of other forms of non-price competition,
such as offering competing standards of quality and product guarantees. In the auto-
mobile industry, for example, Toyota and GM compete actively in terms of the dura-
tion of their bumper-to-bumper  warranties. Many firms also compete through the
services they offer along with their products. The automobile industry is again a good
example, with manufacturers and dealers competing in their after-sales  services pro-
vided to the customer, ranging from oil changes and car washes to emergency on-road
assistance.

Third, firms in many industries engage in activities that appear to be designed to
hinder the entry of new firms, thereby preventing the erosion of existing pure profits by
entry. For example, the public commitment to match any price offered by a competitor
may convince potential entrants not to enter the industry.

11_raga_ch11.qxd  1/28/10  7:56 PM  Page 256



CHAPTER 11 : IMPERFECT COMPETIT ION AND STRATEGIC  BEHAVIOUR 257

Two Market Structures

Our discussion in this section has been a general one concerning firms in imperfectly
competitive market structures. We now go into a little more detail and make a distinc-
tion between industries with a large number of small firms and industries with a small
number of large firms.

Some of the behaviour in the first group of industries can be understood with the
theory of monopolistic competition. To understand behaviour in the second group
we use the theory of oligopoly, in which game theory plays a central role. As you will
see in the remainder of this chapter, a key difference between these two market struc-
tures is the amount of strategic behaviour displayed by firms.

11.3 Monopolistic Competition
The theory of monopolistic competition was originally developed to deal with the
phenomenon of product differentiation. This theory was first developed by U.S. econ-
omist Edward Chamberlin in his pioneering 1933 book The Theory of Monopolistic
Competition.

This market structure is similar to perfect competition in that the industry contains
many firms and exhibits freedom of entry and exit. It differs, however, in one impor-
tant respect: Whereas firms in perfect competition sell an identical product and are
price takers, firms in monopolistic competition sell a differentiated product and thus
have some power over setting price.

Product differentiation leads to the establishment of brand names and advertising,
and it gives each firm a degree of market power over its own product. Each firm can
raise its price, even if its competitors do not, without losing all its sales. This is the
monopolistic part of the theory. However, each firm s market power is severely
restricted in both the short run and the long run. The short-run restriction comes from
the presence of similar products sold by many competing firms; this causes the
demand curve faced by each firm to be very elastic.
The long-run restriction comes from free entry into
the industry, which permits new firms to compete
away the profits being earned by existing firms.
These restrictions comprise the competition part of
the theory.

The Assumptions of Monopolistic
Competition

The theory of monopolistic competition is based on
four key simplifying assumptions.

1. Each firm produces one specific brand of the
industry s differentiated product. Each firm thus
faces a demand curve that, although negatively
sloped, is highly elastic because competing firms
produce many close substitutes.

monopolistic competition

Market structure of an

industry in which there are

many firms and freedom of

entry and exit but in which

each firm has a product

somewhat differentiated

from the others, giving it

some control over its price.

Familiar retail stores, like these ones, compete in industries in
which there are many firms. Such industries are said to be
monopolistically competitive.
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2. All firms have access to the same technological knowledge and so have the same
cost curves.

3. The industry contains so many firms that each one ignores the possible reac-
tions of its many competitors when it makes its own price and output decisions.
In this respect, firms in monopolistic competition are similar to firms in perfect
competition.

4. There is freedom of entry and exit in the industry. If profits are being earned by
existing firms, new firms have an incentive to enter. When they do, the demand for
the industry s product must be shared among more brands.

Predictions of the Theory

Product differentiation, which is the only thing that makes monopolistic competition
different from perfect competition, has important consequences for behaviour in both
the short and the long run.

The Short-Run Decision of the Firm In the short run, a firm that is oper-
ating in a monopolistically competitive market structure is similar to a monopoly. It
faces a negatively sloped demand curve and maximizes its profits by equating mar-
ginal cost with marginal revenue. The firm shown in part (i) of Figure 11-2 makes
positive profits.

FIGURE 11-2 Profit Maximization for a Firm in Monopolistic Competition

The short-run position for a monopolistically competitive firm is similar to that of a monopolist. In the long run, firms
in a monopolistically competitive industry have zero profits and excess capacity. Note the very elastic demand curve
this reflects the fact that each firm produces a good for which there are many close (but not perfect) substitutes. Short-
run profit maximization occurs in part (i) at ES, the output for which MR *MC. Price is pS and quantity is QS. Profits
may exist; in this example they are shown by the shaded area. Starting from the short-run position shown in part (i),
entry of new firms shifts each firm s demand curve to the left until profits are eliminated. In part (ii), point EL, where
demand is tangent to LRAC, is the position of each firm when the industry is in long-run equilibrium. Price is pL and
quantity is QL. In such a long-run equilibrium, each monopolistically competitive firm has excess capacity of QLQC.
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(i) A typical firm in the short run (ii) A typical firm when the industry is in long-run equilibrium
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The Long-Run Equilibrium of the Industry Profits, as shown in part (i) of
Figure 11-2, provide an incentive for new firms to enter the industry. As they do so, the
total demand for the industry s product must be shared among this larger number of
firms; thus, each firm gets a smaller share of the total market. Such entry shifts to the
left the demand curve faced by each existing firm. Entry continues until profits are
eliminated. When this has occurred, each firm is in the position shown in part (ii) of
Figure 11-2. Its demand curve has shifted to the left until the curve is tangent to the
long-run average cost (LRAC) curve. Each firm is maximizing its profit, but its profit
is equal to zero.1

To see why this tangency solution  provides the only possible long-run equilib-
rium for an industry that fulfills all of the theory s assumptions, consider the two pos-
sible alternatives. First, suppose the demand curve for each firm lies below and never
touches its LRAC curve. There would then be no output at which costs could be cov-
ered, and firms would leave the industry. With fewer firms to share the industry s
demand, the demand curve for each remaining firm shifts to the right. Exit will con-
tinue until the demand curve for each remaining firm touches and is tangent to its
LRAC curve. Second, suppose the demand curve for each firm cuts its LRAC curve.
There would then be a range of output over which positive profits could be earned.
Such profits would lead firms to enter the industry, and this entry would shift the
demand curve for each existing firm to the left until it is just tangent to the LRAC
curve, where each firm earns zero profit.

The Excess-Capacity Theorem Part (ii) of Figure 11-2 makes it clear that
monopolistic competition results in a long-run equilibrium of zero profits, even though
each individual firm faces a negatively sloped demand curve. It does this by forcing
each firm into a position in which it has excess capacity; that is, each firm is producing
an output less than that corresponding to the lowest point on its long-run average cost
(LRAC) curve. If the firm were to increase its output, it would reduce its cost per unit,
but it does not do so because selling more would reduce revenue by more than it would
reduce cost. This result is often called the excess-capacity theorem.

In long-run equilibrium in monopolistic competition, goods are produced at a
point where average total costs are not at their minimum.

In contrast, the long-run equilibrium under perfect competition has price equal to
the minimum of long-run average costs. In part (ii) of Figure 11-2, this is shown as
point EC, with price pC and output QC. (Recall that with perfect competition, each
firm faces a horizontal demand curve at the market price, so at price pC each firm
would be on its MC curve at point EC.)

The excess-capacity theorem once aroused passionate debate among economists
because it seemed to show that all industries selling differentiated products would
produce them at a higher cost than was necessary. Because product differentiation is a
characteristic of virtually all modern consumer goods and many service industries,
this theorem seemed to suggest that modern market economies were systematically
inefficient.

Practise with Study Guide

Chapter 11, Exercises 1 and 2.

excess-capacity theorem

The property of long-run

equilibrium in monopolistic

competition that firms

produce on the falling

portion of their long-run

average cost curves. This

results in excess capacity,

measured by the gap

between present output

and the output that

coincides with minimum

average cost.

1A standard assumption in this theory is that the industry is symmetric in the sense that when a new firm

enters the industry, it takes demand away equally from all existing firms, thus ensuring that all industry prof-

its are eliminated in the long run. The asymmetric case, in which the industry s differentiated products have

varying degrees of substitutability for each other, making long-run profits possible for some of the firms, is

discussed in advanced courses in industrial organization.
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Subsequent analysis by economists has shown that the charge of inefficiency has
not been proven. The excess capacity of monopolistic competition does not necessarily
indicate a waste of resources because some benefits accrue to consumers who can
choose among the variety of products.

Saying that consumers value variety is not saying that each consumer necessarily
values variety. You might like only one of the many brands of toothpaste and be better
off if only that one brand were produced and the price were lower. But other con-
sumers would prefer one of the other brands. Thus, it is the differences in tastes across
many consumers that give rise to the social value of variety, and the price of that
greater variety is the higher price per unit.

From society s point of view, there is a tradeoff between producing more brands to
satisfy diverse tastes and producing fewer brands at a lower cost per unit.

Monopolistic competition produces a wider range of products but at a somewhat
higher cost per unit than perfect competition (which produces only one type of each
generic product). As consumers clearly value variety, the benefits of variety must be
matched against the extra cost that variety imposes. Product differentiation is wasteful
only if the costs of providing variety exceed the benefits conferred by providing that
variety.

Empirical Relevance of Monopolistic Competition

A controversy raged for several decades as to the empirical relevance of the theory of
monopolistic competition. Of course, product differentiation is pervasive in many
industries. Nonetheless, many economists maintained that the monopolistically com-
petitive market structure was almost never found in practice.

To see why, we need to distinguish between products and firms. Single-product firms
are extremely rare in manufacturing industries. Typically, a vast array of differentiated
products is produced by each of the few firms in the industry. Most of the huge variety of
breakfast cereals, for example, is produced by only three firms (Kellogg, Nabisco, and
General Foods). Similar circumstances exist in soap, chemicals, cigarettes, and numerous
other industries in which many competing products are produced by a few very large

firms. These industries are clearly not perfectly com-
petitive and neither are they monopolies. Are they
monopolistically competitive? The answer is no
because they contain few enough firms for each to take
account of the others reactions when determining its
own behaviour. Furthermore, these firms often earn
large profits without attracting new entry (thereby vio-
lating the third assumption of monopolistic competi-
tion). In fact, they operate under the market structure
called oligopoly, which we consider in the next section.

Although monopolistic competition is not
applicable to differentiated products produced in
industries with high concentration, many economists
think that the theory is useful for analyzing industries
in which concentration ratios are low and products
are differentiated, as in the cases of restaurants,
clothing and furniture stores, gas stations, dry clean-
ers, hair salons, and landscaping services.

The Canadian wine-making industry contains many firms
producing similar but differentiated products. It is a monopolisti-
cally competitive industry.
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11.4 Oligopoly and Game Theory
Industries that are made up of a small number of large firms have a market structure
called oligopoly, from the Greek words oligos polein, meaning few to sell.  An
oligopoly is an industry that contains two or more firms, at least one of which pro-
duces a significant portion of the industry s total output. Whenever there is a high con-
centration ratio for the firms that are serving one particular market, that market is
oligopolistic. The market structures of oligopoly, monopoly, and monopolistic compe-
tition are similar in that firms in all these markets face negatively sloped demand
curves.

In contrast to a monopoly (which has no competitors) and to a monopolistically
competitive firm (which has many competitors), an oligopolistic firm faces only a few
competitors. The number of competitors is small enough for each firm to realize that
its competitors may respond to anything that it does and that it should take such pos-
sible responses into account. In other words, oligopolists are aware of the interdepen-
dence among the decisions made by the various firms in the industry.

Economists say that oligopolists exhibit strategic behaviour, which means that
they take explicit account of the impact of their decisions on competing firms and of
the reactions they expect competing firms to make. In contrast, firms in perfect compe-
tition or monopolistic competition are assumed to engage in non-strategic behaviour,
which means they make decisions based on their own costs and their own demand
curves without considering any possible reactions from their large number of competi-
tors. Monopolists also do not engage in strategic behaviour simply because they have
no competitors to worry about.

The Basic Dilemma of Oligopoly

The basic dilemma faced by oligopolistic firms is very similar to the dilemma faced by
the members of a cartel, which we studied in Chapter 10. There we saw that the cartel
as a whole had an incentive to form an agreement to restrict total output, but each
individual member of the cartel had the incentive to cheat on the agreement and
increase its own level of output.

For the small number of firms in an oligopoly, the incentives are the same. We say
that firms can either cooperate (or collude) in an attempt to maximize joint profits, or
they can compete in an effort to maximize their individual profits. Not surprisingly, the
decision by one firm to cooperate or to compete will depend on how it thinks its rivals
will respond to its decision.

Oligopolistic firms often make strategic choices; they consider how their rivals are
likely to respond to their own actions.

When thinking about how firm behaviour leads to market outcomes, we distin-
guish between cooperative and non-cooperative behaviour. If the firms cooperate to
produce among themselves the monopoly output, they can maximize their joint profits.
If they do this, they will reach what is called a cooperative (or collusive) outcome,
which is the position that a single monopoly firm would reach if it owned all the firms
in the industry.

If the firms are at the cooperative outcome, it will usually be worthwhile for any
one of them to cut its price or to raise its output, so long as the others do not do so.

oligopoly An industry that

contains two or more firms,

at least one of which

produces a significant

portion of the industry s

total output.

strategic behaviour

Behaviour designed to take

account of the reactions of

one s rivals to one s own

behaviour.

cooperative (collusive)

outcome A situation in

which existing firms

cooperate to maximize

their joint profits.
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However, if every firm does the same thing, they will be worse off as a group and may
all be worse off individually. An industry outcome that is reached when firms proceed
by calculating only their own gains without cooperating with other firms is called a
non-cooperative outcome.

The behaviour of firms in an oligopoly is complex, and studying it requires much
attention to detail. As in other market structures, it is necessary to think about how
individual firm behaviour affects the overall market outcome. Unlike other market
structures, however, in oligopoly each firm typically thinks about how the other firms
in the industry will react to its own decisions. Then, of course, the other firms may
respond to what the first firm does, and so on. To help us keep our thoughts organized,
we will use game theory.

Some Simple Game Theory

Game theory is used to study decision making in situations in which there are a num-
ber of players, each knowing that others may react to their actions and each taking

account of others  expected reactions when making
moves. For example, suppose a firm is deciding whether
to raise, lower, or maintain its price. Before arriving at
an answer, it asks, What will the other firms do in each
of these cases, and how will their actions affect the prof-
itability of whatever decision I make?

When game theory is applied to oligopoly, the play-
ers are firms, their game is played in the market,
their strategies are their price or output decisions,
and the payoffs are their profits.

An illustration of the basic dilemma of oligopo-
lists, to cooperate or to compete, is shown in Figure
11-3 for the case of a two-firm oligopoly, called a
duopoly. In this simplified game, we assume that both
firms are producing the same product, and so there is a
single market price. The only choice for each firm is
how much output to produce. If the two firms coop-
erate  to jointly act as a monopolist, each firm pro-
duces one-half of the monopoly output and each earns
large profits. If the two firms compete,  they each
produce more than half (say two-thirds) of the monop-
oly output, and in this case both firms earn low prof-
its. As we will see, even this very simple example is
sufficient to illustrate several key ideas in the modern
theory of oligopoly.

A Payoff Matrix Figure 11-3 shows a payoff
matrix for this simple game. It shows the profits that
each firm earns in each possible combination of the
two firms  actions. The upper-left cell in this example
shows that if each firm produces one-half of the
monopoly output, each firm will earn profits of 20.

non-cooperative outcome

An industry outcome

reached when firms

maximize their own profit

without cooperating with

other firms.

game theory The theory

that studies decision

making in situations in

which one player

anticipates the reactions of

other players to its own

actions.

FIGURE 11-3 The Oligopolist s Dilemma:

To Cooperate or to Compete?

Cooperation to determine the overall level of output
can maximize joint profits, but it leaves each firm
with an incentive to cheat. The figure shows a payoff
matrix for a two-firm game. Firm As production is
indicated across the top, and its payoffs (profits in
millions of dollars) are shown in the green circles
within each cell. Firm B s production is indicated
down the left side, and its payoffs are shown in the
red circles within each cell.

If A and B cooperate, each produces one-half the
monopoly output and receives a payoff of 20. If A
and B do not cooperate, they each end up producing
two-thirds of the monopoly output and receiving a
payoff of 17. In this example, this non-cooperative
equilibrium is a Nash equilibrium.
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The lower-right cell shows that if each firm produces two-thirds of the monopoly out-
put, each firm will earn a profit of 17. Since joint profits must be maximized at the
monopoly output, the total profit in the upper-left cell (40) is greater than the total
profit in the lower-right cell (34).

The upper-right and lower-left cells show the profits in the case where one firm
produces one-half of the monopoly output and the other firm produces two-thirds of
the monopoly output. Note that in these cells, the firm that produces more earns the
greater profit. The firm that produces one-half of the monopoly output is helping to
restrict output and keep prices high. The firm that produces two-thirds of the monop-
oly output then benefits from the first firm s output restrictions.

Strategic Behaviour The payoff matrix shows the profit each player earns with
each combination of the two players  moves. But what will actually happen? To answer
this question, we must first know what type of game is being played. Specifically, can
the players cooperate or is the game a non-cooperative one?

COOPERATIVE OUTCOME. If the two firms in this duopoly can cooperate, the payoff
matrix shows that their highest joint profits will be earned if each firm produces one-
half of the monopoly output. This is the cooperative outcome. The payoff matrix also
shows, however, that if each firm thinks the other will cooperate (by producing half of
the monopoly output), then it has an incentive to cheat and produce two-thirds of the
monopoly output. Thus, the cooperative outcome can only be achieved if the firms
have some effective way to enforce their output-restricting agreement. As we will see in
Chapter 12, explicit output-restricting agreements are usually illegal.

NON-COOPERATIVE OUTCOME. Now suppose that firms believe that cooperation is
not possible because they have no legal way of enforcing an agreement. What will be
the non-cooperative outcome in this duopoly game? To answer this question, we must
examine each player s incentives, given the possible actions of the other player.

Firm A reasons as follows: If B produces one-half of the monopoly output (upper
row of the matrix), then my profit will be higher if I produce two-thirds of the monop-
oly output. Moreover, if B produces two-thirds of the monopoly output (bottom row
of the matrix), my profit will be higher if I also produce two-thirds of the monopoly
output. Therefore, no matter what B does, I will earn more profit if I produce two-
thirds of the monopoly output.  A quick look at the payoff matrix in Figure 11-3
reveals that this game is symmetric, and so Firm B s reasoning will be identical to As: It
will conclude that its profit will be higher if it produces two-thirds of the monopoly
output no matter what A does.

The final result is clear. Each firm will end up producing two-thirds of the monop-
oly output and each firm will receive a profit of 17. This is the non-cooperative out-
come. Note that each firm will be worse off than it would have been had they been able
to achieve the cooperative outcome. This type of game, in which the non-cooperative
outcome makes both players worse off than if they had been able to cooperate, is called
a prisoners  dilemma. The reason for this curious name is discussed in Extensions in
Theory 11-1.

NASH EQUILIBRIUM. The non-cooperative outcome shown in Figure 11-3 on
page 262 is called a Nash equilibrium, after the U.S. mathematician John Nash, who
developed the concept in the 1950s and received the Nobel Prize in Economics in
1994 for this work. (The 2002 movie A Beautiful Mind is about John Nash s life and
contains a few fascinating bits of game theory!) In a Nash equilibrium, each player s
best strategy is to maintain its present behaviour given the present behaviour of the
other players.

Practise with Study Guide

Chapter 11, Exercises 3 and 5.

Nash equilibrium An

equilibrium that results

when each firm in an

industry is currently doing

the best that it can, given

the current behaviour 

of the other firms in 

the industry.
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The game shown in Figure 11-3 on page 262 is often
known as a prisoners  dilemma game. This is the story
that lies behind the name:

Two men, John and William, are arrested for
jointly committing a crime and are interro-
gated separately. They know that if they both
plead innocence, they will get only a light sen-
tence, and if they both admit guilt they will
both receive a medium sentence. Each is told,
however, that if either protests innocence
while the other admits guilt, the one who
claims innocence will get a severe sentence
while the other will be released with no sen-
tence at all.

Here is the payoff matrix for that game:

John reasons as follows: William will plead either
guilty or innocent. If he pleads innocent, I will get a
light sentence if I also plead innocent but no sentence at
all if I plead guilty, so guilty is my better plea. If he
pleads guilty, I will get a severe sentence if I plead inno-
cent and a medium sentence if I plead guilty. So once
again guilty is my preferred plea.

William reasons in the same way and, as a result,
they both plead guilty and get a medium sentence. Note,
however, that if they had been able to communicate and
coordinate their pleas, they could both have agreed to
plead innocent and get off with a light sentence.

The prisoners  dilemma arises in many economic
situations. We have already seen an example of a two-
firm oligopoly. Economists use the basic structure of
this simple game to think about how firms compete in
their decisions to build new factories, launch advertising
campaigns, and adjust the prices of their differentiated
products.

Simple game theory and the prisoners  dilemma
also figure prominently in the study of political science.
Robert Axelrod s 1984 book The Evolution of Cooper-
ation discusses how the key insights from the prisoners
dilemma have been used in the analysis of elections
(where candidates  choices are their electoral platforms)
and the nuclear arms race (in which national govern-
ments  choices are their decisions to build and stockpile
weapons).*

* For those interested in a very readable treatment of game the-

ory applied to many aspects of life, see Thinking Strategically

(Norton, 1993), written by Avinash Dixit and Barry Nalebuff,

two leading economists.
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EXTENSIONS IN THEORY 11-1

The Prisoners  Dilemma

It is easy to see that there is only one Nash equilibrium in Figure 11-3.2 In the bot-
tom-right cell, the best decision for each firm, given that the other firm is producing
two-thirds of the monopoly output, is to produce two-thirds of the monopoly output
itself. Between them, they produce a joint output of 11

3 times the monopoly output.
Neither firm has an incentive to depart from this position (except through enforceable
cooperation with the other). In any other cell, each firm has an incentive to change its
output given the output of the other firm.

The basis of a Nash equilibrium is rational decision making in the absence of coop-
eration. Its particular importance in oligopoly theory is that it is the only type of self-
policing equilibrium. It is self-policing in the sense that there is no need for group

2 In general, an economic game  may have zero, one, or more Nash equilibria. For an example of an

economic setting in which there are two Nash equilibria, see Study Exercise #10 on page 277.
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behaviour to enforce it. Each firm has a self-interest to maintain it because no move
will improve its profits, given what other firms are currently doing.

If a Nash equilibrium is established by any means whatsoever, no firm has an
incentive to depart from it by altering its own behaviour.

w w w . m y e c o n l a b . c o m

Our discussion of game theory has used examples of simultaneous games in
which both players make their decisions at the same time. But often one firm
is in a position to make its decision before its competitors. To see an example
of a sequential game, look for A Sequential Game in Fibre Optics in the
Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

11.5 Oligopoly in Practice

We have examined the incentives for firms in an oligopoly to cooperate and the incen-
tives for firms to cheat on any cooperative agreement. We can now look at the behav-
iour that we actually observe among oligopolists. How do they cooperate? How do
they compete?

Types of Cooperative Behaviour

When firms agree to cooperate in order to restrict output and raise prices, their behav-
iour is called collusion. Collusive behaviour may occur with or without an explicit
agreement to collude. Where explicit agreement occurs, economists speak of overt or
covert collusion, depending on whether the agreement is open or secret. Where no
explicit agreement actually occurs, economists speak of tacit collusion. In this case, all
firms behave cooperatively without an explicit agreement to do so. They merely under-
stand that it is in their mutual interest to restrict output and to raise prices.

Explicit Collusion The easiest way for firms to ensure that they will all main-
tain their joint profit-maximizing output is to make an explicit agreement to do so.
Such collusive agreements have occurred in the past, although they have been illegal
among privately owned firms in Canada for a long time. When they are discovered
today, they are rigorously prosecuted. We will see, however, that such agreements are
not illegal everywhere in the world, particularly when they are supported by national
governments.

We saw in Chapter 10 that when several firms get together to act in this way, they
create a cartel. Cartels show in stark form the basic conflict between cooperation and
competition that we just discussed. Cooperation among cartel members allows them to

collusion An agreement

among sellers to act jointly

in their common interest.

Collusion may be overt or

covert, explicit or tacit.

Practise with Study Guide

Chapter 11, Exercise 4.
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restrict output and raise prices, thereby increasing the cartel members  profits. But it
also presents each cartel member with the incentive to cheat. The larger the number of
firms, the greater the temptation for any one of them to cheat. After all, cheating by
one small firm may not be noticed because it will have a small effect on price. Con-
versely, a cartel made up of a small number of firms is more likely to persist because
cheating by any one member is more difficult to conceal from the other members.

As we mentioned in Chapter 10, DeBeers is an example of a firm that has been able
to assemble a cartel in the world s diamond industry. Through its own Diamond Trad-
ing Company (DTC), DeBeers markets approximately half of the world s annual dia-
mond production. With such influence over the market, it is able to manage the flow of
output, in response to changes in world demand, to keep prices high. In recent years,
however, the discovery of large diamond mines by firms that wanted to remain inde-
pendent of DeBeers has led to a reduction in DeBeers s ability to set the market price.
In fact, the independent producers in particular, Canadian producers have been suc-
cessful at establishing their own brand  of diamonds. This has led DeBeers to reduce
its efforts through the DTC to manage market prices and instead focus more of its
efforts on creating its own brand of diamonds and other luxury products. Only time
will tell how this brand competition in the diamond industry will develop.

The most famous example of a cartel and the one that has had the most dramatic
effect on the world economy is the Organization of Petroleum Exporting Countries
(OPEC). OPEC s explicit cooperation over the past four decades, as well as its failure
to always sustain such cooperation, is discussed in Lessons From History 11-1.

Tacit Collusion Although collusive behaviour that affects prices is illegal, a small
group of firms that recognize the influence that each has on the others may act without
any explicit agreement to achieve the cooperative outcome. In such tacit agreements,
the two forces that push toward cooperation and competition are still evident. First,
firms have a common interest in cooperating to maximize their joint profits at the
cooperative solution. Second, each firm is interested in its own profits, and any one of
them can usually increase its profits by behaving competitively.

In many industries there is suggestive evidence of tacit collusion, although it is very
difficult to prove rigorously. For example, when one large steel company announces
that it is raising its price for a specific quality of steel, other steel producers will often
announce similar price increases within a day or two. This seemingly coordinated price
increase may be the result of a secret explicit agreement or of tacit collusion. However,
the firms that followed the first firm s price increase could easily argue (and usually do
in such cases) that with their competitor raising prices, and driving some customers
toward them, the natural response is to raise their own prices.

Types of Competitive Behaviour

Although the most obvious way for a firm to violate the cooperative solution is to pro-
duce more than its share of the joint profit-maximizing output, there are other ways in
which rivalrous behaviour can occur.

Competition for Market Share Even if joint profits are maximized, there is
still a question of how the profit-maximizing level of sales is to be divided among the
colluding firms. Competition for market share may upset the tacit agreement to hold to
joint profit-maximizing behaviour. Firms often compete for market share through var-
ious forms of non-price competition, such as advertising and variations in the quality

For more information on

OPEC, check out its

website: www.opec.org.
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of their product. Such costly competition may increase one firm s
profits only by decreasing profits for other firms, but since the
activities are costly, total industry profits would be reduced.

In an industry with many differentiated products and in
which sales are often by contract between buyers and sellers,
covert rather than overt cheating may seem attractive. Secret dis-
counts and rebates can allow a firm to increase its sales at the
expense of its competitors while appearing to hold to the tacitly
agreed price.

Innovation A firm may find that by innovating it can behave
competitively, keeping ahead of its rivals, and thereby maintain a
larger market share. In this way, it will earn larger profits than it
would if it cooperated with the other firms in the industry, even
though all the firms  joint profits are lower. The great Austrian
economist Joseph Schumpeter called the process by which one
firm attacks another s monopolistic position by developing new products creative
destruction.  Such competition through innovation contributes to the long-run growth
of living standards and may provide social benefits over time that outweigh any losses
caused by the restriction of output at any one point in time.

Oligopolistic firms typically compete by innovating. A firm can rectify a mistake in
its price-setting decisions easily, but falling behind its competitors in developing new
products and new production processes can spell disaster. A reading of the business
pages of any newspaper shows firms in continuous competition to outdo each other in
innovations.

There are strong incentives for oligopolistic firms to compete rather than to main-
tain the cooperative outcome, even when they understand the inherent risks to
their joint profits.

A good example is the continuous process of innovation by the relatively small
number of firms producing cell phones, such as Nokia, SonyEricsson, Samsung, Apple,
and Motorola. As one firm introduces a new feature, such as text messaging, video
screens, cameras, Internet access, downloadable games, or full audio/video capability,
the competing firms quickly follow suit. In this market, the introduction of new prod-
uct features is an important part of competitive behaviour.

The Importance of Entry Barriers

Suppose firms in an oligopolistic industry succeed in raising prices above long-run
average costs and earn substantial profits that are not completely eliminated by compe-
tition among them. In the absence of significant entry barriers, new firms will enter the
industry and erode the profits of existing firms, as they do in monopolistic competi-
tion. Natural barriers to entry were discussed in Chapter 10. They are an important
part of the explanation of the persistence of profits in many oligopolistic industries.

Where such natural entry barriers do not exist, however, oligopolistic firms can
earn profits in the long run only if they can create entry barriers. To the extent this is
done, existing firms can move toward joint profit maximization without fear that new
firms will enter the industry. We now discuss some types of firm-created entry barriers.

Oligopolistic firms producing differentiated
products often compete very little through prices.
Sometimes the most aggressive competition takes
place through their continual processes of innova-
tion, as well as the introduction of new products.
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The experience of the Organization of Petroleum
Exporting Countries (OPEC) in the 1970s and 1980s
illustrates the power of cooperative behaviour to create
short-run profits, as well as the problems of trying to
exercise long-run market power in an industry without
substantial entry barriers.

OPEC did not attract worldwide attention until
1973, when its members voluntarily restricted their out-
put by negotiating quotas among themselves. In that
year, OPEC countries accounted for about 70 percent of
the world s supply of crude oil. Although it was not a
complete monopoly, the cartel came close to being one.
By reducing output, the OPEC countries were able to
reduce the world supply of oil and thereby increase its
world price by almost 300 percent. Their actions
resulted in massive profits both for themselves and for
non-OPEC producers, who obtained the high prices
without having to limit their output. After several years
of success, however, OPEC began to experience the typ-
ical problems of cartels.

High Prices Lead to Entry

Entry became a problem for the OPEC countries. The
high price of oil encouraged the development of new
supplies, and within a few years, new productive capac-
ity was coming into use at a rapid rate in non-OPEC
countries. The development of North Sea oil by the
United Kingdom and the development of the Athabasca
Tar Sands in Alberta and the Hibernia oil field in New-
foundland and Labrador are three examples of this new
productive capacity.

Long-Run Adjustment of Demand

The short-run demand for oil proved to be highly inelas-
tic. Over the long run, however, adaptations to reduce
the demand for oil were made within the confines of
existing technology. Homes and offices were insulated
more efficiently, and smaller, more fuel-efficient cars
became popular. This is an example of the distinction
between the short-run and long-run demand for a com-
modity first introduced in Chapter 4.

Innovation further reduced the demand for oil in
the very long run. Over time, technologies that were
more efficient in their use of oil were developed, as were
alternative energy sources.

This experience in both the long run and the very
long run shows the price system at work, signalling
the need for adaptation and providing the incentives
for that adaptation. It also provides an illustration of
Joseph Schumpeter s concept of creative destruction,
which we first discussed in Chapter 10. To share in
the profits generated by high oil prices, new technolo-
gies and new substitute products were developed, and
these reduced much of the market power of the origi-
nal cartel.

Cheating in the Early 1980s

At first, there was little incentive for OPEC countries to
violate their production quotas. Member countries
found themselves with such undreamed-of increases in
incomes that they found it difficult to use all of their
money productively. As the output of non-OPEC oil
grew, however, OPEC s output had to be reduced to
maintain the high prices. Furthermore, as the long-run
adjustments in demand occurred, even larger output
restrictions by OPEC were required to prop up the price
of oil. Incomes in OPEC countries declined as a result.

Many OPEC countries had become used to their
enormous incomes, and their attempts to maintain them
in the face of falling output quotas brought to the sur-
face the instabilities inherent in all cartels. In 1981, oil
prices reached U.S.$35 per barrel. In real terms, this was
about six times as high as the 1972 price, but production
quotas were less than one-half of OPEC s capacity. Eager
to increase their oil revenues, many individual OPEC
members gave in to the pressure to cheat and produced
in excess of their production quotas. In 1984, Saudi
Arabia indicated that it would not tolerate further cheat-
ing by its OPEC partners and demanded that others
share equally in reducing their quotas yet further. How-
ever, agreement proved impossible. In December 1985,
OPEC decided to eliminate production quotas altogether
and let each member make its own decisions about out-
put. The end of the production quotas effectively meant
the end of the cartel.

After the Collapse

OPEC s collapse as an output-restricting cartel led to a
major reduction in world oil prices. Early in 1986, the
downward slide took the price to U.S.$20 per barrel,

LESSONS FROM HISTORY 11-1

Explicit Cooperation in OPEC
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and it fell to U.S.$11 per barrel later in the year. Allow-
ing for inflation, this was still double the price that had
prevailed just before OPEC introduced its output
restrictions in 1973. Following the 1986 collapse, and
for the next decade or so, the world price of oil fluctu-
ated between U.S.$15 per barrel and U.S.$25 per barrel.
With the continuing expansion of output from non-
OPEC producers, OPEC s share of world output
steadily fell, reaching approximately 35 percent by the
mid-1990s, where it remains today.

Beginning in the late 1990s, the world price of oil
began to rise again, as the accompanying figure shows.
Measured in 2001 U.S. dollars, the price increased from
below U.S.$20 per barrel in 1998 to just under U.S.$80
in 2008 (although it was almost U.S.$150 per barrel
briefly during that year). The main cause of this signifi-
cant price increase was a booming world economy that
increased the world s demand for oil. The sharp price
increase reflected an increase in demand at a time when
the world supply curve was relatively inelastic. This

supply inelasticity, in turn, reflected the fact that most
oil producers both inside and outside OPEC were
producing at or close to their capacity and thus were
unable to easily respond to higher prices by increasing
their output. In this setting of low global excess capac-
ity, OPEC s ability to increase prices through output
restrictions was partially restored, even though their
share of world output was much less than in the 1970s.

Beginning in the late fall of 2008, however, the
world entered a significant economic recession, and the
decline in economic activity led to a sharp decline in
the demand for oil. The world price fell quickly to
about U.S.$50. This price decline, not surprisingly, led
to a large reduction in incomes for oil-producing
nations and induced the OPEC countries to once again
consider output restrictions in an effort to prop up the
world price. But as could be predicted, the OPEC mem-
bers found it difficult to enforce any agreed-upon
restrictions. As we have seen in this chapter, maintain-
ing an effective cartel is quite a challenge.
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Brand Proliferation as an Entry Barrier By altering the characteristics of a
differentiated product, it is possible to produce a vast array of variations on the general
theme of that product, each with its unique identifying brand. Think, for example, of
the many different brands of soap or shampoo, breakfast cereals or cookies, and even
automobiles or motorcycles. In these cases, each firm in the industry produces several
brands of the differentiated product.

Although such brand proliferation is no doubt partly
a response to consumers  tastes, it can also have the effect
of discouraging the entry of new firms. To see why, sup-
pose the product is the type for which there is a substan-
tial amount of brand switching by consumers. In this
case, the larger the number of brands sold by existing
firms, the smaller the expected sales of a new entrant.

Suppose, for example, that an industry contains
three large firms, each selling one brand of beer, and say
that 30 percent of all beer drinkers change brands in a
random fashion each year. If a new firm enters the indus-
try, it can expect to pick up one-third of the customers
who change brands (a customer who switches brands
now has three other brands among which to choose).
The new firm would get 10 percent (one-third of 30 per-
cent) of the total market the first year merely as a result
of picking up its share of the random switchers, and it
would keep increasing its share for some time thereafter.
If, however, the existing three firms have five brands

each, there would be 15 brands already available, and a new firm selling one new
brand could expect to pick up only one-fifteenth of the brand switchers, giving it only
2 percent of the total market the first year, with smaller gains also in subsequent years.
This is an extreme case, but it illustrates a general result.

The larger the number of differentiated products that are sold by existing oligop-
olists, the smaller the market share available to a new firm that is entering with a
single new product. Brand proliferation therefore can be an effective entry
barrier.

Advertising as an Entry Barrier Advertising is one means by which existing
firms can impose heavy costs on new entrants. Advertising, of course, serves purposes
other than that of creating barriers to entry. Among them, it performs the useful func-
tion of informing buyers about their alternatives. Indeed, a new firm may find that
advertising is essential, even when existing firms do not advertise at all, simply to call
attention to its entry into an industry in which it is currently unknown.

Nonetheless, advertising can also operate as a potent entry barrier by increasing
the costs of new entrants. Where heavy advertising has established strong brand images
for existing products, a new firm may have to spend heavily on advertising to create its
own brand images in consumers  minds. If the firm s sales are small, advertising costs
per unit will be large, and price will have to be correspondingly high to cover those
costs. Consider Nike, Reebok, and their competitors. They advertise not so much the
quality of their athletic shoes as images that they want consumers to associate with
the shoes. The same is true for cosmetics, beer, cars, hamburgers, and many more
consumer goods. The ads are lavishly produced and photographed. They constitute a
formidable entry barrier for a new producer.

Many beer-producing firms produce several brands. Such
brand proliferation by individual firms is an effective way 
to deter other firms from entering the market.
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A new entrant with small sales but large required advertising
costs finds itself at a substantial cost disadvantage relative to its
established rivals.

The combined use of brand proliferation and advertising as an
entry barrier helps to explain one apparent paradox of everyday
life that one firm often sells multiple brands of the same product,
which compete actively against one another as well as against the
products of other firms. The soap and beer industries provide clas-
sic examples of this behaviour. Because all available scale
economies can be realized by quite small plants, both industries
have few natural barriers to entry. Both contain a few large firms,
each of which produces an array of heavily advertised products.
The numerous existing products make it harder for a new entrant
to obtain a large market niche with a single new product. The
heavy advertising, although directed against existing products, cre-
ates an entry barrier by increasing the average costs of a new prod-
uct that seeks to gain the attention of consumers and to establish its
own brand image.

Predatory Pricing as an Entry Barrier A firm will not
enter a market if it expects continued losses after entry. An existing
firm can create such an expectation by cutting prices below costs
whenever entry occurs and keeping them there until the entrant goes
bankrupt. The existing firm sacrifices profits while doing this, but it
sends a discouraging message to potential future rivals, as well as to present ones. Even
if this strategy is costly in terms of lost profits in the short run, it may pay for itself in
the long run by creating reputation effects that deter the entry of new firms at other
times or in other markets that the firm controls.

Predatory pricing is controversial. Some economists argue that pricing policies that
appear to be predatory can be explained by other motives and that existing firms only
hurt themselves when they engage in such practices instead of accommodating new
entrants. Others argue that predatory pricing has been observed and that it is in the
long-run interests of existing firms to punish the occasional new entrant even when it is
costly to do so in the short run.

Canadian courts have taken the position that predatory pricing does indeed
occur and a number of firms have been convicted of using it as a method of restrict-
ing entry.

Advertising can be very informative for
consumers. But by raising the costs of new
entrants, advertising can also act as a potent
entry barrier.

w w w . m y e c o n l a b . c o m

We have been discussing how the entry of firms to an industry can reduce
oligopoly profits toward the competitive level. But sometimes it is only the
threat of entry that is necessary to achieve this outcome. For a detailed
discussion of this point, look for Oligopoly and Contestable Markets in the
Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

See Industry Canada s

website at www.strategis.

gc.ca for a discussion of

predatory pricing in

Canada.
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Oligopoly and the Economy

Oligopoly is found in many industries and in all advanced economies. It typically
occurs in industries in which both perfect and monopolistic competition are made
impossible by the existence of major economies of scale. In such industries, there is
simply not enough room for a large number of firms all operating at or near their min-
imum efficient scales.

Three questions are important for the evaluation of oligopoly. First, do oligopolistic
firms respond to changes in market conditions very differently than perfectly competi-
tive firms? Second, in their short-run and long-run outcomes, where do oligopolistic
firms typically settle between the extreme outcomes of earning zero profits and earning
monopoly profits? Third, how much do oligopolists contribute to economic growth by
encouraging innovative activity in the very long run? We consider each of these ques-
tions in turn.

Market Adjustment Under Oligopoly We have seen that under perfect com-
petition, prices are set by the impersonal forces of demand and supply, whereas firms in
oligopolistic markets choose their prices. The market signalling system works slightly
differently when prices are chosen rather than being determined by the market.
Changes in market conditions are signalled to the perfectly competitive firm by
changes in the price of its product. For example, an increase in demand will lead to an
increase in market price; as the market price rises, the competitive firm will choose to
increase its output.

For an oligopolist that sets its prices, however, the order of events is a little differ-
ent. An increase in demand will cause the sales of oligopolistic firms to rise. Firms will
then respond by increasing output. Only after the increase in demand is expected to persist
will oligopolistic firms choose to increase their prices.

Temporary changes in demand lead to more price volatility in perfectly competi-
tive markets than in oligopoly markets. Permanent changes in demand, however,
lead to similar adjustments in both market structures.

Profits Under Oligopoly Some firms in some oligopolistic industries succeed in
coming close to joint profit maximization in the short run. In other oligopolistic indus-
tries, firms compete so intensely among themselves that they come close to achieving
competitive prices and outputs.

In the long run, those profits that do survive competitive behaviour among existing
firms will tend to attract entry. Profits will persist only insofar as entry is restricted
either by natural barriers, such as large minimum efficient scales for potential entrants,
or by barriers created, and successfully defended, by the existing firms.

Innovation Which market structure oligopoly or perfect competition is most
conducive to innovation? As we discussed in Chapter 8, innovation and productivity
improvements are the driving force of the economic growth that has so greatly raised
living standards over the past two centuries. They are intimately related to Schum-
peter s concept of creative destruction, which we first encountered in our discussion of
entry barriers in Chapter 10.

Examples of creative destruction abound. In the nineteenth century, railways
began to compete with wagons and barges for the carriage of freight. In the twentieth
century, trucks operating on newly constructed highways began competing with trains.
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During the 1950s and 1960s, airplanes began to compete seriously with both trucks
and trains. In recent years, fax machines and e-mail have eliminated the monopoly of
the postal service in delivering hard-copy (printed) communications. Cell phones have
significantly weakened the monopoly power that telephone companies had for the pro-
vision of local phone service. And the Internet has allowed consumers to download
music easily, thereby reducing the market power of the music production companies
that sell CDs.

An important defence of oligopoly is based on Schumpeter s idea of creative
destruction. Some economists argue that oligopoly leads to more innovation than
would occur in either perfect competition or monopoly. They argue that the oligopo-
list faces strong competition from existing rivals and cannot afford the more relaxed
life of the monopolist. Moreover, oligopolistic firms expect to keep a good share of
the profits that they earn from their innovative activity and thus have considerable
incentive to innovate.

Everyday observation provides support for this view. Leading North American
firms that operate in highly concentrated industries, such as Alcoa, Canfor, Bombardier,
DuPont, Kodak, General Electric, Canadian National, Xerox, Research In Motion,
and Boeing, have been highly innovative over many years.

This observation is not meant to suggest that only oligopolistic industries are inno-
vative. Much innovation is also done by very small new firms (although most of these
are in monopolistically competitive rather than perfectly competitive markets). If
today s small firms are successful in their innovation, they may become tomorrow s
corporate giants. For example, Microsoft, Research In Motion, Apple, and Intel, which
are enormous firms today, barely existed 40 years ago; their rise from new start-up
firms to corporate giants reflects their powers of innovation.

Oligopoly is an important market structure in modern economies because there are
many industries in which the minimum efficient scale is simply too large to support
many competing firms. The challenge to public policy is to keep oligopolists com-
peting, rather than colluding, and using their competitive energies to improve
products and to reduce costs, rather than merely to erect entry barriers.

Summary

Most industries in the Canadian economy lie between
the two extremes of monopoly and perfect competition.
Within this spectrum of market structure we can divide
Canadian industries into two broad groups: those with
a large number of relatively small firms and those with a
small number of relatively large firms. Such intermedi-
ate market structures are called imperfectly competitive.
When measuring whether an industry has power con-
centrated in the hands of only a few firms or dispersed

over many, it is not sufficient to count the firms.
Instead, economists consider the concentration ratio,
which shows the fraction of total market sales con-
trolled by a group of the largest sellers.
One important problem associated with using concentra-
tion ratios is to define the market with reasonable accu-
racy. Since many goods produced in Canada compete
with foreign-produced goods, the national concentration
ratios overstate the degree of industrial concentration.

11.1 The Structure of the Canadian Economy L1
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11.3 Monopolistic Competition L3

Monopolistic competition is a market structure that has
the same characteristics as perfect competition except
that the many firms each sell a differentiated product
rather than all selling a single homogeneous product.
Firms face negatively sloped demand curves and may
earn profits in the short run.
As in a perfectly competitive industry, the long run in
the theory of monopolistic competition sees new firms
enter the industry whenever profits can be made. Long-
run equilibrium in the industry requires that each firm
earn zero profits.

In long-run equilibrium in the theory of monopolistic
competition, each firm produces less than its minimum-
cost level of output. This is the excess-capacity theorem
associated with monopolistic competition.
Even though each firm produces at a cost that is higher
than the minimum attainable cost, the resulting product
choice is valued by consumers and so may be worth the
extra cost.

11.4 Oligopoly and Game Theory L4

Oligopolies are dominated by a few large firms that
usually sell differentiated products and have significant
market power. They can maximize their joint profits if
they cooperate to produce the monopoly output. By act-
ing individually, each firm has an incentive to depart
from this cooperative outcome.
Oligopolists have difficulty cooperating to maximize
joint profits unless they have a way of enforcing their
output-restricting agreement.

Economists use game theory to think about the strategic
behaviour of oligopolists that is, how each firm will
behave when it recognizes that other firms may respond
to its actions.
A possible non-cooperative outcome is a Nash equilib-
rium in which each player is doing the best it can, given
the actions of all other players.

11.5 Oligopoly in Practice L5

Explicit collusion between oligopolists is illegal in
domestic markets. But it can take place in situations
where firms in global markets are supported by national
governments, as is the case for OPEC.
Tacit collusion is possible but may break down as firms
struggle for market share, indulge in non-price competi-
tion, and seek advantages through the introduction of
new technology.
Oligopolistic industries will exhibit profits in the long
run only if there are significant barriers to entry.
Natural barriers relate to the economies of scale in pro-

duction, finance, and marketing, and also to large entry
costs. Firm-created barriers can be formed by prolifera-
tion of competing brands, heavy brand-image advertis-
ing, and the threat of predatory pricing when new entry
occurs.
In the presence of major scale economies, oligopoly may
be the best of the feasible alternative market structures.
Evaluation of oligopoly depends on how much interfirm
competition (a) drives the firms away from the cooper-
ative, profit-maximizing solution and (b) leads to inno-
vations in the very long run.

11.2 What Is Imperfect Competition? L2

Most firms operating in imperfectly competitive market
structures sell differentiated products whose character-
istics they choose themselves.

Imperfectly competitive firms usually choose their
prices and engage in non-price competition.
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Key Concepts
Concentration ratios
Product differentiation
Monopolistic competition
The excess-capacity theorem
Oligopoly

Explicit and tacit collusion
Natural and firm-created entry

barriers
Oligopoly and creative destruction

Strategic behaviour
Game theory
Cooperative and non-cooperative

outcomes
Nash equilibrium

Study Exercises

1. Fill in the blanks to make the following statements
correct.

a. Suppose the four largest steel producers in Canada
among them control 85 percent of total market
sales. We would say that this industry is highly
__________. We say that 85 percent is the
__________  in this industry.

b. A firm that has the ability to set prices faces a
__________ demand curve.

c. The theory of monopolistic competition helps
explain industries with a __________ number of
________ firms. The theory of oligopoly helps
explain industries with a __________ number of
__________ firms.

d. A firm operating in a monopolistically competitive
market structure maximizes profits by equating
__________ and __________. A firm that is operat-
ing in an oligopolistic market structure maximizes
profit by equating __________ and __________.

e. In long-run equilibrium, and in comparison to per-
fect competition, monopolistic competition pro-
duces a __________ range of products but at a
__________ cost per unit.

2. Fill in the blanks to make the following statements
correct.

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com

a. Economists say that oligopolistic firms exhibit
__________ behaviour. These firms are aware of
and take account of the decisions of ________.

b. The firms in an oligopoly have a collective incen-
tive to __________ in order to maximize joint
__________; individually, each firm has an incen-
tive to __________ in order to maximize individual
__________.

c. Oligopolistic firms exhibit profits in the long run
only if there are significant __________.

d. Three examples of non-competitive behaviour prac-
tised by firms with market power are __________,
__________, and __________.

e. An important defence of oligopoly is the idea that
it leads to more __________ than would occur in
either perfect competition or monopoly. The oli-
gopolistic firm has an incentive to __________
because it can expect to keep a good share of the
resulting profit.

3. Each of the statements below describes a characteristic
of the following market structures: perfect competi-
tion, monopolistic competition, oligopoly, and
monopoly. Identify which market structure displays
each of the characteristics. (There may be more than
one.)

11_raga_ch11.qxd  1/28/10  7:57 PM  Page 275



276 PART 4 : MARKET STRUCTURE AND EFF IC IENCY

Quantity (number of Total Marginal Total Average Marginal Profit 
car washes per month) Price Revenue Revenue Cost Total Cost Cost (per car wash) 

1000 30 _____
_____

25 000 _____
_____

_____

1100 29 _____
_____

26 000 _____
_____

_____

1200 28 _____
_____

27 200 _____
_____

_____

1300 27 _____
_____

28 500 _____
_____

_____

1400 26 _____
_____

30 000 _____
_____

_____

1500 25 _____
_____

32 200 _____
_____

_____

1600 24 _____
_____

35 000 _____
_____

_____

1700 23 _____
_____

38 500 _____
_____

_____

1800 22 _____ 43 000 _____ _____

Total Sales Total Sales 
Firm 1 Firm 2 Firm 3 Firm 4 (Canada) (World)

Forestry products 185 167 98 47 550 1368
Chemicals 27 24 9 4 172 2452
Women s clothing 6 5 4 2 94 3688
Pharmaceuticals 44 37 22 19 297 2135

a. Each firm faces a downward-sloping demand
curve.

b. Price is greater than marginal revenue.
c. Each firm produces at MES in long-run equilibrium.
d. Firms earn profit in long-run equilibrium.
e. Firms produce a homogeneous product.
f. Firms advertise their product.
g. Each firm produces output where MC * MR.

h. Each firm produces output where P * MC.

i. There is free entry to the industry.
j. Firms produce a differentiated product.

4. The following table provides annual sales for the four
largest firms in four industries in Canada. Also pro-

vided are total Canadian and total world sales for the
industry. (All figures are hypothetical and are in mil-
lions of dollars.)

a. Suppose Canada does not trade internationally any
of the goods produced in these industries. Compute
the four-firm Canadian concentration ratio for
each industry.

b. Rank the industries in order from the most concen-
trated to the least concentrated.

c. Now suppose goods in these industries are freely
traded around the world. Are the concentration
ratios from (a) still relevant? Explain.

5. The table below provides price, revenue, and cost
information for a monopolistically competitive firm
selling drive-through car washes in a large city.

a. Complete the table.
b. Plot the demand, marginal revenue, marginal cost,

and average cost curves for the firm. (Be sure to
plot MR and MC at the midpoint of the output
intervals.)

c. What is the profit-maximizing number of car
washes (per month)?

d. What is the profit-maximizing price?
e. Calculate the total maximum profit (per month).
f. How can this firm differentiate its product from

other car washes?
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c. Explain the sense in which long-run equilibrium in
monopolistic competition is less efficient than in
perfect competition.

9. In the text we argued that a key difference between
monopolistic competition and oligopoly is that in the
former firms do not behave strategically whereas in
the latter they do. For each of the goods or services
listed below, state whether the industries are likely
to be best described by monopolistic competition or
oligopoly. Explain your reasoning.

a. Car repair
b. Haircuts
c. Dry cleaning
d. Soft drinks
e. Breakfast cereals
f. Restaurant meals
g. Automobiles

10. The table below is the payoff matrix for a simple two
firm game. Firms A and B are bidding on a govern-
ment contract, and each firm s bid is not known by the
other firm. Each firm can bid either $10 000 or
$5000. The cost of completing the project for each
firm is $4000. The low-bid firm will win the contract
at its stated price; the high-bid firm will get nothing. If
the two bids are equal, the two firms will split the
price and costs evenly. The payoffs for each firm under
each situation are shown in the matrix.

A bids $10 000 A bids $5000

B bids Firms share A wins the contract
$10 000 the contract

Payoff to A * $3000 Payoff to A * $1000

Payoff to B * $3000 Payoff to B * $0

B bids B wins the contract Firms share the 
$5000 contract

Payoff to A * $0 Payoff to A * $500

Payoff to B * $1000 Payoff to B * $500

a. Recall from the text that a Nash equilibrium is an
outcome in which each player is maximizing his or
her own payoff given the actions of the other play-

ers. Is there a Nash equilibrium in this game?
b. Is there more than one Nash equilibrium? Explain.
c. If the two firms could cooperate, what outcome

would you predict in this game? Explain.

11. The table below shows the payoff matrix for a game
between Toyota and Honda, each of which is contem-
plating building a factory in a new market. Each firm
can either build a small factory (and produce a small
number of cars) or build a large factory (and produce

6. Draw two diagrams of a monopolistically competitive
firm. In the first, show the firm earning profits in the
short run. In the second, show the firm in long-run
equilibrium earning zero profits. What changed for
this firm between the short run and the long run?

7. The following figure shows the revenue and cost
curves for a typical monopolistically competitive firm
in the short run.

a. Note that the firm s demand curve is shown to be
quite flat. Explain which assumption of monopolis-
tic competition suggests a relatively elastic demand
curve for each firm.

b. Show the profit-maximizing level of output for the
firm on the diagram.

c. At the profit-maximizing level of output, are prof-
its positive or negative? What area in the diagram
represents the firm s profits?

d. Will firms enter or exit the industry? Explain.

8. The diagram below shows a typical monopolistically
competitive firm when the industry is in long-run equi-
librium.

a. Explain why free entry and exit implies that the
long-run equilibrium is at point A.

b. What is the significance of point B and price pB?
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Discussion Questions
1. It is sometimes said that there are more drugstores and

gasoline stations than are needed. In what sense might
this be correct? Does the consumer gain anything from
this plethora of retail outlets?

2. Do you think any of the following industries might be
monopolistically competitive? Why or why not?

a. Textbook publishing (approximately 10 introduc-
tory economics textbooks are in use on campuses
in Canada this year)

b. Post-secondary education
c. Cigarette manufacturing
d. Restaurant operation
e. Automobile retailing

3. The periods following each of the major OPEC price
shocks proved to the world that there were many
available substitutes for gasoline, among them bicy-
cles, car pools, moving closer to work, cable TV, and
Japanese cars.  Discuss how each of these may be a
substitute for gasoline.

4. Evidence suggests that the profits earned by all the
firms in many oligopolistic industries are less than the

profits that would be earned if the industry were
monopolized. What are some reasons why this might
be so?

5. What is the key difference between monopolistic com-
petition and oligopoly? Assume that you are in an
industry that is monopolistically competitive. What
actual steps might you take to transform your industry
into a more oligopolistic form?

6. Consider the following industries in Canada that have
traditionally been oligopolistic.

Brewing
Airlines
Railways
Banking

a. What are the barriers to entry in each of these
industries that might explain persistently high prof-
its?

b. Explain in each case how technology is changing in
ways that circumvent these entry barriers.

a large number of cars). Suppose no other car manu-
facturers are selling in this market.

Toyota s Decision 

Small Factory Large Factory

High Industry Medium Industry 
Price Price

Small Honda profits: Honda profits: 
Factory $20 million $12 million

Toyota profits: Toyota profits: 

Honda s $20 million $25 million

Decision High Industry Medium Industry 
Price Price

Large Honda profits: Honda profits: 
Factory $25 million $14 million

Toyota profits: Toyota profits:
$12 million $14 million

a. Assuming that the demand curve for cars in this
new market is negatively sloped and unchanging,
explain the economic reasoning behind the prices
and profits shown in each cell in the payoff matrix.

b. What is the cooperative outcome in this game? Is it
likely to be achievable? Explain.

c. What is Honda s best action? Does it depend on
Toyota s action?

d. What is Toyota s best action? Does it depend on
Honda s action?

e. What is the non-cooperative outcome in this game?
Is it a Nash equilibrium?
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L LEARNING OBJECTIVES

In this chapter you will learn

1 the distinction between productive and

allocative efficiency.

2 why perfect competition is allocatively

efficient, whereas monopoly is allocatively

inefficient.

3 alternative methods for regulating a natural

monopoly.

4 some details about Canadian competition

policy.

In the previous three chapters we examined various

market structures, from perfect competition at one

end of the spectrum to monopoly at the other end. In

the middle were two forms of imperfect competition:

monopolistic competition and oligopoly. We have

considered how firms behave in these various market

structures, and we are now able to evaluate the effi-

ciency of the market structures. Then we will see why

economists are suspicious of monopolistic practices

and seek to encourage competitive behaviour. Table

12-1 provides a review of the four market structures

and the industry characteristics relevant to each.

We begin our discussion in this chapter by

examining the various concepts of efficiency used

by economists. This discussion will develop more

fully the concept of efficiency we first saw at the end

of Chapter 5. We then discuss how public policy

deals with the challenges of monopoly and oligopoly

in an effort to improve the efficiency of the economy.

Economic
Efficiency and
Public Policy
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12.1 Productive and Allocative
Efficiency

Efficiency requires that factors of production are fully employed. However, full
employment of resources is not enough to prevent the waste of resources. Even when
resources are fully employed, they may be used inefficiently. Here are three examples of
inefficiency in the use of fully employed resources.

1. If firms do not use the least-cost method of pro-
ducing their chosen outputs, they are being ineffi-
cient. For example, a firm that produces 30 000
pairs of shoes at a resource cost of $400 000 when
it could have been done at a cost of only $350 000
is using resources inefficiently. The lower-cost
method would allow $50 000 worth of resources
to be transferred to other productive uses.

2. If the marginal cost of production is not the same
for every firm in an industry, the industry is being
inefficient. For example, if the cost of producing the
last tonne of steel is higher for some firms than for
others, the industry s overall cost of producing a
given amount of steel is higher than necessary. The
same amount of steel could be produced at lower
total cost if the total output were distributed differ-
ently among the various producers.

3. If too much of one product and too little of another
product are produced, the economy s resources are
being used inefficiently. To take an extreme example,
suppose so many shoes are produced that every con-
sumer has all the shoes he or she could possibly want
and thus places a zero value on obtaining an addi-
tional pair of shoes. Suppose also that so few coats are
produced that consumers place a high value on
obtaining an additional coat. In these circumstances,
consumers can be made better off if resources are real-
located from shoe production, where the last shoe
produced has a low value in the eyes of each con-
sumer, to coat production, where one more coat pro-
duced would have a higher value to each consumer.

These three examples illustrate inefficiency in the
use of resources. But the type of inefficiency is differ-
ent in each case. The first example considers the cost
for a single firm producing some level of output. The
second example is closely related, but the focus is on
the total cost for all the firms in an industry. The
third example relates to the level of output of one
product compared with another. Let s explore these
three types of inefficiency in more detail.

TABLE 12-1 Review of Four Market Structures

Market 
Structure Industry Characteristics 

Perfect Many small firms
competition Firms sell identical products

All firms are price takers
Free entry and exit
Zero profits in long-run
equilibrium
Price *MC

Monopolistic Many small firms
competition Firms sell differentiated products

Each firm has some power to 
set price
Free entry and exit
Zero profits in long-run
equilibrium
Price +MC; less output than in
perfect competition; excess
capacity 

Oligopoly Few firms, usually large
Strategic behaviour among firms
Firms often sell differentiated
products and are price setters
Often significant entry barriers
Usually economies of scale
Profits depend on the nature of
firm rivalry and on entry barriers
Price usually +MC; output
usually less than in perfect
competition

Monopoly Single firm faces the entire
market demand
Firm is a price setter
Profits persist if sufficient entry
barriers
Price +MC; less output than in
perfect competition 
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Productive Efficiency

Productive efficiency has two aspects, one concerning production within each firm and
one concerning the allocation of production among the firms in an industry. The first
two examples above relate to these two different aspects of productive efficiency.

Productive efficiency for the firm requires that the firm produce any given level of
output at the lowest possible cost. In the short run, with only one variable factor, the
firm merely uses enough of the variable factor to produce the desired level of output.
In the long run, however, more than one method of production is available. Produc-
tive efficiency requires that the firm use the least costly of the available methods of
producing any given output that is, firms are located on, rather than above, their
long-run average cost curves.

Productive efficiency for the firm requires the firm to be producing its output at the
lowest possible cost.

Any firm that is not being productively efficient is producing at a higher cost than is
necessary and thus will have lower profits than it could have. It follows that any profit-
maximizing firm will seek to be productively efficient no matter the market structure
within which it operates perfect competition, monopoly, oligopoly, or monopolistic
competition.

Productive efficiency for the industry requires that the industry s total output be
allocated among its individual firms in such a way that the total cost in the industry is
minimized. If an industry is productively inefficient, it is possible to reduce the indus-
try s total cost of producing any given output by reallocating production among the
industry s firms.

Productive efficiency for the industry requires that the marginal cost of production
be the same for each firm.

To see why marginal costs must be equated across firms,
consider a simple example that is illustrated in Figure 12-1.
Aslan Shoe Company has a marginal cost of $80 for the last
shoe of some standard type it produces. Digory Shoes Inc. has
a marginal cost of only $40 for its last shoe of the same type.
If Aslan were to produce one fewer pair of shoes and Digory
were to produce one more pair, total shoe production would
be unchanged. Total industry costs, however, would be lower
by $40.

Clearly, this cost saving can go on as long as the two firms
have different marginal costs. However, as Aslan produces
fewer shoes, its marginal cost falls, and as Digory produces more
shoes, its marginal cost rises. Once marginal cost is equated
across the two firms, at a marginal cost of $60 in the figure,
there are no further cost savings to be obtained by reallocat-
ing production.

Over the next few pages we will see how such an efficient
allocation of output across firms is achieved, but for now the
point is simply that if marginal costs are not equated across
firms, then a reallocation of output is necessary in order for
the industry to become productively efficient.

productive efficiency for

the firm When the firm

chooses among all

available production

methods to produce a

given level of output at the

lowest possible cost.

Profit-maximizing firms will adopt the lowest-cost
methods of production and thus will be productively
efficient. An industry will be productively efficient
only when its firms all have the same marginal cost
for producing any one product.

productive efficiency for

the industry When the

industry is producing a

given level of output at the

lowest possible cost. This

requires that marginal cost

be equated across all firms

in the industry.
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Productive Efficiency and the Production Possibilities Boundary If
firms are productively efficient, they are minimizing their costs; there is no way for
them to increase output without using more resources. If an industry is productively
efficient, the industry as a whole is producing its output at the lowest possible cost;
the industry could not increase its output without using more resources.

Now think about the economy s production possibilities boundary (PPB), which we
first saw in Chapter 1 and which is shown again in Figure 12-2. The PPB shows the com-
binations of output of two products that are possible when the economy is using its
resources efficiently. An economy that is producing at a point inside the PPB is being pro-
ductively inefficient it could produce more of one good without producing less of the
other. This inefficiency may occur because individual firms are not minimizing their costs
or because, within an industry, marginal costs are not equalized across the various firms.
Either situation would lead the economy to be inside its production possibilities boundary.

If firms and industries are productively efficient, the economy will be on, rather
than inside, the production possibilities boundary.

In Figure 12-2, every point on the PPB is productively efficient. Is there one point on
the PPB that is better  in some way than the others? The answer is yes, and this brings
us to the concept of allocative efficiency.

Allocative Efficiency

Allocative efficiency concerns the quantities of the various products to be produced.
When the combination of goods produced is allocatively efficient, economists say that

FIGURE 12-1 Productive Efficiency for the Industry
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Productive efficiency for the industry requires that marginal costs for the production of any one product be equated
across firms. At the initial levels of output, QA and QD, marginal costs are $80 for Aslan and $40 for Digory. If 
Digory increases output by *Q to Q+D and Aslan reduces output by the same amount, *Q to Q+A, total output is
unchanged. Aslan s total costs have fallen by the green shaded area, whereas Digory s total costs have increased by the
smaller purple shaded area. Total industry costs are therefore reduced when output is reallocated between the firms.
When marginal costs are equalized, at $60 in this example, no further reallocation of output can reduce costs
productive efficiency will have been achieved.

allocative efficiency A

situation in which the

market price for each good

is equal to that good s

marginal cost.
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the economy is Pareto efficient, in honour of nineteenth-
century Italian economist Vilfredo Pareto (1843 1923),
who developed this concept of efficiency.

How do we find the allocatively efficient point on
the production possibilities boundary? The answer is as
follows:

The economy is allocatively efficient when, for each
good produced, its marginal cost of production is
equal to its price.

To understand this answer, recall our discussion in
Chapters 5 and 6 about the marginal value that con-
sumers place on the next unit of some good. When con-
sumers face the market price for some good, they adjust
their consumption of the good until their marginal value
is just equal to the price. Thus, the market price reflects
consumers  marginal value of the good. Since price
reflects the marginal value of the good to consumers, we
can restate the condition for allocative efficiency to be
that, for each good produced, marginal cost must equal
marginal value.1

If the level of output of some product is such that
marginal cost to producers exceeds marginal value to
consumers, too much of that product is being produced,
because the cost to society of the last unit produced
exceeds the benefits of consuming it. Conversely, if the
level of output of some good is such that the marginal
cost is less than the marginal value, too little of that
good is being produced, because the cost to society of
producing the next unit is less than the benefits that
would be gained from consuming it.

Allocative Efficiency and the Production
Possibilities Boundary Figure 12-3 shows a pro-
duction possibilities boundary in an economy that can
produce wheat and steel, and also shows the individual supply-and-demand diagrams
for the two markets. Notice that the vertical axis in each of the supply-and-demand
diagrams shows the relative price of the appropriate good. For example, in the market
for wheat, the relevant price is the price of wheat relative to the price of steel. This is
consistent with our initial treatment of supply and demand in Chapter 3, in which we
held constant all other prices and then examined how the price of any specific product
was determined.

Figure 12-3 illustrates how the allocation of resources in the economy changes as
we move along the production possibilities boundary. For example, as the economy
moves from point A to point B to point C along the PPB, resources are being trans-
ferred from the steel sector to the wheat sector. Thus, steel output is falling and wheat
output is rising.

FIGURE 12-2 Productive Efficiency and

the Production Possibilities

Boundary
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Any point on the production possibilities boundary
is productively efficient. The boundary shows all
combinations of two goods X and Y that can be
produced when the economy s resources are fully
employed and productively efficient.

Any point inside the curve, such as A, is produc-
tively inefficient. If the inefficiency exists in industry
X, then either some producer of X is productively
inefficient or industry X as a whole is productively
inefficient. In either case, it is possible to increase
total production of X without using more resources,
and thus without reducing the output of Y. This
would take the economy from point A to point C.
Similarly, if the inefficiency exists in industry Y, pro-
duction of Y could be increased, moving the 
economy from point A to point B.

1 Allocative efficiency is exactly the same concept as market efficiency that we discussed in Chapter 5. Now

that we have introduced the distinction between productive and allocative efficiency, we will continue to use

these two terms only.
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FIGURE 12-3 Allocative Efficiency and the Production Possibilities Boundary
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Allocative efficiency requires that all goods be produced
to the point where the marginal cost to producers equals
the marginal value to consumers. The production possi-
bilities boundary shows the combinations of wheat and
steel that are possible if firms and industries are produc-
tively efficient. The lower diagrams show the marginal
cost (supply) and marginal value (demand) curves in each
industry.

At point A, steel output is SA and wheat output is
WA. As the lower figures show, however, at WA the
marginal value of wheat consumption exceeds its mar-
ginal cost of production. Thus, society would be better
off if more wheat were produced. Similarly, at SA the
marginal cost of steel production exceeds its marginal
value to consumers, and thus society would be better off
with less steel being produced.

Point A is therefore not allocatively efficient; there
is too little wheat and too much steel being produced.
The argument is similar at point C, at which there is too
much wheat and too little steel being produced. Only at
point B is each good produced to the point where the
marginal cost to producers is equal to the marginal value
to consumers. Only point B is allocatively efficient.

2 Note that allocative efficiency requires that price equal marginal cost in all industries simultaneously. Based

on what economists call the theory of the second best,  there is no guarantee that achieving p*MC in one

industry will improve overall welfare when price does not equal marginal cost in all other industries.

What is the allocatively efficient combination of steel and wheat output? Allocative
efficiency will be achieved when in each market the marginal cost of producing the good
equals the marginal value of consuming the good. In Figure 12-3, allocative efficiency is
achieved at point B, with SB steel being produced and WB wheat being produced.2

12_raga_ch12.qxd  1/28/10  8:11 PM  Page 284



CHAPTER 12 : ECONOMIC EFF IC IENCY AND PUBLIC  POL ICY 285

Which Market Structures Are Efficient?

We now know that for productive efficiency, all firms must be minimizing their costs
and marginal cost should be the same for all firms in any one industry. For allocative
efficiency, marginal cost should be equal to price in each industry. Do the market 
structures that we have studied in earlier chapters lead to productive and allocative
efficiency?

Perfect Competition We saw in Chapter 9 that in the long run under perfect
competition, each firm produces at the lowest point on its long-run average cost curve.
Therefore, no one firm could reduce its costs by altering its own production. Every firm
in perfect competition is therefore productively efficient.

We also know that in perfect competition, all firms in an industry face the same
price of their product and they equate marginal cost to that price. It follows immedi-
ately that marginal cost will be the same for all firms. (Suppose, for example, that
Aslan and Digory faced the same market price in Figure 12-1 on page 282. Aslan
would produce where MCA* p and Digory would produce where MCD* p. It follows
that MCA*MCD.) Thus, in perfectly competitive industries, the industry as a whole is
productively efficient.

We have already seen that perfectly competitive firms maximize their profits by
choosing an output level such that marginal cost equals market price. Thus, when
perfect competition is the market structure for the whole economy, price is equal to
marginal cost in each industry, resulting in allocative efficiency.

Perfectly competitive industries are productively efficient. If an economy could be
made up entirely of perfectly competitive industries, the economy would be alloca-
tively efficient.

Note, however, that perfect competition exists only in some industries in modern
economies. So, while specific industries may be perfectly competitive and therefore
allocatively efficient, entire modern economies are neither perfectly competitive nor
allocatively efficient. Extensions in Theory 12-1 explains why, even in an economy made
up entirely of perfectly competitive industries, the point on the production possibilities
boundary that is allocatively efficient depends on the economy s distribution of income.

Monopoly Monopolists have an incentive to be productively efficient because their
profits will be maximized when they adopt the lowest-cost production method. Hence,
profit-maximizing monopolists will operate on their LRAC curves and thus be produc-
tively efficient.

Although a monopolist will be productively efficient, it will choose a level of out-
put that is too low to achieve allocative efficiency. This result follows from what we
saw in Chapter 10 that the monopolist chooses an output at which the price charged
is greater than marginal cost. Such a choice violates the conditions for allocative
efficiency because the price, and hence the marginal value to consumers, exceeds the
marginal cost of production. From this result follows the classic efficiency-based pref-
erence for competition over monopoly:

Monopoly is not allocatively efficient because the monopolist s price always
exceeds its marginal cost.

This result has important policy implications for economists and for policymakers,
as we will see later in this chapter.
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Other Market Structures The allocative inefficiency of monopoly extends to
other imperfectly competitive market structures. Whenever a firm has any market
power, in the sense that it faces a negatively sloped demand curve, its marginal revenue
will be less than its price. When it equates marginal cost to marginal revenue, as all
profit-maximizing firms do, marginal cost will also be less than price. This inequality
implies allocative inefficiency. Thus, oligopoly and monopolistic competition are also
allocatively inefficient.

Oligopoly is an important market structure in today s economy because in
many industries the minimum efficient scale is simply too high to support a large
number of competing firms. Monopolistic competition is also important, especially
in the many manufactured-goods industries in which economies of scale are not
so extreme but product differentiation is an important market characteristic.
Although neither oligopoly nor monopolistic competition achieves the conditions
for allocative efficiency, they may nevertheless produce more satisfactory results
than monopoly.

We observed one reason why oligopoly may be preferable to monopoly in
Chapter 11: Competition among oligopolists encourages innovations that result in

We have said in the text that economy-wide perfect
competition would lead to an efficient allocation of
resources, with production and consumption at a point
like B on the production possibilities boundary in Fig-
ure 12-3. But even for an economy with widespread
perfect competition and a given production possibilities
boundary, there is not a unique allocation of resources
that is efficient or optimal.  Specifically, changes in the
distribution of income, which naturally change the rela-
tive demands for various products, will also change the
allocatively efficient point.

By means of a simple example, consider a country
in which there are only two income classes: the rich con-
sume a lot of steel but little wheat, whereas the poor
consume a lot of wheat but little steel. (In a more gen-
eral mathematical model, we could have three or more
products and three or more income groups, each with
different expenditure patterns.) Further, suppose that
the demand curves shown in Figure 12-3 are based on
the existing distribution of income between these two
income classes. Point B is then the allocatively efficient
point of consumption and production.

But now suppose that a new, more egalitarian gov-
ernment is elected. The new government alters the struc-
ture of taxes and transfers so as to leave less income in

the hands of the rich and more income in the hands of
the poor. In other words, it alters the distribution of
income in favour of the poor. In our example, the
demand curve for wheat shifts to the right because
the poor are relatively intensive wheat consumers; at the
same time, the demand curve for steel shifts to the left
because the rich are intensive steel consumers. The price
of wheat therefore rises, as does its production and con-
sumption, whereas the price and quantity of steel both
fall. The whole society then moves to a new allocatively
efficient point on the production possibilities boundary,
away from point B and toward point C. It should now
be clear that point B is an optimal allocation of
resources for the initial distribution of income, whereas
point C could be the optimal allocation for a different
distribution.

The moral of this story is very general. There is no
unique efficient (or optimal ) allocation of resources
for any one society. The efficient point on the produc-
tion possibilities boundary depends on the distribution
of income. So, unless we are willing to make value
judgements between various distributions of income, we
cannot say that one efficient point on the production
possibilities boundary is better  than any other.

EXTENSIONS IN THEORY 12-1

Allocative Efficiency and the Distribution of Income
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both new products and cost-reducing methods of producing old
ones. An important defence of oligopoly as an acceptable mar-
ket structure is that it may be the best of the available alterna-
tives when minimum efficient scale is large. As we observed at
the end of Chapter 11, the challenge to public policy is to keep
oligopolists competing and using their competitive energies to
improve products and to reduce costs rather than to restrict
interfirm competition and to erect entry barriers. As we will see
later in this chapter, much public policy has just this purpose.
What economic policymakers call monopolistic practices
include not only output restrictions operated by firms with
complete monopoly power but also anticompetitive behaviour
among firms that are operating in oligopolistic industries.

Allocative Efficiency and Total Surplus

By using the concepts of marginal value to consumers and the
marginal cost of production, we have established the basic
points of productive and allocative efficiency. A different way
of thinking about allocative efficiency though completely
consistent with the first approach is to use the concepts of
consumer and producer surplus, both of which are part of the
economic surplus that we first introduced in Chapter 5.

Consumer and Producer Surplus Recall from Chapter
6 that consumer surplus is the difference between the value that
consumers place on a product and the payment that they actu-
ally make to buy that product. In Figure 12-4, if the competitive
market price is p0 and consumers buy Q0 units of the product,
consumer surplus is the blue shaded area.

Producer surplus is an analogous concept to consumer surplus. Producer surplus
is the difference between the actual price that the producer receives for a product
and the lowest price that the producer would be willing to accept for the sale of that
product. By producing one more unit, the producer s costs increase by the marginal
cost, and this is the lowest amount that the producer will accept for the product. To
accept any amount less than the marginal cost would reduce the firm s profits.

For each unit sold, producer surplus is the difference between price and marginal
cost.

For a producer that sells many units of the product, total producer surplus is the
difference between price and marginal cost summed over all the units sold. So, for an
individual producer, total producer surplus is the area above the marginal cost curve
and below the price line.

For the industry as a whole, we need to know the industry supply curve in order to
compute overall producer surplus. Since in perfect competition the industry supply
curve is simply the horizontal sum of all firms  MC curves, producer surplus in a per-
fectly competitive market is the area above the supply curve and below the price line,
as shown in Figure 12-4.

Allocative efficiency is a property of the entire
economy. The economy is allocatively efficient only
when the quantity of each product is such that its
marginal cost equals its price.

producer surplus The

price of a good minus

the marginal cost of

producing it, summed over

the quantity produced.
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The Allocative Efficiency of Perfect Competition Revisited In
Chapter 5 we said that market (allocative) efficiency exists in a market if the total eco-
nomic surplus is maximized. At that point, we did not make the distinction between
the component parts of total surplus consumer surplus and producer surplus. Now
that we have identified these different parts of total surplus, we can restate the condi-
tions for allocative efficiency in a slightly different way.

Allocative efficiency occurs where the sum of consumer and producer surplus is max-
imized.

The allocatively efficient output occurs under perfect competition where the
demand curve intersects the supply curve that is, the point of equilibrium in a compet-
itive market. This is shown as the output Q* in Figure 12-5. For any level of output
below Q*, such as Q1, the demand curve lies above the supply curve, showing that con-
sumers value the product more than it costs to produce it. Thus, society would be better
off if more than Q1 units were produced. Notice that if output is only Q1 there is no
consumer or producer surplus earned on the units between Q1 and Q*. Thus, the areas
1 and 2 in Figure 12-5 represent a loss to the economy. Total surplus consumer plus
producer surplus is lower at Q1 than at Q*.

For any level of output above Q*, such as Q2, the demand curve lies below the sup-
ply curve, showing that consumers value the product less than the cost of producing it.

FIGURE 12-5 The Allocative Efficiency of

Perfect Competition
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Competitive equilibrium is allocatively efficient because
it maximizes the sum of consumer and producer surplus.
The competitive equilibrium occurs at the price output com-
bination of p* and Q*. At this equilibrium, consumer sur-
plus is the blue area above the price line, while producer
surplus is the red area below the price line.

For any output that is less than Q*, the sum of the two
surpluses is less than at Q*. For any output that is greater than
Q*, the sum of the surpluses is also less than at Q*. Thus, total
surplus is maximized when output is Q*.

FIGURE 12-4 Consumer and Producer

Surplus in a Competitive

Market
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Consumer surplus is the area under the demand curve
and above the market price line. Producer surplus is the
area above the supply curve and below the market price
line. The total value that consumers place on Q0 of the
commodity is given by the area under the demand curve
up to Q0. The amount they pay is the rectangle p0Q0.
The difference, shown as the blue shaded area, is con-
sumer surplus.

The revenue to producers from the sale of Q0 units
is p0Q0. The area under the supply curve is the mini-
mum amount producers require to supply the output.
The difference, shown as the red shaded area, is pro-
ducer surplus.
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Society would be better off if less than Q2 units were
produced. If output is Q2, total surplus is less than it is at
Q*. To see this, suppose that the price is p*. Producers
would earn negative producer surplus on the units above
Q* because the marginal cost on those units exceeds p*.
Similarly, consumers would earn negative consumer sur-
plus on the units above Q* because their marginal value
of the product is less than p*. (You should be able to
convince yourself that for any price, the total surplus
earned on the units above Q* is negative.) From the fig-
ure, we conclude that at any level of output above Q*,
total surplus is less than it is at Q*.

The sum of producer and consumer surplus is
maximized only at the perfectly competitive level of
output. This is the only level of output that is
allocatively efficient.

The Allocative Inefficiency of Monopoly
Revisited We have just seen in Figure 12-5 that the
output in perfectly competitive equilibrium maximizes
the sum of consumer and producer surplus. It follows
that the lower monopoly output must result in a smaller
total of consumer and producer surplus.

The monopoly equilibrium is not the outcome of a
voluntary agreement between the one producer and the
many consumers. Instead, it is imposed by the monopo-
list by virtue of the power it has over the market. When
the monopolist chooses an output below the competi-
tive level, market price is higher than it would be under
perfect competition. As a result, consumer surplus is
diminished, and producer surplus is increased. In this
way, the monopolist gains at the expense of consumers.
This is not the whole story, however.

When output is below the competitive level, there is
always a net loss of total surplus: More surplus is lost
by consumers than is gained by the monopolist. Some
surplus is lost because output between the monopolistic and the competitive levels is
not produced. This loss of surplus is called the deadweight loss of monopoly. It is illus-
trated in Figure 12-6.

It follows that there is a conflict between the private interest of the monopolist and
the public interest of all the nation s consumers. This creates grounds for government
intervention to prevent the formation of monopolies or at least to control their behav-
iour. Extensions in Theory 12-2 presents an alternative view of monopoly, one that
emphasizes the incentives for innovation that come from the monopolist s temporary
ability to earn large profits by setting price above marginal cost.

Allocative Efficiency and Market Failure

We have seen that perfect competition is allocatively efficient and that monopoly, in
general, is not. Most of the remainder of this chapter presents ways in which public policy
has attempted to deal with problems raised by monopoly. Before we go on, however, it
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Monopoly restricts output and reduces total surplus,
thereby imposing a deadweight loss on society. If this
market were perfectly competitive, output would be
Qc and price would be pc. Total surplus would be the
total shaded area. Consumer surplus would be the sum
of areas 1, 2, and 3. Producer surplus would be the
sum of areas 4 and 5.

When the industry is monopolized, and the
monopolist has the same marginal costs as the compet-
itive industry, output is restricted to Qm and price rises
to pm. Consumer surplus is reduced to the blue area.
Producer surplus rises by area 2 but falls by area 5.
(Since pm must maximize the producer s profit, we
know that area 2 is larger than area 5.) Total producer
surplus for the monopolist is therefore the red area.

The deadweight loss of monopoly is the purple
area. This area represents the additional surplus that
would be earned if the market were competitive. Since
the monopolist restricts output to Qm, the units
between Qm and Qc are not produced and therefore
they generate neither consumer nor producer surplus.
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Chapter 12, Exercise 2.
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As we have seen, a monopolist who earns profits by set-
ting price above marginal cost also creates a loss of eco-
nomic surplus for society, a loss referred to as the
deadweight loss of monopoly. This same kind of loss
occurs whenever firms face negatively sloped demand
curves, whether they are monopolists, oligopolists, or
monopolistic competitors.

This result follows from the long-run theory of
resource allocation in which all inputs are variable but
technological knowledge is given and unchanging. In
the real world, however, technology is constantly chang-
ing as new products, new production processes, and
new forms of business organization are developed. In
Chapter 8, we referred to this setting as the very long
run. Economists who stress the importance of such very
long-run changes question whether deadweight losses
should be condemned. Although they regard the special
case of an entrenched monopoly that does not innovate
as undesirable, most imperfectly competitive situations
are seen as providing the climate that drives economic
growth. For example, the U.S. economist William Baumol
devotes his entire book The Free-Market Innovation
Machine: Analyzing the Growth Miracle of Capitalism
to arguing that it is the profits in imperfect competition
that drive the technological arms race,  which ulti-
mately ends up generating the long-term growth that
has been the source of steadily rising average living
standards in the industrialized countries over the last
three centuries.

These economists follow in the footsteps of the
great Austrian economist Joseph Schumpeter, whose
concept of creative destruction  we first encountered in
Chapter 10. Like Schumpeter, they point out that inno-
vation rarely occurs in perfectly competitive industries.
The main innovators are rather oligopolies and small
start-up firms that produce new products or develop
new production processes. One illustrative example is
that none of the innovations that transformed agricul-
ture during the twentieth century came from price-tak-
ing farmers. Instead, they came from publicly funded
research laboratories and large oligopolistic firms pro-
ducing fertilizers, seeds, and farm machinery, such as the
former Canadian firm Massey Ferguson.

Successful innovators know how to do something
that their rivals have not yet learned how to do; innovators

thus have market power and can earn large profits but
only until their rivals learn what the innovators know.
The opportunity for profit drives the system in the very
long run. Large profits are the incentive that induces
inventing firms to attempt leaps into the unknown. They
also provide most of the funds that allow such firms to
engage in the costly research and development that is nec-
essary for further invention and innovation.

The long-run gains from innovation can be seen in
the accompanying standard monopoly diagram. The
initial monopoly outcome is output of Qm and price of
pm. If the innovations undertaken by the firm reduce its
marginal costs, the MC curve shifts over time to the
right. Even if the firm retains its complete monopoly
situation a very unlikely outcome the change in costs
will lead the firm to increase output and lower its price,
as shown. The monopoly outcome involves a dead-
weight loss at any point in time, but over time the firm s
innovation generates benefits to consumers through bet-
ter products and lower prices.

In sum, before condemning monopolists and other
imperfect competitors for the deadweight losses that
result from their business decisions, we must assess
their positive contributions to the development of
better technologies and the raising of average living
standards.

EXTENSIONS IN THEORY 12-2
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is important to re-emphasize that perfect competition is a theoretical ideal that exists in a
small number of industries, is at best only approximated in some others, and is not even
closely resembled in most. Hence, to say that perfect competition is allocatively efficient is
not to say that real-world market economies are ever allocatively efficient.

In Chapter 16, we discuss the most important ways (other than monopoly) in
which market economies may fail to produce efficient outcomes. In Chapters 17 and
18, we discuss and evaluate the most important public policies that have been used to
try to correct for these market failures. One of the most important problems arises
when market transactions production and consumption impose costs or confer
benefits on economic agents who are not involved in the transaction. Cases like these,
which are called externalities because they involve economic effects that are external
to the transaction, generally raise the possibility that market outcomes will be alloca-
tively inefficient.

A simple example illustrates the problem. We know that markets for most agricul-
tural commodities are highly competitive, with many small producers who are unable
to affect the price of the goods they are producing. At the same time, the technology of
agricultural production involves the extensive use of fertilizers that pollute nearby
streams and rivers. This pollution imposes costs on downstream households who use
the water for drinking. Because these costs are not taken into account in the market for
the agricultural products, they will be external to transactions in those markets. Gener-
ally, when production of a good or service causes pollution, the quantity produced in a
perfectly competitive industry will exceed the efficient amount.

One of the most important issues in public policy is whether, and under what circum-
stances, government action can increase the allocative efficiency of market outcomes.

As we will see later in this book, there are many circumstances in which there is
room to increase the efficiency of market outcomes, but there are also many cases in
which the cure is worse than the disease. In the remainder of this chapter we examine
economic regulation and competition policy, both of which are designed to promote
allocative efficiency.

12.2 Economic Regulation to
Promote Efficiency

Monopolies, cartels, and price-fixing agreements among oligopolists, whether explicit or
tacit, have met with public suspicion and official hostility for more than a century. These
and other non-competitive practices are collectively referred to as monopoly practices.
The laws and other instruments that are used to encourage competitive behaviour and
discourage monopoly practices make up competition policy. By and large, Canadian
competition policy has sought to create more competitive market structures where possi-
ble, to discourage monopolistic practices, and to encourage competitive behaviour where
competitive market structures cannot be established.

Federal, provincial, and local governments also employ economic regulations,
which prescribe the rules under which firms can do business and in some cases deter-
mine the prices that businesses can charge for their output. For example, the Canadian
Radio-television and Telecommunications Commission (CRTC) is a federal agency
that regulates many aspects of the radio, television, and telecommunications industries.
Another federal agency is the Office of the Superintendent of Financial Institutions

To learn about the Canadian

Radio- television and

Telecommunications

Commission (CRTC), see its

website: www.crtc.gc.ca.

Visit the website for the

Office of the Superintendent

of Financial Institutions at

www.osfi-bsif.gc.ca.
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(OSFI), which oversees the regulation of Canada s banks and insurance
companies. Provincial governments regulate the extraction of fossil
fuels and the harvesting of forests within their provincial boundaries.
Local governments regulate the zoning of land and thus have an impor-
tant influence on where firms can and cannot operate their businesses.

The quest for allocative efficiency provides rationales both for
competition policy and for economic regulation. Competition policy is
used to promote allocative efficiency by increasing competition in the
marketplace. Where competitive behaviour is not possible (as in the
case of natural monopolies, such as natural gas or electricity distribu-
tion companies), public ownership or economic regulation of privately
owned firms can be used as a substitute for competition. Consumers
can then be protected from the high prices and restricted output that
result from the use of monopoly power.3

In the remainder of this chapter, we look at a variety of ways in
which policymakers have chosen to intervene in the workings of the
market economy using economic regulation and competition policy.

Regulation of Natural Monopolies

The clearest case for public intervention arises with a natural monopoly
an industry in which economies of scale are so dominant that there is
room for at most one firm to operate at the minimum efficient scale.
(Indeed, economies of scale could be so important that even a single
firm could satisfy the entire market demand before reaching its mini-
mum efficient scale.) Natural monopolies are found mainly in public
utilities, such as electricity transmission, natural gas distribution, cable
television, and local telephone service. These industries require the
establishment of large and expensive distribution networks (transmis-

sion lines, pipelines, or cable networks) and the size of the market is such that only a sin-
gle firm can achieve its minimum efficient scale while still covering these fixed costs.

One response to natural monopoly is for government to assume ownership of the
single firm. In Canada, such government-owned firms are called Crown corporations.
In these cases, the government appoints managers and directors who are supposed to
set prices in the national interest. Another response to the problem of natural monop-
oly is to allow private ownership but to regulate the monopolist s behaviour. In
Canada, both government ownership (e.g., Canada Post and most of the provincial
hydro authorities) and regulation (e.g., cable television, local Internet service providers,
and local telephone) are used actively. In the United States, with a few notable excep-
tions, private ownership with regulation has been the preferred alternative.

Whether the government owns or merely regulates natural monopolies, the indus-
try s pricing policy is determined by the government. The industry is typically required to
follow some pricing policy that conflicts with the goal of profit maximization. We will
see that such government intervention must deal with problems that arise in the short
run, the long run, and the very long run.

Short-Run Price and Output There are three general types of pricing policies
for regulated natural monopolies: marginal-cost pricing, two-part tariffs, and average-
cost pricing. We discuss each in turn.

Pollution produced by one firm imposes
costs on others. This externality  is an
example of what economists call a market
failure because the unregulated market
produces more than what is socially opti-
mal. Carefully designed government inter-
vention can, in principle, solve the
problem.

3 A second kind of regulation involves the legislated rules that require firms to consider the environmental

and other consequences of their behaviour. Environmental regulation is discussed in Chapter 17.

natural monopoly An

industry characterized 

by economies of scale

sufficiently large that one

firm can most efficiently

supply the entire market

demand.

Crown corporations In

Canada, business concerns

owned by the federal or

provincial government.

12_raga_ch12.qxd  1/28/10  8:12 PM  Page 292



CHAPTER 12 : ECONOMIC EFF IC IENCY AND PUBLIC  POL ICY 293

MARGINAL-COST PRICING. Sometimes the government
dictates that the natural monopoly set a price where the
market demand curve and the firm s marginal cost curve
intersect. This policy, called marginal-cost pricing, leads
to the allocatively efficient level of output. This is not,
however, the profit-maximizing output, which is where
marginal cost equals marginal revenue. Thus, marginal-
cost pricing sets up a tension between the regulator s
desire to achieve the allocatively efficient level of output
and the monopolist s desire to maximize profits.

Figure 12-7 illustrates a case in which the natural
monopoly is operating on the downward-sloping portion
of its short-run ATC curve. In this case, marginal cost will
be less than average total cost. It follows that when price is
set equal to marginal cost, price will be less than average
cost, and marginal-cost pricing will lead to losses.

When a natural monopoly with falling average costs
sets price equal to marginal cost, it will suffer losses.

If regulations impose marginal-cost pricing, and the
firm ends up incurring economic losses, this situation
cannot be sustained for long. This problem provides the
motivation for two alternative pricing policies.

TWO-PART TARIFF. One pricing policy that permits the
natural monopoly to cover its costs is to allow it to
charge a two-part tariff in which customers pay one
price to gain access to the product and a second price for
each unit consumed. Consider the case of a regulated
cable TV company or Internet service provider (ISP). In 
principle, the hook-up fee covers fixed costs, and then
each unit of output can be priced at marginal cost.
Indeed, most new subscribers to cable TV or Internet
service are surprised at how high the hook-up fee is
clearly much higher than the cost of the cable guy s
half-hour to complete the job! Yet if this fee also
includes that household s share of the firm s fixed costs
(spread over many thousands of households), then the
large hook-up fee is more understandable.

AVERAGE-COST PRICING. Another method of regulat-
ing a natural monopoly is to set prices just high enough
to cover total costs, thus generating neither profits nor
losses. The firm produces the level of output at which the
demand curve cuts the ATC curve. Figure 12-7 shows
that for a firm with declining average costs, this pricing
policy requires producing at less than the allocatively
efficient output. The firm s financial losses that would occur under marginal-cost pric-
ing are avoided by producing less output than what is socially optimal.

FIGURE 12-7 Pricing Policies for Natural
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For a natural monopoly with falling average costs,
marginal-cost pricing leads to losses, whereas aver-
age-cost pricing leads to allocative inefficiency. In
both parts, average costs are falling as output rises,
and thus the MC curve is below the ATC curve.
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equal to MC leads to output Q1 and price p1. This
outcome is allocatively efficient but the firm cannot
cover its full unit costs of c1. In part (ii), a policy
that requires setting price equal to average cost
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cover its full costs but the outcome is allocatively
inefficient because price exceeds marginal cost.
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For a natural monopoly with falling average costs, a policy of average-cost pricing
will not result in allocative efficiency because price will not equal marginal cost.

On what basis do we choose between marginal-cost pricing and average-cost pric-
ing? Marginal-cost pricing generates allocative efficiency, but the firm may incur losses.
In this case, the firm will eventually go out of business unless someone is prepared to
cover the firm s losses. If the government is unwilling to do so, seeing no reason why
taxpayers should subsidize the users of the product in question, then average-cost pric-
ing may be preferable. It provides the lowest price that can be charged and the largest
output that can be produced, given the requirement that revenue must cover the total
cost of producing the product.

Long-Run Investment We have seen why regulators may choose average-cost
pricing rather than marginal-cost pricing. What is the implication of this choice in the
long run? Since marginal cost is generally different from average cost, average-cost
pricing will generally lead to inefficient patterns of long-run investment. For example,
consider the situation depicted in Part (ii) of Figure 12-7 a natural monopoly operat-
ing on the downward-sloping portion of its ATC curve and required to set price equal
to average cost. Since price equals average cost, the firm will be just breaking even. If it
expanded its capacity, it would exactly cover its opportunity cost but it would not be

permitted to earn positive profits. Thus, it has no incen-
tive to undertake such investment. Note, however, that
the price in this case must exceed the marginal cost
(because marginal cost must be below average cost if
average cost is falling). As a result, society would benefit
by having a larger amount of fixed capital allocated to
producing this good. But the regulated utility will not
undertake this socially desirable investment.

Average-cost pricing generally leads to inefficient long-
run investment decisions.

Very Long-Run Innovation In many places in the
last few chapters we have discussed the importance of
innovation and technological change. In particular, we
mentioned how innovation can lead to the erosion of
market power through Schumpeter s process of creative
destruction.  Technological changes have led to the evo-
lution of many natural monopolies into more competitive
industries.

A striking example is found in the telecommunica-
tions industry. Thirty years ago, hard-copy message trans-

mission was close to a natural monopoly belonging to the post office. Today,
technological developments, such as efficient courier services, e-mail, fax machines, and
the Internet, have made this activity highly competitive.

Other examples of industries that used to be natural monopolies but are now
much more competitive include airlines, long-distance telephone service, and the
generation of electricity (the distribution of electricity continues to be a natural
monopoly).

marginal-cost pricing

Setting price equal to

marginal cost so that

buyers for the last unit are

just willing to pay the

amount that it cost to

make that unit.

two-part tariff A method

of charging for a good or

a service in which the

consumer pays a flat

access fee and a specified

amount per unit

purchased.

For many years, both the production and the distribution of
electricity was viewed as a natural monopoly. But in recent
years, technological changes have allowed the production of
smaller generating stations, and thus most economists no
longer view electricity generation as a natural monopoly.
Electricity distribution that requires massive networks of
power lines, however, is still a natural monopoly.
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The case of electricity is particularly interesting. The combined production and dis-
tribution of electricity was once viewed as a natural monopoly, and the policy response
was either to establish publicly owned power authorities (as happened in Canadian
provinces) or to regulate privately owned power companies (as occurred in the United
States). The source of the natural monopoly was twofold. First, the generation of elec-
tricity at low unit cost required large and expensive generating stations. Second, the
transmission of power required the establishment of power grids, with networks of
wires running from the generating stations to the users.

In recent years, however, the technology of electricity generation has changed.
Though nuclear and hydro stations are still very expensive to build, it is now possible
to build small and relatively inexpensive natural-gas-powered generating stations that
produce electricity at low unit costs. These technological changes have led to the real-
ization that the generation of electricity is no longer a natural monopoly even though
the distribution of electricity still is. In the past few years, this realization has led sev-
eral jurisdictions in both Canada and the United States to embark on a path of privati-
zation or deregulation of electricity markets. Although this path has been rough in
some areas especially in California and Alberta, both of which experienced severe
brownouts and price escalations on a temporary basis the underlying technological
change continues to suggest that the generation of electricity is no longer a natural
monopoly.

Practical Problems Many practical problems arise with regulations designed to
prevent natural monopolies from charging profit-maximizing prices. These problems
begin with the fact that regulators usually do not have enough data to determine
demand and cost curves precisely. In the absence of accurate data, regulators have
tended to judge prices according to the level of the regulated firm s profits. Regulatory
agencies tend to permit price increases only when profits fall below fair  levels and
require price reductions if profits exceed such levels. What started as price regulation
becomes instead profit regulation, which is often called rate-of-return regulation. Con-
cepts of marginal cost and allocative efficiency are typically ignored in such regulatory
decisions.

If average-cost regulation is successful, only a normal rate of return will be earned;
that is, economic profits will be zero. Unfortunately, the reverse is not necessarily true.
Profits can be zero for any of a number of reasons, including inefficient operation and
misleading accounting. Thus, regulatory commis-
sions that rely on rate of return as their guide to pric-
ing must monitor a number of other aspects of the
regulated firm s behaviour in order to limit the possi-
bility of wasting resources. This monitoring itself
requires a considerable expenditure of resources.

Regulation of Oligopolies

Governments have from time to time intervened in
industries that were oligopolies (rather than natural
monopolies), seeking to enforce the type of price and
entry behaviour that was thought to be in the public
interest. Such intervention has typically taken two dis-
tinct forms. In the period following the Second World
War, many European countries, including Britain,

Canadian National Railway was privatized in 1995, and both
CNR and Canadian Pacific Railway have been partially
deregulated in recent years.
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primarily used nationalization of whole oligopolistic industries, such as railways, steel,
and coal mining, which were then to be run by government-appointed boards. In the
United States, such firms as airlines and railways were left in private hands, but their
decisions were regulated by government-appointed bodies that set prices and regulated
entry. As often happens, Canada followed a mixture of British and American practices.
Many Canadian Crown corporations were established, and many firms that remained
in private hands were regulated. For example, Canadian Pacific Railway was privately
owned and regulated while Canadian National Railway, until it was privatized in 1995,
was a Crown corporation.

Skepticism About Direct Control Policymakers have become increasingly
skeptical of their ability to improve the behaviour of oligopolistic industries by having
governments control the details of their behaviour through either ownership or regula-
tion. Two main experiences have been important in developing this skepticism.

OLIGOPOLIES AND ECONOMIC GROWTH. During the twentieth century and into the
present, new products and production methods have followed each other in rapid suc-
cession, leading to higher living standards and higher productivity. Many of these inno-
vations have been provided by firms in oligopolistic industries, such as automobiles,
agricultural machinery, petroleum refining, chemicals, electronics, computing, and
telecommunications. As long as oligopolists continue to compete with each other,
rather than cooperating to produce monopoly profits, most economists see no need to
regulate such things as the prices at which oligopolists sell their products and the con-
ditions of entry into oligopolistic industries.

PROTECTION FROM COMPETITION. The record of postwar government intervention
into regulated industries seemed poorer in practice than its supporters had predicted.
Research by the University of Chicago Nobel Laureate George Stigler (1911 1991)
and others established that in many industries, regulatory bodies were captured  by
the very firms that they were supposed to be regulating. As a result, the regulatory bod-
ies that were meant to ensure competition often acted to enforce monopoly practices
that would have been illegal if instituted by the firms themselves.

Airline regulation in Canada and the United States provides a good example.
When airline routes and fares were first regulated, it was possible to argue that
demand was too low to permit effective competition among many firms. Whatever
the validity of that argument in earlier times, by the 1970s the airline market
had grown to the point where effective competition was possible. By that time, the
regulation was plainly protecting the industry, allowing it to charge higher fares,
earn higher profits, and pay higher wages than it would under more competitive
conditions.

Why did regulatory bodies shift from protecting consumers to protecting firms?
One reason is that the regulatory commissions were gradually captured by the firms
they were supposed to regulate. In part, this capture was natural enough. When regu-
latory bodies were hiring staff, they needed people who were knowledgeable about the
industries they were regulating. Where better to go than to people who had worked in
these industries? Naturally, these people tended to be sympathetic to firms in their own
industries. Also, because many of them aspired to go back to those industries once
they had gained experience within the regulatory bodies, they were not inclined to
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arouse the wrath of industry officials by imposing policies that were against the firms
interests.

Deregulation and Privatization The 1980s witnessed the beginning of a
movement in many advanced industrial nations to reduce the level of government
control over industry. Various experiences in these countries were pushing in this
direction:

The realization that regulatory bodies often sought to reduce, rather than increase,
competition
The dashing of the hopes that publicly owned firms would work better than pri-
vately owned firms in the areas of efficiency, productivity growth, and industrial
relations
The awareness that falling transportation costs and revolutions in data processing
and communications exposed local industries to much more widespread interna-
tional competition than they had previously experienced domestically

These revised views led to two policy responses. The first was deregulation
intended to leave prices and entry free to be determined by private decisions. The sec-
ond was privatization of publicly owned firms.

In the United States, where regulation rather than government ownership had been
the adopted policy, many industries were deregulated. In the United Kingdom, virtually
all of the formally nationalized industries were privatized. The level of public owner-
ship in that country now compares with that in the United States. In Canada, hundreds
of Crown corporations that the government had acquired for a variety of reasons (but
were neither natural monopolies nor operating in highly concentrated industries) were
sold off. Many large Crown corporations operating in oligopolistic industries, such as
Air Canada, Petro-Canada, and Canadian National Railway, were privatized. Also,
many industries, such as airlines and gas and oil, were deregulated. Prices were freed,
to be set by the firms in the industries, and entry was no longer restricted by govern-
ment policy.

w w w . m y e c o n l a b . c o m

The recent case of privatization and deregulation in Ontario s electricity sector
has been particularly interesting and certainly not without some problems!
For more on this topic, look for Ontario s Troubled Electricity Sector in the
Additional Topics section of this book s MyEconLab

ADDITIONAL TOPICS

Financial Crisis and Recession

With the onset of the global financial crisis of 2007 2008, and the major recession that
followed, governments in many countries took actions to significantly increase both
regulatory control and government ownership.

At the heart of the financial crisis was a collapse in the U.S. housing market and an
associated reduction in the value of mortgages and mortgage-backed securities held by
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large financial institutions all over the world. Contributing to the problems, especially
in the United States and Europe, were regulations that had permitted banks and other
financial institutions to purchase risky assets while keeping only small levels of finan-
cial reserves. Large declines in the value of these assets then led to the collapse and
takeover of several large institutions.

To a large extent, these problems did not exist in Canada, partly because our
banking sector is more conservative than those in other countries and partly because
Canadian banking regulations require banks to hold relatively large levels of financial
reserves. Many countries looked to Canadian banking regulations as a model that
struck an appropriate balance between ensuring prudence and stability, on the one
hand, and still encouraging efficiency and innovation on the other. The next few years
will likely see a significant change in financial-market regulations in the United States
and Europe.

The importance of banks and credit markets in a modern economy was made clear
by the speed with which the financial crisis soon turned into a global economic reces-
sion. The United States and much of Europe experienced their sharpest economic con-
tractions since the Great Depression, and this global recession led to a large decline in
Canada s exports. Especially hard hit were the auto and forestry sectors, with General
Motors and Chrysler both threatening collapse. Both the U.S. and Canadian govern-
ments were reluctant to let such large companies go under during a major recession,
thereby contributing to an already rising unemployment problem. But they were also
reluctant to devote public funds to these companies when so many other companies
were in equally tenuous circumstances. Their ultimate decisions, which were taken in a
coordinated manner, provided tens of billions of dollars of support to these two com-
panies in return for partial ownership. The hope was that this injection of funds, com-
bined with a complete restructuring of the companies  business plans, would allow the
storied auto firms to emerge from the recession better placed to compete against their
global rivals. The hope was also that the governments  shares in the companies would
be sold off as the companies and the economy recovered, thus getting the two govern-
ments out of the car business.

Some view these developments as a long-awaited swinging of the policy pendu-
lum  back in the direction of a permanently more activist government. Others do not
see a permanent swing in the pendulum; instead they see pragmatic governments
responding to extraordinary problems during extraordinary times, but in ways that
will be reversed when the economy recovers. The challenge for governments will be
to recognize those situations that require greater government involvement to improve
economic outcomes while not forgetting the important lessons learned over the pre-
vious three decades regarding the problems that can be created through excessive
government intervention.

12.3 Canadian Competition Policy
The least stringent form of government intervention is designed neither to force firms
to sell at particular prices nor to regulate the conditions of entry and exit; it is designed,
instead, to create conditions of competition by preventing firms from merging unneces-
sarily or from engaging in anticompetitive practices, such as colluding to set monopoly
prices. This is referred to as competition policy.

competition policy Policy

designed to prohibit the

acquisition and exercise

of monopoly power by

business firms.
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The Evolution of Canadian Policy

Canadian competition policy began in the late 1890s and evolved gradually over the
next half-century. By the 1950s, the following three broad classes of activity were illegal:

Price-fixing agreements that unduly lessen competition
Mergers or monopolies that operate to the detriment of the public interest
Unfair  trade practices

An alleged offence under any of these categories was handled by the criminal justice sys-
tem, and conviction required the standard level of proof beyond a reasonable doubt.

Many cases of unfair trade practices were successfully pursued under these laws,
but few cases were brought against mergers, and none of those that were brought was
successful. The reasons most often cited for this lack of success were the inability of
criminal legislation to cope with complex economic issues and the inability to establish
proof beyond a reasonable doubt.

A major review of Canadian legislation was undertaken in the late 1960s and led
to changes in policy that were implemented in stages. The revisions were completed
with the Competition Act of 1986. This Act is currently in force and contains some
important modifications to the earlier legislation. Perhaps most important is that the
Act allows civil actions, rather than criminal actions, to be brought against firms for
alleged offences in the three categories listed above. This change is important because
in civil cases the standard of proof is less strict than in criminal cases.

In order to adjudicate such civil cases, the Competition Act created a Competition
Tribunal. The Commissioner of the Competition Bureau now acts as a watchdog  for
the economy, looking out for mergers or trade practices that are likely to have detri-
mental effects on overall welfare. In such cases, the Commissioner sends the alleged
violations to the Competition Tribunal for adjudication.

In the case of a large merger that might substantially lessen competition, the firms
are required to notify the Competition Bureau of their intention to merge. The Bureau
then reviews the proposed merger, evaluates its probable effect on the economy, and
then allows or disallows it.

Another important aspect of the 1986 legislation is that economic effects are now
considered to be directly relevant in judging the acceptability of a proposed merger.
When reviewing a merger, the Competition Bureau is obliged to consider such things as
effective competition after the merger, the degree of foreign competition, barriers to
entry, the availability of substitutes, and the financial state of the merging firms.

The Competition Bureau also considers any reduction in costs that a merger might
generate. Even in a situation where there are considerable entry barriers to an industry,
a merger may bring benefits to consumers even though it raises the industry s measured
concentration. If, by merging, two firms can achieve scale economies that were not
achievable separately, reductions in average total costs may get passed on to consumers
in the form of lower prices.

This possibility presents a significant challenge to competition policy. The chal-
lenge is to prevent those mergers that mostly lead to less competition, producing only
small cost reductions, but to allow those mergers that mostly lead to cost reductions,
with only small reductions in competition. The practical problem for the authorities is
to identify the likely effects of each merger.

Current Reforms

The 1986 Competition Act will not be the end of the evolution of Canadian competi-
tion policy, but it appears to have marked the end of a major chapter. Canadian legislation

To read the Competition
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go to its website:

www.competitionbureau.

gc.ca.
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has for a long time provided substantial protection to consumers against the misuse of
market power by large firms. For the first time, it now also seems to provide some sub-
stantial protection against the creation, through mergers, of market power that is not
justified by gains to efficiency or international competitiveness.

In 2009, the federal government announced that it was considering major
reforms to the Competition Act, the most significant changes to occur since 1986.
The proposed changes were designed to provide greater protection to consumers in
four areas:

to ensure more honest and informative advertising
to provide a better method of investigating the actions of an alleged cartel
to prevent firms from abusing their monopoly power through restrictive pricing
or selling policies
to examine the existing process for reviewing potential mergers

The government launched an extensive process of public consultations in 2009 with
the intention of designing new regulations and passing new legislation in 2010 or
2011.

What type of other reforms might we expect in the years ahead? The ongoing
process of globalization poses two challenges for Canadian competition policy. First,
as the flow of goods and services across national boundaries increases, it becomes
more important to define markets on an international rather than a national basis.
For example, consider the Canadian banking industry. With the continuing develop-
ment of the Internet, it becomes possible for foreign-based banks to sell some financial
services to Canadians without establishing a costly physical presence in Canada
such as a network of branches. In this case, the appropriate definition of the market
(for the case of assessing the impact of a merger) is larger than just the one defined by
Canada s borders.

The second challenge posed by globalization is the desirability of standardizing
competition policy across countries. Firms that are mobile and have considerable mar-
ket power may tend to locate their firms where competition policy is the most lax,
exporting into other countries. To avoid such socially inefficient locational choices,
countries have an incentive to standardize their competition policy in this case, firms
would choose their locations on the basis of economic rather than legal forces.

These are challenges for the near future. Time will tell how Canadian competition
authorities respond.

Economists distinguish two main kinds of efficiency:
productive and allocative.
Productive efficiency for the firm requires that the firm
be producing its output at the lowest possible cost. Pro-
ductive efficiency for the industry requires that all firms
in the industry have the same marginal cost.
Allocative efficiency in an individual industry exists
when the level of output is such that the marginal cost

of production equals the market price. The overall econ-
omy is allocatively efficient when price equals marginal
cost in all industries simultaneously.
Productive efficiency and allocative efficiency are both
achieved in perfect competition.
Monopoly is allocatively inefficient because price
exceeds marginal cost. Monopoly leads to a deadweight
loss for the economy.

12.1 Productive and Allocative Efficiency L12
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12.2 Economic Regulation to Promote Efficiency L3

Two broad types of policies are designed to promote
allocative efficiency in imperfectly competitive markets.
These can be divided into economic regulations and
competition policy. Economic regulation is used both in
the case of a natural monopoly and in the case of an oli-
gopolistic industry. Competition policy applies more to
the latter.
Marginal-cost pricing is allocatively efficient but will
lead the firm to make economic losses if it is on the
declining portion of the ATC curve.
Average-cost pricing allows the firm to break even but
leads to allocative inefficiency (because price is not
equal to marginal cost).

Two-part tariffs can allow the firm with falling long-run
costs to break even and also be consistent with alloca-
tive efficiency.
The deregulation of oligopolistic industries has been
based on the observations that (1) oligopolistic indus-
tries are major engines of growth, and (2) direct control
of such industries has produced disappointing results in
the past.

12.3 Canadian Competition Policy L4

Canadian competition policy is designed to restrict
mergers and trade practices that unduly lessen
competition.
In the past, mergers were criminal offences and difficult
to prosecute. The current legislation allows civil cases to
be brought against firms, making prosecution less 
difficult.

The Competition Act of 1986 established a Competi-
tion Tribunal to adjudicate cases brought to it by the
Competition Bureau.
In the case of mergers, the Competition Bureau and Tri-
bunal must consider whether the merger will generate
cost reductions that will offset the effects of any lessening
of competition.

Key Concepts
Productive and allocative efficiency
Consumer and producer surplus
The allocative efficiency of

competition

The allocative inefficiency of
monopoly

Regulation of natural monopolies
Marginal- and average-cost pricing

Two-part tariffs
Regulation of oligopolies
Deregulation and privatization
Canadian competition policy

Study Exercises

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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1. Summer Tees and Fancy Tees are two firms producing
T-shirts. The table below shows the average cost of
producing T-shirts for the two companies.

Summer Tees Fancy Tees 

Quantity ATC TC MC Quantity ATC TC MC

5 $8 5 $9

10 7 10 7

15 6 15 6

20 6 20 5

25 7 25 5.50

30 9 30 6.50

35 11 35 8

a. Calculate TC and MC for both companies and fill
in the table.

b. Draw, in two separate diagrams, the ATC and MC
curves for each firm.

c. Summer Tees is initially producing 30 shirts; Fancy
Tees is initially producing 15 shirts. What is the
total industry production cost?

d. Now suppose that Summer Tees produces 10 fewer
shirts. By how much do its costs fall?

e. Suppose that Fancy Tees produces 10 more shirts.
By how much do its costs rise?

f. If the two firms are to produce 45 shirts in total,
what is the cost-minimizing way to allocate production
between the two firms? (Assume that production
must be changed by increments of five shirts, as
shown in the table.)

2. Fill in the blanks to make the following statements
correct.

a. If the marginal cost of producing the last unit of a
product is the same for all firms in an industry, we
can say that the industry is efficient,
but we do not know enough to say that the indus-
try is efficient.

b. If the marginal cost of some product is $12, and the
market price of that product is $15, then to achieve
allocative efficiency, the economy should produce

of this product and therefore of
other products.

c. The market structure that leads to both productive
and allocative efficiency is .

d. A monopolistic industry may be productively 
efficient but will not be allocatively efficient
because .

e. The sum of consumer surplus and producer surplus
is at the competitive equilibrium.

f. At the monopolist s profit-maximizing output there
is total surplus than at the competi-
tive output. Some surplus is transferred from

to . The surplus lost
because the output is not produced is called

.

3. Assume that the market for eggs is perfectly competitive.
The diagram shows the demand and supply for eggs.
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Quantity of Eggs

a. At the free-market equilibrium, p* and Q*, show
what areas represent consumer and producer
surplus.

b. Now suppose the egg producers organize them-
selves and establish a system of quotas. Each
farmer s output is restricted by an amount to keep
aggregate output at QQ. What happens to industry
price?

c. In the quota system in part (b), what areas now
represent consumer and producer surplus? Is the
quota system allocatively efficient? Explain.

44. The diagram below shows supply and demand in the
labour market.

Demand for labour

H
o

u
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Supply of labour

w*

L*

Employment

wM

a. At the free-market equilibrium, w* and L*, show
what areas represent consumer and producer 
surplus.
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b. Now suppose the government establishes a mini-
mum wage at wM. Show on the diagram and label
the new level of employment in this case.

c. In the situation of part (b), what areas now repre-
sent consumer and producer surplus? Is the out-
come allocatively efficient? Explain.

5. The diagram below shows the demand, marginal cost,
and marginal revenue curves for a monopolist.
Redraw the diagram for yourself to be able to answer
the following questions.

d. Suppose point D occurs when the coconut industry
is monopolized but the lime industry is perfectly
competitive. Is point D allocatively efficient? Is it
productively efficient?

e. Suppose point C is allocatively efficient. What do
we know about each industry in this case?

47. Fill in the blanks to make the following statements
correct.

a. The term natural monopoly refers to an industry in
which only a single firm can operate at its
__________.

b. A regulated natural monopoly that is forced to set
its price equal to marginal cost will earn ________
if its average costs are falling.

c. A regulated natural monopoly that is subject to
average-cost pricing and operating on the down-
ward-sloping portion of its average cost curve
will earn ________ profits. Since price ________
marginal cost, this outcome will not be alloca-
tively efficient.

d. Marginal-cost pricing for a natural monopoly is an
efficient pricing system, but it leads to ________ for
the firm if average costs are falling.

48. The following diagram shows the ATC and MC curves
for a natural monopoly average costs are falling over
the entire range of the demand curve.
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a. If the monopolist charges its single profit-maximiz-
ing price, show what areas are consumer surplus
and producer surplus.

b. Now suppose the industry is perfectly competitive
and the industry supply curve is given by the MC
curve. What areas would be consumer and producer
surplus in this case?

c. Use the concept of surplus to explain the economic
argument against monopoly and in favour of com-
petition.

d. Consider again the situation of monopoly, but now
assume the firm can perfectly price discriminate
that is, it can charge a different price for every unit
of the good. What areas now represent consumer
and producer surplus?

e. Does the possibility of perfect price discrimination
lead you to change your argument from part (c)?
Are there considerations other than allocative effi-
ciency that might be important here?

46. The diagram below shows the production possibilities
boundary for a country that produces only two goods:
limes and coconuts. Assume that resources are fully
employed at points A, B, C, and D.

a. Suppose individual firms in the lime industry are
not producing at their minimum possible cost.
Which point(s) could represent this situation?

b. Suppose all firms and both industries are produc-
tively efficient. Which points could represent this sit-
uation?

c. Suppose point B occurs when the lime industry is
monopolized but the coconut industry is perfectly
competitive. Is point B allocatively efficient? Is it
productively efficient?
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f. Would the outcome be allocatively efficient?
Explain why or why not.

49. One important factor that the Canadian Competition
Bureau must consider when assessing the likely effects
of a merger is the definition of the market. Discuss
how geography is likely to affect the definition of the
market for the following products:

a. Fresh-baked breads and cakes
b. Cement
c. Gold jewellery
d. Computer hardware

Discussion Questions
11. Suppose allocative inefficiency of some economy

amounts to 5 percent of the value of production. What
does this statement mean? If it is true, would con-
sumers as a whole be better off if policy measures were
successful in moving the economy to an allocatively
efficient outcome? Would every consumer be better
off if the economy moved to an allocatively efficient
outcome?

2. Evaluate the wisdom of having the Competition
Bureau use profits as a measure of monopoly power in
deciding whether to prosecute a case. Would such a
rule be expected to affect the behaviour of firms with
high profits? In what ways might any changes induced
by such a rule be socially beneficial, and in what ways
might they be socially harmful?

3. It is often asserted that whenever a regulatory agency
is established, ultimately it will become controlled by
the people whom it was intended to regulate. (This
argument raises the question of who regulates the reg-
ulators.) Can you identify why this phenomenon
might happen? How might the integrity of regulatory
boards be protected?

4. This chapter has identified several strategies for deal-
ing with natural monopolies and their associated

inefficiencies. Alternatively, assume that you are a reg-
ulator and that the monopoly you face is able to price
discriminate perhaps perfectly. Does this ability
change the options you have for encouraging the effi-
cient level of production? Would you choose to use
this additional option? Why or why not?

5. What market forces lie behind each of these quota-
tions? What difficulties do they reveal for the regula-
tion of particular industries?

Canadian air travellers opting for U.S. carriers were
[partly] responsible for Canadian airlines deregulation.

C. D. Howe Institute

Canadian consumers crossing the border to buy
cheap U.S. agricultural products may be responsible
for the end of supply management in Canada.

Canadian economist

6. Allocative efficiency is really about whether the econ-
omy has the quantities right it is not really about
prices at all. Prices are important only in a discussion
about allocative efficiency because in a free market
changes in prices bring about the efficient allocation of
resources.  Comment.

a. Show on the diagram the price and quantity that
would exist if the firm were required by regulators
to set price equal to average cost.

b. In the diagram, show the profits (or losses) in this
case.

c. Would the outcome be allocatively efficient?
Explain why or why not.

d. Suppose now that the firm were required by regu-
lators to set price equal to marginal cost. What
would be the price and quantity in this case?

e. In the diagram, show the profits (or losses) in this
case.
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13
L LEARNING OBJECTIVES

In this chapter you will learn

1 about the size and functional distributions

of income in Canada.

2 what determines a profit-maximizing firm s

demand for a factor.

3 about the role of factor mobility in deter-

mining factor supply.

4 how to distinguish between temporary and

equilibrium factor-price differentials.

5 about economic rent  and how it relates to

factor mobility.

What determines the wages that individuals earn?

What explains why neurosurgeons usually are paid

more than family doctors, or why movie stars are paid

more than extras ? Labour is not the only factor of

production, of course. Physical capital and land are

also important. What determines the payments that

these factors earn? Why does a hectare of farmland in

Northern Saskatchewan rent for much less than a

hectare of land in downtown Toronto? Not surprisingly,

understanding why different factors of production earn

different payments requires us to understand both

demand-side and supply-side aspects of the relevant

factor markets.

In this chapter we examine the issue of factor

pricing and the closely related issue of factor mobility.

Understanding what determines the payments to dif-

ferent factors of production will help us to understand

the overall distribution of income in the economy,

which is where we begin.

PART 5 Factor Markets

How Factor

Markets Work
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306 PART 5 : FACTOR MARKETS

13.1 Income Distribution

The founders of Classical economics, Adam Smith (1723 1790) and David Ricardo
(1772 1823), were concerned with the distribution of income among what were then
the three great social classes: workers, capitalists, and landowners. They defined three
factors of production as labour, capital, and land. The payment to each factor was
treated as the income of the respective social class.

Smith and Ricardo were interested in what determined the share of total income
that each class received. Their theories predicted that as society progressed, landlords
would become relatively better off and capitalists would become relatively worse off.
Karl Marx (1818 1883) had a different theory, which predicted that as growth occurred,
capitalists would become relatively better off and workers would become relatively
worse off (until the whole capitalist system collapsed).

These nineteenth-century debates focused on what is now called the functional

distribution of income, defined as the distribution of national income among the major
factors of production. Modern economists, however, emphasize the size distribution of

income. This refers to the distribution of income among different individuals without
reference to the source of the income or the social class  of the individual.

If we want to measure and understand the income inequality between individuals,
the size distribution of income is a better indicator than is the functional distribution of
income. The reason is that income classes no longer coincide closely with social
classes. Many capitalists, such as the owners of small retail stores, are in the lower part
of the income scale. Conversely, many wage earners, such as professional athletes,
are in the upper income scale. Furthermore, it is becoming increasingly difficult to
distinguish workers  from capitalists.  Through employer-sponsored pension plans,
workers now own much more of the country s capital than do the richer non-
working  capitalists.

Figure 13-1 shows that among Canadian families (couples with or without chil-
dren, and lone-parent families), there was substantial inequality in the distribution of
(pre-tax) income in 2006. Another way to show the size distribution of income is
found in Figure 13-2. The curve in the figure is a Lorenz curve, showing how much
of total pre-tax income goes to different proportions of the nation s families. If every
family had the same income, 20 percent of total income would go to 20 percent of
families, 40 percent of total income would go to 40 percent of families, and so on. In
this case, the Lorenz curve would lie exactly along the diagonal. The farther the
curve bends away from the diagonal, the less equal the distribution of income. The
curve in Figure 13-2 shows that at the time of Canada s most recent Census in 2001,
the bottom 20 percent of all Canadian families received 5.2 percent of all pre-tax
income, whereas the highest-income 20 percent of families received 43.5 percent of
all pre-tax income.

To understand the size distribution of income, we must first study how individual
incomes are determined. Superficial explanations of differences in income, such as

People earn according to their ability,  are inadequate. Incomes are distributed much
less equally than any measured index of ability, be it IQ, physical strength, or manage-
ment skill. The best professional sports players may only score twice as many points
as the average players, but their salary is many times more than the average salary.
Something other than simple ability is at work here. However, if answers that are
couched in terms of ability are easily refuted, so are answers, such as It s all a matter
of luck  or It s just the system.  In this chapter, we look beyond such superficial
explanations.

functional distribution of

income The distribution of

national income among the

major factors of production:

labour, capital, and land.

size distribution of

income The distribution of

income among individuals,

without regard to source of

income.

Lorenz curve A graph

showing the extent of

inequality of income

distribution.
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A Glimpse of the Theory Ahead

In this chapter, we confine ourselves to factor markets that are perfectly competitive.
As a result, the firms we study face a given price of each factor that they buy. Similarly,
owners of factors face a given price for the factor services that they sell.

Dealing first with competitive factor markets allows us to study the principles of
factor-price determination in the simplest context. Once these principles are under-
stood, it is relatively easy to extend the theory to more complicated settings. This is
done for labour markets in Chapter 14.

Goods markets and factor markets are closely related. Firms  production decisions
imply specific demands for the various factors of production. These demands, together
with the supplies of the factors of production (which are determined by the owners of
the factors), come together in factor markets. Together they determine the quantities of
the various factors of production that are employed, their prices, and the incomes
earned by their owners. This relationship between goods markets and factor markets
leads to one of the great insights about economics:

When demand and supply interact to determine the prices and quantities of various
goods, they also determine the incomes of the factors that are used in producing
the goods.

FIGURE 13-1 Distribution of Family Income, 2006
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There is considerable inequality in the distribution of income across Canadian families. This figure shows the percentage
of Canadian families (couples with or without children and lone-parent families) in each broad income group. More than
23 percent of families had pre-tax income less than $40 000; almost half had total income between $40 000 and $100 000;
and just under 30 percent had total income above $100 000. The median family pre-tax income for 2006 was $70 400.

(Source: Authors  calculations based on data available on Statistics Canada s website: www.statcan.gc.ca. Go to
Summary Tables and search for Family Income .)
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The rest of this chapter is an elaboration of this important theme. We first study
the demand for factors, then their supply, and finally how demand and supply come
together to determine equilibrium factor prices and quantities.

13.2 The Demand for Factors

Firms require the services of land, labour, and capital to be used as inputs. Firms also
use as inputs the products of other firms, such as steel, legal services, computer soft-
ware, and electricity.

Firms require inputs not for their own sake but as a means to produce goods and
services. For example, the demand for computer programmers and technicians is grow-
ing as more and more computers and software are produced. The demand for carpen-
ters and building materials rises and falls as the amount of housing construction rises
and falls. The demand for any input is therefore derived from the demand for the
goods and services that it helps to produce; for this reason, the demand for a factor of
production is said to be a derived demand.

The Firm s Marginal Decision on Factor Use

What determines whether an individual firm will choose to hire one extra worker, or
whether the same firm will decide to use one extra machine, or an extra kilowatt-hour
of electricity? Since we are considering whether the firm will use one extra unit of some
factor, we refer to this as the firm s marginal decision on factor use.

derived demand The

demand for a factor of

production that results

from the demand for the

products that it is used to

make.

FIGURE 13-2 The Lorenz Curve for Canadian Family Income

Line of complete 
income equality

Lorenz curve

200

20

Cumulative Percentage of Families

C
u

m
u

la
ti

v
e 

P
er

ce
n

ta
g
e 

o
f 

F
a
m

il
y
 I

n
co

m
e

10040 60 80

80

100

40

60

A

B

C

D

E
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Cumulative Cumulative
Percentage Percentage Percentage Percentage

A Lowest 20 20 5.2 5.2

B Second-lowest 20 40 11.3 16.5

C Middle 20 60 16.7 33.2

D Second-highest 20 80 23.3 56.5

E Highest 20 100 43.5 100.0

The size of the area between the Lorenz curve and the diagonal is a measure of the inequality of income distribution.
If there were complete income equality, the bottom 20 percent of income receivers would receive 20 percent of total
income, and so forth, and the Lorenz curve would coincide with the diagonal line.

(Source: Adapted from Statistics Canada, Income of Canadian Families (2001 Census), available from
http://www12.statcan.gc.ca/english/census01/Products/Analytic/companion/inc/contents.cfm. Click on Census  and go
to Analysis Series.  Then go to Income and Earnings,  then Incomes of Families. )
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As we have seen in earlier chapters, any profit-maxi-
mizing firm increases its output until its marginal cost
equals its marginal revenue. Since producing more output
requires hiring more factors of production, we can
describe this decision another way the firm will increase
its use of any factor of production until the last unit of the
factor adds as much to revenue as it does to costs.

When a firm hires one more unit of a factor, the firm s total
costs rise. This increase in total cost is the factor s marginal
cost. For example, if the going wage in a competitive labour
market is $10 per hour, then labour s marginal cost is $10.

Hiring an extra unit of the factor also leads to an increase
in the firm s output and revenue. The increase in the firm s rev-
enue attributed to this extra unit of the factor is called the fac-
tor s marginal revenue product (MRP). The factor s MRP has
two components a physical component and a dollar compo-
nent. The physical component is how much one unit of the
factor adds to total output. This is the factor s marginal product, a concept discussed in
detail in Chapter 7. The dollar component is the amount that total revenue rises per extra
unit of output. This is the firm s marginal revenue, a concept discussed in Chapters 9 and 10.

The factor s marginal revenue product is simply the combination of this physical
component and this dollar component it is the marginal product (MP) times the
firm s marginal revenue (MR). [26] For example, if the factor s marginal product is
2 units and the firm s marginal revenue is $7.50, the factor s MRP is $15 ($7.50 * 2).

We can now restate the condition for a firm to be maximizing its profits:

Marginal cost    Marginal revenue product 
of the factor of the factor

MP MR

(13-1)

This condition applies to any firm and any factor, in any market structure. In the spe-
cial case of competitive goods and factor markets, however, we can simplify the equa-
tion. In competitive factor markets the marginal cost of the factor is simply the factor s
price, since the firm can hire any amount of the factor at a given price. Call this factor
price w. Also, we know that in competitive goods markets, the firm s MR is just the
market price of the product, p. It follows that MRP is equal to MP  p. Thus, the con-
dition for profit maximization for a competitive firm is

w MP p (13-2)

To check your understanding of Equation 13-2, consider an example. Suppose
labour is available to the firm at a cost of $10 per hour (w $10). Suppose also that
employing another hour of labour adds 3 units to output (MP 3). Suppose further
that any amount of output can be sold for $5 per unit (p $5). Thus, the additional
hour of labour adds $15 to the firm s revenue but only $10 to its costs. In this case, the
firm will increase profits by hiring more hours of labour.

Now suppose, however, that the last hour of labour hired by the firm has a mar-
ginal product of 1 unit of output and so adds only $5 to revenue. In this case, the firm
can increase profits by reducing its use of labour.

Finally, suppose another hour of labour adds to revenue by $10. Now the firm can-
not increase its profits by altering its use of labour in either direction.

To maximize its profits, any firm must hire each factor of production to the point
where the factor s marginal revenue product equals the factor s price.

A railway s demand for locomotives a factor input is
derived from the demand for the product it provides
transportation services.

marginal revenue product

(MRP) The extra revenue

that results from using one

unit more of a variable

factor.

(++++)++++*
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In Chapters 9 and 10, we saw the firm varying its output until the marginal cost of
producing another unit was equal to the marginal revenue derived from selling that
unit. Now we see the same profit-maximizing behaviour in terms of the firm s varying
its inputs until the marginal cost of another unit of input is just equal to the extra
revenue derived from selling that unit s marginal product.

The Firm s Demand Curve for a Factor

We now know what determines the quantity of a variable factor a profit-maximizing
firm will buy when facing some specific price of the factor and some specific price of its
output. Next, we want to derive the firm s entire demand curve for a factor, which tells
us how much of the factor the firm will buy at each price.

To derive a firm s demand curve for a factor, we start by considering the right-hand
side of Equation 13-1, which tells us that the factor s marginal revenue product is com-
posed of a physical component and a dollar component. We examine these two compo-
nents in turn.

The Physical Component: MP As the quantity of the variable factor
changes, output will change. The hypothesis of diminishing marginal returns, first dis-
cussed in Chapter 7, predicts what will happen: As the firm adds further units of the
variable factor to a given quantity of the fixed factor, the additions to output will even-
tually get smaller and smaller. In other words, the factor s marginal product declines, as
shown in part (i) of Figure 13-3.

The Dollar Component: MR To convert the marginal product curve of Fig-
ure 13-3(i) into a curve showing the marginal revenue product of the factor, we need to
know the dollar value of the extra output. Part (ii) of Figure 13-3 shows a marginal
revenue product curve in the case where the firm sells its product in a competitive mar-
ket at a price (and MR) of $5 per unit. The MRP curve represents MP  MR for each
additional unit of the factor. Since the MR for a firm in perfect competition is simply
equal to the price of the product, the MRP curve has the same shape as the MP curve.

From MRP to the Demand Curve Equation 13-2 states that a profit-maxi-
mizing competitive firm will employ additional units of the factor up to the point at
which the MRP equals the price of the factor. For example, in Figure 13-3, if the price
of hiring one unit of the factor were $2000 per month, the profit-maximizing firm
would employ 60 units of the factor. However, if hiring an extra unit of the factor cost
$3000 per month, the firm would only choose to hire 45 units. It should be clear that
since the MRP curve shows how many units of the factor will be hired at different fac-
tor prices, the factor s MRP curve is the firm s demand curve for the factor.

A competitive firm s demand curve for a factor is given by that factor s MRP curve.

This logic applies equally to any factor of production. A profit-maximizing farmer
will rent land up to the point where the marginal revenue product from an extra acre
of land is just equal to the rental price for that acre of land. A profit-maximizing
machine-tools manufacturer will use extra machines (capital) until the marginal rev-
enue product from an extra machine just equals the price of using that machine. And a
profit-maximizing paper mill will hire workers up to the point where the marginal rev-
enue product of an extra worker is just equal to that worker s wage.

Practise with Study Guide

Chapter 13, Exercise 1.
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Elasticity of Factor Demand

The elasticity of demand for a factor measures the degree of the response of the quan-
tity demanded to a change in its price. The preceding sections have explained the direc-
tion of the response; that is, that quantity demanded is negatively related to price. But
you should not be surprised to learn that the magnitude of the response depends on the
strength of various effects. For example, the extent of diminishing returns to labour
and the ability of the firm to substitute between labour and other factors of production
will both affect the firm s elasticity of demand for labour.

Diminishing Returns The first influence on the slope of the demand curve for a fac-
tor is the diminishing marginal product of that factor. If marginal product declines rapidly
as more of a factor is employed, a fall in the factor s price will not induce many more units
to be employed. This is the case of a relatively steep MP curve, and thus MRP curve, in Fig-
ure 13-3. Conversely, if marginal product falls only slowly as more of a factor is employed,
there will be a large increase in quantity demanded as price falls. This is the case of a rela-
tively flat MP curve, and thus MRP curve, in Figure 13-3. In sum, the larger the extent of
diminishing returns, the less elastic (steeper) is the demand for any given variable factor.

Substitution Between Factors In the long run, all factors are variable. If one
factor s price rises, profit-maximizing firms will substitute relatively cheaper factors for
it. (This is the principle of substitution, which we first encountered in Chapter 8.) For

FIGURE 13-3 From Marginal Product to Demand Curve
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The law of diminishing marginal returns implies that firms have a negatively sloped demand curve for factors of pro-
duction. In part (i), the MP curve for a factor is downward sloping because of the law of diminishing marginal returns.
If the firm uses 60 units of the factor per month, the factor s MP will be 400 units of output per month. In part (ii), it
is assumed that each unit of the firm s output can be sold at $5. If the firm uses 60 units of the factor per month, the
factor s MRP is $2000 (400 units per month * $5 per unit). Since the MRP curve shows, for each separate factor price,
how many units of the factor will be hired by a profit-maximizing firm, the MRP curve is the firm s demand curve for
the factor.

Note that if the firm is not perfectly competitive in its product market, each additional unit of output produced
leads to a decline in the product s price. In this case, the firm s MR decreases as output increases and so the factor s
MRP curve is steeper than the one shown here.
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this reason, the slope of the demand curve for a factor is influenced by the ease with
which other factors can be substituted for the factor whose price has changed.

The ease of substitution depends on the substitutes that are available and on the
technical conditions of production. It is often possible to vary factor proportions in
surprising ways. For example, in automobile manufacturing and in building construc-
tion, glass and steel can be substituted for each other simply by varying the dimensions
of the windows. In sum, the easier it is to substitute away from any given factor of
production, the more elastic will be the demand for that factor.

Importance of the Factor Other things being equal, the more important is a
factor in producing some good, the greater the elasticity of demand for that factor.

To see this, suppose that for some particular firm wages account for 50 percent
of the marginal costs of producing a good and raw materials account for 10 per-
cent. A 20-percent rise in the price of labour raises the firm s marginal costs by
10 percent (20 percent of 50 percent), but a 20-percent rise in the price of raw

materials raises the firm s marginal costs by only 2
percent (20 percent of 10 percent). The larger the
increase in marginal costs, the more the firm reduces
its level of output and hence reduces its demand for
factors of production. So, in this case, a 20-percent
rise in the price of labour leads to a large decline in
the amount of labour used; in contrast, the same 20-
percent increase in the price of raw materials leads to
only a small reduction in the amount of raw materials
used. In other words, the firm s demand for labour
(the more important factor) is more elastic than its
demand for raw materials (the less important factor).

Elasticity of Demand for the Output If an
increase in the price of the product causes a large
decrease in the quantity demanded that is, if the
demand for the product is highly elastic there will be a
large decrease in the quantity of a factor needed to pro-
duce it in response to a rise in the factor s price. How-
ever, if an increase in the price of a product causes only a
small decrease in the quantity demanded that is, if the
demand for the product is inelastic there will be only a
small decrease in the quantity of the factor required in
response to a rise in its price. Figure 13-4 illustrates this
principle in the case where the price of the factor falls
and hence each firm s marginal cost curve and thus the
industry supply curve shifts to the right.

The basic principle is that the more elastic is the
demand for the product that the factor is used to pro-
duce, the more elastic is the demand for the factor. We
have discussed a firm s demand curve for any specific
factor of production and have examined what influ-
ences the elasticity of demand for that factor. Two issues
remain to be discussed. First, how do we get from a
firm s demand for a factor to the overall market
demand? Second, what causes a shift in the market
demand curve for various factors of production?

FIGURE 13-4 More Elastic Product
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The more elastic the demand for the product, the
more elastic the demand for the factors that are used
to make it. The original demand and supply curves
for the industry s product intersect at E0 to produce
an industry output of Q0. A fall in the price of a fac-
tor reduces firms  costs and causes the industry supply
curve to shift to S1.

When demand for the product is relatively
inelastic, as shown by the curve Di, industry output
increases by only a small amount, to Q1. The quan-
tity of the factor demanded increases by a corre-
spondingly small amount.

When demand for the product is relatively elas-
tic, as shown by the curve De, industry output
increases by a large amount to Q2. The quantity of
the factor demanded then increases by a correspond-
ingly large amount.
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The Market Demand Curve for a Factor

We saw in Chapter 6 that the market demand curve for any good or service is simply
the horizontal summation of all the individual consumers  demand curves. With factor
demand curves, the same basic logic applies except for one important complication. As
all firms hire more of any specific factor of production, the supplies of the goods pro-
duced by that factor increase and the prices of these products fall. This decline in prod-
uct prices leads firms to increase their hiring of the factors by less than would
otherwise occur. The result is that the market demand curve for any specific factor of
production is less elastic than would be the case if we took a simple horizontal summa-
tion of the individual firms  factor demand curves.

An example will clarify this point. Consider a competitive furniture-building indus-
try and the individual firms  demand for carpenters. Any one firm s production of furni-
ture will have no significant effect on the equilibrium price of furniture, and so its hiring
of carpenters similarly has no effect on the market price of furniture. But all furniture-
building firms taken together do have an effect on the equilibrium price of furniture. As
all such firms increase their hiring of carpenters, the total supply of furniture increases
and the equilibrium price of furniture declines. As the price falls, each firm will reduce
its hiring of carpenters, offsetting to some extent the initial increase in hiring.

The market demand curve for any factor of production is less elastic than what
would result from a simple horizontal summation of all the firms  demand curves
for that factor.

Shifts of the Market Factor Demand Curve

Why might the market demand curve for a factor shift? To answer this question, let s
go back and think about what is happening at the level of the individual firms. If we
know why individual firms  factor demand curves shift, we will also know why the
market factor demand curve shifts.

Figure 13-3 on page 311 illustrated a firm s demand curve for a factor of produc-
tion and showed that the factor s MRP curve was also the firm s demand curve for that
factor. Since MRP is equal to MP times MR, there are two reasons why the demand
curve for a factor can shift because of a shift in the factor s MP curve or because of a
change in firms  MR.

A Change in the Factor s Marginal Product Anything that changes the
marginal product of a factor will change the MP curve and therefore the MRP curve in
Figure 13-3. Improvements in technology often increase the marginal product of fac-
tors of production, and thus lead to a rightward shift of the MP curve. For example, if
better education increases the marginal product of labour, the MP curve for labour will
shift to the right, firms  demand for labour will increase, and firms will hire more
labour at any given wage.

A second way in which the marginal product of a factor can increase is if there are
more units of other factors with which to work. An increase in the amount of capital,
for example, will generally increase the marginal product of any given amount of
labour. Suppose that Figure 13-3 shows the marginal product (and MRP) for labour
under the assumption that the firm has a given stock of capital. If the firm now
expands its capital stock by building a larger factory, the marginal product of any given
amount of labour will increase, thus shifting the MP curve in part (i) to the right. The
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result will be that the MRP curve in part (ii) also shifts to the right, thus increasing the
firm s demand for labour.

Any increase in a factor s marginal product will lead to an increase in demand for
that factor. Such an increase can come about through improvements in the quality
of the factor or an increase in the amount of other factors of production.

A Change in Firms  Marginal Revenue Anything that increases firms
marginal revenue will increase the MRP of a factor and thus lead to an increase in
demand for that factor. For firms that operate in a competitive product market, an
increase in marginal revenue is simply an increase in the market price of the product.
In Figure 13-3, if the product price rises from $5 to $10, the MRP curve shifts to the
right (even though the MP curve does not move). For imperfectly competitive firms, an
increase in MR occurs if the demand curve faced by those firms shifts to the right. In
both cases, the increase in MR leads to an increase in the demand for the factor.

Anything that leads to an increase in demand for a product will lead to an increase
in demand for the factors used to produce that product.

13.3 The Supply of Factors

When we consider the supply of any factor of produc-
tion, we can consider supply at three different levels of
aggregation:

The amount supplied to the economy as a whole
The amount supplied to a particular industry
The amount supplied to a particular firm

To illustrate, consider your decision to seek
employment to supply your labour services to the
labour market. You must make three general decisions.
First, you must decide whether to supply your labour
services at all, the alternative being not to seek employ-
ment. Your decision will influence the overall supply of
labour to the economy (though only by a tiny amount).
Second, once you have decided to supply your labour
services, you must choose an industry and occupation.
Your decision to seek employment in the telecommuni-
cations industry rather than the automobile manufac-

turing industry influences the economy s allocation of labour across industries. Third,
once you have decided to seek employment in a particular industry, you must choose
which firms in that industry appeal to you. Your decision influences the allocation of
labour across firms.

The elasticity of supply of a factor will normally be different at each of these levels
of aggregation because the amount of factor mobility is different at these different levels

This individual seeking employment has decided to supply her
labour services to the economy s labour market. But she must
still decide to which industry and to which firm she will
supply her services.
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of aggregation. A given factor of production is often very mobile between firms within
a given industry, less mobile between different industries, and even less mobile from the
perspective of the entire economy. For example, an electrician may be very mobile
between industries within a given city, and reasonably mobile between provinces, but it
may be very difficult for that electrician to move to another country to find a job. In this
section, we examine the relationship between factor mobility and the supply of factors
of production. We start with the highest level of aggregation, the supply of each factor
to the economy as a whole.

The Supply of Factors to the Economy

At any one time, the total supply of each factor of production is given. For example, in
each country, the labour force is of a certain size, so much arable land is available, and
there is a given stock of physical capital. However, these supplies can and do change.
Sometimes the change is very gradual, as when climate change slowly turns arable land
into desert or when medical advances reduce the rate of infant mortality and increase
the rate of population growth, thereby eventually increasing the supply of adult labour.
Sometimes the changes can be quite rapid, as when a boom in business activity brings
retired persons back into the labour force.

Physical Capital The capital stock in a country is the existing machines, facto-
ries, and equipment. Capital is a manufactured factor of production, and its total sup-
ply changes only slowly. Each year, the stock of capital goods is diminished by the
amount that becomes physically or economically obsolete and is increased by the
amount that is newly produced. On balance, the trend has been for the capital stock to
grow from decade to decade over the past few centuries. We will consider the determi-
nants of investment in physical capital in Chapter 15.

Land The total area of dry land in a country is almost completely fixed, but the sup-
ply of fertile land is not. Considerable care and effort are required to sustain the pro-
ductive power of land. If farmers earn low incomes, they may not provide the necessary
care, and the land s fertility may be destroyed within a short time. In contrast, high
earnings from farming may provide the incentive to increase the supply of arable land
by irrigation and other forms of reclamation.

Labour The number of people willing to work is called the labour force; the total
number of hours they are willing to work is called the supply of labour. The supply of
labour depends on three influences: the size of the population, the proportion of the
population willing to work, and the number of hours that each individual wants to
work. Each of these is partly influenced by economic forces.

POPULATION. The population of a country varies over time, and these variations are
influenced to some extent by economic forces. There is some evidence, for example,
that the birthrate and the net immigration rate (immigration minus emigration) are
higher in good economic times than in bad.

LABOUR-FORCE PARTICIPATION. The proportion of the total population that is will-
ing to work is called the labour-force participation rate. Economists also define partic-
ipation rates for subgroups, such as women or youths. Participation rates vary in response
to many influences, including changes in attitudes and tastes. The enormous rise in
female participation rates that began in the 1960s, for example, has had a significant
effect on the Canadian labour force.
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Changes in real wages also play a role in determining the
labour-force participation rate. A rise in the demand for labour,
and an accompanying rise in the real wage, will lead to an
increase in the proportion of the population willing to work. For
example, in Alberta in recent years, a booming economy driven
by high energy prices increased real wages up to the point that
there was a notable increase in high-school dropout rates as
some students chose instead to pursue employment in the labour
market.

HOURS PER PERSON. The wage rate influences not only the
number of people who want to work but also the number of
hours that each person wants to work. When workers sell their
labour services to employers, they are giving up leisure in order
to gain income with which to buy goods. They can therefore be
thought of as trading leisure for goods. A rise in the wage
implies a change in the relative price of goods and leisure. An
increase in the wage means that leisure becomes more expensive
relative to goods, because each hour of leisure consumed is at
the cost of more goods forgone.

It is not necessarily the case, however, that an increase in
the wage increases the amount of hours worked. In fact, an
increase in the wage generates both income and substitution
effects (see Chapter 6). As the wage rises, the substitution effect
leads the individual to work more hours (consume less leisure)
because leisure is now relatively more expensive. The income
effect of a higher wage, however, leads the individual to work

fewer hours (consume more leisure). Because the two effects work in the opposite direc-
tion we are, in general, unsure how a rise in the wage will affect the number of hours an
individual chooses to work.

The economy s total supplies of land, labour, and capital each respond to eco-
nomic forces, but tend to change only gradually.

The Supply of Factors to a Particular Industry

Most factors have many uses. A given piece of land can be used to grow any one of sev-
eral crops, or it can be subdivided for a housing development. A computer programmer
living in the Ottawa Valley can work for one of many firms, for the government, or for
Carleton University. A lathe can be used to make many different products, and it
requires no adaptation when it is turned for one use or another.

One industry can attract a factor away from another industry, even though the
economy s total supply of that factor may be fixed. Thus, a factor s elasticity of
supply to a particular industry is larger than its elasticity of supply to the entire
economy.

When we consider the supply of a factor for a particular use, the most important
concept is factor mobility. A factor that shifts easily between uses in response to small

The significant increase in female labour-force
participation that occurred between the 1960s and
the 1990s had a significant effect on the growth 
of Canada s aggregate labour supply.

factor mobility The ease

with which a factor of

production can move

between firms, industries,

occupations, or regions.
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changes in incentives is said to be mobile. Its supply to any one use will be elastic
because a small increase in the price offered will attract many units of the factor from
other uses. A factor that does not shift easily from one use to another, even in response
to large changes in remuneration, is said to be immobile. It will be in inelastic supply in
any one use because even a large increase in the price offered will attract only a small
inflow from other uses. Generally, a factor is less mobile in the short run than in the
long run.

An important determinant of factor mobility is time: The longer the time interval,
the easier it is for a factor to convert from one use to another.

Consider the factor mobility among particular uses for each of the three key fac-
tors of production.

The Mobility of Capital Some kinds of capital equipment lathes, trucks, and
computers, for example can be shifted readily among firms, among industries, and
even across different regions of the country. These are considered mobile capital. Other
kinds of capital are quite immobile. For example, some plants and machinery are built
for a specific purpose and are difficult, if not impossible, to modify for other purposes.
Equipment of this type is immobile across uses, although it might be mobile in the
sense that one firm could sell it to another. Factories designed for a specific purpose are
immobile both across uses and across regions, though they could still be transferred
from one owner to another.

The Mobility of Land Land, which is physically the least mobile of factors, is
one of the most mobile in an economic sense. Consider agricultural land. In a given
year, one crop can be harvested and a totally different crop can be planted. A farm on
the outskirts of a growing city can be sold for subdivision and development on short
notice. Once land is built on, however, its mobility is much reduced.

Although land is highly mobile among alternative
uses, it is completely immobile as far as location is con-
cerned. There is only so much land within a given dis-
tance of the centre of any city, and no increase in the
price paid can induce further land to be located within
that distance. This locational immobility has important
consequences, including high prices for desirable loca-
tions and the tendency to build tall buildings to econo-
mize on the use of scarce land. It is no accident that the
downtown cores of New York, Hong Kong, Toronto,
Chicago, and many other large cities contain so many
tall buildings.

The Mobility of Labour The supply of labour ser-
vices often requires the physical presence of the person who
supplies it. Absentee landlords, while continuing to live in
the place of their choice, can obtain income from land that
is located in remote parts of the world. Similarly, invest-
ment can be shifted from iron mines in South Africa to
mines in Labrador while the mine owners commute
between Calgary and Hawaii. The same is true for some
workers, such as designers or bookkeepers, who can work

The high prices paid for land in the centre of large cities,
where demand for land is highest, cannot lead to an increase
in the quantity of land supplied because it is an immobile
factor. The natural market response is the construction of
very tall buildings, increasing the amount of office space
supplied per unit of land.
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in one location and submit their work to clients in other locations. But almost all workers
involved in manufacturing and most of those involved in serving the public in stores, restau-
rants, and so on must actually be present to supply their labour services to an employer.
When a worker who is employed by a firm producing men s ties in Montreal decides instead
to supply his or her labour services to a firm producing women s shoes in Winnipeg, the
worker must physically travel to Winnipeg. This has an important consequence.

Because of the need for labour s physical presence when its services are provided for
the production of many goods and services, non-monetary considerations are much
more important for the supply of labour than for other factors of production.

People may be satisfied with or frustrated by the kind of work that they do, where
they do it, the people with whom they do it, and the social status of their occupations.
Because these considerations influence their decisions about what they will do with
their labour services, they will not always move just because they could earn a higher
wage.

Nevertheless, labour is mobile among industries,
occupations, and regions in response to changes in the
signals provided by wages and opportunities for employ-
ment. The ease with which such mobility occurs depends
on many forces. For example, it is not difficult for a sec-
retary to shift from one company to another in order to
take a job in Edmonton instead of Regina, but it can be
difficult for a secretary to become an editor, a model, a
machinist, or a doctor within a short period of time.
Workers who lack ability, training, or inclination find
certain kinds of mobility difficult or impossible.

Some barriers to movement may be virtually insur-
mountable once a person s training has been completed.
For example, it may be impossible for a farmer to become
a surgeon or for a truck driver to become a professional
athlete, even if the relative wage rates change greatly.
However, the children of farmers, doctors, truck drivers,
and athletes, when they are deciding how much educa-

tion or training to obtain, are not nearly as limited in their choices as their parents,
who have already completed their education and are settled in their occupations.

The labour force as a whole is mobile, even though many individual members in it
are not.

A cruise ship like this one is very mobile between firms but
almost completely immobile between industries it is very
difficult to convert a cruise ship into any other kind of capital
equipment.

w w w . m y e c o n l a b . c o m

Public officials often announce how financial assistance to particular firms or
industries creates jobs.  An understanding of the mobility of labour, however,
suggests that governments may create far fewer jobs than they think. For more
details, see Does Government Support of Specific Industries Really Create Jobs?

in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS
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The Supply of Factors to a Particular Firm

Most firms usually employ only a very small proportion of the economy s total supply
of each factor. As a result, they can usually obtain their factors at the going market
price. This is true for labour, capital, and land. For example, a commercial bank that is
hoping to expand its economics department can hire an extra economist and it will
need to pay the going wage (or salary) to attract that economist. An automotive man-
ufacturer can purchase new robotics equipment and will pay the market price to get it.
And a rancher can buy more land at the going market price. In each case the firm s
actions will have no effect on the market price for the factors of production.

Individual firms generally face perfectly elastic supply curves for factors, even
though the supply for the economy as a whole may be quite inelastic.

13.4 The Operation of Factor Markets
Once you have mastered the basic analysis of demand and supply in Chapters 3
through 5, the determination of the price, quantity, and income of a factor in a single

FIGURE 13-5 Demand and Supply Shifts in a Competitive Factor Market
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Equilibrium factor prices and quantities are determined by the demand for and supply of factors. In both parts of the
figure, the initial equilibrium is determined by D0 and S0. The equilibrium factor price is w0 and the equilibrium quan-
tity of the factor is Q0.

In part (i), an increase in demand for the factor shifts the demand curve to D1. The equilibrium factor price rises to w1 and
quantity increases to Q1. Since both price and quantity have increased, the total income earned by the factor clearly increases.

In part (ii), an increase in the supply of the factor shifts the supply curve to S1. The equilibrium factor price falls
to w1 but the quantity increases to Q1. Since price falls but quantity rises, the effect on total factor income is unclear.
If demand for the factor is inelastic, total factor income will fall; if demand is elastic, total factor income will rise.
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market poses no new problems. Figure 13-5 shows a competitive market for a factor. In
both parts of the figure, the intersection of the demand and supply curves determines
the factor s price and the quantity of the factor employed. The total income earned by
the factor is given by the equilibrium price times the equilibrium quantity.

Changes in factor markets can occur either because of a change in demand for
the factor or because of a change in the supply of the factor, or both. Part (i) of Fig-
ure 13-5 illustrates a case in which an increase in demand for a factor leads to a rise in
that factor s price and an increase in total income earned by that factor. What could
cause such a change? Recall that the market demand curve for any factor comes from
the many firms  MRP curves for that factor. An increase in the productivity of that fac-
tor would lead to a rightward shift in the MRP curves and thus to an increase in the
market demand for the factor. Indeed, increases in productivity account for a gradual
but ongoing increase in the demand for most factors of production.

Part (ii) of Figure 13-5 shows that an increase in the supply of some factor of pro-
duction leads to a decline in that factor s equilibrium price and an increase in the quan-
tity of the factor employed. (The total income earned by the factor may rise or fall,
depending on the elasticity of demand for the factor.) Though the supply of any factor
to a specific firm may change suddenly, the supply to the economy as a whole tends to
change very gradually. The labour force grows slowly, physical capital accumulates grad-
ually as firms build more capital equipment, and the amount of arable land changes
slowly as new land is cleared or reclaimed.

We now go on to explore three issues relating to factor pricing. First, what explains
the differences in payments received by different units of the same factor? For example,
why do some workers get paid more than others? Second, what is the effectiveness of
government policies designed to reduce these differences? Finally, we explore the impor-
tant concept of economic rent.

Differentials in Factor Prices

Airline pilots typically get paid more than auto mechanics. And a hectare of land in
downtown Calgary rents for much more than a hectare of land 150 kilometres away in
the Crowsnest Pass. Are such factor-price differentials to be expected in well-functioning
factor markets?

If all workers were the same, if the attractiveness of all jobs were the same, and if
workers moved freely among markets, all workers would earn the same wage. Imagine
what would happen if wages were different across jobs that were very similar. Workers
would move from low-wage to high-wage jobs. The supply of labour would fall in low-wage
occupations and the resulting labour shortage would tend to force those wages up.
Conversely, the supply of labour would increase in high-wage occupations and would
force those wages down. The movement would continue until there were no further
incentives to change occupations that is, until wages were equalized in all uses.

In fact, however, wage differentials commonly occur, as is clear from even the most
cursory examination of the help-wanted ads in any newspaper. As it is with labour, so it
is with other factors of production. If all units of any factor of production were identical
and moved freely among markets, all units would receive the same remuneration in equi-
librium. In fact, however, different units of any one factor receive different payments.

Factor-price differentials can be divided into two types: those that exist only tem-
porarily and those that exist in long-run equilibrium.

Temporary factor-price differentials lead to, and are eroded by, factor mobility.
Equilibrium differentials in factor prices are not eliminated by factor mobility.
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Temporary Differentials Some factor-price differentials reflect temporary dis-
turbances, such as the growth of one industry or the decline of another. The differen-
tials themselves lead to the movement of factors, and such movements in turn act to
eliminate the differentials.

Consider the effect on factor prices of a rise in the demand for air transport when
there is no change in the demand for rail transport. Specifically, consider the wages
for the individuals who organize and handle freight shipments in the two industries.
The airline industry s demand for workers increases while there is no change in
demand for workers in the railway industry. Wages will rise in the airline industry
and create a factor-price differential. The differential in wages causes a net movement
of workers away from the railway industry and toward the airline industry, and this
movement causes the wage differentials to lessen and eventually to disappear. This
adjustment process is illustrated in Figure 13-6. How long this process takes depends
on how easily workers can be reallocated from one
industry to the other that is, on the degree of fac-
tor mobility.

The behaviour that causes the erosion of tempo-
rary differentials is summarized in the hypothesis of
the maximization of net advantage: The owners of
factors of production will allocate those factors to
uses that maximize the net advantages to themselves,
taking both monetary and non-monetary rewards
into consideration. If net advantages were higher in
occupation A than in occupation B, factors would
move from B to A. The increased supply in A and the
reduced supply in B would drive factor earnings
down in A and up in B until net advantages would be
equalized, after which no further movement would
occur. This analysis gives rise to the prediction of
equal net advantage: In equilibrium, units of each
kind of factor of production will be allocated among
alternative possible uses in such a way that the net
advantages in all uses are equalized.

A change in the relative price of a factor between two uses will change the net
advantages of the uses. It will lead to a shift of some units of that factor to the use
for which relative price has increased.

Equilibrium Differentials Some factor-price differentials persist without gener-
ating any forces that eliminate them. These equilibrium differentials can be explained by
intrinsic differences in the factors themselves and, for labour, by differences in the cost
of acquiring skills and by different non-monetary advantages of different occupations.

INTRINSIC DIFFERENCES. If various units of a factor have different characteristics,
the price that is paid may differ among these units. If dexterity is required to accom-
plish a task, manually dexterous workers will earn more than less dexterous workers.
If land is to be used for agricultural purposes, highly fertile land will earn more than
poor land. These differences will persist even in long-run equilibrium.

ACQUIRED DIFFERENCES. If the fertility of land can be increased only by costly meth-
ods, then more fertile land must command a higher price than less fertile land. If it did

The long and costly training required to become a surgeon
reduces the supply of surgeons relative to many other occupa-
tions. As a result, surgeons typically earn very high incomes. 
This is an equilibrium wage differential.

Practise with Study Guide

Chapter 13, Exercise 6.
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not, landowners would not incur the costs of improving fertility. The same principle
holds true for labour since it is costly to acquire most skills. For example, an engineer
must train for some time, and unless the earnings of engineers remain sufficiently above
what can be earned in occupations requiring fewer skills, people will not incur the cost
of training.

COMPENSATING DIFFERENTIALS. Whenever working conditions differ across jobs,
workers will earn different equilibrium wages. The difference between a test pilot s
wage and a chauffeur s wage is only partly a matter of skill; the rest is compensation to
the worker for facing the higher risk of testing new planes as compared with driving a
car. If both were paid the same, there would be an excess supply of chauffeurs and a
shortage of test pilots. Because such factor-price differentials compensate for non-mon-
etary aspects of the job, they are commonly called compensating differentials; they
were introduced into economics almost 250 years ago by Adam Smith.

Academic researchers commonly earn less than they could earn in the world of com-
merce and industry because of the substantial non-monetary advantages of academic
employment. If chemists were paid the same in both sectors, many chemists would prefer

FIGURE 13-6 The Creation and Erosion of Temporary Factor-Price Differentials
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The mobility of factors leads to the erosion of temporary differentials in factor prices. The two figures show the mar-
kets for some factor of production (land, labour, or capital) in the airline and railway industries. Suppose the initial
equilibrium has the factor receiving the same price in both industries (wA * wR). QA units are employed in the airline
industry, and QR units are employed in the railway industry.

An increase in demand for air travel leads to an increase in demand for factors in the airline industry. The demand
curve shifts to D*A and factor prices in that industry rise to w*A. As factor prices in the airline industry rise, factors leave
the railway industry and enter the airline industry. This flow of factors is a leftward shift of SR to S*R and a movement
upward along SA. There is a reduction of factors employed in the railway industry and an increase in the airline indus-
try. The flow of factors stops when factor prices are again equalized, w*A * w*R.

compensating differential

A difference in the

financial payment to a

factor of production

(usually labour) across two

jobs to compensate the

factor for differences in

non-monetary aspects of

the two jobs.
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academic to industrial jobs. Excess demand for industrial chemists and excess supply of
academic chemists would then force chemists  wages up in industry and down in acade-
mia until the two types of jobs seemed equally attractive on balance.

Compensating differentials also exist in the regional earnings of otherwise identical
factors. People who work in remote logging or mining areas are paid more than are people
who do jobs requiring similar skills in large cities. Without higher pay, not enough people
would be willing to work at sometimes dangerous jobs in unattractive or remote locations.

Policies to Promote Pay Equity

The distinction between temporary and equilibrium factor-price differentials raises an
important consideration for policy. Trade unions and governments sometimes have
explicit policies about earnings differentials and seek to eliminate them in the name of
equity. The success of such policies depends to a great extent on
the kind of differential that is being attacked. An important gen-
eral lesson from this experience is the following: Policies that
attempt to eliminate temporary differentials may be successful in
speeding up what may otherwise be a slow adjustment process.
But policies aimed at eliminating equilibrium differentials will
encounter several difficulties.

Canadian governments in the recent past have introduced
legislation to redress male female wage differentials that appear
to exist only because of discrimination in the labour market. We
will discuss labour-market discrimination in more detail in Chap-
ter 14, but for now think of discrimination between men and
women who have the same qualifications and are in the same
jobs. As the social norms that sustain these discriminatory forces
change, so too will the wage differentials. But the adjustment
may be very gradual, as the norms themselves will change only
gradually. Canadian pay-equity legislation has been designed to
speed this adjustment and, in the process, reduce the underlying
discriminatory forces. These policies have been successful in
reducing male female wage differentials in situations where the
men and women concerned are equally qualified and are in the
same jobs.

Other government pay-equity legislation is less successful
because it attempts to reduce or eliminate equilibrium wage
differentials. Some pay-equity legislation is based on the principle of equal pay for
work of equal value, an idea that is very difficult to implement in practice. Such pol-
icy is designed to eliminate the wage differentials that exist between workers in dif-
ferent jobs but who are deemed to have approximately the same skills and
responsibilities. For example, the policy might require that a nurse with 10 years of
experience receive the same salary as a teacher with 10 years of experience. What-
ever the social value of such laws, they run into trouble whenever they require equal
pay for jobs that have different non-monetary advantages or require different
amounts of training.

Policies that seek to eliminate equilibrium factor-price differentials without consid-
eration of what causes them or how they affect the supply of the factor often have
perverse results.

Jobs with unpleasant working conditions usually
pay higher wages than more pleasant jobs requir-
ing the same skills. Such differences in wages are
called compensating differentials.  Any policy
that attempts to eliminate these differentials is
likely to be ineffective.

Practise with Study Guide

Chapter 13, Short-Answer

Question 4.
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To illustrate the nature of the problem encountered by such legislation, consider
the example of two types of construction workers those who work mostly indoors
doing home and building renovations, and those who work mostly outdoors on
bridges or the exteriors of buildings. Suppose these two jobs demand equal skills, train-
ing, and everything else that is taken into account in a decision about what constitutes
work of equal value. But in a city with a harsh climate, the outside construction job is
less pleasant than the inside construction job. If legislation requires equal pay for both
jobs, there will be a shortage of people who are willing to work outside and an excess
of people who want to work inside. Employers will seek ways to attract outside work-
ers. Higher pensions, shorter hours, and longer holidays may be offered. If these are
allowed, they will achieve the desired result but will defeat the original purpose of
equalizing the monetary benefits of the inside and outside jobs; they will also cut down
on the number of outside workers that employers will hire because the total cost of
an outside worker to an employer will have risen. If the jobs are unionized or if the
government prevents such cheating,  the shortage of workers for outside jobs will
remain.

In Chapter 14, we discuss the effects of race and sex discrimination on wage differ-
entials. Although the effects of discrimination can be important, it remains true that
many factor-price differentials are a natural market consequence of supply and
demand conditions that have nothing to do with inequitable treatment of different
groups in the society.

Economic Rent

One of the most important concepts in economics is that of economic rent.

A factor must earn a certain amount in its present use to prevent it from moving to
another use the great nineteenth-century economist Alfred Marshall called this
amount the factor s transfer earnings, but most economists today would simply call it
the factor s opportunity cost. If there were no non-monetary advantages in alternative
uses, as is typically the case for land and capital, the factor would have to earn its
opportunity cost (what it could earn elsewhere) to prevent it from moving elsewhere.

For labour, however, the non-monetary advantages of various jobs are important.
Labour must earn enough in each use to equate the total advantages both monetary
and non-monetary among various jobs. For example, in order to remain in a job that
is dirty or unsafe, workers will require a higher wage than in other jobs that are other-
wise comparable. As a result, the total advantage of the unsafe job equals the total
advantage of some alternative job.

A factor s transfer earnings are the amount it needs in order to remain in its current
use. Any amount that the factor earns above this is called economic rent. Economic
rent is analogous to economic profit as a surplus over the opportunity cost of capital.
Here are three examples:

1. Consider a farmer who grows wheat and earns $1000 per hectare. She has calcu-
lated that if her earnings fall to $900 per hectare, she will switch to growing bar-
ley instead, her next best alternative. In this case, each hectare of land growing
wheat is earning $100 of economic rent.

2. A famous actor earns $15 million per year. He decides that his next best alterna-
tive to acting is to promote automobiles in television commercials, in which
case he would earn $2.5 million per year. He is earning $12.5 million per year of
economic rent.

transfer earnings The

minimum payment

required by a factor in

order to prevent it from

leaving to other uses.

economic rent The excess

of total earnings over the

minimum necessary to

prevent a factor from

moving to another use.

13_raga_ch13.qxd  1/28/10  10:07 PM  Page 324



CHAPTER 13 : HOW FACTOR MARKETS WORK 325

3. An individual has invested $300 000 of capital into a restaurant and currently
earns a 20-percent annual return investment income of $60 000 annually. The
next best alternative investment (with similar risk) can earn a 15-percent return,
or $45 000 annually. The $300 000 of capital is thus earning economic rent equal
to $15 000 per year. In this case, rent is just another name for profit in the econ-
omist s sense of the term.

The concept of economic rent is crucial in predicting the effects that changes in
earnings have on the movement of factors among alternative uses. However, the termi-
nology is confusing because economic rent is often simply called rent, which can of
course also mean the price paid to hire something, such as a machine, a piece of land,
or an apartment. How the same term came to be used for these two different concepts
is explained in Lessons from History 13-1.

How Much of Factor Earnings Is Rent? In most cases, as in the three pre-
vious examples, economic rent makes up part of the factor s total earnings. From the
definitions just given, however, note that total earnings for any factor are the sum of its
transfer earnings and its economic rent.

A factor s transfer earnings plus its economic rent equals its total earnings.

In the early nineteenth century, there was a public debate
about the high price of wheat in England. The high price
was causing great hardship because bread was a primary
source of food for the working class. Some people
argued that wheat had a high price because landlords
were charging high rents to tenant farmers. Some of
those who held this view advocated restricting the rents
that landlords could charge.

David Ricardo (1772 1823), a great British econo-
mist who was one of the originators of Classical econom-
ics, argued that the situation was exactly the reverse. The
price of wheat was high, he said, because there was a
shortage, caused by the Napoleonic Wars. Because wheat
was profitable to produce, there was keen competition
among farmers to obtain land on which to grow wheat.
This competition in turn forced up the rental price of
wheat land. Ricardo advocated removing the existing tar-
iff on wheat so that imported wheat could come into the
country. The increase in imports would then increase the
supply of wheat in England and lower its price. This would
then reduce the rent on land.

The essentials of Ricardo s argument were these:
The supply of land was fixed. Land was regarded as

having only one use, the growing of wheat. Nothing
had to be paid to prevent land from transferring to a use
other than growing wheat because it had no other use.
No landowner would leave land idle as long as some
return could be obtained by renting it out. Therefore, all
the payment to land that is, rent in the ordinary sense
of the word was a surplus over and above what was
necessary to keep it in its present use.

Given a fixed supply of land, the price of land
depended on the demand for land, which depended in
turn on the demand for wheat (i.e., the demand for land
was derived from the demand for wheat). Rent, the
term for the payment for the use of land, thus became
the term for a surplus payment to a factor over and above
what was necessary to keep it in its present use.

Later, two facts were realized. First, land often had
alternative uses, and, from the point of view of any one use,
part of the payment made to land would necessarily have to
be paid to keep it in that use. Second, factors of production
other than land also often earned a surplus over and above
what was necessary to keep them in their present use. This
surplus is now called economic rent, whether the factor is
land, labour, or a piece of capital equipment.

LESSONS FROM HISTORY 13-1

David Ricardo and Economic Rent
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But how much of total earnings is economic rent? A different but related question
is, How much would the factor price have to fall before the factor left its current use?

The possibilities are illustrated in Figure 13-7. When supply is perfectly elastic, as
in part (i), the factor is extremely mobile between various uses. In this case, all of the
factor s income is transfer earnings and so none of it is economic rent. If any lower
price is offered, nothing whatsoever will be supplied since all units of the factor will
transfer to some other use.

When supply is perfectly inelastic, as in part (iii), the same quantity is supplied
whatever the price. Evidently, the quantity supplied does not decrease, no matter how
low the price goes. This inelasticity indicates that the factor has no alternative use, and
thus requires no minimum payment to keep it in its present use. In this case, there are
no transfer earnings and so the whole of the payment is economic rent.

The more usual situation is that of an upward-sloping supply curve, as shown in part
(ii) of Figure 13-7. A rise in the factor s price serves the allocative function of attracting
more units of the factor into the market in question, but the same rise provides additional
economic rent to all units of the factor that are already employed. We know that the
extra pay that is going to the units already employed is economic rent because the own-
ers of these units were willing to supply them at the previous lower price.

The production and sale of oil (and natural gas) in Alberta in the past few years pro-
vides a good example of the relationship between economic rent and market prices. In
Canada, natural resources are owned by the province, and oil producers must pay a
share of their revenues as royalties to the provincial government. Alberta s supply curve
for oil is upward sloping, as in part (ii) of Figure 13-7. As the market price for oil rises,
production from wells that were not profitable at lower prices comes on line and produc-
ers therefore increase the quantity of barrels supplied. For these marginal barrels of oil,
the market price is just equal to the transfer earnings; there are no economic rents earned
on these units. But the increase in market price does generate pure economic rent for
those output levels that were already being produced at lower prices; these units were
being produced anyway (at lower prices), and the rise in market price simply increases
the rents earned by the producer. These economic rents in Alberta s oil industry account
for a considerable fraction of that province s increase in income in recent years.

Various Perspectives on Economic Rent
The proportion of a given factor payment that is eco-
nomic rent varies from situation to situation. We cannot
point to a factor of production and assert that some
fixed fraction of its income is always its economic rent.
The proportion of its earnings that is rent depends on its
alternatives.

Consider first a narrowly defined use of a given
factor say, its use by a particular firm. From that
firm s point of view, the factor will be highly mobile, as
it could readily move to another firm in the same indus-
try. The firm must pay the going wage or risk losing that
factor. From the perspective of the single firm, a large
proportion of the payment made to a factor is needed to
prevent it from transferring to another use. Thus, only a
small portion of its payment is rent.

Now consider a more broadly defined use for
example, the factor s use in an entire industry. From the
industry s point of view, the factor is less mobile because
it would be more difficult for it to gain employment

Increases in the price of oil that are not needed to increase the
quantity supplied generate economic rents for producers. For
example, if the owner of this well is only willing to operate it
when the price of oil is $35 per barrel or higher, then any
price above that level generates some economic rent for the
producer.

Practise with Study Guide

Chapter 13, Exercises 3 and 5.
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quickly outside the industry. From the perspective of the particular
industry (rather than the specific firm within the industry), a larger pro-
portion of the payment to a factor is economic rent.

From the even more general perspective of a particular occupation,
mobility is likely to be even less, and the proportion of the factor pay-
ment that is economic rent is likely to be more. It may be easier, for
example, for a carpenter to move from the construction industry to the
furniture industry than to retrain to be a computer programmer.

As the perspective moves from a narrowly defined use of a factor to
a more broadly defined use of a factor, the mobility of the factor
decreases; as mobility decreases, the share of the factor payment
that is economic rent increases.

Consider how this relationship applies to the often controversial
large salaries that are received by some highly specialized types of
labourers, such as movie stars and professional athletes. These perform-
ers have a unique style and a talent that cannot be duplicated, whatever
the training. The earnings that they receive are mostly economic rent
from the viewpoint of the occupation: These performers generally enjoy
their occupations and would pursue them for much less than the high
remuneration that they actually receive.

FIGURE 13-7 The Determination of Rent in Factor Markets
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The amount of a factor s earnings that is economic rent depends on the mobility (and thus on the elasticity of supply) of
the factor. In each case, the equilibrium is determined by the intersection of the demand and supply curves, and total
factor earnings are given by factor price times quantity, wQ.

In part (i), supply is perfectly elastic, indicating that even a slightly lower factor price would cause the factor to
leave. None of the earnings are economic rent; all are the factor s transfer earnings.

In part (ii), supply is positively sloped, indicating that more units of the factor will be supplied at a higher price.
The area below the supply curve is the amount needed to keep Q2 units of the factor in its current use this area is the
factor s transfer earnings. The red shaded area above the supply curve is economic rent.

In part (iii), supply is perfectly inelastic, indicating that the factor has no other uses. In this case, transfer earnings
are zero and all of the factor s earnings are economic rent.

Whether Sidney Crosby s salary with the
Pittsburgh Penguins is economic rent
depends on the perspective. From the per-
spective of the entire NHL, most of his
salary is economic rent.
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For example, Sidney Crosby would probably have chosen hockey over other alterna-
tives even at a much lower salary. However, because of Crosby s amazing skills as a hockey
player, most hockey teams would pay handsomely to have him on their rosters, and he is
able to command a high salary from the team for which he does play. From the perspective
of the individual firm, the Pittsburgh Penguins, most of Crosby s salary is required to keep
him from switching to another team and hence is not economic rent. From the point of
view of the hockey industry,  however, much of his salary is economic rent.

Notice also that Sidney Crosby s salary is largely determined by the demand for his
services. The supply is perfectly inelastic no one else has his particular combination of
skills. So the market-clearing price is determined by the position of the demand curve.

A Final Word

This chapter has examined the operation of factor markets. You should now be able to
answer the questions that we posed in the opening paragraph. Here are some of the key
points for two of those questions.

What explains why neurosurgeons usually are paid more than family doctors? Part
of the answer surely lies in the fact that to be a neurosurgeon requires more years of
costly specialized training than that needed to be a family doctor. Since that extra train-
ing is costly and time-consuming, it is not surprising that fewer people are willing to
become neurosurgeons than family doctors. This lower supply for neurosurgeons,
other things being equal, leads to a higher wage.

Why does a hectare of farm land in Northern Saskatchewan rent for far less than a
hectare of land in downtown Toronto? To answer this, just think about the alternative
uses for the farm land, and compare them with the alternative uses for the hectare in
downtown Toronto. The hectare of farm land has very few alternative uses. Or, more
correctly, it has many alternative uses, but there is little demand to use that particular
piece of land to build a skyscraper, shopping mall, or baseball stadium. But one hectare
of land in downtown Toronto has many alternative uses there always seems to be
demand for additional space for parking garages, office buildings, retail stores, and
many other things. Since the piece of farm land in Saskatchewan must stay where it is,
its rental price is determined by demand. Since there is little demand for the land, its
rental price is low. Similarly, the land in downtown Toronto cannot move anywhere,
and so its rental price is determined by demand. And since there is lots of demand for
a hectare in downtown Toronto, its rental price is high.

Having learned about factor markets in general, we are now ready to examine
some specific factor markets. In Chapter 14, we examine some details about labour
markets, such as minimum wages, discrimination, and labour unions. In Chapter 15,
we examine capital markets and the interest rate.

13.1 Income Distribution L1

The functional distribution of income refers to the shares
of total national income going to each of the major fac-
tors of production; it focuses on sources of income. The
size distribution of income refers to the shares of total
national income going to various groups of households;
it focuses only on the amount of income, not its source.

Canada has considerable inequality in the distribution
of income. The poorest fifth of families currently
receives 5.2 percent of aggregate pre-tax income; the
richest fifth receives 43.6 percent.
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13.2 The Demand for Factors L2

A firm s decisions on how much to produce and how to
produce it imply demands for factors of production,
which are said to be derived from the demand for goods
they are used to produce.
A profit-maximizing firm will hire units of a factor until
the last unit adds as much to cost as it does to revenue.
Thus, the marginal cost of the factor will be equated
with that factor s marginal revenue product.
When the firm is a price taker in factor markets, the
marginal cost of the factor is its price per unit. When the
firm sells its output in a competitive market, the mar-
ginal revenue product is the factor s marginal product
multiplied by the market price of the output.

A price-taking firm s demand for a factor is negatively
sloped because the law of diminishing returns implies
that the marginal product of a factor declines as more
of that factor is employed (with other inputs held
constant).
The industry s demand for a factor will be more elastic
(a) the less the marginal product of the factor declines
as more of the factor is used, (b) the larger the propor-
tion of costs accounted for by the factor in question,
and (c) the more elastic the demand for the good that
the factor is used to produce.

The total supply of each factor is fixed at any moment
but varies over time. The supply of labour depends on
the size of the population, the participation rate, and
the number of hours that people want to work.
A rise in the wage rate has a substitution effect, which
tends to induce more work, and an income effect, which
tends to induce less work (more leisure consumed).

The supply of a factor to a particular industry or occu-
pation is more elastic than its supply to the whole econ-
omy because one industry can bid units away from
other industries. The elasticity of supply to a particular
use depends on factor mobility, which tends to be
greater the longer the time allowed for a reaction to
take place.

13.3 The Supply of Factors L3

Factor-price differentials often occur in competitive
markets. Temporary differentials in the earnings of
different units of factors of production induce factor
movements that eventually remove the differentials.
Equilibrium differentials reflect differences among units
of factors as well as non-monetary benefits of different
jobs; they can persist indefinitely.
Factors will be allocated between uses to generate the
greatest net advantage to their owners, allowing for
both the monetary and non-monetary advantages of a
particular employment.

Some amount must be paid to a factor to prevent it from
transferring to another use. This amount is the factor s
transfer earnings. Economic rent is the difference
between that amount and a factor s actual earnings.
Whenever the supply curve is positively sloped, part of
the total payment going to a factor is needed to prevent
it from transferring to another use, and part of it is eco-
nomic rent. The more narrowly defined the use, the
larger the fraction that is transfer earnings and the
smaller the fraction that is economic rent.

13.4 The Operation of Factor Markets L4 5

Key Concepts
Functional distribution and size

distribution of income
Derived demand for a factor
Marginal product (MP)
Marginal revenue product (MRP)

Equal net advantage
Transfer earnings
Economic rent

The determinants of elasticity of 
factor demand

Factor mobility
Temporary versus equilibrium 

factor-price differentials
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Study Exercises

1. The table below shows the size distribution of income
for Fantasyland.

Household Income Percentage of Cumulative
Rank Aggregate Income Total

Lowest fifth 6.8

Second fifth 14.1

Third fifth 21.5

Fourth fifth 26.2

Highest fifth 31.4

a. Compute the cumulative percentage of total
income. Fill in the table.

b. On a scale diagram, with the percentage of house-
holds on the vertical axis and the percentage of
aggregate income on the horizontal axis, plot the
Lorenz curve for Fantasyland.

c. How does the diagram show the extent of income
inequality in Fantasyland?

d. Now suppose Fantasyland introduces a system that
redistributes income from higher-income house-
holds to lower-income households. How would
this affect the Lorenz curve?

2. Demands for the following goods and services are
increasing rapidly. In each case, list two derived
demands that you predict will be increasing as a result.

a. Demand for natural gas
b. Demand for medical services
c. Demand for international travel
d. Demand for video games

3. Fill in the blanks to make the following statements
correct.

a. Marginal revenue product is calculated by multi-
plying __________ and __________.

b. Marginal revenue product represents the 
addition to a firm s total revenue as a result 
of __________.

c. To maximize its profits, a firm will hire all units of
a factor that have an __________ greater than or
equal to their __________.

d. To maximize its profits, any firm will hire each fac-
tor of production to the point where the factor s
__________ equals the __________.

4. Fill in the blanks to make the following statements
correct.

a. The MRP curve for a factor is the same as the
firm s __________ for that factor.

b. Demand for a factor will be relatively __________
if the marginal product declines rapidly as more of
that factor is used.

c. Other things being equal, if the demand for a prod-
uct that a factor is used to produce is relatively
inelastic, the demand for that factor will be
relatively __________.

d. An increase in the price at which a competitive firm
sells its product leads the firm s demand curve for
its factor to __________.

e. If a technological improvement leads every unit of
a given factor to produce 10 percent more output
than previously, the __________ curve will
__________ and thus the firm s demand curve for
the factor will __________.

5. The Apple Pie Factory produces apple pies. The firm
sells its product and hires its workers in competitive
markets. The market price (p) for a pie is $4 and the
wage rate (w) is $10 per hour. The table below shows
the total hourly production (Q) for varying amounts
of workers (L). (Remember that for a price-taking firm,
p *MR.)

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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a. Fill in the p and w columns.
b. Calculate the MP and the MRP for each amount of

labour employed. Put the numbers between the
rows.

c. What is the logic of the firm s profit-maximizing
condition for hiring labour?

d. How many workers should this profit-maximizing
firm hire?

6. Refer back to the production schedule for the Apple
Pie Factory in Question 5. In this question we will
derive the firm s demand curve for labour.

a. On a diagram, with MRP on the vertical axis and
the number of workers on the horizontal axis, plot
the MRP curve.

b. If the wage is $10 per hour, how many workers will
be hired? Why?

c. If the wage is $5 per hour, how many workers will
be hired? Why?

d. If the wage is $20 per hour, how many workers will
be hired? Why?

e. Explain why the MRP curve is the firm s factor
demand curve.

7. The diagram below shows the market for fast-food
workers in British Columbia.

a. The supply curve is upward sloping. If the wage in
this industry rises, from where do the extra work-
ers come?

b. Suppose there is a significant decrease in demand
for fast food. How is this likely to affect fast-food
workers  earnings? Show this in the diagram.

L Q w p MP MRP

4 40

5 48

6 55

7 61

8 66

9 70

10 73

11 75

12 76

c. Now suppose new legislation bans high school stu-
dents from doing any homework. As a result, more
students look for jobs in the fast-food industry.
How will this affect the labour market for fast-food
workers? Show this in the diagram.

d. What will be the effect on total earnings in the fast-
food industry from the change in part (c)? On what
does the answer depend?

8. The three following diagrams show the supply of luxury
ocean liners at three different levels of aggregation the
entire world, a particular country, and a particular firm.
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Diagram 1 Diagram 2

Diagram 3

13_raga_ch13.qxd  1/28/10  10:07 PM  Page 331



332 PART 5 : FACTOR MARKETS

a. Which diagram shows the supply of ocean liners to
the world as whole? Explain its elasticity.

b. Which diagram shows the supply of ocean liners to
Canada? Explain its elasticity.

c. Which diagram shows the supply of ocean liners to
an individual Canadian firm? Explain its elasticity.

d. What is the general relationship between factor
mobility and the elasticity of factor supply?

9. In the text we argued that temporary factor-price differ-
entials tend to be eroded by factor mobility. This ques-
tion requires you to think about this process. Consider
the two markets for sheet-iron workers and steel-pipe
workers in the same region. Suppose both markets are
competitive. We begin in a situation in which both
sheet-iron workers and steel-pipe workers earn $20 per
hour. Assume that workers can switch easily between the
two jobs.

a. Draw diagrams showing the supply and demand for
labour in each market.

b. Now suppose there is a sharp increase in the
demand for steel pipe. Explain what happens in the
market for steel-pipe workers.

c. If the employment of steel-pipe workers increased
in part (b), explain where the extra workers came
from.

d. What effect does the event in part (b) have on the
market for sheet-iron workers?

e. What is the long-run effect of the shock on the relative
wages in the two types of jobs?

10. How much of the following payments for factor ser-
vices is likely to be economic rent?

a. The $750 per month that a landlord receives for an
apartment rented to students

b. The salary of the Canadian prime minister
c. The annual income of Tiger Woods or Shania

Twain
d. The salary of a window cleaner who says, It s dan-

gerous work, but it beats driving a truck.

Discussion Questions
1. Other things being equal, how would you expect each

of the following events to affect the size distribution of
after-tax income?

a. An increase in unemployment
b. Rapid population growth in an already crowded

city
c. An increase in food prices relative to other prices
d. An increase in employment-insurance benefits and

premiums
e. Elimination of the personal income-tax exemption

for interest earned within an RRSP

2. A labour dispute has broken out at a university
between the faculty and the university s board of gov-
ernors. One of the issues is the faculty s complaint that
summer school teaching salaries are below the regional
average and hence too low. The trustees argue that
considering that they have more professors asking to
teach summer school at the current pay than they have
courses for these faculty to teach, the pay is adequate.
Comment.

3. This chapter introduced the Lorenz curve, which gives
a graphical representation of the equality of income
distribution. Many observers criticize Canadian policy
because Canada s Lorenz curve is bent significantly off
the diagonal. Can you provide an economically valid
defence of this criticism? If you could pick a shape for

the nation s Lorenz curve, what would it be? Defend
your choice using positive economic tools.

4. A recent Wall Street Journal article asks, Why do
baseball players earn millions of dollars a year for
their negligible contribution to society while major
contributors such as schoolteachers, police officers,
firefighters, and ambulance drivers earn barely
enough to survive?  Can you offer an answer based
on what was discussed in this chapter?

5. For most of the years in the past two decades, the
unemployment rate in the province of Quebec has
been higher than the Canadian average. It has also
been higher than the unemployment rate in next-door
Ontario. Given that there are few legal restrictions on
the flow of labour across Canadian provincial bound-
aries, provide an explanation for how such a gap in
unemployment rates can persist for so long.

6. Using the concepts of transfer earnings and economic
rent, can you derive a form of taxation of the earn-
ings by oil companies, for example that would gener-
ate tax revenue but not influence the companies
supply decisions? Is your approach consistent with that
followed by Canada s provincial governments when
they collect royalties on natural-resource revenues?
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L LEARNING OBJECTIVES

In this chapter you will learn

1 how to explain wage differentials in both

competitive and non-competitive labour

markets.

2 the possible effects of legislated minimum

wages.

3 about the tradeoff that unions face between

wages and employment.

4 why the trend away from manufacturing jobs

and toward service jobs is not necessarily a

problem for the economy as a whole.

The competitive theory of factor-price determination,

presented in Chapter 13, tells us a great deal about

the determinants of factor prices, factor movements,

and the distribution of income. In this chapter, we

look specifically at labour markets. We begin by dis-

cussing why some workers get high wages and others

get low wages. We then look beyond our theory of

competitive labour markets to examine situations

where either firms or workers have some market

power. We also discuss the effects of legislated mini-

mum wages, as well as the debate surrounding this

contentious policy. The chapter then discusses labour

unions, and the tradeoff they face between increasing

their membership and increasing their members

wages. Finally, we examine an often-heard claim that

Canada and other developed economies are gaining

bad jobs  in the service sector at the expense of

good jobs  in the manufacturing sector.

Labour Markets..
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14.1 Wage Differentials
We argued in the last chapter that if all workers were identical, all jobs had the same
working conditions, and labour markets were perfectly competitive, all workers would
earn the same wage. In reality, however, wages vary enormously across such dimen-
sions as occupations, skills, amounts of education, and geographical areas. Generally,
the more education and experience a worker has, the higher are his or her wages.
Given equal education and experience, women on average earn less than men. Workers
in highly unionized industries tend to be paid more than workers with similar skills and
experience in non-unionized industries. Such differentials arise because workers are not
all identical, jobs are not all identical, and important non-competitive forces sometimes
operate in labour markets. We now look more systematically at some of the main rea-
sons that different workers earn different wages.

Wage Differentials in Competitive Markets

Where there are many employers (buyers) and many workers (sellers), there is a com-
petitive labour market of the kind discussed in Chapter 13. Under competitive condi-
tions, the wage rate and level of employment are set by supply and demand. No
worker or group of workers, and no firm or group of firms, is able to affect the mar-
ket wage. In practice, however, there are many kinds of workers and many kinds of
jobs. We can therefore think of a series of related labour markets rather than a single
national market. Among these various labour markets, there are several reasons for
wage differentials.

Working Conditions Given identical skills, those working under relatively
onerous or risky conditions earn more than those working in pleasant or safe condi-
tions. For example, construction workers who work the high iron,  assembling the
frames for skyscrapers, are paid more than workers who do similar work at ground

level. The reason is simple: Risk and unpleasant-
ness reduce the supply of labour, thus raising the
wage above what it would otherwise be. Different
working conditions in different jobs thus lead to
compensating differentials as we discussed in
Chapter 13. These wage differentials are not tem-
porary they are equilibrium wage differentials.

In competitive labour markets, supply and demand
set the equilibrium wage, but the wage will differ
according to the non-monetary aspects of the job.

Inherited Skills Large incomes will be earned
by people who have scarce skills that cannot be
taught and that are in high demand for example, an
NBA basketball player, an opera singer, or a movie
star. In these cases, the combination of a small and
inelastic supply and a large enough demand of the

Many jobs involve dangerous or unpleasant working conditions.
Wages in such jobs are generally higher than in other jobs
requiring comparable skills. These are called compensating 
wage differentials.
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relevant kind of labour cause the market-clearing wage to be high. Wage differentials
of this kind are also equilibrium wage differentials.

Inherited skills, which are mostly beyond the individual s control, can have impor-
tant effects on wages.

Human Capital A machine is physical capital. It requires an investment of time
and money to create it, and once created, it yields valuable services over a long time. In
the same way, labour skills require an investment of time and money to acquire, and
once acquired, they may yield an increased income for their owner over a long time.
Since investment in labour skills is similar to investment in physical capital, acquired
skills are called human capital. The more costly it is to acquire the skill required for a
particular job, the higher its pay must be to attract people to train for it.

Investment in human capital is costly, and the return is usually in terms of higher
future wages.

The two main ways in which human capital is
acquired are through formal education and on-the-job
training.

FORMAL EDUCATION. Compulsory primary and sec-
ondary education provides some minimum human
capital for all citizens. People who decide to stay in
school beyond the years of compulsory education,
such as those of you who are reading this book, are
deciding to invest voluntarily in acquiring further
human capital. The opportunity cost is measured by
the income that you could have earned if you had
entered the labour force immediately, in addition to
any out-of-pocket costs for such items as tuition fees
and equipment. The return is measured by the higher
income earned when a better job is obtained.

How large is the payoff from higher education?
Figure 14-1 shows how average employment income
varies with years of schooling. In 2007, the average
employment income for Canadians with a university
degree was more than $61 400; in contrast, someone
who failed to complete high school had an average
employment income of less than $21 000.

Evidence suggests that in recent years the demand
for workers with more skills and education has been
rising relative to the demand for those with less. As we
would expect, this change in relative demand raises the
relative wages of more-educated people, thereby
increasing the payoff to their investment in education.
Not surprisingly, students today find the further
investment in human capital even more important
than did students a generation ago.

human capital[{</KT>}] The

acquired skills that

individuals have, usually

from formal education 

or on-the-job training.[{</GLOS>}][{</MN>}]

FIGURE 14-1 Education and Employment

Income, 2007

E
m

p
lo

ym
en

t 
In

co
m

e

Level of Education

0

$10 000

$20 000

$30 000

$40 000

$50 000

University
degree

College
or trades
diploma

With
high

school
diploma

No
high

school
diploma

$20 574

$31 365

$37 992

$61 414
$60 000

$70 000

There is a financial payoff to formal education, espe-
cially a university degree. The increase in employment
income that can be expected from extra education is
modest for levels of education below a university
degree. But the payoff for completing a university
degree is very substantial.

(Source: These data are available on Statistics Canada s
website, www.statcan.gc.ca. See Income Trends in
Canada 1976 to 2007, publication 13-F0022X.)
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Changes in demand and supply change the costs and benefits of acquiring human
capital. Individuals respond according to their personal assessment of these costs
and benefits.

ON-THE-JOB TRAINING. Wage differentials according to experience are readily
observable in most firms and occupations. To a significant extent, these differentials
are a response to human capital acquired on the job. For example, a civil engineer with
20 years  experience in bridge design will generally earn more than a newly graduated
civil engineer, even though they both have the same formal education.

On-the-job training is important in creating rising wages for employees and for
making firms competitive. Evidence suggests that people who miss on-the-job training
early in life are handicapped relative to others throughout much of their later working
careers.

TEMPORARY OR EQUILIBRIUM DIFFERENTIALS? Wage differentials caused by differ-
ences in human capital are partly temporary and partly equilibrium differentials. If uni-
versity graduates earn much more than high school graduates, more people will decide
to attend university in pursuit of the higher earnings. This increase in the supply of uni-
versity-trained individuals will reduce their wage relative to high school graduates,
thus diminishing the observed differentials, such as those shown in Figure 14-1. How-
ever, as long as it is costly to acquire human capital and as you know, attending uni-
versity is costly then in equilibrium there will still be wage differentials in favour of
university graduates. In equilibrium, the higher wages of university graduates will just
compensate them for the higher costs associated with acquiring their greater stock of
human capital. Notice that this argument refers to averages. Every person who
acquires a university education does not earn more than every person who does not
differences in such things as inborn aptitudes, attitudes to work, and the subject chosen
for a university major matter as well. But on average those who acquire a university
education earn more than those who do not.

Wage differentials caused by differences in acquired human capital lead to changes in
the pattern of human-capital acquisition and a subsequent erosion of the differen-
tials. As long as human capital is costly to acquire, however, some wage differentials
will persist in equilibrium.

Discrimination Crude statistics show that incomes vary by race and gender. For
example, in 2007 the average female full-time worker in Canada earned about 72 per-
cent of the wage of the average full-time male worker. More detailed studies suggest
that a significant part of these differences can be explained by such considerations as
the nature of the job and the amount of human capital acquired through both formal
education and on-the-job experience. When all such explanations are taken into account,
however, there still appears to be some discrimination on the basis of both gender
and race.

To understand the effects of labour-market discrimination, we begin by building a
simplified model of a non-discriminating labour market and then introduce discrimina-
tion between two sets of equally qualified workers. The discussion here is phrased in
terms of males and females but the analysis applies equally well to any situation in
which workers are distinguished on grounds other than their ability, such as race or
skin colour, citizenship, religion, sexual orientation, or political beliefs.

Practise with Study Guide

Chapter 14, Short-Answer

Question 1.
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Suppose half of the people in the labour force are male and the other half are
female. Each group has the same proportion who are educated to various levels, iden-
tical distributions of talent, and so on. Suppose also that there are two occupations.
Occupation E (elite) requires people of above-average education and skills, and occu-
pation O (ordinary) can use anyone. Finally, suppose the non-monetary aspects of the
two occupations are the same.

In the absence of discrimination, the theory of competitive factor markets that we
have developed suggests that the wages in E occupations will be bid up above those in
O occupations in order that the E jobs attract the workers of above-average skills. Men
and women of above-average skill will take the E jobs, while the others, both men and
women, will have no choice but to seek O jobs. Because skills are equally distributed
between both sexes, each occupation will employ one-half men and one-half women.

Now suppose discrimination enters in an extreme form. All E occupations are
hereafter open only to men, but O occupations are open to either men or women. The
immediate effect is to reduce by 50 percent the supply of job candidates for E occupa-
tions; all previously qualified female candidates are no longer eligible because
candidates must now be both men and above average. The discrimination also
increases the supply of applicants for O jobs because the women who cannot be
employed in E jobs move instead to get O jobs. The new group of O-job candidates
now includes all women and the below-average men.

As shown in Figure 14-2, wages rise in E occupations and fall in O occupations.

FIGURE 14-2 The Effect of Discrimination on Wages

If market E discriminates against one group and market O does not, wages will rise in E and fall in O. Market E
requires above-average skills, while market O requires only ordinary skills. When there is no discrimination, demand
and supply are DE and SE in market E and DO and SO in market O. Initially, the wage rate is w0 and employment is L0
in each market. (w0 in market E is higher than w0 in market O because the workers in E have higher skills than those
in O. This is an equilibrium wage differential.) When discrimination excludes women from E occupations, the supply
curve shifts to S*E, and the wage earned by the remaining workers, all of whom are men, rises to w1. Women put out of
work in the E occupations now seek work in the O occupations. The resulting shift in the supply curve to S*O reduces
the wage to w2 in the O occupations. Because all women are in O occupations, they have a lower wage rate than many
men. The average male wage in the economy is higher than the average female wage.
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Labour-market discrimination, by changing equilibrium supply,
decreases the wages of a group that is discriminated against and
increases the wages of the favoured  group.

In the longer run, further changes may occur. Employers that
continue to discriminate against women may find ways to attract
the slightly below-average male workers away from the O occu-
pations. Although this will raise O wages slightly, it will also make
these occupations increasingly female occupations.  If discrimina-
tion has been in place for a sufficient length of time, women will
learn that it does not pay to acquire above-average skills because
even with such skills they cannot get the best jobs. Regardless of
ability, women are forced by discrimination to work in unskilled
jobs.

The final point to address regarding labour-market discrimina-
tion is whether discriminatory wage differentials are equilibrium or
temporary differentials. The simple answer is that the differentials
will persist as long as the discrimination itself persists. Consider
three general cases.

In the first case, the discrimination is supported by govern-
ment policy, as in the South African apartheid system in which
blacks were prohibited by law from holding prestigious and
high-paying jobs. In such cases, as long as the law remains in
place, so too will the discriminating wage differentials. If politi-
cal pressure forces a change in the law, as happened in South
Africa in the 1980s and 1990s, the effects of the discrimination

will be reversed, but it may take some time. In particular, it will take time for the
once-discriminated-against individuals, who had little incentive to invest in their
own human capital, to acquire the human capital necessary for them to qualify for
the prestigious jobs. The effects of the legislated discrimination will linger beyond
the policy itself.

In the second case, discrimination is not supported by official government policy
but instead reflects the views of the firms  managers. In this case, there are economic
pressures opposing the discrimination. For example, if some firms discriminate
against even well-qualified women, our analysis in Figure 14-2 suggests there will be
well-qualified women who can only find low-wage jobs. There is an incentive for
other, non-discriminating firms to hire these well-qualified women and thereby bene-
fit from lower costs. If enough firms see this advantage, there will be an increase in
demand for well-qualified women, eventually reversing the effects of the initial
discrimination.

In the third case, the cause of the discrimination is the preferences of the cus-
tomers. Unlike the second case where the discrimination reflects the views of the
firms  managers, there are no economic forces working to offset this customer-
driven discrimination. As long as such discriminatory views persist, the discrimina-
tory wage differentials will be sustained only legislation or fundamental changes
in customers  attitudes will reverse the situation. For many years, this was an impor-
tant aspect of racial discrimination in the southern U.S. states, where many white
customers were not prepared to have some services, such as haircuts, provided to
them by blacks.

The attitudes of many white customers were
responsible for much discrimination against
black people in the United States in the first few
decades of the twentieth century. As long as
these attitudes persist, so will the discrimination,
unless legislation forces a change.
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labour union An

association authorized to

represent workers in

bargaining with employers.

If discrimination is supported by governments or reflects the views of consumers,
the discriminatory wage differentials will persist as long as the discrimination itself
persists. If the discrimination only reflects the views of the firms  managers, the
pursuit of profits generates economic forces that tend to reduce the discriminatory
wage differentials.

Wage Differentials in Non-competitive Markets

We have examined several explanations for why wage differentials exist in competitive
labour markets. Another explanation for wage differentials is that many labour markets
are not competitive. In Chapters 9 through 11, we distinguished different structures for the
markets in which firms sell their outputs. The inputs that firms use are also bought in mar-
kets that can have different structures. Although many factor markets are perfectly com-
petitive, some show elements of market power on either the demand or the supply side.

To study the influence of different labour-market structures on wages, consider the
case of an industry that employs identical workers for only one kind of job. In this way,
we eliminate the possibility that any wage differentials are caused by differences between
workers or differences between jobs we thus highlight the role of market structure.

Let s examine two general cases. The first is one in which workers form a group
and exercise some market power over setting the wage. This is a case in which a labour
union acts as a monopoly seller of labour services. The second case is one in which a
single firm is the only purchaser of labour a monopsony firm in the labour market.

A Union in a Competitive Labour Market For the purposes of our discus-
sion of labour markets, a labour union is an association that is authorized to represent
workers in negotiations with their employers. We examine labour unions in greater
detail later in this chapter. For now we take the simple view that when workers are rep-
resented by a labour union, there is only a single supplier of labour.

As the single seller of labour for many buyers, the union is a monopolist, and it can
establish a wage below which no one will work, thus changing the supply curve of
labour. Firms can hire as many units of labour as are prepared to work at the union
wage but no one at a lower wage. Thus, the industry as a whole (and each firm in the
industry) faces a supply curve that is horizontal at the level of the union wage up to the
maximum quantity of labour that is willing to work at that wage.

If the union uses its monopoly power, it will negotiate a wage above the competitive
level. This situation is shown in Figure 14-3, in which the intersection of this horizontal
supply curve and the demand curve establishes a higher wage rate and a lower level of
employment than the competitive equilibrium. In this case, there will be some workers
who would like to work in the unionized industry or occupation but cannot. A conflict of
interest has been created between serving the interests of the union s employed members
and members who are unemployed or who must seek employment in less preferred jobs.

An alternative way to achieve the higher wage is to shift the supply curve to the left.
The union may do this by restricting entry into the occupation by methods such as length-
ening the required period of apprenticeship and reducing openings for trainees. The union
could also shift the supply curve to the left by persuading the government to impose
restrictive licensing or certification requirements on people who wish to work in certain
occupations. The union might even lobby the government to implement restrictive immi-
gration policies in an attempt to reduce the supply of labour to specific industries.

By restricting entry into the occupation or industry, unions can drive the wage above
the competitive level. As a result, the level of employment will fall.
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Raising wages by restricting entry is not limited to
unions. It occurs, for example, with many professional
groups, including doctors, architects, engineers, and
lawyers. By limiting enrollments in professional pro-
grams at universities, the restricted supply of labour
drives wages in these occupations higher than they
would otherwise be.

A Monopsony Firm in the Labour Market
A monopsony is a market in which there is only one
buyer; monopsony is to the buying side of the market
what monopoly is to the selling side. Although
monopsony is not very common, it sometimes occurs
in small towns that contain only one industry and
often only one large plant or mine. For example, Iro-
quois Falls and Dryden in Ontario are small towns in
which the principal employer is a single firm that oper-
ates a newsprint plant. Although both towns provide
alternative sources of employment in retailing and ser-
vice establishments, the large industrial employer has
some monopsony power over the local labour market.
Other examples of monopsony include cities in which
a single school board is the sole employer of teachers
or a regional health authority that is the sole employer
of nurses.

In less extreme cases, local labour markets may
contain only a few large industrial employers. Individ-
ually, each has substantial market power, and if they
act together, either explicitly or tacitly, they can
behave as if they were a single monopsonist. Our
analysis applies whenever employers have substantial
monopsony power, but for concreteness, we consider

a case in which the few firms operating in one labour market form an employers  hir-
ing association in order to act as a single buying unit. We therefore refer to a single
monopsonist.

MONOPSONY WITHOUT A UNION. Suppose there are many potential workers and
they are not members of a labour union. The monopsonist can offer any wage rate that
it chooses, and the workers must either accept employment at that rate or find a differ-
ent job.

Suppose the monopsonist decides to hire some specific quantity of labour. The
labour supply curve shows the wage that it must offer. To the monopsonist, this wage
is the average cost of labour. In deciding how much labour to hire, however, the
monopsonist trying to maximize its profits is interested in the marginal cost of hiring
additional workers. The monopsonist wants to know how much its total costs will
increase as it takes on additional units of labour.

Whenever the supply curve of labour slopes upward, the marginal cost of employ-
ing extra units will exceed the average cost.

The marginal cost exceeds the wage paid (the average cost) because the increased
wage rate necessary to attract an extra worker must also be paid to everyone already

monopsony A market

structure in which there is

a single buyer.

FIGURE 14-3 A Union in a Competitive

Labour Market
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A union operating in a competitive market can raise
the wages of people who continue to be employed but
only by reducing the number of people employed. The
competitive equilibrium is at E0, the wage is w0, and
employment is L0. If a monopoly union enters this
market and sets a wage of w1, a new equilibrium will
be established at E1. The supply curve has become
w1xS0. At the new wage w1, employment will be L1,
and there will be L1L2 workers who would like to
work but whom the industry will not hire.

The wage w1 can be achieved without generating a
pool of unemployed persons. To do so, the union must
restrict entry into the occupation and thus shift the sup-
ply curve to the left to S1. Employment will again be L1.

Practise with Study Guide

Chapter 14, Exercise 2 and

Extension Exercise E1.
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employed. [27] For example, assume that 100 workers
are employed at $15.00 per hour and that to attract an
extra worker, the wage must be raised to $15.25 per
hour. The marginal cost of the 101st worker is not the
$15.25 per hour paid to the worker but $40.25 per
hour made up of the extra 25 cents per hour paid to
the 100 existing workers and $15.25 paid to the new
worker. Thus, the marginal cost is $40.25, whereas the
average cost is $15.25.

The profit-maximizing monopsonist will hire
labour up to the point at which the marginal cost of
labour just equals the amount that the firm is willing
to pay for an additional unit of labour. That amount is
determined by labour s marginal revenue product and
is shown by the MRP curve illustrated in Figure 14-4.

The full exercise of monopsony power in a labour
market will result in a lower level of employment
and lower wages than would exist in a competitive
labour market.

The intuitive explanation is that the monopsonis-
tic employer is aware that by trying to purchase more,
it is responsible for driving up the wage. If it wants to
maximize its profits it will therefore stop short of the
point that is reached when workers are hired by many
competitive firms, no one of which can exert a signifi-
cant influence on the wage rate.

MONOPSONY WITH A UNION: BILATERAL MONOPOLY. In situations where there is
a single large employer in the labour market, workers often create or join a labour
union so their collective market power can better match that of the employer. This sit-
uation is often referred to as bilateral monopoly since both sides of the market have
considerable market power. In this case, the two sides will settle the wage through a
process known as collective bargaining. The outcome of this bargaining process will
depend on each side s objective and on the skill that each has in bargaining for its
objective. We have seen that, left to itself, the profit-maximizing employer s organiza-
tion will set the monopsonistic wage shown in Figure 14-4. To understand the possible
outcomes for the wage after the monopoly union enters the market, let us ask what the
union would do if it had the power to set the wage unilaterally. The result will give us
insight into the union s objectives in the actual collective bargaining that does occur.

Suppose the union can set a wage below which its members will not work. Here,
just as in the case of a wage-setting union in a competitive market, the union presents
the employer with a horizontal supply curve (up to the maximum number of workers
who will accept work at the union wage). As shown in Figure 14-5, if the union sets the
wage above the monopsony wage but below the competitive wage, the union can raise
both wages and employment above the monopsonistic level.

However, the union may prefer to raise wages further above the competitive level.
If it does, the outcome will be similar to that shown in Figure 14-3. If the wage is raised
above the competitive level, the employer will no longer wish to hire all the labour that
is offered at that wage; it will choose the level of employment along its labour-demand
curve. The amount of employment will fall, and some who would like to work at the

FIGURE 14-4 Monopsony in a Labour
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A profit-maximizing monopsonist lowers both the
wage rate and employment below their competitive
levels. MRP and S are the competitive demand and
supply curves, respectively. The competitive equilib-
rium is E0. The marginal cost of labour (MC) to the
monopsonist is above the average cost. The monop-
sonistic firm maximizes profits at E1. It hires only L1
units of labour. At L1, the marginal cost of the last
worker is just equal to the amount that the worker
adds to the firm s revenue, as shown by the MRP
curve. The wage that must be paid to get L1 workers is
only w1.
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union wage will be unemployed or drift off to other,
less preferred occupations. These changes are also
shown in Figure 14-5.

We now know that the profit-maximizing
employer would like to set the monopsonistic wage
(w1) while the union would like a wage no less than
the competitive wage (w0). (Any wage below w0 will
reduce both wages and employment.) The union may
target a still higher wage, depending on how it trades off
employment losses against wage gains. If the union is con-
tent with an amount of employment as low as would
occur at the monopsonistic wage, it could target a wage
substantially higher than the competitive wage.

Simple demand and supply analysis can take us no
further. The actual outcome will depend on such other
things as what target wage the two sides actually set for
themselves, their relative bargaining skills, and how
each side assesses the costs of concessions. We discuss
unions in more detail in the next section of this chapter.

Legislated Minimum Wages

We have examined wage differentials arising in com-
petitive and non-competitive labour markets. Govern-
ment policy can also affect observed wage differentials
by legislating minimum wages. Governments in
Canada and many other countries legislate specific
minimum wages, which define the lowest wage rates
that may legally be paid. In 2010, minimum wages
ranged from $8.00 per hour in British Columbia to
$10.00 per hour in Nunavut.

For a large proportion of all employment covered by the law, the minimum wage is
below the actual market wage, and thus in such cases the minimum wage is not bind-
ing. Some workers, however, are employed in industries in which the market wage
would be below the legal minimum, and thus the legislated minimum wage is binding.
It is only in these cases that the effects of minimum wages are of interest.

Although legislated minimum wages are now an accepted part of the labour scene
in Canada and many other industrialized countries, there is significant debate among
economists about the benefits from such a policy. As our analysis in Chapter 5 indi-
cated, a binding price floor in a competitive market leads to a market surplus of the
product in this case, an excess supply of labour, or unemployment. Thus, theory pre-
dicts that a policy that legislates minimum wages in an otherwise competitive market
will benefit some workers only by hurting others. In the cases of non-competitive
labour markets, however, the analysis is a little more complicated.

Theoretical Effects of a Minimum Wage Minimum-wage laws usually
apply uniformly to almost all occupations, but they will be binding only in the lowest-
paid occupations and industries, which often involve unskilled or semi-skilled workers.
These workers are usually not members of labour unions. Thus, the situations in which
minimum wages are likely to be binding include competitive labour markets and those
in which employers exercise some monopsony power. The effects on employment are
different in the two cases.

FIGURE 14-5 Bilateral Monopoly in the

Labour Market
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By presenting a monopsonistic employer with a fixed
wage, the union can raise both wages and employment
over the monopsonistic level. The monopsony posi-
tion before the union enters is at E1 (from Figure 14-4),
with a wage rate of w1 and L1 workers hired. A union
now enters and sets the wage at w0. The supply curve
of labour becomes w0E0S, and wages and employment
rise to their competitive levels of w0 and L0 without
creating a pool of unemployed workers. If the wage is
raised further, say, to w2, the supply curve will become
w2xS, the quantity of employment will fall below the
competitive level to L2, and a pool of unsuccessful job
applicants of L2L3 will develop.
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COMPETITIVE LABOUR MARKETS. The predicted
consequences for employment of a binding minimum
wage are unambiguous when the labour market is
competitive. By raising the wage that employers must
pay, minimum-wage legislation leads to a reduction
in the quantity of labour that is demanded and an
increase in the quantity of labour that is supplied. As
a result, the actual level of employment falls, and
unemployment rises. The excess supply of labour at
the minimum wage also creates incentives for people
to evade the law by working under the table  at
wages below the legal minimum wage. The predicted
effect of a minimum wage in a competitive labour
market is shown in part (i) of Figure 14-6.

FIRMS WITH MONOPSONY POWER. Our theory pre-
dicts that the minimum-wage law can simultaneously
increase both wages and employment in markets in
which firms have monopsony power. In part (ii) of
Figure 14-6, the monopsony wage is w1. If the mini-
mum wage pushes the wage up only slightly, to w2,
both employment and wages will rise. But beyond the competitive wage (w*), further
increases in the minimum wage will begin to decrease employment and create a pool of
unemployed workers.

Many workers in the fast-food industry are young and earn the
legislated minimum wage. To the extent that the minimum wage
is effective, they get more than they would in its absence. There
is mixed evidence regarding the effects on the overall level of
employment in the industry.

FIGURE 14-6 The Effects of Legislated Minimum Wages

Minimum wages are predicted to reduce employment in competitive labour markets; the predicted effects on employ-
ment in monopsonistic labour markets are less clear. Part (i) shows a competitive labour market with the competitive
equilibrium at w* and L*. A binding minimum wage raises the wage to wmin. Firms respond by reducing employment
to L1. The quantity of labour supplied by workers increases to L2. Unemployment is equal to L1L2 workers.

Part (ii) shows a labour market in which firms behave as a monopsonist. The monopsony equilibrium is w1 and
L1. If the minimum wage is set at w2, employment will rise to L2. If the minimum wage is set as high as the competi-
tive wage w*, employment rises to the competitive level L*. But if the minimum wage rises above w*, employment will
fall below L*. If the minimum wage were set above w3, employment would fall below the monopsony level, L1.
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344 PART 5 : FACTOR MARKETS

Evidence on the Effects of Minimum Wages Empirical research on the
effects of minimum-wage laws reflects these mixed theoretical predictions. There is
some evidence that people who keep their jobs gain when the minimum wage is raised.
There is some evidence that some groups suffer a decline in employment consistent
with raising the wage in a fairly competitive market. At other times and places, there is
evidence that both wages and employment rise when the minimum wage rises, consis-
tent with labour markets in which employers have monopsony power.

Some widely discussed research in the United States has produced hotly debated
results. David Card, from Berkeley, and Alan Krueger, from Princeton University,
traced the effects of minimum-wage increases in California during 1988 and New Jer-
sey during 1992 and found that substantial rises in these states  minimum wages not
only increased wages but also were associated with small employment gains for
teenagers. Card and Krueger argue that these findings are inconsistent with a competi-
tive labour market and thus take the results as evidence in support of the view that
firms have some monopsony power in the labour market.

The Card and Krueger results have been criticized by many economists in the last
few years. One criticism is that some of the data used by Card and Krueger are faulty,
and that their conclusions are therefore suspect. However, in a follow-up paper from
2000 that uses different data, Card and Krueger find broadly similar results as in their
original study. Another criticism relates to the short span of time covered by their
study. The argument is that firms will not immediately reduce the level of employment
in response to an increase in the minimum wage they will instead choose not to

replace workers who leave their jobs in the natural turnover process that occurs in
labour markets. But workers who are receiving the minimum wage may be more reluc-
tant to leave their job after an increase in their wage, thereby reducing this natural
turnover. Thus, it is not surprising to see few employment losses (or slight gains) when
one examines the labour market immediately before and immediately after the change
in legislation. Proponents of this view argue that the total employment effects of mini-
mum wages can be detected only by examining the data over longer periods of time.

Several Canadian studies have examined the relationship between minimum wages
and employment (or unemployment). Though the studies differ in their approaches
and data used, there is a broad consensus that minimum wages decrease the level of
employment (and raise unemployment), particularly for low-skilled workers. Since
workers with few skills often earn only low wages, a binding minimum wage has a
larger impact on the employment prospects of these workers than it does for higher-
skilled, higher-wage workers. In this sense, the Canadian results confirm the theoretical
predictions of the effects of minimum wages in competitive labour markets. In these
cases, the wage gains by the majority of workers who retain their jobs must be set
against the loss of employment by a smaller group of workers.

w w w . m y e c o n l a b . c o m

Recent economic studies, both in Canada and the United States, indicate the
existence of some wage differentials across industries that appear to defy the
kinds of explanations we have discussed in this chapter. For more information,
see The Puzzle of Interindustry Wage Differentials in Canada in the Additional
Topics section of this textbook s MyEconLab.

ADDITIONAL TOPICS
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14.2 Labour Unions

Unions currently represent about 25 percent of the
labour force in Canada. Of those workers employed in
the public sector, however, approximately two-thirds
are unionized. Figure 14-7 shows how union member-
ship has changed in Canada over the past several
decades. Table 14-1 shows unionization rates by indus-
try. As is clear from the table, unionization is most com-
mon in the public, educational, and health-care sectors
and least common in agriculture, finance, and trade.

Despite the relatively low degree of unionization
among Canada s private-sector workers, unions have
a considerable influence in the private sector. One
reason is the impact that union wage contracts
have on other labour markets. When, for example,
the Canadian Auto Workers negotiates a new con-
tract with an automobile producer in Oshawa, its
provisions set a pattern that directly or indirectly
affects other labour markets, both in Ontario and in
other provinces. A second reason is the major leader-
ship role that unions have played in the past 50 years
in the development of labour market practices and in
lobbying for legislation that applies to all workers.

In this section, we discuss the process of collec-
tive bargaining and, in particular, examine the inher-
ent conflict that unions face between striving for
higher wages and for increasing employment.
Lessons from History 14-1 examines the historical
development of labour unions in Canada.

Collective Bargaining

The process by which unions and employers reach an agreement is known as collective
bargaining. This process has an important difference from the theoretical models that
we discussed in the previous section. In those models, we assumed that the union had the
power to set the wage unilaterally; the employer then decided how much labour to hire. In
actual collective bargaining, however, the firm and union typically bargain over the wage
(as well as other aspects of the employment relationship, such as fringe benefits, working
conditions, overtime conditions, and flexibility in scheduling). There is usually a substantial
range over which an agreement can be reached, and the actual result in particular cases will
depend on the strengths of the two bargaining parties and on the skill of their negotiators.
Note that while actual collective bargaining has the firm and union bargaining over the
wage, it is typically the case that the firm retains the right to manage meaning that the
firm can decide how much labour it wants to employ at the negotiated wage.

Wages Versus Employment Unions seek many goals when they bargain with
management. They may push for higher wages, higher fringe benefits, or less onerous
working conditions. Many unions in Canada also emphasize the importance of job
security,  meaning a commitment by the firm not to lay workers off in the event of a

collective bargaining The

process by which unions

and employers arrive at

and enforce agreements.

FIGURE 14-7 Union Membership in
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As a share of the labour force, the number of union
members has increased significantly over the past cen-
tury, but has declined since the 1980s. The large
increases in Canadian unionization occurred during and
after the Second World War, and during the 1960s.

(Source: Based on authors  calculations, using data from
Statistics Canada, CANSIM database: Series v2062810
labour force and Series v3311708 union coverage.)
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downturn in business conditions. Firms, however, are
understandably reluctant to promise such security
since reducing their workforce is an effective way to
reduce costs when business conditions deteriorate.

Whatever unions  specific goals, unless they face a
monopsonist across the bargaining table, they must
deal with a fundamental dilemma.

An inherent conflict exists between the level of
wages and the size of the union itself.

The more successful a union is in raising wages,
the more management will reduce the size of its work-
force, substituting capital for labour. This will lead to
lower union membership. However, if the union does
not provide some wage improvement for its members,
they will have little incentive to stay around.

The Union Wage Premium Despite the costs to
unions (i.e., reduced membership) of pushing for higher
wages, there is clear evidence in Canada of a union
wage premium that is, a higher wage attributed only
to the union status of the job. It is not easy to measure
this wage premium, however, because it is not appropri-
ate simply to compare the average wage of unionized
workers with the average wage of non-unionized work-
ers. After all, unions may occur mainly in industries
where workers have higher skills or where working
conditions are less pleasant. And we know from the
first section of this chapter that differences in skills or
working conditions can lead to equilibrium wage differ-
entials. Economists have therefore been forced to use
complicated statistical techniques to identify this union
wage premium.

For 2008, the raw data show that average weekly earnings for non-union workers
are approximately 82 percent of that for union workers. After controlling for the observ-
able attributes of the workers and jobs, however, the evidence suggests that the union
wage premium in Canada is between 10 and 15 percent that is, unionized workers
with a particular set of skills in particular types of jobs get paid 10 to 15 percent more
than otherwise identical workers who are not members of unions.

On average, unionized workers earn between 10 and 15 percent higher wages than
non-unionized workers with similar characteristics.

There is also evidence that the size of this union wage premium differs across
industries. Given that workers in different industries and with different occupations
are often represented by different unions, this cross-industry difference in the union
wage premium may simply reflect the differences in unions preferences for higher
wages versus higher employment.

Employment Effects of Unions We said earlier that unions face an inherent
conflict between the level of wages and the level of employment in their industry. This con-
flict simply reflects the firm s profit-maximizing behaviour as embodied in its negatively

TABLE 14-1 Unionization Rates by Industry,

2008

Union Density 
(membership
as percentage

of paid
Industry workers)

Goods Producing 28.4
Agriculture 3.5
Mining, Oil, and Gas 23.7
Utilities 67.7
Construction 30.2
Manufacturing 26.8
Services Producing 29.6
Trade 12.2
Transportation and Warehousing 40.6
Finance, Insurance, and Real Estate 9.0
Education 68.1
Health Care and Social Assistance 52.1
Public Administration 67.9

Total Canadian Economy 29.4

There is considerable variation across Canadian
industries in the extent of unionization. The public
sector and the educational services sector are the
most unionized; agriculture, finance, and trade are
the least unionized.

(Source: Adapted from Table 1, p. 4, Statistics Canada
publication, Perspectives on Labour and Income, cat.
no. 75-001-XIE, August 2008, http://statcan.gc.ca/pub/
75-001-x/pdf/topics/unionization2008.pdf.)

For information on 

the Canadian labour

movement, see the 

website for the Canadian

Labour Congress:

www.canadianlabour.ca.
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sloped demand curve for labour. As the union pushes for higher wages, the firm naturally
chooses to hire fewer workers.

What continues to puzzle economists, however, is how the clear evidence of a 10-
to 15-percent union wage premium can be consistent with a second empirical result
the absence of any clear effect on employment in unionized industries. One possible
explanation for the absence of an employment effect is that unions use the collective
bargaining process to pressure firms to hire more workers than they otherwise would.
This practice is known as featherbedding and for years was infamous in the railways,

Early Canadian unionization was strongly dominated
by the influence of international unions, which had
their headquarters and an overwhelming proportion of
their membership outside Canada. The creation of
Canadian locals of American unions began in the
1860s. By 1911, 90 percent of Canadian workers who
were union members belonged to international unions.

During the first half of the twentieth century, there
was strong pressure: first, toward a single national fed-
eration; and second, to achieve autonomy from Ameri-
can unions. The issues became intertwined when
conflicts in the United States arose between craft and
industrial unions. Until the 1930s, craft unions which
cover persons in a particular occupation were the
characteristic form of collective action in the United
States. In Canada, meanwhile, trade unionists were
attracted to industrial unions that embraced unskilled
workers as well as skilled craftsmen in one industry,
such as steel making, forest products, or railways.

Because of the impossibility of establishing bar-
gaining strength by controlling the supply of unskilled
workers, the rise of industrial unionism in Canada was
associated with political action as an alternative means
of improving the lot of the membership. In general,
social and political reform were given much more
emphasis by Canadian unionists than by their American
counterparts. Political action here extended to the
support for social democratic political parties: first, the
Co-operative Commonwealth Federation (CCF), estab-
lished in 1932, and later its successor, the New Democ-
ratic Party (NDP), formed in 1961.

The late senator Eugene Forsey, a former director
of research for the Canadian Labour Congress (CLC),
viewed the unification of the bulk of Canadian unions
under the CLC in 1956 as the beginning of virtual
autonomy for Canadian locals from their U.S. head
offices. Throughout the postwar period, the percentage

of total Canadian union membership represented by
international unions fell: In the mid-1950s, it was about
70 percent, and by the mid-1990s, it was just over
30 percent.

One factor in the increased share of national
unions is the growth of membership in the two unions
representing government workers: the Canadian Union
of Public Employees and the Public Service Alliance.
Another major component of non-international union
membership has arisen out of the distinct aspirations of
French-Canadian workers. More recently, the forma-
tion of the Canadian Auto Workers, independent of the
American Auto Workers, represented a significant fur-
ther reduction of membership in international unions.

Rapid gains in union membership in Canada
occurred in the years during the Second World War.
This led to pressure for the rights of workers to organize
and to elect an exclusive bargaining agent. These rights
were established by provisions of the Wartime Labour
Relations Regulations Act of 1944.

LESSONS FROM HISTORY 14-1

The Development of Unions in Canada

The Winnipeg General Strike of 1919 began a wave of
increased unionism and militancy across Canada.
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where union contracts required the railways to hire firemen (whose job was to keep the
coal fires burning) long after the widespread adoption of diesel locomotives.

If such featherbedding is pervasive in unionized firms, it may be the explanation for the
absence of an observable union effect on employment. The employment reduction caused
by the higher wage may be offset by the employment increase due to featherbedding.

Another possible explanation for the absence of a union employment effect is
union campaigns to increase the demand for the goods produced by their members. We
sometimes see labels on products that proclaim them to be union made  or made
with union labour.  Unions also spend considerably on magazine and television adver-
tising stressing the value of union labour. Some unions also lobby the government to
restrict the import of foreign-made products in an attempt to increase Canadian con-
sumers  demand for the domestic goods made with union labour. To the extent that
these campaigns convince consumers to buy more union-made products than they oth-
erwise would, the result will be an increase in demand for union labour.

Figure 14-8 shows how the combination of the union wage premium and the
increases in demand for union labour (either through featherbedding or advertising)
can explain the absence of an observed union employment effect.

Unanswered Questions

Labour unions have played a significant role in
the economies of Canada, the United States, and
Europe for many years. It is therefore surprising
how little economists actually know about how
unions influence economic outcomes. One
important unanswered question is how unions
affect long-run productivity.

Unions may reduce long-run productivity
through a process known as the hold-up of capi-
tal. Much physical capital, once it is installed, is
very difficult to move or resell. For this reason,
installed capital has a very inelastic supply and,
following the discussion from Chapter 13, a
large part of its factor payment takes the form of
economic rent. The union may be able to extract
these rents from the firm in the form of higher
wages. That is, once the firm has already
installed its capital equipment the union may be
able to hold up the firm by forcing it to pay
higher wages; the firm is stuck with its installed
capital and thus pays the higher wages and, in
turn, receives lower profits. If firms are forward-
looking, however, they can anticipate this sort of
behaviour from unions before making such
investments in physical capital. The possibility
of being held up by union wage demands
reduces the expected profitability of investment
and may result in a reduction in investment. This
decision to invest less would likely have negative
implications for productivity growth in the
industry.

FIGURE 14-8 The Union Wage Premium and

the Union Employment Effect
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Featherbedding and advertising may explain the absence of
a union employment effect even though there is a clear
union wage effect. If the labour market is competitive,
wages and employment will be given by w* and L*. The col-
lective bargaining between firms and unions results in a
wage of wu, showing a clear premium above the competitive
wage. If the demand for labour remains at D, employment
would fall to Lu and there would be a reduction in employ-
ment caused by the union. If the collective agreement
requires firms to use more labour, however, or if the union
successfully promotes union-made products, the demand for
labour shifts to D*. In this case, the combination of the
higher wage and the greater demand for labour results in the
competitive level of employment.
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There is some empirical evidence that the presence of a union does reduce invest-
ment by firms. It is not yet clear, however, whether such reduced investment has long-
term effects on productivity. This issue is currently unresolved.1

14.3 The Good Jobs Bad Jobs
Debate

In the 2008 federal election campaign, Conservative Prime Minister Stephen Harper
emphasized the solid performance of the Canadian economy, noting especially the
large number of new jobs that had been created in the previous few years. The political
opposition parties, however, argued that many of these new jobs were low-paying jobs
in the service sector often referred to as McJobs and thus the large increase in
employment was not necessarily an indicator of solid economic performance. This gen-
eral issue has been debated in Canada and other countries for several years: Is there an
ongoing trend away from good  jobs and toward bad  jobs?

Figure 14-9 shows how the composition of Canadian employment has changed
over the past century. The share of total employment in agriculture fell from 45 percent
in 1891 to just under 2 percent today, while the share of total employment in services
(including government) increased from 20 percent in 1891 to almost 77 percent today.
The combined share for manufacturing and construction has been more variable over
the last century, but has been on a gradual downward trend for the past 50 years,
falling from about 35 percent in 1951 to just below 20 percent today.

The rise of service-sector employment, and the decline in the relative importance of
the agriculture and manufacturing sectors as providers of jobs, is not just a Canadian
phenomenon it has happened in all developed economies. Table 14-2 shows the per-
centage of total employment provided by the service sector in several developed coun-
tries in 2006.

The service sector contains an enormous variety of occupations. Many jobs in the
service sector require considerable education and training and thus the workers in
these jobs are highly paid. Obvious examples include lawyers, doctors, architects,
design engineers, accountants, management consultants, and professors. On the other
hand, the service sector also contains many jobs that require much less training and
whose workers therefore receive much lower wages. Examples of these occupations
include many restaurant waiters, fast-food employees, store clerks, flight attendants,
telephone solicitors, janitors, and hotel maids.

In general, we can divide service-sector employment into two parts the first part
containing highly paid jobs and the second containing mostly low-wage jobs. The con-
cerns sometimes heard about the growing importance of service-sector jobs are really
concerns about this low-wage part of the service sector. In these jobs many of which
are in the retail sector there are fewer possibilities for using more capital per worker
and thus fewer possibilities to increase the productivity of labour. Another concern is
that many of these low-wage service-sector jobs offer workers little in the way of
advancement or job security.

1For a very readable review of some unanswered questions regarding labour unions, see Peter Kuhn, Unions

and the Economy: What We Know; What We Should Know,  Canadian Journal of Economics, November

1998.
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Are these dramatic changes in the composition
of employment worrying? Is there something unde-
sirable about the fact that fewer workers are now
producing manufactured goods than 40 years ago?
Or that more workers are working in the service sec-
tor than 40 years ago? Are good jobs being replaced
by bad jobs? The final section of this chapter pro-
vides six observations that are important in assessing
this contentious issue.

Six Observations

First, we need to keep a sense of perspective about
the emergence of service-sector jobs. As is clear in
Figure 14-9, this trend has been going on for many
decades, yet real income per hour worked has been
rising throughout this period; as a nation, Canadians
are getting richer, not poorer.

FIGURE 14-9 A Century of Change in the Composition of Canadian Employment

Over the past century, major shifts in employment have taken place between sectors of the economy. In 1891, more
than 45 percent of Canadian employment was in agriculture, and only 20 percent in services (including government).
By 2008, agriculture accounted for only 1.9 percent of employment, while services had increased to almost 77 percent.
The share of employment in manufacturing and construction increased from 26 percent in 1891 to 32 percent just
after the Second World War and then declined back to below 20 percent by 2008.

(Source: Canadian Census, various years, and authors  calculations. The most recent data are available on the Statistics
Canada website at www.statcan.gc.ca. Choose Summary Tables  and then type in employment by industry. )
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TABLE 14-2 The Importance of Service-Sector

Employment, 2006

Percentage of Employment in 
Country Services

Australia 75.1
Belgium 73.4
Canada 75.4
France 73.8
Japan 67.7
Sweden 76.0
United Kingdom 76.7
United States 78.7

(Source: Excerpt from Labour > Employment,
OECD in Figures 2008, OECD  2008, p. 30,
Source: Labour Force Statistics: 1986 2006, OECD,
Paris, 2007; International Migration Outlook:
SOPEMI, 2008 Edition, OECD, Paris, 2008.)
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Second, even the lowest-paying service jobs play an important role in the Canadian
economy. The fast-food industry is often held up as an example of an industry in which
employers provide bad jobs low wages and little job security. It is true that wages are
low in this industry and, because of the part-time nature of the jobs, there are often no
benefits and no job security. But it is also true that the vast majority of workers in the
fast-food industry have little formal training and are between the ages of 15 and 20.
Firms in this industry often provide young workers with their first paid jobs, helping
them get their foot in the door  of the labour market. After this first job, in which they
acquire some skills and demonstrate responsibility, many young workers move on to
jobs that are more demanding and for which they would not have qualified before their
experience in the fast-food industry. In other words, some low-paying service-sector
jobs provide employment to young, untrained individuals who would otherwise find it
difficult to find a job at all.

Third, the decrease in the share of manufacturing in total employment is largely
a result of that sector s dynamism. More and more manufactured goods have been
produced by fewer and fewer workers, leaving more workers to produce services.
This movement is analogous to the developments in agriculture in the twentieth cen-
tury. At the turn of the twentieth century, nearly 45 percent of the Canadian labour
force worked on farms. Today that number is about 2 percent, yet they produce
more total agricultural output than did the 45 percent in 1900. This movement
away from agricultural employment freed workers to move into manufacturing,
raising our living standards and transforming our way of life. In like manner, the
movement away from manufacturing has been freeing workers to move into ser-
vices, and by replacing the grimy blue-collar jobs of the smokestack industries with
more pleasant white-collar jobs in the service industries, it has once again trans-
formed our way of life.

Fourth, the decrease in the share of manufacturing in total employment also follows
from consumers  tastes. Just as consumers in the first half of the twentieth century did not
want to go on consuming more and more food products as their incomes rose, today s
consumers do not want to spend all of their additional income on manufactured products.
Households have chosen to spend a high proportion of their increases in income on ser-
vices, thus creating employment opportunities in that sec-
tor. This simply reflects the fact that many products of the
service sector like restaurant meals, hotel stays, and air-
line flights are products that have a high income elastic-
ity of demand. Thus, as the income of the average
Canadian household increases, so too does that house-
hold s demand for these products of the service sector.

Fifth, it is easy to underestimate the scope for qual-
ity, quantity, and productivity increases in services. But
these changes permit us to have a higher standard of liv-
ing than we would otherwise have. As just one example
of productivity increases, consider your ability to make
an automatic cash withdrawal, at any time of the day or
night, from your bank account in Nova Scotia, while
you are on vacation in Brazil. Now compare that with
the apprehension your parents faced 35 years ago when
they had to get to their bank branch before 3:00 p.m. on
a Friday afternoon to make sure they had enough cash
for the weekend. ATMs did not yet exist and it would
have been impossible for them to cash a cheque in Brazil
without having made elaborate prior arrangements.

The reduction in manufacturing employment is partly the
result of that sector s dynamism more and more output can
be produced with fewer and fewer workers.
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Finally, many quality improvements in services go unrecorded. Today s hotel room
is vastly more comfortable than a hotel room of 40 years ago, yet this quality improve-
ment does not show up in our national income statistics. Measuring such technological
improvements is even more difficult when they take the form of entirely new products.
Airline transportation, telecommunication, fast-food chains, and financial services are
prominent examples. The resulting increase in output is not always properly captured
in existing statistics.

A Mixed Blessing?

It is easy to become concerned when looking at the official statistics, which show low
wages earned in some service jobs. Indeed, the shift in employment toward services is,
like most changes that hit the economy, a mixed blessing. It entails a significant
increase in the number of bad  service-sector jobs with low pay or low job security.
Further, such transitions often generate temporary unemployment as workers get laid
off from a shrinking manufacturing sector and only slowly find jobs in the expanding
service sector. Such transitions suggest a role for government policy to maintain the
income of those workers temporarily unemployed (we will discuss employment insur-
ance and other income-support programs in Chapter 18). However, if we focus on the
overall economy, and consider the growth in the real living standards of the average
Canadian household, we are reminded that average real income has continued to rise,
not only throughout the shift from agriculture to manufacturing, but also throughout
the shift from manufacturing to services. There is little reason to think that the contin-
ued growth of the service sector will stand in the way of this slow but steady improve-
ment in Canadians  living standards.

Summary

In a competitive labour market, wages are set by the
forces of supply and demand. Differences in wages will
arise because some skills are more valued than others,
because some jobs are more onerous than others, because
of varying amounts of human capital, and because of dis-
crimination based on such factors as gender and race.
A union entering a competitive market can act as a
monopolist and can raise wages but at a predicted cost
of reducing employment.
A profit-maximizing monopsonistic employer entering
a competitive labour market will reduce both the wage
and the level of employment.
A union in a monopsonistic labour market a case of
bilateral monopoly may increase both employment

and wages relative to the pure monopsony outcome. If
the union sets wages above the competitive level, how-
ever, the prediction is that it will create a pool of work-
ers who are unable to get the jobs that they want at the
going wage.
Governments set some wages above their competitive
levels by passing minimum-wage laws. In competitive
labour markets, a minimum wage is predicted to reduce
employment and create some unemployment. In
monopsonistic labour markets, a legislated minimum
wage (as long as it is not too high) can raise both wages
and employment.

14.1 Wage Differentials L123
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14.2 Labour Unions L4

Labour unions seek many goals when they bargain with
management. They may push for higher wages, higher
fringe benefits, more stable employment, or less onerous
working conditions. Whatever their specific goals,
unless they face a monopsonist across the bargaining
table, they must recognize the inherent conflict between
the level of wages and the size of the union itself.

There is clear evidence in Canada of a union wage pre-
mium: Unionized workers with a particular set of skills
in particular types of jobs get paid 10 to 15 percent
more than otherwise identical workers who are not
union members.

The past half-century has witnessed an increase in the
share of total employment in the service sector and a
decline in the share of employment in manufacturing.
One part of the service sector requires considerable
skills and pays high wages, another part requires few
skills and pays low wages. Some people are concerned
that some good  manufacturing jobs are being
replaced by bad  service jobs.
The service sector provides many young people with
their first job, and this prepares them for better, more
permanent jobs in the future.

The decline in manufacturing employment is partly due
to the technological improvements in that sector and
partly due to shifts in consumers  tastes toward services.
Though the shift away from manufacturing and toward
services involves some costs during the transition
period, the ongoing growth in average per capita
income (plus the hard-to-measure quality improve-
ments) suggests that the shift is not a problem for the
economy as a whole.

14.3 The Good Jobs Bad Jobs  Debate L4

Key Concepts
Wage differentials in competitive

labour markets
Effects of discrimination on wages and

employment

Labour unions as monopolists
Single employer as monopsonist
Bilateral monopoly
Effects of legislated minimum wages

Collective bargaining
Union goals: wages versus employment
Union wage premium
Good jobs  vs. bad jobs
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1. Fill in the blanks to make the following statements
correct.

a. If all workers were identical, all jobs had identical
working conditions, and labour markets were per-
fectly competitive, then all wages would be
__________.

b. In reality there is wide variation in wages. Four rea-
sons for wage differentials are __________,
__________, __________, and __________.

c. A country that invests in its public education and
public health systems is improving the __________
of its population.

d. If there are two groups of workers in a competitive
labour market, and one group becomes discrimi-
nated against, the labour supply curve for jobs that
remain available for that group will shift to the
__________ and the wages for these jobs will
__________.

2. Suppose there are only two industries in the economy.
All workers have the same skills and the same prefer-
ences. But the jobs in the two industries are different. In
the Pleasant industry, working conditions are desirable
(quiet, safe, clean, etc.). In the Grimy industry, working
conditions are awful (noisy, unsafe, dirty, etc.).

a. Draw supply-and-demand diagrams for the labour
market in each industry.

b. In which industry are wages higher? Why?
c. Now suppose the Grimy industry made its working

conditions just as pleasant as in the Pleasant indus-
try. Explain what happens in both labour markets.

3. Suppose there are two types of basketball players
black and white. Suppose also that, on average, black
players are no better and no worse than white players.
Furthermore, suppose there are only two types of bas-
ketball teams good and bad. Good teams hire only
good players; bad teams will hire both good and bad
players. The two diagrams that follow show the initial
outcomes in the labour markets for good teams and bad
teams. Assume there is no discrimination based on race.

a. As shown in the figures, the wage paid by good
teams is higher than the wage paid by bad teams.
What explains this wage differential?

b. Do black players earn more or less than white play-
ers, on average? Explain.

c. Now suppose the good teams discriminate against
white players rightly or wrongly they believe that
black players are better than white players. Show in
your diagram what happens in both labour markets.

d. In the situation in part (c), what happens to the
wage differential between good and bad teams?

e. In the situation in part (c), what happens to the
average black white wage differential?

4. Suppose in the real world you observe that black bas-
ketball players get paid more than white basketball
players. Do you conclude that discrimination is pre-
sent? Explain why or why not.

5. Fill in the blanks to make the following statements
correct.

a. If workers in a competitive labour market join
together to form a union, the effect will be a(n)
__________ wage and __________ quantity of
labour demanded.

b. If firms in a competitive labour market form an
employers  association and become a monopsonist,
employment will be __________ and wages will be
__________ than in the competitive outcome.

c. A legislated and binding minimum wage in a com-
petitive labour market will lead to a(n) __________
in the quantity of labour demanded and a(n)
__________ in the quantity of labour supplied. The
actual number of workers employed will
__________.

d. A legislated and binding minimum wage in a mar-
ket where the employer has monopsony power and
the wage is initially below the competitive level will
lead to a(n) __________ in the number of workers
employed.

6. The table below shows how many workers are pre-
pared to work at various hourly wages in the forestry
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industry. It also shows the workers  marginal revenue
product (MRP).

Number of Marginal Cost 
Workers Wage ($) of Labour ($) MRP ($)

50 10

100 12
14 40

150 14
18 30

200 16
24

250 18
22

300 20
20

350 22
18

a. On a diagram, draw the supply of labour curve and
the demand for labour curve.

b. What is the equilibrium wage and level of employ-
ment if the labour market is competitive?

c. Now suppose there is only a single buyer for
labour a monopsonist. Compute the marginal
cost of labour for each level of employment and fill
in the table. (Recall that the MC of labour is the
change in labour cost divided by the change in
employment. The first two rows have been com-
pleted for you.)

d. What wage and level of employment would the
monopsonist choose? Explain.

7. The following diagram shows the market for labour in
a particular industry. It shows both the supply of
labour (the average cost of labour) and the marginal
cost of labour.

a. Suppose the labour market is competitive. Indicate
on the diagram the equilibrium wage and level of
employment (call them w* and L*).

b. Now suppose the government imposes a minimum
wage equal to wmin

* w*. Show what happens to
wages and employment.

D

S = AC 

MC

Employment

W
a
g
e

c. In the absence of a minimum wage, show the out-
come if there is a monopsony buyer of labour ser-
vices. Call this wage wp.

d. Beginning with the monopsony outcome, show
what happens if the government imposes a mini-
mum wage above wp but lower than w*.

e. Do minimum wages always reduce employment?
Explain.

8. Fill in the blanks to make the following statements
correct.

a. In the case of labour unions, there is an inherent
conflict between __________ and _________.

b. The union wage premium in Canada is estimated to
be between __________ and __________ percent.

c. In Canada, the agricultural industry has a
__________ rate of unionization and the public
sector has a __________ rate of unionization.

d. The shift in employment from manufacturing jobs
to service jobs in Canada has coincided with
__________ real income per hour worked.

e. The decline in the share of total employment in the
manufacturing sector in Canada is partly due to the
__________ in the total output per worker in that
sector.

9. The following diagram shows the market for labour in
a particular industry. It shows both the supply of
labour (the average cost of labour) and the marginal
cost of labour. If the labour market were competitive,
the outcome would be w* and L*.

a. Suppose the workers in this industry form a union
that is able to raise the wage above w*. Show the
expected outcome in the figure.

b. Now suppose there is no union, but there is a
monopsony buyer of labour. Show the expected
outcome in this market.

c. Now suppose there is both a union and a monop-
sony firm. What can you predict about the out-
come in this case?
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Discussion Questions

1. Evaluate the following observation made during the
1970s after a large increase in the female labour-force
participation rate: The great increase in the number
of women entering the labour force for the first time
means that relatively more women than men earn
beginning salaries. It is therefore not evidence of dis-
crimination that the average wage earned by females is
less than that earned by males.

2. Physicians are among the highest-paid of workers.
However, in addition to a bachelor s degree, would-be
physicians must attend four years of medical school,
three years of residency, and up to seven additional
years of residency to be specialists. How does this
lengthy training change your perception with respect
to how much physicians are paid? What additional
information would you need to determine whether
physicians  real pay is higher than that of other profes-
sionals?

3. In trying to measure the extent to which labour unions
are responsible for increasing wages, economists use
sophisticated statistical methods to compare the wages
of unionized workers with those of non-unionized
workers. Explain why it is not legitimate simply to
compare the average wage across the two groups and
attribute the difference to the effects of unionization.

4. One can judge the presence or absence of discrimina-
tion by looking at the proportion of the population in
different occupations.  Does such information help?

Does it suffice? Consider each of the following exam-
ples. Relative to their numbers in the total population,
there are

a. Too many blacks and too few Jews among profes-
sional athletes

b. Too few male secretaries
c. Too few female judges
d. Too few female prison guards
e. Too few male schoolteachers
f. Too few female graduate students in economics

5. Equal pay for work of equal value  is a commonly
held goal, but equal value  is hard to define. What
would be the consequences of legislation that enforces
equal pay for what turns out to be work of unequal
value?

6. There is clear evidence of a union wage premium of
between 10 and 15 percent. There is also clear evi-
dence that firms  demand curves are downward slop-
ing. Reconcile these two facts  with the third fact
that there is no clear evidence that unions lead to
employment reductions.

7. One concern often expressed about the ongoing rise of
services and decline of manufacturing is that the pro-
duction of things  is somehow better for wealth gen-
eration than the production of intangible services. Can
you provide an argument in support of this view?
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L LEARNING OBJECTIVES

In this chapter you will learn

1 how the capital market brings together 

the borrowing decisions of firms with the

lending decisions of households.

2 how to compute the present value of an

asset that delivers a stream of future

benefits.

3 why the demand for investment is

negatively related to the interest rate.

4 why the supply of saving is positively

related to the interest rate.

5 how the equilibrium interest rate is

determined and how it is affected by

various economic events.

Economists use the word capital in three different

ways. Human capital, which we discussed in Chap-

ter 14, is the set of skills that workers acquire through

education and on-the-job training. Physical capital is

a produced factor of production, such as a machine, a

factory, or a bridge. Financial capital refers to finan-

cial assets in the form of loans, bonds, or stocks. In

this chapter, we focus on what economists call the

capital market,  which involves both physical and

financial capital, and the role played by the interest

rate in this market.

Interest Rates and
the Capital Market
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15.1 A Brief Overview of the 
Capital Market

Firms require physical capital to produce their goods and services. Their purchase of
new capital equipment is called investment in physical capital. They also require work-
ing capital the funds necessary to purchase material inputs and pay workers while the
goods are being made and even while the firm is waiting to be paid for its sales.

We saw in Chapter 7 that firms can finance their activities in one of four ways.
First, they can use profits that are not remitted to shareholders these are called
retained earnings. Second, they can borrow from commercial banks or other financial
intermediaries, such as credit unions and trust companies. Third, they can issue bonds
(an IOU) and thereby borrow directly from lenders. Fourth, they can issue and sell
stock (a share of the company) directly to shareholders. However firms choose to
finance their activities, their demand for financial capital comes from their demands
for physical capital and working capital.

Firms  demand for financial capital is derived from their demands for physical
capital and working capital.

The supply of financial capital comes mostly from households  saving decisions.
Every year, millions of households decide how much of their income to save. These
funds are often deposited into various types of accounts at commercial banks, each of
which is a loan from a household to the bank. Sometimes the funds are used to buy

bonds so that households are lending
directly to non-bank borrowers. House-
holds may also decide to purchase stocks,
thereby acquiring shares of firms. What-
ever form households choose for their
saving, their saving decisions determine
their total supply of financial capital.

Households  supply of financial capital
is derived from their supply of saving.

Figure 15-1 illustrates the interaction
of firms and households in the market
for financial capital. Note that some
funds flow directly between firms and
households (bond and stock purchases)
whereas other funds flow through finan-
cial intermediaries (bank deposits and
loans). Financial intermediaries play an
important role in the economy for two
reasons. First, they are specialists in
assessing the riskiness of potential bor-
rowers and thus are better suited than
most households to making loans to
firms. Second, they have the ability to
pool the savings from a large number of

FIGURE 15-1 The Interaction of Firms and

Households in the Capital Market

The capital market connects households  saving decisions with firms
borrowing decisions. Households save some part of their income.
They can lend (make a deposit) to a commercial bank or other finan-
cial intermediary. They can lend directly to a firm by buying a bond.
Or they can purchase stock and thereby become a part owner in a
firm. Firms finance their investment (purchases of new capital equip-
ment) by using their retained earnings, borrowing from a bank, issu-
ing a bond and borrowing directly from a lender, or issuing and
selling stock.

Households
Financial

Intermediaries

Borrowing

and

lending
Firms

Borrowing

and

lending

Saving

Bonds and stocks
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households and thereby make large loans to firms. Despite the importance of financial
intermediaries to the economy, in this chapter we will focus our attention on house-
holds and firms, thus focusing on the fundamental determinants of the demand for and
supply of capital.

During normal times, the process of financial intermediation the flow of funds
between households and firms through institutions, such as commercial banks works
so well that we barely notice its presence. In the financial crisis of 2007 2008, how-
ever, this process was disrupted by the failure of several large financial institutions in
the United States and Europe. With globally integrated financial markets, the result in
Canada and elsewhere was an increase in the perceived risks associated with borrow-
ing and lending, and thus a dramatic decline in the flows depicted in Figure 15-1. By
late 2009, however, these financial flows had returned approximately to normal, partly
in response to significant policy actions taken by governments and central banks in
many countries.

w w w . m y e c o n l a b . c o m

The collapse of the U.S. housing market, which began in 2006, led to an
international financial crisis and ultimately to the global economic recession
that began in late 2008. For a brief discussion of the origins of the financial
crisis and of governments  policy responses, look for The U.S. Housing Collapse

and the Financial Crisis of 2007 2008 in the Additional Topics section of this
book s MyEconLab.

ADDITIONAL TOPICS

In this chapter, we look first at firms  demand for physical capital, which leads us
to an understanding of their demand for financial capital. As we will see, the interest
rate plays an important role in determining how much capital is demanded by firms.
We then examine households  saving decisions and thus their supply of financial capi-
tal. The interest rate also plays an important role in determining how much financial
capital households want to supply. Once we understand the demand and supply for
financial capital, we will be ready to put the two sides of the capital market together to
determine the equilibrium price  of financial capital the interest rate. Finally, we
will look at how economic events or policies can affect the equilibrium levels of invest-
ment, saving, and the interest rate.

Before beginning our analysis of the demand for capital, it is necessary to clarify
one important difference between labour and physical capital as factors of production.
When economists speak of the demand and supply for labour, they are referring to the
flow of labour services. For example, a firm considers hiring the services of a worker
for a month, after which the firm and the worker go their separate ways. In contrast,
when a firm considers its demand for physical capital, it is considering purchasing a
new piece of equipment and thereby adding to its stock of capital. This piece of capital
equipment will usually deliver services to the firm over many years before it is eventu-
ally discarded because it has worn out or become obsolete. The durability of physical
capital means that we must distinguish between the stock of capital and the flow of ser-
vices that it delivers. We need a way to evaluate the flow of services that a piece of cap-
ital equipment delivers for many years into the future. Only then can we determine
how much a firm would be willing to pay for the piece of capital equipment. This takes
us to the concept of present value.
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15.2 Present Value

Suppose a firm buys a piece of capital equipment and thereby obtains the use of that
equipment until it wears out. The capital equipment delivers a flow of benefits over its
lifetime that is, it delivers some benefit every year for many years. The financial ben-
efit to the firm in any given year is the marginal revenue product (MRP) of that unit of
capital (recall from Chapter 13 that the MRP is the extra revenue generated by that
unit). A given piece of capital may deliver different MRPs in different years the MRP
may change because of changes in market conditions or simply because the capital
wears out slowly over time. In reality, the stream of future MRPs is uncertain. No firm
can predict with certainty how its market will evolve, how consumers will respond to
the product, or even how long the capital equipment will last.

How much would a firm be willing to pay today to purchase a piece of capital
equipment that will deliver a stream of benefits into the future? In order to answer this
question we introduce the concept of present value. The present value of a future
amount is the most that someone would be prepared to pay today to get that amount
in the future. The concept of present value is used extensively in financial analysis as
well as in the analysis of economic policies where costs and benefits occur at different
points in time.

In what follows, we simplify our discussion by assuming that the future benefits
from a piece of capital equipment are known with certainty. This allows us to develop
the central insights about present value and the interest rate without dealing with com-
plications arising from uncertainty.

The Present Value of a Single Future Payment

To begin our analysis, consider a very simple setting in which the piece of capital equip-
ment produces an MRP only in one future period. Since most physical capital is
durable and thus generates a stream of benefits, this assumption is quite unrealistic, but
it is only our starting point. In our first example, the MRP occurs one period from now.
In the second, the MRP occurs several periods from now.

One Period in the Future How much would a firm be prepared to pay now to
purchase a capital good that produces an MRP of $100 in one year s time, after which
time the capital good will be useless? One way to answer this question is to ask a some-
what opposite question: How much would the firm have to lend now in order to be
repaid $100 a year from now? Suppose for the moment that the interest rate is 5 per-
cent per year, which means that $1.00 loaned today will lead to a repayment of $1.05
in one year s time.

If we use PV to stand for this unknown amount, we can write PV * (1.05) +
$100. Thus, PV + $100*1.05 + $95.24. This tells us that the present value of $100
receivable in one year s time is $95.24 when the interest rate is 5 percent. Anyone who
lends out $95.24 for one year at 5-percent interest will receive $95.24 back plus $4.76
in interest, or $100 in total. When we calculate this present value, the interest rate is
used to discount (reduce to its present value) the $100 to be received in one year s time.

The actual present value that we have calculated depended on our assumption that
the interest rate was 5 percent. What if the interest rate is 7 percent? At that interest
rate, the present value of the $100 receivable in one year s time would be $100*1.07 +
$93.46.

present value The value

today of a future stream of

payments discounted using

the market interest rate.
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These examples are easy to generalize.
In both cases, we have found the present
value by dividing the sum that is receivable
in the future by 1 plus the rate of interest.1

In general, if the interest rate is i per year,
then the present value of the MRP (in dol-
lars) received one year hence is

Table 15-1 computes the present value
of an MRP of $500, received one year from
now, under alternative assumptions of the
interest rate. There is a negative relationship
between present value and the interest rate.

Several Periods in the Future Now we know how to calculate the present
value of a single sum that is receivable one year in the future. The next step is to ask
what would happen if the sum were receivable at a later date. For example, what is the
present value of $100 to be received two years hence when the interest rate is 5 per-
cent? The answer is $100*[(1.05)(1.05)] * $90.70. We can check this by seeing what
would happen if $90.70 were lent out for two years. In the first year, the loan would
earn interest of (0.05)($90.70) * $4.54, and hence after one year, the outstanding loan
would be worth $95.24. If we assume that interest is compounded annually, then in the
second year the interest earned would equal (0.05)($95.24) * $4.76. Hence, after two
years the firm would be repaid $100.

In general, the present value of MRP dollars received t years in the future when the
interest rate is i per year is

This formula simply discounts the MRP by the interest rate, repeatedly, once for each
of the t periods that must pass until the MRP becomes available. If we look at the for-
mula, we see that the higher is i or t, the higher is the whole term (1 + i)t. This term,
however, appears in the denominator, so PV is negatively related to both i and t.

Table 15-2 computes the present value of an MRP of $500 received several years in
the future. The table has two parts. In Part A, we keep the date of the MRP fixed and
vary the interest rate. In Part B, we keep the interest rate fixed and vary the date of the
MRP. This allows us to see the separate effects of varying i and t, and leads to the fol-
lowing conclusion.

Other things being equal, the present value of a given sum payable in the future
will be smaller the more distant the payment date, and it will be smaller the higher
the rate of interest.

PV =
MRP

(1 + i)t

PV =
MRP

(1 + i)

1 In this type of formula, the interest rate i is expressed as a decimal fraction where, for example, a 7-percent
annual interest rate is expressed as 0.07, so that 1 + i equals 1.07. We also assume throughout our analysis
that discounting by the interest rate occurs annually rather than semi-annually, monthly, or continuously.

TABLE 15-1 The Present Value of a Single

Sum One Year in the Future

Interest 
Rate per

MRP Year Present Value

1. $500 4% * 0.04 $500*(1.04) * $480.77
2. $500 5% * 0.05 $500*(1.05) * $476.19
3. $500 6% * 0.06 $500*(1.06) * $471.70
4. $500 7% * 0.07 $500*(1.07) * $467.29
5. $500 8% * 0.08 $500*(1.08) * $462.96

For any given sum at a given point in the future, the present value
of the sum is negatively related to the interest rate. The firm earns
an MRP of $500 in one year s time. Using the formula developed
in the text, it is clear that present value is lower when the interest
rate is higher.
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The Present Value of a Stream of Future Payments

Now consider the present value of a stream of payments that continues for many peri-
ods into the future. As we said earlier, the future benefits that a firm receives from a
piece of capital equipment may not be constant. Changes in market conditions, tech-
nology, or the quality of the capital itself may result in different MRPs in different peri-
ods. For example, one new lathe may generate a marginal revenue product equal to
$200 one year from now, $180 two years from now, and $210 in the third year
before it wears out and ceases to generate any further benefits.

How do we compute the present value of such an uneven stream of MRPs? The
answer is surprisingly simple. We just treat each future MRP as a single MRP that
occurs at some point in the future. We then apply our earlier formula to each MRP and
add them up. For example, suppose the interest rate is 6 percent per year and the capi-
tal generates MRPs equal to $200 in one year, $180 in two years, $210 in three years,
and nothing thereafter. The present value of this stream of MRPs is

* $188.68 + $160.20 + $176.32

* $525.20

In general, if MRPt is the MRP that occurs t years from now, if i is the interest rate,
and if the stream of MRPs lasts for N years, the present value of the stream of MRPs is

PV =
MRP1

1 + i
+

MRP2

(1 + i)2
+ +

MRPN

(1 + i)N

PV =
$200

1.06
+

$180

(1.06)2
+

$210

(1.06)3

TABLE 15-2 The Present Value of a Single Sum Several Years in the Future

Part A: Date Fixed; Interest Rate Variable

MRP Date Interest Rate per Year Present Value

1. $500 3 years 4% * 0.04 $500*(1.04)3 * $444.50
2. $500 3 years 5% * 0.05 $500*(1.05)3 * $431.92
3. $500 3 years 6% * 0.06 $500*(1.06)3 * $419.81
4. $500 3 years 7% * 0.07 $500*(1.07)3 * $408.15

Part B: Date Variable; Interest Rate Fixed

MRP Date Interest Rate per Year Present Value

1. $500 2 years 6% * 0.06 $500*(1.06)2 * $445.00
2. $500 3 years 6% * 0.06 $500*(1.06)3 * $419.81
3. $500 4 years 6% * 0.06 $500*(1.06)4 * $396.05
4. $500 5 years 6% * 0.06 $500*(1.06)5 * $373.63

The present value of a future sum is negatively related to the interest rate and negatively
related to the length of time before the sum occurs. In all the rows in Part A, the firm
receives an MRP of $500 in three years  time, but the interest rate varies. Using the for-
mula from the text, we see that the higher is the interest rate, the lower is the present value
of the future MRP. In all the rows in Part B, the interest rate is 6 percent per year, but the
future date of the MRP varies. The computations show that the more distant in time is the
MRP, the lower is the present value.
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TABLE 15-3 The Present Value of a Stream of Future Payments

Part A: Alternative Interest Rates

Interest
MRP1 MRP2 MRP3 Rate per Year Present Value

1. $500 $400 $300 8% * 0.08

2. $500 $400 $300 5% * 0.05

Part B: Alternative MRPs

Interest 
MRP1 MRP2 MRP3 Rate per Year Present Value

3. $300 $300 $300 5% * 0.05

4. $400 $400 $400 5% * 0.05

Part C: Alternative Lengths of Stream

Interest 
MRP1 MRP2 MRP3 Rate per Year Present Value

5. $500 $500 $0 5% * 0.05

6. $500 $500 $500 5% * 0.05

The present value of a future stream of sums is negatively related to the interest rate, pos-
itively related to the size of each payment, and positively related to the length of time the
stream continues. Part A presents a given stream of MRPs over three years but considers
two different interest rates. The PV of the stream of MRPs is higher when the interest rate
is lower.

Part B uses only a single interest rate of 5 percent but considers two different streams of
MRPs. One is a stream of $300 that lasts for three years; the other is a higher stream of $400
that also lasts for three years. The stream with the higher MRPs has the higher present value.

Part C uses an interest rate of 5 percent and a constant stream of MRPs of $500 per
year. One stream lasts for two years, whereas the other lasts for three years. The longer-
lasting stream of MRPs has the higher present value.

500

1.05
+

500

(1.05)2
+

500

(1.05)3
= $1361.62

500

1.05
+

500

(1.05)2
+ 0 = $929.70

400

1.05
+

400

(1.05)2 +
400

(1.05)3 = $1089.30

300

1.05
+

300

(1.05)2 +
300

(1.05)3 = $816.97

500

1.05
+

400

(1.05)2 +
300

(1.05)3 = $1098.15

500

1.08
+

400

(1.08)2 +
300

(1.08)3 = $1044.05

Table 15-3 computes the present value of several streams of MRPs. It confirms the
relationships we observed earlier. First, other things being equal, a higher interest rate
leads to a lower present value. Second, for a given interest rate, a larger MRP leads to
a larger present value. But now that we have a stream of MRPs that lasts for several
periods, rather than just a single period, we can add a third general result: The longer
a stream of MRPs lasts into the future, the greater is the present value.
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Conclusions

The concept of present value can at first be confusing, but you should now see the
straightforward way to evaluate a stream of benefits into the distant future. Let s sum-
marize our findings.

1. A piece of capital is valuable because it generates a stream of financial benefits into
the future. These benefits in each period are the capital s marginal revenue prod-
uct (MRP). The value to the firm of owning this capital now is what we have called
its present value.

2. The larger is each future MRP, or the longer the stream of MRPs lasts, the greater
is the present value of the capital.

3. For a given stream of future MRPs, the present value of the capital is negatively
related to the interest rate. That is, when interest rates are higher, a given piece of
capital is valued less. When interest rates are lower, the capital is valued more highly.

4. Capital that delivers its MRPs in the more distant future has a lower present value
than capital that delivers the same stream of MRPs sooner.

We now go on to examine an individual firm s demand for capital goods. We will
then consider the economy s overall demand for capital. Present value and the interest
rate play a central role in our analysis.

15.3 Investment Demand

As we said earlier, a firm s demand for financial capital comes from its demand for
physical capital. Economists assume that the amount of physical capital the firm

chooses to use comes from its objective of maximiz-
ing profit. We now examine this decision in detail.

The Firm s Demand for Capital

An individual firm faces a given interest rate and a
given purchase price of capital goods. The firm can
vary the quantity of capital that it employs, and as a
result, the marginal revenue product of its capital
varies. The hypothesis of diminishing marginal returns
(see Chapter 7) predicts that the more capital the firm
uses, the lower its MRP.

The Decision to Purchase a Unit of
Capital Consider a profit-maximizing firm that is
deciding whether or not to add to its capital stock
and is facing an interest rate of i at which it can bor-
row or lend money. The first thing the firm has to do

Practise with Study Guide

Chapter 15, Exercises 1 and 4.

A profit-maximizing firm will purchase units of physical capital
up to the point at which the present value of the future stream 
of output produced by the last unit of capital equals its purchase
price.
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is to estimate the expected stream of MRPs from the new piece of capital over its life-
time. Then it discounts this stream at the interest rate of i per year to find the present
value of the stream of benefits the machine will generate. Having computed the PV of
the stream of MRPs, the firm can then compare this PV with the purchase price of the
capital good. The decision rule for a profit-maximizing firm is simple: If the PV is
greater than or equal to the purchase price, the firm should buy the capital good; if the
PV is less than the purchase price, the firm should not buy it.

Consider the following simple example. Suppose a computer has an MRP of
$1000 each year that is, by buying this computer the firm can produce more output
and thereby achieve a net addition to its revenues of $1000 each year. Suppose further
that the computer delivers benefits this year (now) and for two more years after that,
the computer is completely obsolete and worth nothing. Finally, suppose the interest
rate is 6 percent per year. The PV of this stream of MRPs is then equal to

* $2833.40

The present value tells us how much any flow of future receipts is worth now. If the
firm can buy the computer for less than its PV that is, for any amount less than
$2833.40 then this computer is a good buy. If it must pay more, the computer is not
worth its price.

If a firm wants to maximize its profits, it is worthwhile to buy another unit of cap-
ital whenever the present value of the stream of future MRPs generated by that
unit equals or exceeds its purchase price.

The Firm s Optimal Capital Stock Because of the law of diminishing mar-
ginal returns, the MRP of each unit of capital declines as the firm buys more capital.
The profit-maximizing firm will thus go on adding to its stock of capital until the pre-
sent value of the stream of MRPs generated by the last unit added is equal to the pur-
chase price of that unit.

The profit-maximizing capital stock of the firm is such that the present value of the
flow of MRPs that is provided by the last unit of capital is equal to its purchase
price.

Figure 15-2 continues our earlier example of a firm considering the purchase of a
computer. In this case, however, the firm is determining how many computers it wants
to own and so must compare the purchase price and the present value of the stream of
MRPs produced by each successive computer. Because the MRP of each computer
declines as the firm uses more of them, Figure 15-2 shows a negative relationship
between the purchase price of the computer and the quantity the firm chooses to own.

What economic events, other than a change in the price of capital, might lead the
firm to change its optimal capital stock? In terms of the example shown in Figure 15-2,
anything that increases the PV of the future MRPs of computers will increase the
height of the bars in the figure and, for a given purchase price of computers, lead the
firm to purchase more computers. More generally, anything that increases the PV of
the future MRPs of capital will lead firms to increase their desired capital stock. The
future MRPs can increase in two ways.

PV = $1000 +
$1000

(1 + .06)
+

$1000

(1 + .06)2

Practise with Study Guide

Chapter 15, Exercises 2 and 3.
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TECHNOLOGICAL IMPROVEMENT. If capital becomes more productive so that the
stream of future MRPs increases, firms will choose to own more capital, even if the
purchase price of capital is unchanged. For example, in Figure 15-2, if a technological
improvement increases the annual MRP for each computer by 20 percent, each com-
puter s PV will also increase by 20 percent. The bars in the figure will increase in height
and, for any given purchase price, the firm will increase its desired stock of computers.

REDUCTION IN THE INTEREST RATE. A second way in which the PV of the stream of
MRPs will increase is if the interest rate falls. A lower interest rate means that future
MRPs get discounted at a lower rate and therefore have greater present value. Thus,
as the interest rate declines, the firm s optimal capital stock increases. In Figure 15-2,
imagine that the interest rate is 3 percent per year instead of 6 percent. In this case, the
PV of each computer s stream of future MRPs will rise, and each bar in the figure will
increase in height. For a given purchase price of computers, the firm will therefore
increase its desired stock of computers.

Anything that causes the present value of future MRPs of capital to increase
technological improvement or a reduction in the interest rate leads firms to
increase their desired capital stock.

From Capital Stock to Investment Demand We have just examined how
a profit-maximizing firm determines its optimal stock of physical capital. It is important
to emphasize again the distinction between stocks and flows in this case the distinction

Annual
MRP Present Value

1st computer $1000

2nd computer $ 900

3rd computer $ 800

4th computer $ 700

5th computer $ 600 600  +
600

1.06
 +

600

(1.06)2
 = $1700.04

700  +
700

1.06
 +

700

(1.06)2
 = $1983.38

800  +
800

1.06
 +

800

(1.06)2
 = $2266.72

900  +
900

1.06
 +

900

(1.06)2
 = $2550.06

1000 +
1000

1.06
 +

1000

(1.06)2
 = $2833.40

FIGURE 15-2 The Firm s Optimal Capital Stock
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0

$1000

$2000

Purchase price
of a computer

$3000

4 5321

The firm s optimal capital stock is chosen so that the present value of the future MRPs on the last unit of capital is just
equal to its purchase price. In this example, each computer delivers a stream of MRPs that begins now and lasts for
two years, and the interest rate is 6 percent per year. The second column in the table shows the diminishing marginal
revenue product of capital the annual MRP generated by each computer is less than for the previous one. The third
column computes the PV of the stream of MRPs for each computer, and these are plotted in the accompanying figure.
If the purchase price of a computer is $2000, the firm will choose to own only three computers; any additional com-
puter delivers a PV of MRPs that is less than the purchase price and thus is not profitable to the firm. An increase in
the purchase price of a computer to $2400 leads the firm to reduce its desired stock of computers to two.
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between the firm s optimal stock of capital and its optimal flow of investment. In any
given period, a firm can determine its optimal stock of capital. But if the economic envi-
ronment changes either because of a change in technology or a change in interest rates,
the firm s optimal capital stock will also change. In order for the firm to adjust its capi-
tal stock appropriately, it needs to carry out investment. A positive flow of investment
buying new capital leads to an increase in the capital stock; a negative flow of
investment selling existing capital leads to a decline in the capital stock.2

How do we get from the firm s optimal capital stock to its demand for investment?
For any period, the firm s investment demand is determined by the change in the firm s
optimal capital stock, which in turn is determined by changes in the economic environ-
ment. To illustrate, continue with our example of a firm with an optimal capital stock
of 100 computers at the beginning of 2010. During the year 2010, suppose interest
rates decline, thereby increasing the firm s optimal capital stock to 110 computers. For
the year 2010, the firm would therefore have a demand for investment equal to the
change in this optimal stock in this case, 10 computers. After the firm carries out this
investment (after it buys 10 new computers), it would again possess its optimal capital
stock.

In any given period, the profit-maximizing firm s investment demand is given by
the change in the firm s optimal capital stock.

Emphasis on the Interest Rate In Figure 15-2, there is a negative relation-
ship between the purchase price of a computer and the desired stock of computers the
firm wants to own. Firms use many types of physical capital, however, including build-
ings, furniture, computer equipment, and various types of tools and machines. Each
different type of physical capital has a different price and therefore it is impossible to
think of any individual firm s desired capital stock in terms of any single price. For this
reason, economists instead focus on the negative relationship between the firm s
desired capital stock and the interest rate. Indeed, since firms use financial capital to
purchase their physical capital, it is natural to think of the interest rate as the price
of financial capital.

We just saw that when the interest rate falls, the PV of the future stream of MRPs
will rise. This increase in the present value of capital will lead firms to increase their
desired capital stock, and thus the quantity of investment demanded. The opposite
happens when the interest rate rises. We thus get a general prediction about firms
investment behaviour:

Other things being equal, firms  desired demand for investment (additions to phys-
ical capital) is negatively related to the interest rate.

This negative relationship between the interest rate and the firm s desired invest-
ment demand can be given another interpretation. Instead of purchasing physical capital
that will generate future benefits, the firm could instead decide to purchase a bond that
pays interest in the future. The interest rate on such a bond is the opportunity cost the
firm faces if it chooses to invest in physical capital. A higher interest rate makes the
bond purchase relatively more attractive and the investment in physical capital rela-
tively less attractive, and thus it leads the firm to reduce its desired investment demand.

2 Positive investment may not add to the firm s capital stock if it is replacing obsolete capital. In this discus-

sion, however, we make the simplifying assumption that all investment increases the firm s capital stock.

Practise with Study Guide

Chapter 15, Short-Answer

Question 5.
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This negative relationship is shown in Figure 15-3.
The negative relationship between the interest rate and
the quantity of investment demanded can be thought
of as the firm s demand curve for additional physi-
cal capital where the relevant price  is the interest
rate.

What would cause a firm s investment demand
curve to shift? First, suppose the firm s expectations
about future demand for its product improve. This
optimism leads the firm to expect an increase in the
future stream of MRPs produced by capital. With
higher expected MRPs, the firm is prepared to pur-
chase more units of capital (at any interest rate).
Thus, the firm s investment demand curve shifts to
the right. Second, suppose an improvement in tech-
nology increases the future stream of MRPs. Again,
the higher future MRPs lead the firm to purchase
more units of capital at any interest rate a right-
ward shift in the firm s investment demand curve.

Any event that increases the expected future
stream of MRPs leads to an increase in the
firm s investment demand.

The Economy s Demand for Investment

The economy s overall demand for investment is determined from the demands of indi-
vidual firms. Thus, there is a negative relationship between the interest rate and the
desired aggregate investment for the same reasons that the negative relationship exists
for any individual firm. The economy s demand for investment can therefore be repre-
sented by a downward-sloping curve, just as in Figure 15-3.

The economy s investment demand curve shifts for the same reasons that individ-
ual firms  demand curves shift. Anything that increases the future stream of MRPs of
capital leads to a rightward shift in the investment demand curve. Technological
improvements are a key reason for such increases in the demand for investment. (We
will say more about this later.)

15.4 The Supply of Saving

The supply of financial capital is determined by households  saving decisions. Saving is
the difference between income and current spending. At any given time, households
have a stock of assets that represents the accumulation of their past saving. During any
given year, households modify their accumulated stock of assets by either saving or
borrowing. (Saving leads to an increase in the accumulated stock of assets; borrowing
leads to a reduction in the accumulated stock of assets.) Thus, the annual flow of sav-
ing by households leads to a change in the total stock of assets.

Households save because it allows them to spend in the future some of the income
they earned today. They do this for several reasons. First, most people work for only

FIGURE 15-3 The Interest Rate and the Firm s

Investment Demand

The lower the rate of interest, the larger is the firm s
demand for investment. The lower the interest rate, the
higher is the present value of any given stream of MRPs
and hence the more capital that the firm will wish to use.

Anything that increases the future stream of MRPs
produced by the capital leads the firm to demand more
units of capital at any interest rate the investment
demand curve shifts to I*.
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part of their lives and, during their retirement, must live off their accumulated assets.
Saving in the current year is a way of building up this retirement nest egg.  A second
reason people save is that the future is uncertain. Next year they might become unem-
ployed and thus lose their source of income, or they may have to provide for a relative
who has lost a job or become incapacitated. In any case, uncertainty about the future
provides a good reason to save. Finally, many households save in anticipation of spe-
cific large future expenditures. Young couples, for example, save in order to accumu-
late enough funds for a down payment on a house. Couples with young children save
to help finance their children s university education.

Despite the many and varied reasons why any individual household chooses to
save a lot or a little, to understand the economy s overall supply of financial capital,
economists focus on three key determinants of saving current income, expected
future income, and the interest rate.

Saving and Current Income

Most people try to smooth their spending across time. Instead of spending a lot when
income is high and spending only a little when income is low, most people prefer to
spend a relatively stable amount from year to year. The result is that in high-income
years people tend to save a lot, and in low-income years people tend to save only a lit-
tle. (In years when income is very low, people may save a negative amount, meaning
that they spend partially out of their accumulated assets.) When economists examine
statistics across many households in the economy, they find that the positive relation-
ship between total income and total saving is quite stable.

Household saving is positively related to current income. An increase in current
income increases the supply of financial capital.

Saving and Expected Future Income

For any given level of current income, households tend to save less when their expected
future income is higher. If people anticipate that their income will be higher in the near
future, their desire to smooth their spending (between now and the future) means that
they will want to spend some of that higher future income now. An increase in their
current spending, however, combined with an unchanged level of current income,
means that their current saving must fall.

The best example of this behaviour is shown by many of you who are reading this
book. Students are busy acquiring human capital and are usually earning little or no
income. As we discussed in Chapter 14, people with university degrees earn more on
average than people with only a high school diploma. Thus, students are examples of
people whose expected future income is considerably higher than their current
income. The result is that many students are spending at levels that would be unaf-
fordable (and quite imprudent!) if they were to earn their current incomes perma-
nently. These students are spending at relatively high levels precisely because they
expect to have much higher incomes in the near future. They are borrowing now
(from parents or through student loans) because their future income will be high
enough to pay back these debts.

An increase in expected future income leads to a decline in current saving, and thus
to a reduction in the supply of financial capital.
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Saving and the Interest Rate

How does an increase in the interest rate affect households  desire to save and thus
their supply of financial capital?

The interest rate is the price  of financial capital. Like any price, the interest rate rep-
resents an opportunity cost it is the opportunity cost of spending now rather than in the
future. For example, suppose the interest rate is 5 percent per year. Your decision to spend
$100 now costs  you $105 in forgone spending one year from now. An increase in the
interest rate increases the price or opportunity cost of current spending. Households
respond to an increase in the interest rate by substituting away from (relatively expensive)
current spending and toward (relatively inexpensive) future spending.

An increase in the interest rate causes house-
holds to reduce their spending and increase
their saving, thus increasing the quantity of
financial capital supplied.3

The Economy s Supply of Saving

The economy s supply of saving is shown in Fig-
ure 15-4, and shows a positive relationship
between the interest rate and the quantity of finan-
cial capital supplied by households. An increase in
the interest rate leads the economy s households to
increase their desired saving. This is a movement
upward along the supply curve.

An increase in current income leads to an increase
in households  desired saving at any given interest rate

and thus causes the supply curve to shift to the right.
An increase in expected future income (holding cur-
rent income constant) leads to a decrease in house-
holds  desired saving at any given interest rate and
thus causes the supply curve to shift to the left.

FIGURE 15-4 The Economy s Supply of Saving

There is a positive relationship between the interest rate and
the flow of saving supplied by households. An increase in the
interest rate increases the opportunity cost of current spend-
ing and leads households to increase their desired saving.
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3 This is the substitution effect of an increase in the interest rate and it works in the same direction for all indi-
viduals. There is also an income effect, which operates in one direction for households with negative net assets
(debtors) and in the opposite direction for households with positive net assets (creditors). Economists usually
assume that, when summed across all households in the economy, some of which are debtors and others cred-
itors, the overall effect of a change in the interest rate is usually in the direction of the substitution effect.

w w w . m y e c o n l a b . c o m

Some people believe that the stock market is nothing more than a huge
gambling casino. But economists know that it is a vital economic institution
without which much of our economic progress would be impossible. For a
brief introduction to the stock market, look for A Beginner s Guide to the Stock
Market in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS
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15.5 Investment, Saving, and the
Interest Rate

We have discussed how the economy s demand for financial capital is related to the
interest rate; a rise in the interest rate leads firms to reduce their desired capital stock
and thus reduce their need for financial capital. We have also discussed how the econ-
omy s supply of financial capital is related to the interest rate; a rise in the interest rate
leads households to increase their desired saving and thus provide more financial capi-
tal. We are now ready to put these two sides of the capital market together to examine
market equilibrium.

There is an important difference between the analysis of individual firms and house-
holds, on the one hand, and the analysis of the overall capital market, on the other. Indi-
vidual firms and households take the interest rate as given because they are so small
relative to the entire economy that their own actions have no effect on the interest rate.
For firms and households, the interest rate is exogenous. In the overall capital market,
however, the interest rate is determined by the interaction of demand and supply that is,
the interest rate is endogenous. This important distinction is analogous to the one that
exists in any competitive market; firms face a given market price for the product they sell,
but the price is determined in equilibrium through the interaction of demand and supply.

One thing should be mentioned before we go on. In this chapter we have spent much
time discussing the role of the interest rate in determining how firms and households
behave. But we have ignored an important distinction between the nominal interest rate
and the real interest rate. The nominal interest rate
is the rate stated in the loan agreement. The real
interest rate adjusts the nominal interest rate for the
effects of inflation, and better represents the true
cost of borrowing. (The real interest rate is approx-
imately equal to the nominal interest rate minus the
rate of inflation. The quality of this approximation
is better, the lower are interest and inflation rates.)
Extensions in Theory 15-1 examines this distinc-
tion in more detail. In the discussion that follows,
we restrict our attention to the real interest rate.

Figure 15-5 shows how the interest rate is
determined in the market for financial capital. The
intersection of the investment demand curve and
the saving supply curve determines the equilibrium
interest rate, i*. If the interest rate were above i*,
there would be an excess supply of capital; house-
holds  desired saving would exceed firms  desired
borrowing. This excess supply of financial capital
would cause the interest rate the price of finan-
cial capital to fall. Conversely, if the interest rate
were below i*, there would be an excess demand
for capital; firms  desired borrowing would exceed
households  desired saving. This excess demand for
capital would cause the interest rate to rise. Only at
i* is the market in equilibrium the quantity of
investment demanded by firms is just equal to the
quantity of saving supplied by households.

FIGURE 15-5 The Market for Financial Capital

At the equilibrium interest rate, the quantity of investment
demanded equals the quantity of saving supplied. The equi-
librium interest rate is i* where the quantity of investment
demanded by firms equals the quantity of saving supplied
by households (point E). At any interest rate above i*, the
excess supply of financial capital causes the interest rate to
fall. At any interest rate below i*, the excess demand for
financial capital causes the interest rate to rise.
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Inflation means the prices of all goods in the economy
are rising. More correctly, it means that the prices of
goods are rising on average some prices may be rising
and others may be falling, but if there is inflation then
the average price is rising. Economists refer to the aver-
age price of all goods as the price level. When the price
level is rising, inflation is positive; if prices are rising at
a rate of 5 percent per year, the rate of inflation is 5 per-
cent. When the price level is falling, inflation is negative.
If prices are falling at a rate of 2 percent per year, the
rate of inflation is *2 percent.

Real and Nominal Interest Rates

In the presence of inflation, we need to distinguish
between the real interest rate and the nominal interest
rate. The nominal interest rate is measured simply in
dollars paid. If you pay me $7 interest for a $100 loan
for one year, the nominal interest rate is 7 percent.

Consider further my one-year loan to you of $100
at the nominal rate of 7 percent. The real rate that I earn
depends on what happens to the price level during the
course of the year. If the price level remains constant
over the year, then the real rate that I earn is also 7 per-
cent because I can buy 7 percent more real goods and
services with the $107 that you repay me than with the
$100 that I lent you. However, if the price level were to
rise by 7 percent during the year, the real rate would be
zero because the $107 you repay me will buy exactly the
same quantity of real goods as did the $100 I gave up. If
I were unlucky enough to have lent money at a nominal
rate of 7 percent in a year in which prices rose by
10 percent, the real rate would be *3 percent. The real
rate of interest concerns the ratio of the purchasing
power of the money repaid to the purchasing power of
the money initially borrowed, and it will be different
from the nominal rate whenever inflation is not zero.
The real interest rate is the difference between the nom-
inal interest rate and the rate of inflation.

If lenders and borrowers are concerned with the real
costs measured in terms of purchasing power, the nomi-
nal interest rate will be set at the real rate they require
plus an amount to cover any expected rate of inflation.
Consider a one-year loan that is meant to earn a real
return to the lender of 3 percent. If the expected rate of
inflation is zero, the nominal interest rate for the loan
will also be 3 percent. If, however, a 10-percent inflation
is expected, the nominal interest rate will have to be set at
13 percent in order for the real return to be 3 percent.

This point is often overlooked, and as a result people
are surprised at the high nominal interest rates that exist

during periods of high inflation. But it is the real interest
rate that matters more to borrowers and lenders. For
example, as the accompanying figure shows, in 1981 the
nominal interest rate on 3-month Treasury bills was
almost 18 percent, but the high inflation rate at the time
meant that the real interest rate was just over 5 percent. In
contrast, a decade later in 1990, nominal rates had fallen
to just below 13 percent but inflation had fallen further so
that the real interest rate had actually increased to almost
8 percent. Thus, the period of lower nominal interest rates
was actually a period of higher real interest rates.

Back to Capital

In this chapter we have examined investment demand
by firms and the supply of saving by households. In
both cases, the interest rate plays an important role. For
firms, the interest rate reflects the cost of financial capi-
tal required to purchase physical capital. For house-
holds, the interest rate reflects the benefit of delaying
their spending until the future and thus increasing their
current saving. In both cases, though we did not say it,
we were referring to the real interest rate.

When you go on to study macroeconomics, you
will learn more about what causes inflation, and thus
what forces us to make the distinction between real and
nominal interest rates. For now, however, we assume in
this chapter that there is no inflation; thus, real and
nominal interest rates are the same.
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EXTENSIONS IN THEORY 15-1

Inflation and Interest Rates

(Source: Nominal interest rate: 3-month Treasury bill rate,
Statistics Canada CANSIM Series V122541. Real interest
rate is based on authors  calculations of CPI inflation,
Series PCPISA from www.bankofcanada.ca.)
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Changes in the Capital-Market Equilibrium

We are now ready to examine some of the changes that occur in the market for finan-
cial capital and how these changes affect the equilibrium interest rate and levels of
investment and saving.

Increases in the Supply of Financial Capital Anything that increases the
flow of households  desired saving at the given interest rate will shift the supply curve
for saving to the right. At the initial interest rate, this increase in desired saving will
lead to an excess supply of financial capital and thus to a decline in the equilibrium
interest rate. As the equilibrium interest rate falls, firms will find it profitable to expand
their capital stock and will therefore increase their quantity of investment demanded.
The rightward shift in the saving supply curve will therefore lead to a movement down-
ward along the investment demand curve. The effect of an increase in the supply of sav-
ing is illustrated in part (i) of Figure 15-6. Three possible causes of such an increase in
the supply of saving are provided.

INCOME GROWTH. As income increases, households desire to consume more, both
now and in the future. The greater income leads to an increase in households  desired
saving and thus to an increase in the supply of financial capital. Gradual but ongoing
income growth over a period of many years is an important reason that the economy s
supply of saving continues to increase.

Practise with Study Guide

Chapter 15, Exercise 6.

FIGURE 15-6 Changes in Demand and Supply in the Market for Financial Capital
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Changes in the demand for or the supply of financial capital lead to changes in the equilibrium interest rate and levels
of investment and saving. Part (i) illustrates an increase in the supply of saving. As households decide to increase the
amount of their saving (at any given interest rate), the excess supply of capital leads to a reduction in the interest rate,
from i1 to i2. As the interest rate falls, firms increase their quantity of investment demanded. The equilibrium level of
investment (and saving) increases from I1 to I2.

Part (ii) illustrates an increase in investment demand. As firms decide to increase their desired investment, they
require more financial capital (at any given interest rate). This leads to an excess demand for capital and to an increase
in the interest rate, from i1 to i2. As the interest rate rises, households decide to increase their desired saving. The equi-
librium level of investment (and saving) increases from I1 to I2.
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POPULATION GROWTH. An increase in the population either through higher birth
rates or greater immigration leads to an increase in the supply of financial capital.
The simple reason is that most households save, and so an increase in the number of
households leads to an increase in the total amount of desired saving. For the effects on
the capital market, there is little difference between an increase in the supply of capital
caused by an increase in the number of households, and an increase in the supply of
capital caused by higher income for an unchanged number of households. Both events
will increase the economy s total income and thus total desired saving; both events will
increase the economy s supply of financial capital.

POLICIES TO INCREASE DESIRED SAVING. Some Canadian government policies may
increase households  desired saving. Registered Retirement Savings Plans (RRSPs), for
example, offer tax benefits to households who contribute to special registered  sav-
ings accounts. For every dollar contributed to an RRSP (up to a limit), the household
reduces its taxable income by a dollar and thus benefits by paying less income tax.
While the funds remain in the registered account, the household does not pay any tax
on the interest income earned. When the funds are eventually removed from the
account at some point in the future, the full amount of the withdrawal gets added to
the household s taxable income at that point. The scheme makes saving more attractive
by offering the household a tax benefit for saving.

There is some debate about whether RRSPs actually increase the total amount of
household saving. Many households have taken advantage of these plans and have a
large stock of accumulated assets inside their registered accounts. The debate, however,
centres on whether the funds inside these registered accounts would have been saved
anyway through ordinary, non-registered savings accounts. Current economic research
suggests that there is much substitution away from such normal  saving and toward
RRSP saving but that the total amount of saving by households has also increased.

In 2009, the Canadian government created a new instrument designed to stimulate
household saving. Tax Free Savings Accounts (TFSAs) allow individuals to contribute
up to $5000 per year and have these funds accumulate in a tax-free manner. It is not
yet clear whether these new accounts will lead Canadian households to increase their
total annual saving or instead cause mainly a substitution from normal  saving
accounts into the new TFSAs.

If RRSPs and TFSAs are successful in increasing the flow of total saving by house-
holds, the result is an increase in the economy s supply of financial capital and a reduc-
tion in the equilibrium interest rate. As the interest rate falls, firms will increase their
planned investment. In the new equilibrium, the levels of both investment and saving
will be higher.

Increases in the Demand for Financial Capital Anything that increases
firms  desired investment at the given interest rate will shift the investment demand
curve to the right. At the initial interest rate, this increase in the need for financial cap-
ital will lead to an excess demand for capital and thus to a rise in the equilibrium inter-
est rate. As the equilibrium interest rate increases, households will find it desirable to
reduce their current spending and increase their saving. The rightward shift in the
investment demand curve will therefore lead to a movement upward along the saving
supply curve. This case is illustrated in part (ii) of Figure 15-6. Let s briefly review some
possible causes of an increase in the demand for financial capital.

POPULATION AND INCOME GROWTH. As the economy s total income grows, either
through growth in population or in per capita income, the demand for goods and ser-
vices increases. This increase in the demand for firms  products leads to an increase in
the marginal revenue product (MRP) of capital. As we saw earlier in the chapter, an
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increase in capital s MRP leads to an increase in the economy s investment demand.
The gradual but ongoing growth in the economy s total income is an important expla-
nation for the gradual increase in the economy s investment demand.

TECHNOLOGICAL IMPROVEMENT. Over time, there are technological improvements
in the quality of factors of production. This is especially true for physical capital. Many
of these improvements occur when obsolete or worn-out capital is replaced by new and
better capital. For example, dramatic improvements in computer and information tech-
nology have occurred over the past two decades. New desktop computers are hundreds
of times faster and more powerful than two decades ago, and access to the Internet
makes large quantities of information more readily available than it has ever been.
Such improvements in computing power imply a large increase in the marginal product
of capital and thus an increase in the economy s investment demand.

POLICIES TO ENCOURAGE INVESTMENT. Over the years, Canadian federal and
provincial governments have designed policies to encourage firms to increase their
investment in physical capital. One effect of such policies is to increase firms  demand
for financial capital. Reductions in corporate income-tax rates, special investment tax
credits, and loans guaranteed by governments are three different policies that increase
the profitability of investment to firms and lead to an increase in their demand for
financial capital.

w w w . m y e c o n l a b . c o m

Our simple model of the capital market is based on the assumption that the
economy is closed to international trade in financial capital. To see how the
mobility of financial capital across international borders affects the analysis of
investment, saving, and interest rates, look for Investment and Saving in
Globalized Financial Markets in the Additional Topics section of this book s
MyEconLab.

ADDITIONAL TOPICS

Long-Run Trends in the Capital Market Part (i) of Figure 15-7 shows the
annual flow of net non-residential investment from 1965 to 2007. It is quite volatile
over time, though always positive. Part (ii) shows how this volatile flow of investment
has led to an ever-increasing non-residential capital stock; it grew at an average annual
rate of 3.2 percent over the period shown. Even in years when the flow of investment is
relatively large, the growth rate of the overall capital stock rises only slightly, reflecting
the small size of the investment flow relative to the large accumulated capital stock.
Part (iii) of the figure shows the path of the real interest rate, which is quite volatile and
displays no clear trend over the 40-year period. How can we use our model of the
capital market to understand these data?

Over long periods of time, technological change and population growth can explain
both a rising capital stock and an interest rate with no clear long-run trend. We have
already stated that population growth leads to an increase in both the demand for and
the supply of financial capital. A larger population implies more demand for goods and
services, and thus greater investment demand by firms. A larger population, even with
an unchanged level of income per person, leads to more income and greater saving by
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FIGURE 15-7 Investment, the Capital Stock, and the Real Interest Rate in Canada,

1965 2007
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(i) Annual flow of non-residential investment

The annual flow of investment is quite volatile, although
the accumulated capital stock grows more steadily; the
real interest rate is quite volatile and has no clear trend.
Canada s non-residential capital stock has increased by
more than three times since 1965, an average annual
growth rate of 3.2 percent. The real interest rate (here
measured as the nominal interest rate on 3-month Trea-
sury bills minus the annual rate of inflation) is much
more volatile.

(Source: The capital stock is from Statistics Canada,
series V1078482; net investment is computed as the
annual change in the capital stock; the nominal interest
rate is series V122541 and the rate of inflation is the rate
of change of the CPI [all items], both from the Bank of
Canada.)
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(iii) Real interest rate

households. With both the demand and the supply curves for financial capital shifting to
the right because of population growth, there will be ongoing growth in the flow of
investment and an ever-rising capital stock; the effect on the interest rate will depend on
the relative size of the demand and supply shifts.

Technological change also affects both sides of the capital market. Improvements
in technology that increase capital s MRP lead firms to increase their investment
demand. As we have said several times already in this book, technological change also
lies at the heart of increasing productivity and growing per capita income. As income
grows, so too does the supply of saving. Thus, through its effect on income, technolog-
ical improvements that stimulate investment demand also lead to an increase in the
supply of financial capital. With both the demand and the supply curves shifting to the
right because of technological improvements, there will be growth in the flow of invest-
ment and an ever-rising capital stock; the effect on the interest rate will again depend
on the relative size of the demand and supply shifts.
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w w w . m y e c o n l a b . c o m

The real interest rate also plays an important role in determining the rate of
extraction of non-renewable resources such as oil, coal, and natural gas. To
see how natural-resource firms include the interest rate in their decisions,
look for Interest Rates and the Extraction of Natural Resources in the Additional
Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

In the text we said that ongoing technological improve-
ment and population growth can explain an upward
trend in the capital stock with no clear trend in the inter-
est rate. If this is the case, what explains fluctuations in
the interest rate? The answer is that the demand and
supply shifts in the market for financial capital are not
happening at exactly the same time or in the same mag-
nitude. In particular, firms  demand for investment can
be quite volatile over relatively short periods of time.

In periods when the demand for financial capital is
falling, the interest rate falls. An example is periods in
which there is a slowdown in aggregate economic activ-
ity what economists call a recession. The recession
generates uncertainty for firms, which are then reluctant
to embark on investment projects, thus reducing the
demand for capital. During periods of slow economic
activity, therefore, the demand for financial capital
tends to decrease. The result is that the equilibrium
interest rate falls and the flow of investment (and sav-
ing) declines.

The opposite is true during periods in which eco-
nomic activity is growing quickly what economists call
booms. During booms, the level of production is high and
growing in many industries, and there is growing demand
for many factors of production. Firms are actively
engaged in planning investment projects. These are times
when the economy s demand for financial capital is grow-
ing. The result is that the equilibrium interest rate rises
and the flow of investment (and saving) increases.

The topic of this box gets us into macroeconomics
the study of aggregate economic activity, including such
things as unemployment, inflation, and business cycles.
The study of macroeconomics is well beyond the scope of
this chapter, but we will discuss it in detail in the second
half of this textbook, beginning in Chapter 19. At this
point, however, it is worth noting that when you go on to
study macroeconomics, you will learn that the central
bank (in Canada, it is called the Bank of Canada) also
plays an important role in influencing the interest rate, at
least over the short run.

APPLYING ECONOMIC CONCEPTS 15-1

The Capital Market and Macroeconomics

Ongoing technological improvement and population growth, by increasing both
the demand for and the supply of financial capital, explain a rising capital stock
with no clear trend in the interest rate.

Our model of the capital market and the equilibrium interest rate can also be used
to shed light on some macroeconomic issues in particular, the nature of aggregate eco-
nomic fluctuations. Applying Economic Concepts 15-1 examines why during recessions
and booms the demand for capital and the supply of capital often move in opposite
directions, and why this helps to explain the volatility of the equilibrium interest rate.
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Summary

The demand for financial capital comes from firms
need to finance their investment in new physical capital.
The supply of financial capital comes from households
saving decisions.
The capital market connects households  saving deci-
sions with firms  financing requirements.

Financial intermediaries such as commercial banks
play an important role in bringing the two sides of the
capital market together.

15.1 A Brief Overview of the Capital Market L1

15.2 Present Value L2

Since physical capital is durable, it delivers benefits
to its owners over many years. As a result, firms need
to evaluate the stream of future benefits produced by
capital.
Present value is the value today of any stream of future
sums; it is computed by discounting the future sums

using the rate of interest. The present value of X receiv-
able in t years  time when the interest rate is i per year
is

PV =
X

(1 + i)t

15.3 Investment Demand L3

Profit-maximizing firms will purchase capital up to the
point at which the present value of the future stream of
MRPs generated by the last unit of capital equals its
purchase price.
Economists focus on the relationship between the inter-
est rate and firms  desired capital stock; an increase in
the interest rate reduces the present value of any given
stream of future MRPs and thus reduces firms  desired
capital stock.
Since firms require financial capital to finance their
investment in additional capital equipment, the econ-

omy s demand for financial capital comes from the
many individual firms  demand for investment. An
increase in the interest rate leads to a decline in firms
quantity of investment demanded.
An increase in the marginal product of capital increases
firms  desired capital stock at any given interest rate and
therefore leads to an increase in the economy s demand
for financial capital. This is represented by a rightward
shift in the economy s investment demand curve.

15.4 The Supply of Saving L4

The economy s supply of capital comes from house-
holds  flow of desired saving.
An increase in the interest rate increases the opportunity
cost of current spending and thus leads households to
increase their desired saving. This is a movement
upward along the economy s supply of saving curve.

An increase in aggregate income either through popu-
lation growth or growth in per capita income leads to
an increase in total household saving at any given inter-
est rate. The result is a rightward shift in the economy s
supply of saving curve.
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Key Concepts

15.5 Investment, Saving, and the Interest Rate L5

Equilibrium in the market for financial capital is deter-
mined where the quantity of capital supplied by house-
holds equals the quantity of capital demanded by firms.
Changes in the demand for capital or the supply of cap-
ital lead to changes in the equilibrium interest rate and
equilibrium levels of investment and saving.

Technological improvement and population growth
lead to increases in both the demand for and the supply
of capital. Continual technological improvement and
population growth can therefore explain the ongoing
growth in the capital stock with little or no trend in the
interest rate.

Physical capital and financial capital
Present value and the interest rate
A firm s optimal capital stock
The economy s demand for financial

capital

Households  saving decisions
The economy s supply of financial

capital

Equilibrium interest rate
Technological change and a rising

capital stock

Study Exercises

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com

1. Fill in the blanks to make the following statements
correct.

a. A firm s demand for financial capital is derived
from its demand for _____________.

b. A firm that decides to invest in additional machin-
ery will _____________ its requirement for finan-
cial capital.

c. An increase in the marginal product of capital will
lead firms to _____________ their desired capital
stock and therefore _____________ their demand
for financial capital.

d. An increase in the interest rate will _____________
the present value of capital s MRP and therefore
_____________ firms  desired capital stock. The
result will be a _____________ in the quantity of
financial capital demanded by firms.

e. An increase in capital s MRP results in a
_____________ in the economy s investment
demand curve, whereas an increase in the interest
rate results in a _____________ the economy s
investment demand curve.

2. Fill in the blanks to make the following statements
correct.

a. An increase in the interest rate leads households 
to _____________ their current spending and
___________ their current saving. The result is 
an _____________ in the quantity of financial
capital supplied.

b. An increase in current income leads to an
_____________ in household saving at any given
interest rate. This results in a _____________ in the
economy s supply curve for capital.

c. An increase in expected future income leads to 
an _____________ in current household spending.
The result is a _____________ in household saving
and therefore a _____________ in the quantity of
capital supplied at any given interest rate. This is
represented by a _____________ in the economy s
supply curve for financial capital.

15_raga_ch15.qxd  1/28/10  10:13 PM  Page 379



380 PART 5 : FACTOR MARKETS

3. Fill in the blanks to make the following statements
correct.

a. The economy s equilibrium interest rate is deter-
mined where _____________. At an interest rate
above the equilibrium interest rate, the quantity
of capital supplied _____________ the quantity
of capital demanded, and the result is a
_____________ in the interest rate.

b. At an interest rate below the equilibrium interest
rate, the quantity of capital demanded
_____________ the quantity of capital supplied, and
the result is a _____________ in the interest rate.

c. Beginning in equilibrium in the capital market, an
increase in the supply of financial capital leads to
a _____________ in the equilibrium interest rate, a
_____________ in borrowing by firms, and an
_____________ in the equilibrium level of invest-
ment and saving.

d. Beginning in equilibrium in the capital market, an
increase in the demand for financial capital leads
to an _____________ in the equilibrium interest
rate, an _____________ in desired saving by house-
holds, and an _____________ in the equilibrium
level of investment and saving.

e. Technological improvements lead to an
_____________ in both the demand for and the
supply of financial capital. As a result, technologi-
cal improvements can explain a _____________
capital stock and _____________ in the interest
rate.

4. The following table shows the stream of income pro-
duced by several different assets. In each case, P1, P2,
and P3 are the payments made by the asset at the end
of years 1, 2, and 3.

Present 
Asset i P1 P2 P3 Value

A 8% $1000 $0 $0

B 7% 0 0 5000

C 9% 200 0 200

D 10% 50 40 60

a. For each asset, compute the asset s present value.
(Note that the market interest rate, i, is not the
same in each situation.)

b. In each case, what is the most a firm would be pre-
pared to pay to acquire the asset?

c. Suppose the listed purchase price for an asset were
less than its present value. What would you expect
to observe?

5. The following table shows how the present value of
the future MRPs produced by each unit of capital
changes as the firm s total capital stock increases.

Units of Capital PV of Future MRPs

100 $10 000

101 9000

102 8000

103 7000

104 6000

105 5000

106 4000

107 3000

a. Notice that the present value of the MRP declines
as more capital is used. What economic principle
accounts for this?

b. If a unit of capital can be purchased for $5000,
how many will the firm purchase? Explain.

c. Suppose the market interest rate falls. Explain what
happens to the PV of the stream of future MRPs.
What happens to the firm s profit-maximizing level
of capital?

6. The diagram below shows an individual firm s invest-
ment demand curve. The market interest rate is i0.

a. Explain why the firm s investment demand curve is
downward sloping.

b. Suppose the firm now expects the market for its
product to be especially good in the future. Explain
what happens to its investment demand curve.

c. Now suppose some technical problem leads to a
reduction in the future stream of MRPs produced
by capital. How does this affect the firm s invest-
ment demand curve?

I

Investment

0

i0
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7. For each interest rate below, compute the opportunity
cost (in terms of forgone spending next year) to a
household of spending $1000 this year:

a. The interest rate is 5 percent per year.
b. The interest rate is 7 percent per year.
c. The interest rate is 9 percent per year.
d. Explain why, other things being equal, households

save more when the interest rate is higher.

8. The accompanying figure shows the economy s capital
market, with the initial equilibrium at point E, with an
interest rate of i* and investment (and saving) equal
to I*.

a. Suppose the government introduces a program of
tax credits to firms that increase their desired
investment in new physical capital. What is the
effect on the equilibrium interest rate, investment,
and saving of this policy? Show the effect of this
policy in the diagram.

b. In part (a), the policy has led to a higher interest
rate and higher investment by firms. Does this con-
tradict our discussion in this chapter about how
changes in the interest rate affect firms  investment
behaviour? Explain.

c. Now suppose the government introduces a program
of tax credits to households who save. What is the
effect on the equilibrium interest rate, investment,

and saving of this policy? Show the effect of this
policy in the diagram.

d. In part (c), the policy has led to a lower interest rate
and higher saving by households. Does this contra-
dict our discussion in this chapter about how
changes in the interest rate affect households  sav-
ing behaviour? Explain.

I
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Discussion Questions
1. How would you go about evaluating the present value

of each of the following?

a. The existing reserves of a relatively small oil com-
pany

b. The total world reserves of an exhaustible natural
resource with a known completely fixed supply

c. A long-term bond, issued by a very unstable third-
world government, that promises to pay the bearer
$1000 per year forever

d. A lottery ticket that your neighbour bought for
$10, which was one of 1 million tickets sold for a
drawing that will be held in one year s time paying
$2 million to the single winner

2. Your parents argue that it makes more sense for you to
take taxis and, on occasion, to rent a car while you are
at university because you will be spending most of
your time in the library and your need for a car should
be minimal. Make an argument based on the rental
price of transportation (not on the other advantages of

having the car) that it may be cheaper for you to buy a
car for use while you are at university.

3. Profit-maximizing firms will reduce their desired
investment when the interest rate rises, other things
being equal. As a result, empirical economists should
always expect to see a negative correlation between
actual investment and the interest rate.  Comment.

4. Since the interest rate is the price of financial capital, a
change in the interest rate generates both an income
effect and a substitution effect.

a. Explain how the substitution effect of an increase
in the interest rate influences households  desired
saving.

b. Explain how the income effect of an increase in the
interest rate influences households  desired saving.
Why does the direction of the income effect depend
on whether the household is a net debtor or a net
creditor?
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c. Explain why, for the economy as a whole, the sub-
stitution effect is likely to dominate the income
effect.

d. What is the importance of the result in part (c) for
the economy s supply of financial capital?

5. For parts of this question, it is useful to read Invest-
ment and Saving in Globalized Financial Markets
in the Additional Topics section of this book s
MyEconLab.

a. Suppose Canada were a closed economy, with no
trade in financial capital with the rest of the world.

In such a world, explain why a government that
wanted to encourage domestic saving could achieve
this outcome either by designing a policy to
increase saving or by designing a policy to increase
investment.

b. Now suppose financial capital is easily tradable
between countries. What determines the Canadian
real interest rate in such a setting?

c. Explain why the government objective to increase
saving now requires a policy aimed directly at
increasing saving (and not investment).
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L LEARNING OBJECTIVES

In this chapter you will learn

1 the importance of the government s monopoly

of violence.

2 about the informal  defence of free markets.

3 about externalities and why they lead to alloca-

tive inefficiency.

4 why public goods are underprovided by private

markets.

5 why free markets may not achieve some desir-

able social goals.

6 the direct and indirect costs of government

intervention, and some of the important

causes of government failure.

Many aspects of Canadian economic life are deter-

mined in free markets. Most of the goods and services

that you buy are produced by privately owned profit-

making firms, and the prices of those goods and ser-

vices are determined in free markets. The incomes of

most Canadian workers are also determined by free-

market forces.

But government intervention and regulation are also

pervasive. Canadian governments regulate the pricing of

cable TV, land-line and cellular telephone service, and

electricity. The Canadian government owns Export

Development Canada, the Business Development

Bank of Canada, Canada Post, and dozens of other

Crown corporations that sell goods or services to

firms and households. Canadian governments also

have extensive regulations regarding many aspects

of our lives, including waste disposal, workplace safety,

building codes, minimum wages, taxi service, and so

on. And governments take a substantial portion of

our incomes in the form of taxes, with which they

finance their provision of services to us.

Market Failures

and Government

Intervention

PART 6 Government in the Market Economy
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Which elements of the economy are best left to free markets and which elements
require government intervention? Governments are clearly necessary to provide law and
order and to define and enforce property rights. But beyond these basic functions
ones that we all too often take for granted what is the case for government
intervention in otherwise free markets?

The general case for some reliance on free markets is that allowing decentralized
decision making is more desirable than having all economic decisions made by a cen-
tralized planning body. The general case for some government intervention is that
almost no one wants to let markets decide everything about our economic affairs. Most
people believe that there are areas in which markets do not function well and in which
government intervention can improve the general social good.

The operative choice is not between an unhampered free-market economy and a
fully centralized command economy. It is rather the choice of which mix of markets
and government intervention best suits people s hopes and needs.

In this chapter, we discuss the role of the government in market-based economies,
identifying why markets sometimes fail and why government policies sometimes fail.
We begin by examining the basic functions of government.

16.1 Basic Functions of Government

Governments are very old institutions. They arose shortly after the Neolithic Agricul-
tural Revolution turned people from hunter gatherers into settled farmers about
10 000 years ago. An institution that has survived that long must be doing something
right! Over the intervening 100 centuries, the functions undertaken by governments
have varied enormously. But through all that time, the function that has not changed
is to provide what is called a monopoly of violence. Violent acts can be conducted by
the military and the civilian police arms of government, and through its judicial
system the government can deprive people of their liberty by incarcerating them or, in
extreme cases, by executing them. This is a dangerous monopoly that is easily abused.
For this reason, satisfactory societies have systems of checks and balances designed to
keep the government s monopoly directed to the general good rather than to the good
of a narrow government circle.

The importance of having a monopoly of violence can be seen in those countries
whose governments do not have it. Somalia in recent decades and China in the 1920s
provide examples of countries in which individual warlords commanded armies
that could not vanquish each other. Colombia and, to some extent, Russia provide
examples of organized crime having substantial power to commit violence that the
government cannot control. In extreme cases where many groups have almost equal
ability to exert military violence, power struggles can create havoc with normal
economic and social life. Life then becomes nasty, brutish, and short to use the
words of the seventeenth-century English political philosopher Thomas Hobbes
(1588 1679).

The importance of having checks on the government s arbitrary use of its monopoly
is seen in the disasters that ensue in the many dictatorships that misuse their power.
The USSR under Stalin, Uganda under Idi Amin, Nigeria under Sanni Abacha, Cambodia
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under Pol Pot, Iraq under Saddam Hussein,
Zimbabwe under Robert Mugabe, and Liberia under
Charles Taylor are a few of many examples from the
past 75 years.

When the government s monopoly of violence is
secure and functions with effective restrictions
against its arbitrary use, citizens can safely carry
on their ordinary economic and social activities.

As the founder of British classical economics,
Adam Smith, wrote over two centuries ago:

The first duty of the sovereign [is] that of
protecting the society from the violence and
invasion of other independent societies . . . .
The second duty of the sovereign [is] that of
protecting, as far as possible, every member
of the society from the injustice or oppres-
sion of every other member of it.1

A related government activity is to provide secu-
rity of property. Governments define and enforce
property rights that give people a secure claim to the
fruits of their own labour. These property rights
include clear definition and enforcement of the
rights and obligations of institutions, such as corpo-
rations, religious organizations, and non-profit
enterprises.

In a modern complex economy, providing these
minimal  government services is no simple task.

Countries whose governments are not good at
doing these things have seldom prospered 
economically.

The importance of these basic functions of gov-
ernment should not be underestimated. In recent
years, economists and policymakers in rich, devel-
oped countries have come to a greater understand-
ing of the challenges in developing countries that
stem from their ineffective political structures.
Local corruption, powerful warlords, and a lack of
basic political infrastructure combine to make offi-
cial development aid less effective than it would be
in countries with more stable and representative
political structures. As a result, a growing share of
official assistance to developing countries is taking the form of political rather than
economic assistance a process often referred to as institution building.

The provision of national defence, police protection, and a
judicial system is a basic function of government, which
allows citizens to carry out their ordinary economic and
social activities.

1 Adam Smith, The Wealth of Nations (1776; New York: Random House, 1937 ed., pp. 653, 669).
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16.2 The Case for Free Markets

Within a secure framework of law and order, and well-defined and enforced property
rights, a modern economy can function at least moderately well without further
government assistance. In this section we review the case for free markets. In subse-
quent sections we study government functions that arise when free markets fail to
produce acceptable results.

Free markets are impressive institutions. Consumers  tastes and producers  costs
help to generate price signals. These signals coordinate separate decisions taken by
millions of independent agents, all pursuing their own self-interest. In doing so, they
allocate the nation s resources without conscious central direction. Markets also deter-
mine the distribution of income by establishing prices of factors of production, which
provide incomes for their owners. Furthermore, modern market economies, where
firms compete to get ahead of each other by producing better goods more cheaply,
generate the technological changes that have raised average living standards fairly
steadily over the past two centuries.

In presenting the case for free markets, economists have used two quite different
approaches. The first of these may be characterized as the formal defence,  and is
based on the concept of allocative efficiency, discussed in Chapters 5 and 12. The
essence of the formal defence of free-market economies is that if all markets were per-
fectly competitive, and if governments allowed all prices to be determined by demand
and supply, then price would equal marginal cost for all products and the economy
would be allocatively efficient. Allocative efficiency means that resources are used in
such a way that total surplus to society consumer surplus plus producer surplus is
maximized. Since we discussed allocative efficiency extensively in earlier chapters, we
will say no more about it at this point.

The other defence of free markets what might be called the informal defence
is at least as old as Adam Smith and applies to market economies whether or not they
are perfectly competitive. It is based on the theme that markets are an effective mecha-
nism for coordinating the decisions of decentralized decision makers. The informal
defence is intuitive in that it is not laid out in a formal model of an economy, but it does
follow from some hard reasoning, and over the years it has been subjected to much
intellectual probing.

This informal defence of free markets is based on three central arguments:

1. Free markets provide automatic coordination of the actions of decentralized deci-
sion makers.

2. The pursuit of profits in free markets provides a stimulus to innovation and rising
material living standards.

3. Free markets permit a decentralization of economic power.

Automatic Coordination

Defenders of the market economy argue that, compared with the alternatives, the
decentralized market system is more flexible and adjusts more quickly to changes.

Suppose, for example, that the world price of oil rises. One household might 
prefer to respond by maintaining a high temperature in its house and economizing on its
driving; another household might do the reverse. A third household might give up
air-conditioning instead. This flexibility can be contrasted with centralized control,

16_raga_ch16.qxd  1/28/10  10:22 PM  Page 386



CHAPTER 16 : MARKET FA ILURES AND GOVERNMENT INTERVENTION 387

which would force the same pattern on everyone,
say, by fixing the price, by rationing heating oil and
gasoline, by regulating permitted temperatures, and
by limiting air-conditioning to days when the tem-
perature exceeded 27 C.

Furthermore, as conditions continue to change,
prices in a market economy will also change, and
decentralized decision makers can react continually.
In contrast, government quotas, allocations, and
rationing schemes are much more difficult to adjust.
As a result, there are likely to be shortages and sur-
pluses before adjustments are made. One great value
of the market is that it provides automatic signals as
a situation develops so that not all of the conse-
quences of an economic change have to be antici-
pated and allowed for by a group of central planners.
Millions of responses to millions of changes in thou-
sands of markets are required every year, and it
would be a Herculean task to anticipate and plan for
them all.

A market system allows for coordination without anyone needing to understand
how the whole system works. Professor Thomas Schelling, who was awarded the
Nobel Prize in economics in 2005, illustrated this idea:

The dairy farmer doesn t need to know how many people eat butter and how
far away they are, how many other people raise cows, how many babies drink
milk, or whether more money is spent on beer or milk. What he needs to know
is the prices of different feeds, the characteristics of different cows, the differ-
ent prices . . . for milk . . . , the relative cost of hired labor and electrical
machinery, and what his net earnings might be if he sold his cows and raised
pigs instead.2

It is, of course, an enormous advantage that all the producers and consumers of a
country collectively can make the system operate yet not one of them, much less all of
them, has to understand how that system works.

Innovation and Growth

Technology, tastes, and resource availability are changing all the time, in all economies.
Forty years ago there was no such thing as a DVD player or a digital camera. Hybrid
cars did not exist. Manuscripts existed only as hardcopy, not as electronic files in an
ultralight, wireless, laptop computer. The Internet did not exist nor did MP3 players,
BlackBerrys, cell phones, electronic airline tickets, cost-effective solar panels and wind
turbines, income-tax software packages, computer-assisted design (CAD) programs,
regional jets, standardized containers for transoceanic shipping, and a whole host of
other goods and services that we now take for granted.

Digital cameras, personal computers, hybrid cars, and regional jets are all products
that were invented or developed by individuals or firms in pursuit of profits. An

Producers in market economies have the incentive to provide the
goods and services that customers value, and the result is that line-
ups rarely exist in these economies. In the former Soviet Union,
however, the central planning system was very slow to respond,
and line-ups like this were very common.

2 T.C. Schelling, Micro Motives and Macro Behavior (New York: Norton, 1978).
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entrepreneur who correctly reads  the market and perceives that
a demand for some product may exist or be created has a profit
incentive to develop it.

The next 20 years will also surely see changes great and small.
Changes in technology may make an idea that is not practical today
practical five years from now. New products and techniques will be
devised to adapt to shortages, gluts, and changes in consumer
demands and to exploit new opportunities made available by new
technologies.

In a market economy, individuals risk their time and money in
the hope of earning profits. Though many fail, some succeed. New
products and processes appear and disappear. Some are fads or
have little impact; others become items of major significance. The
market system works by trial and error to sort them out and allo-
cates resources to what prove to be successful innovations.

In contrast, planners in more centralized systems have to guess
which innovations will be productive and which goods will be
strongly demanded. Central planning may achieve wonders by per-
mitting a massive effort in a chosen direction, but central planners
also may guess incorrectly about the direction and put too many
eggs in the wrong basket or reject as unpromising something that
will turn out to be vital. Perhaps the biggest failure of centrally
planned economies was their inability to encourage the experimen-
tation and innovation that have proven to be the driving forces
behind long-run growth in advanced market economies. It is strik-
ing that since the early 1990s most centrally planned economies

abandoned their system in favour of a price system in one fell swoop while the only
remaining large planned economy, China, is increasing the role of markets in most
aspects of its economy.

Decentralization of Power

Another important part of the case for a free-market economy is that it tends to decen-
tralize power and thus requires less coercion of individuals than any other type of econ-
omy. Of course, even though markets tend to diffuse power, they do not do so
completely; large firms and large labour unions clearly have and exercise substantial
economic power.

Though the market power of large corporations is not negligible, it tends to be
constrained both by the competition of other large entities and by the emergence of
new products and firms. This is the process of creative destruction that was described
by Joseph Schumpeter and that we examined in Chapter 10. In any case, say defenders
of the free market, even such concentrations of private power are far less substantial
than government power.

Governments must coerce if markets are not allowed to allocate people to jobs and
goods to consumers. Not only will such coercion be regarded as arbitrary (especially by
those who do not like the results), but the power also creates major opportunities for
bribery, corruption, and allocation according to the preferences of the central adminis-
trators. If, at the going prices and wages, there are not enough apartments or coveted
jobs to go around, the bureaucrats can allocate some to those who pay the largest
bribe, some to those with religious beliefs or political views that they like, and only the
rest to those whose names come up on the waiting list.

The late Milton Friedman, one of the most
influential economists of the twentieth century,
argued strongly that free markets were essential
to the maintenance of political freedoms.
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This line of reasoning was articulated forcefully by the late Nobel laureate Milton
Friedman (1912 2006), who was for many years a professor of economics at the University
of Chicago. Friedman argued that economic freedom the ability to allocate resources
through private markets is essential to the maintenance of political freedom.3 Other
economists and social theorists have challenged this extreme position, while not chal-
lenging the proposition that free-market economies tend to have more diffusion of power
than centrally planned ones.

16.3 Market Failures

The term market failure describes the failure of the market economy to achieve an effi-
cient allocation of resources. We observed in previous chapters that firms in most indus-
tries have some market power because they face negatively sloped rather than horizontal
demand curves for their products. When firms face such demand curves, price will
exceed marginal cost in equilibrium. Thus, no real market economy has ever achieved
perfect allocative efficiency. The conditions for efficiency are meant only as a benchmark
to help in identifying important market failures. These market failures provide opportu-
nities for government interventions designed to improve allocative efficiency. (There are
also costs of such interventions, which we consider later in the chapter.)

Market failure describes a situation in which the free market, in the absence of
government intervention, fails to achieve allocative efficiency.

It is useful to recall the distinction between normative and positive statements that
we first encountered in Chapter 2. The statement that the economy is allocatively effi-
cient (or not) is a positive statement. We can say that the economy has or has not
achieved allocative efficiency without making any value judgement the statement
uses only an observation about the economy and the definition of allocative efficiency.
It is important to note, however, that the allocatively efficient outcome may not be the
most desirable outcome in a normative sense. For example, an economy may be alloca-
tively efficient even though the distribution of income is judged by some to be undesir-
able. As we see later in the chapter, such concerns provide another motivation for
government intervention.

We now examine four situations in which the free market fails to achieve complete
allocative efficiency market power, externalities, non-rivalrous and non-excludable
goods, and asymmetric information. Many of these market failures provide a justifica-
tion for government intervention in markets. We then discuss other reasons for govern-
ment intervention that are not based on market failure chief among these is
intervention to achieve a more desirable distribution of income.

Market Power

Market power is inevitable in any market economy for three reasons. First, in many
industries economies of scale are such that there is room for only a few firms to operate

3 Milton Friedman, Capitalism and Freedom (Chicago: The University of Chicago Press, 1982).

market failure Failure of

the unregulated market

system to achieve

allocative efficiency.
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efficiently, each having some ability to influence market conditions. Second, in many
industries, firms sell differentiated products and thus have some ability to set their
prices. Third, firms that innovate with new products or new production processes gain
a temporary monopoly until other firms learn what the innovator knows. As we saw in
Chapters 10, 11, and 12, firms that have market power will maximize their profit at a
level of output at which price exceeds marginal cost. The result is allocatively ineffi-
cient, even though it is the inevitable outcome of the kinds of innovation that raise
living standards over the long term.

This last reason sets up a conflict between achieving allocative efficiency at any
given point in time and encouraging economic growth over time a conflict that we
explored in Extensions in Theory 12-2 on page 290. Government policymakers clearly
take the dynamic view of competition. They do not try to turn imperfectly competitive
industries into perfectly competitive ones. Nor do they try to induce such firms to pro-
duce where marginal cost is equal to price. Not only would this be impossible, given
the pervasiveness of oligopoly and monopolistic competition, but it would also be
undesirable since much innovation and productivity growth comes from firms with
market power. Instead, governments seek to prevent monopolistic practices that would
permit firms to avoid behaving competitively with respect to one another. The chal-
lenge of economic policy is then to accept monopolistic and oligopolistic imperfect
competition for the range of choices and scale advantages they provide, while keeping
firms in active competition with one another so as to gain the economic growth that
results from their innovative practices.

Externalities

Recall from Chapter 12 that in order for the economy to be allocatively efficient, mar-
ginal benefit must equal marginal cost for all products. But whose benefits and costs
are relevant? Firms that are maximizing their own profits are interested only in their
own costs of production they may not care about any benefits or costs their actions
might create for others. Similarly, insofar as individual consumers are interested in the
benefits they receive from any given product, they ignore any costs or benefits that may
accrue to others. An externality occurs whenever actions taken by firms or consumers
directly impose costs or confer benefits on others. When you smoke a cigarette in a
restaurant, you might impose costs on others present; when you renovate your home,
you might confer benefits on your neighbours by improving the general look of the
neighbourhood. Externalities are also called third-party effects because parties other
than the two primary participants in the transaction (the buyer and the seller) are
affected.

The foregoing discussion suggests the importance of the distinction between pri-
vate cost and social cost. Private cost measures the cost faced by the private decision
maker, including production costs, advertising costs, and so on. Social cost includes the
private cost (since the decision maker is a member of society) but also includes any
other costs imposed on third parties. There is a similar distinction between private ben-
efit and social benefit. To simplify things, however, we will discuss all externalities in
terms of the distinction between private and social cost. But this does not limit our dis-
cussion in any way. If we want to consider a situation in which your listening to good
music confers benefits to your nearby friends, we can think of your action as either
increasing their benefits or, equivalently, as decreasing their costs. Similarly, your
smoking of cigarettes can be viewed either as reducing their benefits or, equivalently, as

externality An effect

on parties not directly

involved in the production

or use of a commodity.

Also called third-party

effects.

private cost The value 

of the best alternative

use of resources used in

production as valued

by the producer.

social cost The value of

the best alternative use 

of resources used in

production as valued 

by society.
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increasing their costs. By expressing everything in terms
of costs (rather than benefits), we merely simplify the
discussion.

Discrepancies between private cost and social cost
occur when there are externalities. The presence of
externalities, even when all markets are perfectly
competitive, leads to allocatively inefficient outcomes.

Externalities arise in many different ways, and they
may be harmful or beneficial to the third parties. When
they are harmful, they are called negative externalities;
when they are beneficial, they are called positive exter-
nalities. Figure 16-1 shows why an externality leads to
allocative inefficiency, even though the market is per-
fectly competitive. Here are two examples.

Consider the case of a firm whose production
process for steel generates harmful smoke as a byprod-
uct. Individuals who live and work near the firm bear
real costs as they cope with breathing (or trying to avoid
breathing) the harmful smoke. When the profit-maxi-
mizing firm makes its decision concerning how much
steel to produce, it ignores the costs that it imposes on
other people. This is a negative externality. In this case,
because the firm ignores those parts of social cost that
are not its own private cost, the firm will produce too
much steel relative to what is allocatively efficient.

A second example involves an individual who reno-
vates her home and thus improves its external appear-
ance. Such improvements enhance the neighbours  view
and the value of their property. Yet the individual reno-
vator ignores the benefits that her actions have on the
neighbours. This is a positive externality. In this case,
because the renovator ignores those parts of social ben-
efits that are not her own private benefits, there will be
too little home renovation done relative to what is
allocatively efficient.

With a positive externality, a competitive free mar-
ket will produce too little of the good. With a nega-
tive externality, a competitive free market will
produce too much of the good.

FIGURE 16-1 An Externality Leads to

Allocative Inefficiency
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When there is an externality, either too much or too
little of the good is produced. If the market for this
good is perfectly competitive and there is no govern-
ment intervention, the equilibrium is shown by pC and
QC. If there is no externality, social and private mar-
ginal cost are the same and so the outcome is alloca-
tively efficient.

Now suppose the production or the consumption
of the good imposes costs on third parties. This is a
negative externality social marginal costs are MCS

1,
above MCP. The vertical distance between MCP and
MCS

1 reflects the per-unit external cost. The alloca-
tively efficient quantity is now Q1, where MB equals
MCS

1. But the free market will produce QC, too much
of the good.

If the production or consumption of the good
instead confers benefits on third parties, this is a posi-
tive externality social marginal costs are MCS

2,
below MCP. The vertical distance between MCP and
MCS

2 reflects the per-unit external benefit. The alloca-
tively efficient quantity is now Q2 where MB equals
MCS

2. But the free market will produce QC, too little
of the good.

The allocative inefficiency caused by an externality provides a justification for gov-
ernment intervention. In the case of a negative externality, the government may levy a
tax on the firms or consumers responsible, as is often done in the case of pollution; we
explore specific policies to address pollution externalities in Chapter 17. In the case of
positive externalities, the government may provide a subsidy (a negative tax) to the
firms or consumers responsible, as is done in the case of publicly provided education;
we examine education and other social policies in Chapter 18.

Practise with Study Guide

Chapter 16, Exercise 1.

16_raga_ch16.qxd  1/28/10  10:23 PM  Page 391



392 PART 6 : GOVERNMENT IN THE MARKET ECONOMY

Non-rivalrous and Non-excludable
Goods

Economists classify goods and services into four
broad categories depending on the rivalry for the
good and the excludability of the good. Table 16-1
shows these four types of goods.

A good or service is said to be rivalrous if one
person s consumption of one unit of the good means
that no one else can also consume that same unit.
For example, a chocolate bar is rivalrous because if
you eat the entire bar, it cannot also be eaten by
your friend. In contrast, a television signal is not
rivalrous. You and your friend can sit in your
separate living rooms and both receive the same
signal, neither of you diminishing the amount
available to the other.

A good is said to be excludable if people can be
prevented from consuming it. A chocolate bar is
excludable because you cannot eat it unless you buy

it first. A regular TV signal is not excludable, but some speciality channels are because
only those who pay for the special receivers can view them. Your use of the light pro-
duced by street lights is non-excludable, as is your access to the air you breathe.

Private Goods Most goods and services that you consume are both rivalrous and
excludable. Your consumption of food, clothing, a rental apartment, a car, gasoline,
CDs, airline tickets, and textbooks are only possible because you pay the seller for the
right to own those goods or services. Furthermore, your consumption of those goods
reduces the amount available for others. In Table 16-1 we simply refer to these goods
as private goods.

Goods that are both rivalrous and excludable private goods pose no particular
problem for public policy.

Common-Property Resources Goods that are rivalrous but non-excludable
pose an interesting challenge for public policy. Note in Table 16-1 that the examples
of these goods include such things as fisheries, common grazing land, wildlife, rivers
and streams, and so on. These are called common-property resources. My use of river

The airborne emissions from coal-fired power plants are one
important example of a negative externality. The social costs
associated with these emissions exceed the private costs.

rivalrous A good or service

is rivalrous if, when one

person consumes one unit

of it, there is one less unit

available for others to

consume.

excludable A good or

service is excludable if its

owner can prevent others

from consuming it.

w w w . m y e c o n l a b . c o m

Ronald Coase, a Nobel-Prize-winning economist, presented the famous
argument that as long as property rights are clearly assigned, externalities
need not lead to allocative inefficiency. For more details and a numerical
example, look for Externalities and the Coase Theorem in the Additional Topics
section of this book s MyEconLab.

ADDITIONAL TOPICS

private goods Goods or

services that are both

rivalrous and excludable.

common-property

resource A product that is

rivalrous but not

excludable.
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water reduces the amount available for you, but there
is no practical way that my access to the water can be
controlled. And since my access to the water cannot be
controlled, there is no practical way to make me pay
for it. The result is that there is a zero price. The zero
price leads to the obvious result that, in the absence of
government intervention, private users will tend to
overuse common-property resources. Faced with a zero
price, private users will use the resource until the
marginal benefit is zero. But there will be some positive
marginal cost to society of using the resource. Since the
marginal cost will exceed the marginal benefit, society
would be better off if less of the resource was used. The
social costs associated with the overuse of common-
property resources is often referred to as the tragedy
of the commons.

Goods that are rivalrous and non-excludable are
called common-property resources. They tend to be
overused by private firms and consumers.

The overuse of common-property resources is
especially noticeable in such cases as the Atlantic cod
and Pacific salmon fisheries where individual fishers
have a natural incentive to overfish. After all, if they
don t catch a particular fish, they will merely be
leaving it to be caught by the next fisher who comes
along. It is this natural inclination to overuse the
fisheries that has led the Canadian government over
the years to develop a system of licences and quotas
whereby individual fishers must pay to have access to
the common-property resource. Applying Economic
Concepts 16-1 examines the depletion of the world s
fisheries.

Excludable but Non-rivalrous Goods
Goods that are excludable but not rivalrous are also
interesting, and many of the obvious examples of
these art galleries, roads, and bridges are typi-
cally provided by government. The non-rivalry for
these goods means that the marginal cost of provid-
ing the good to one extra person is zero. As an exam-
ple, just ask yourself what it costs for an extra
person to walk through the Canadian Museum of
Civilization in Gatineau, given that it is already open
but not many people are there. Or what is the social
cost for allowing one more person to drive on an
uncrowded road? The answer in both cases is zero. But if the marginal cost to
society of providing one more unit of the good is zero, then allocative efficiency
requires that the price also be zero. Any positive price would prevent some people

Overfishing is a serious problem in Canada and many other
countries, to the point where many of the world s fisheries
have become overexploited and some have little chance of
recovering. Recovery will require enforceable international
agreements, as well as difficult national political decisions.

TABLE 16-1 Four Types of Products

Excludable Non-Excludable

Private Goods Common-Property
Resources

Rivalrous DVDs Fisheries
A seat on an Rivers and streams
airplane Wildlife
An hour of  Clean air
legal advice

Public Goods

Non-Rivalrous Art galleries National defence
Roads Public information(up to capacity)

Bridges Public protection
Cable or Regular TV signal
satellite TV 
signal

Free markets cope best with rivalrous and excludable
goods what we here call private  goods. The table
gives examples of goods in each of four categories,
depending on whether consumption of the good is
rivalrous and whether one can be excluded from
consuming the good.
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The fish in the ocean are a common-property resource,
and theory predicts that such a resource will be overex-
ploited if there is a high enough demand for the product
and suppliers are able to meet that demand. In the past
centuries there were neither enough people eating fish
nor efficient enough fishing technologies to endanger
stocks. Over the last 50 years, however, the population
explosion has added to the demand for fish and
advances in technology have vastly increased the ability
to catch fish. Large boats, radar detection, and more
murderous nets have tipped the balance in favour of the
human predator and against the animal prey. As a result,
the overfishing prediction of common property theory
has been amply borne out. Today, fish are a common-
property resource; tomorrow, they could become no
one s resource.

Since 1950 the world s annual capture of fish has
increased by more than four times, from 20 million
tonnes in 1950 to more than 80 million tonnes today
(not including the catch  from farmed fish, which
raises the current annual haul to more than 130 million
tonnes). The increase was sustained only by substituting
smaller, less desirable fish for the diminishing stocks of
the more desirable fish and by penetrating ever farther
into remote oceans. Today, all available stocks are being
exploited, and now even the total tonnage of captured
fish is beginning to fall. The UN estimates that the total
value of the world s catch could be increased by nearly
$30 billion if fish stocks were properly managed by gov-
ernments interested in the total catch, rather than exploited
by individuals interested in their own catch.

The developed countries have so overfished their
own stocks that Iceland and the European Union could
cut their fleets by 40 percent and catch as much fish as
they do today. This is because more fish would survive
to spawn, allowing each boat in a smaller fleet to catch
about 40 percent more than does each boat in today s
large fishing fleet.

The problem has become so acute that Canada shut
down its entire Atlantic cod fishing industry in 1992.
Tens of thousands of Newfoundland and Labrador resi-
dents lost their livelihoods in an industry that had flour-
ished for five centuries.

Canada and the European Union have since been in
conflict over what Canada claims is predatory overfish-
ing by EU boats just outside Canadian territorial waters.
These tensions heightened in March 1995 when the
Spanish fishing trawler Estai was fired at and forced into
St. John s harbour by a Canadian fisheries-protection
vessel for fishing turbot just outside Canada s 200-nauti-
cal-mile economic zone.  The EU (on behalf of Spain)
accused Canada of piracy. Canada accused Spain of
overfishing and depleting the value of Canada s turbot
fishery.

Some developing countries are taking action to
conserve their fish stocks, but the majority are encour-
aging rapid expansion of their own fishing fleets with
the all-too-predictable results that their domestic waters
will soon be seriously overfished.

Worldwide action saved most species of whales. It
remains to be seen how many types of fish will be
caught to extinction and how many will recover as
individual nations slowly learn the lesson of economic
theory. Common-property resources need central man-
agement if they are not to be overexploited to an extent
that risks extinction.

APPLYING ECONOMIC CONCEPTS 16-1

The World s Endangered Fish
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(Source: Adapted from Figure 21, p. 33, The State of World
Fisheries and Aquaculture 2008.  Food and Agriculture
Organization of the United Nations (FAO),  FAO 2009
www.fao.org.)

State of the World s Fish Stocks, 2007

from using it, but this would be inefficient. As long as their marginal benefit exceeds
the social marginal cost of providing the good (zero in this case), it is efficient for these
people to use the good.
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To avoid inefficient exclusion, the government often provides for free non-rivalrous
but excludable goods and services.

For this reason, art galleries, museums, libraries, roads, bridges, and national
parks are often provided by various levels of government. In some cases, like libraries
and roads, the price to consumers is usually zero. In others, like national parks and art
galleries, there is usually some positive price to cover demonstration and other legiti-
mate costs.

The positive price in some of these cases can be explained by another feature of
these goods. What happens in the Canadian Museum of Civilization on a summer
Saturday morning? What happens on Highway 401 outside Toronto at rush hour? The
answer is congestion. When congestion occurs on roads and bridges, or in art galleries
and museums, it is no longer true that the marginal cost of providing the good to one
more user is zero.

By increasing the amount of congestion, providing the good to one more person
imposes costs on those already using the good. If I enter an already-busy highway, I
slow down all the existing traffic. If you visit an already-crowded museum, you make
it less pleasant for everybody else. In these cases, a good that is non-rivalrous when
uncongested becomes rivalrous when congested. At this point it becomes (in economic
terms) a private good, and a positive price is efficient.

Governments that provide such goods often charge a price to help ration the good
when rivalry becomes significant. An excellent example of this is some toll highways
that, with the aid of powerful cameras and comput-
ers, charge motorists a different amount per kilome-
tre driven depending on the congestion of the
highway. As the traffic slows down because of
congestion, the price per kilometre increases to
reflect the higher marginal cost. This higher price is
indicated on electronic highway signs posted regu-
larly along the highway. Drivers can then choose
either to remain on the highway and pay the higher
price, or exit the highway and take another (less
expensive) route to their destination.

In 2003 the city of London, England, applied this
same principle to city roads. A daily fee of 8 (roughly
$20) was introduced for each vehicle entering the city
centre. There was an almost immediate 30-percent
drop in the volume of downtown traffic and thus a
decline in road congestion. In 2008, partly as a result
of the experience in London and similar policies in
other countries, the Canadian government began a
formal study of using road pricing to reduce conges-
tion and improve the efficiency of urban transporta-
tion systems.

Public Goods Finally, some goods are neither excludable nor rivalrous. These are
called public goods or sometimes collective consumption goods. The classic case of a
public good is national defence. All Canadians are equally protected and defended by
the Canadian Forces. It is not possible to provide national defence to some Canadians
and not to others.

A near-empty road or highway has little rivalry in use and is
much like a public good. But once the crowds appear, there is
considerable rivalry for space on the road and it therefore
becomes more like a private good. Some jurisdictions have
introduced financial charges to drivers to better allocate the
scarce resource during peak hours.

public goods Goods 

or services that can

simultaneously provide

benefits to a large group 

of people. Also called

collective consumption

goods.
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Information is also often a public good. Suppose a certain food additive causes
cancer. The cost of discovering this fact needs to be borne only once. The information
is then of value to everyone, and the cost of making the information available to one
more consumer is approximately zero. Furthermore, once the information about the
newly discovered carcinogen is available, it is impossible to prevent people from using
that information. Other public goods include street lighting, weather forecasts (a type
of information), and some forms of environmental protection.

All these examples raise what is called the free-rider problem. Since public goods
are (by definition) not excludable, it is impossible to prevent anyone from using them
once they are provided. If the provider charged a price, non-payers would take a free
ride at the expense of those individuals with a social conscience who do pay. But the
existence of free riders, in turn, implies that the private market will generally not pro-
duce efficient amounts of the public good because once the good is produced, it is
impractical (or impossible) to make people pay for its use. Indeed, free markets may
fail to produce public goods at all. The obvious remedy in these cases is for the govern-
ment to provide the good, financed from its general tax revenues.

Because of the free-rider problem, private markets will not always provide public
goods. In such situations, public goods must be provided by government.

FIGURE 16-2 The Optimal Provision of a

Public Good
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Determining the optimal provision of a public good
requires adding together the marginal benefits for each
individual. The figure shows marginal benefit curves
for a public good for two individuals, Andrew and
Brenda. By adding MBA and MBB vertically, we derive
society s marginal benefit curve, MBA*B. The marginal
cost of providing the public good is shown by MC. The
allocatively efficient level of the public good is Q*,
where the marginal cost to society is just equal to the
marginal benefit to society.

How much of a public good should the govern-
ment provide? It should provide the public good up to
the point at which the sum of everyone s individual
marginal benefit from the good is just equal to the
marginal cost of providing the good. We add every-
one s individual marginal benefit to get the total
marginal benefit because a public good unlike an
ordinary private good can be used simultaneously
by everyone. It therefore generates value to more than
one person at a time. Figure 16-2 shows the optimal
provision of a public good in the simple case of only
two individuals.

The optimal quantity of a public good is such
that the marginal cost of the good equals the sum
of all users  marginal benefits of the good.

Asymmetric Information

Information is, of course, a valuable commodity, and
markets for information and expertise are well
developed, as every student is aware. Markets for
expertise are conceptually identical to markets for
any other valuable service. They can pose special
problems, however. One of these we have already
discussed: Information is often a public good and,
when it is, it tends to be underproduced by a free
market.

Practise with Study Guide

Chapter 16, Exercise 2.
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Even when information is not a public good, markets for expertise are prone to
market failure. The reason is that one party to a transaction can often take advantage
of special knowledge in ways that change the nature of the transaction itself. Situations
in which one party to a transaction has special knowledge are called situations of
asymmetric information.

The importance of asymmetric information to the operation of the economy has
received considerable attention in recent years. In 2001, Professors George Akerlof,
Michael Spence, and Joseph Stiglitz shared the Nobel Prize in economics for their insights
about how asymmetric information can lead to market failures. The two important
sources of market failure that arise from situations of asymmetric information are moral
hazard and adverse selection.

Moral Hazard In general, moral hazard exists when one party to a transaction has
both the incentive and the ability to shift costs onto the other party. Moral hazard
problems often arise from insurance contracts. The classic example is the homeowner
who does not bother to shovel snow from his sidewalk because he knows that his
insurance will cover the cost if the mail carrier should fall and break a leg. The costs of
the homeowner s lax behaviour will be borne largely by others, including the mail
carrier and the insurance company.

Individuals and firms who are insured against loss will often take less care to pre-
vent that loss than they would in the absence of insurance. They do so because they do
not bear all of the marginal cost imposed by the risk, whereas they do bear all of the
marginal cost of taking action to reduce the risk.

With moral hazard, the market failure arises because the action by the insured
individual or firm raises total costs for society. In our first example, the decision not to
shovel the sidewalk reduces costs for the individual but, in the event of an accident,
increases by much more the costs to other individuals and firms.

Insurance is not the only context in which moral hazard problems arise. Another
example is professional services. Suppose you ask a dentist whether your teeth are
healthy or a lawyer whether you need legal assistance. The dentist and the lawyer both
face moral hazard in that they both have a financial interest in giving you answers that
will encourage you to buy their services, and it is difficult for you to find out if their
advice is good. In both cases, one party to the transaction has special knowledge that
he or she could use to change the nature of the transaction in his or her favour. Codes
of professional ethics and licensing and certification practices, both governmental and
private, are reactions to concerns about this kind of moral hazard.

Moral hazard can also be created by government policies, especially those applying to
financial institutions. One argument against deposit insurance, for example, is that the
government s guarantee of individuals  bank deposits (as provided by the Canada Deposit
Insurance Corporation) may lead commercial banks to undertake more risky lending
practices than they otherwise would. And in the 2007 2008 financial crisis, when the U.S.
government used more than U.S.$700 billion of taxpayers  funds to inject liquidity into
several large commercial banks that were on the edge of bankruptcy, many economists
argued that the expectation of similar future policies would lead the banks to continue
their excessively risky behaviour. The problem of moral hazard in financial markets is an
important topic in macroeconomics; we will say more about it in Chapter 27.

Adverse Selection Adverse selection refers to the tendency for people who are
more at risk than the average to purchase insurance and for those who are less at risk
than the average to reject insurance. A person who has a heart condition may seek to
increase his life insurance coverage by purchasing as much additional coverage as is
available without a medical examination. People who buy insurance almost always

asymmetric information

A situation in which one

party to a transaction has

more or better relevant

information about the

transaction than the other

party.

moral hazard A situation

in which an individual or 

a firm takes advantage of

special knowledge while

engaging in socially

inefficient behaviour.

adverse selection Self-

selection, within a single

risk category, of persons 

of above-average risk.
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know more about themselves as individual insurance
risks than do their insurance companies. The com-
pany can try to limit the variation in risk by requiring
physical examinations (for life or health insurance)
and by setting up broad categories based on vari-
ables, such as age and occupation, over which actu-
arial risk is known to vary. The rate charged is then
different across categories and is based on the aver-
age risk in each category, but there will always be
much variability of risk within any one category.

People who know that they are well above the
average risk for their category are offered a bargain
and will be led to take out more car, health, life, or
fire insurance than they otherwise would. Their
insurance premiums will also not cover the full
expected cost of the risk against which they are insur-
ing. Once again, their private cost (their insurance
premium) is less than the social cost (the expected
insurance payout). On the other side, someone who
knows that she is at low risk and pays a higher price
than the amount warranted by her risk is motivated

to take out less insurance than she otherwise would. In this case, her private cost (her
insurance premium) is more than the social cost (the expected insurance payout). In
both cases, resources are allocated inefficiently because the marginal private benefit of
the action (taking out insurance) is not equal to the marginal social cost.

An excellent and familiar example of market failure caused by asymmetric infor-
mation and adverse selection is the apparent overdiscounting of the prices of used cars
because of the buyer s risk of acquiring a lemon.  See the discussion of this problem
in Applying Economic Concepts 16-2.

Summary

Our discussion about market failures has covered a lot of ground. Before we move on
to explore some details of government intervention, it is worthwhile to summarize
briefly what we have learned. The following four situations result in market failures
and, at least in principle, provide a rationale for government intervention:

1. Firms with market power will charge a price greater than marginal cost. The level
of output in these cases is less than the allocatively efficient level.

2. When there are externalities, social and private marginal costs are not equal. If
there is a negative externality, output will be greater than the allocatively efficient
level. If there is a positive externality, output will be less than the allocatively effi-
cient level.

3. Common-property resources will be overused by private firms and consumers.
Public goods will be underprovided by private markets.

4. Situations in which there is asymmetric information both moral hazard and
adverse selection can lead to allocative inefficiency.

These situations of market failure justify a role for government in a market econ-
omy. We now explore some reasons for government intervention that are not based on
market failures.

Your auto mechanic probably knows far more about cars than
you do and is therefore able to benefit by convincing you to
make unnecessary expenditures. This is an example of moral
hazard caused by asymmetric information. One partial solution
to this problem is to get a second (or third!) estimate before 
you spend any money.
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It is common for people to regard the large loss of value
of a new car in the first year of its life as a sign that con-
sumers are overly style conscious and will always pay a
big premium for the latest in anything. Professor George
Akerlof of the University of California at Berkeley
suggests a different explanation. His theory, contained
in his now-famous paper The Market for Lemons,  is
based on the proposition that the flow of services
expected from a one-year-old car that is purchased on
the used-car market will be lower than that expected
from an average one-year-old car on the road. Consider
his theory.

Any particular model year of automobile will
include a certain proportion of lemons cars that
have one or more serious defects. Purchasers of new
cars of a certain year and model take a chance on their
car turning out to be a lemon. Those who are unlucky
and get a lemon are more likely to resell their car than
those who are lucky and get a high-quality car. Hence,
in the used-car market, there will be a disproportion-
ately large number of lemons for sale. For example,
maybe only 1 percent of all 2010 Toyota Corollas have
a significant defect and are thus lemons. But in the mar-
ket for used 2010 Toyota Corollas, 20 percent of them
may be lemons.

Buyers of used cars are therefore right to be on the
lookout for lemons, while salespeople are quick to
invent reasons for the high quality of the cars they are
selling. Because it is difficult to identify a lemon or a
badly treated used car before buying it, the purchaser is
prepared to buy a used car only at a price that is low
enough to offset the increased probability that it is a
lemon.

The market failure in this situation arises because
of the asymmetric information between the buyers and
the sellers. If there were perfect information, prices
would better reflect the quality of the used car. Good

used cars would command higher prices than used cars
known to be lemons. Buyers and sellers would then con-
duct more transactions, for two reasons. First, sellers of
good used cars would be more likely to sell them since
they know they will get a good price. In contrast, when
information is poor, owners of good used cars are less
inclined to sell their cars because the prices of used cars
reflect the average quality, which of course is dimin-
ished by the presence of the lemons. Second, when
information is good, consumers know precisely what it
is they are buying. Consumers who want to spend more
on a good used car can do so; other consumers who
want the bargain price on a car known to be a lemon
can also be satisfied. A larger number of successful
transactions between buyers and sellers means more
surplus on both sides of the market that is, a more
efficient outcome.

APPLYING ECONOMIC CONCEPTS 16-2

Used Cars and the Market for Lemons

Owners have an incentive to keep good-quality used 
cars because it is difficult to convince buyers that a used
car is not a lemon.  As a result, lemons represent a larger
proportion of used-car sales than of the total car population.

16.4 Broader Social Goals

Suppose the market did generate the allocatively efficient outcome. That is, suppose all
markets were perfectly competitive and there were no problems of market power,
externalities, public goods, or asymmetric information. In such an extreme world, does
the achievement of allocative efficiency mean that the government would have no reason
to intervene in free markets? The answer is no.
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Even if there are no market failures, the government may choose to intervene in
markets to achieve broader social goals.

It should not be surprising that even if the free-market system were to generate an
allocatively efficient outcome, it would be unlikely to achieve broader social goals.
Some of these goals (for example, the desire for an equitable  income distribution)
are basically economic. Some, especially notions that people in a given society should
have shared values, such as social responsibility or a belief in basic human rights, are
clearly not economic. In either set of cases, however, markets are not very effective,
precisely because the goods  in question are not of the kind that can be exchanged in
decentralized transactions.

Income Distribution

As we saw in Chapter 13, an important characteristic of a market economy is the dis-
tribution of income that it determines. People whose services are in heavy demand rel-
ative to supply, such as good television news anchors, wise corporate CEOs, and
outstanding hockey players, earn large incomes, whereas people whose services are not
in heavy demand relative to supply, such as high school graduates without work expe-
rience, earn much less.

Such differentials in income, as we discussed in Chapter 13, can be either temporary
or equilibrium phenomena. The temporary differentials, caused by changes in demand
or supply in specific industries or regions, will eventually be eliminated by the mobility
of workers. Equilibrium differentials will persist, whether they are created by differences
in non-monetary aspects of the job or by differences in human capital or acquired or
inherited skills.

Even equilibrium differences in income may seem unfair. A free-market system
rewards certain groups and penalizes others. Because the workings of the market may
be stern, even cruel, society often chooses to intervene. Should heads of households be
forced to bear the full burden of their misfortune if, through no fault of their own, they
lose their jobs? Even if they lose their jobs through their own fault, should they and
their families have to bear the whole burden, which may include starvation? Should the
ill and the aged be thrown on the mercy of their families? What if they have no fami-
lies? Both private charities and a great many government policies are concerned with
modifying the distribution of income that results from such things as where one starts,
how able one is, how lucky one is, and how one fares in the labour market.

We might all agree that it is desirable to have a more equal distribution of income
than the one generated by the free market. We would probably also agree that the pur-
suit of allocative efficiency is a good thing. It is important to understand, however, that
the goal of a more equitable distribution of income often conflicts with the goal of
allocative efficiency. To understand why this is so, see Extensions in Theory 16-1,
which discusses Arthur Okun s famous analogy of the leaky bucket.

Preferences for Public Provision

Police protection and justice could in principle be provided by private-market mecha-
nisms. Security guards, private detectives, and bodyguards all provide police-like protec-
tion. Privately hired arbitrators, hired guns,  and vigilantes of the Old West represent
private ways of obtaining justice.  Yet the members of society may believe that a

Practise with Study Guide

Chapter 16, Exercise 3.
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public police force is preferable to a private one and that public justice is preferable to
justice for hire.

The question of the boundary between public and private provision of any number
of goods and services became an important topic of debate during the late 1980s and
early 1990s, and the debate shows no sign of waning. In Canada, the United States,
and Western Europe, the issue is framed as privatization. In the formerly socialist coun-
tries of Eastern Europe, the disposition of much of the productive capacity of entire
countries is currently under dispute. In all these cases, part of the debate is about the
magnitude of the efficiency gains that could be realized by private organization, and

Economists recognize that government actions can affect
both the allocation of resources and the distribution of
income. Resource allocation is easier to talk about simply
because economists have developed precise definitions of
efficient and inefficient allocations. Distribution is more
difficult because we cannot talk about better or worse
distributions of income without introducing value judge-
ments. Recall, however, as pointed out in Chapter 12,
that an allocation of resources is efficient only with
respect to one particular distribution of income. For a
different income distribution, there is a different efficient
allocation.

To the extent that government policy aims to redis-
tribute income, allocative efficiency will often be
reduced. Arthur Okun (1928 1980), who was a noted
economist at Yale University, developed the image of a
leaky bucket  to illustrate this problem. Suppose we

have a well-supplied reservoir of water and we want to
get some water to a household that is not able to come
to the reservoir. The only vessel available for transport-
ing the water is a leaky bucket; it works, in that water is
deliverable to the intended location, but it works at a
cost, in that some of the water is lost on the trip. Thus,
to get a litre of water to its destination, more than a litre
of water has to be removed from the reservoir. It may be
possible to design better or worse buckets, but all of
them will leak somewhat.

The analogy to an economy is this: The act of redis-
tribution (carrying the water) reduces the total value of
goods and services available to the economy (by the
amount of water that leaks on the trip). Getting a dollar
to the poor reduces the resources available to everyone
else by more than a dollar. Thus, pursuing social
goals like the redistribution of income conflicts with
the goal of allocative efficiency.

Why is the bucket always leaky? Because there is
no way to redistribute income without changing the

incentives that private households and firms face. For
example, a tax-and-transfer system that takes from the
rich and gives to the poor will reduce the incentives of
both the rich and the poor to produce income. This
redistribution of income will often lead to less total
income being generated. As another example, a policy
of subsidizing goods that are deemed to be important,
such as post-secondary education or daycare services,
will cause the market prices of those goods to be lower
than marginal costs, a result implying that resources
used to produce those goods could be used to produce
goods of higher value elsewhere in the economy.

Measuring the efficiency costs of redistribution is
an important area of economic research. One result
from this research is that some methods of redistribu-
tion are more efficient than others. For example, most
economists agree that programs that directly redistrib-
ute income are more efficient (per dollar of resources
made available to a given income group) than programs
that subsidize the prices of specific goods. One reason
for this is that price subsidies apply even when high-
income households purchase the goods in question. These
high-income households therefore benefit from the
subsidy an unintended (and perhaps undesirable) con-
sequence of the program.

Redistribution often entails some efficiency cost.
However, this inefficiency does not imply that such pro-
grams should not be undertaken. (That buckets leak
surely does not imply that they should not be used to
transport water, given that we want to transport water
and that the buckets we have are the best available
tools.) Whatever the social policy regarding redistribu-
tion of income, economics has an important role to play
in measuring the efficiency costs and distributional con-
sequences of different programs of redistribution. Put
another way, it has useful things to say about the design
and deployment of buckets.

EXTENSIONS IN THEORY 16-1

Arthur Okun s Leaky Bucket
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part is about less tangible issues, such as changes in the nature and distribution of
goods and services that may take place when production is shifted from one sector to
the other.

Protecting Individuals from Others

People can use and even abuse other people for economic gain in ways that members of
society find offensive. Child labour laws, minimum standards of working conditions,
and laws against physical abuse and sexual harassment are responses to such actions.

Yet direct abuse is not the only example of this kind
of undesirable outcome. In an unhindered free mar-
ket, the adults in a household would usually decide
how much education to buy for their children. Selfish
parents might buy no education, while egalitarian
parents might buy the same education for all their
children, regardless of their abilities. The rest of soci-
ety may want to interfere in these choices, both to
protect the child of the selfish parent and to ensure
that some of the scarce educational resources are dis-
tributed according to the ability and the willingness
to use them rather than according to a family s
wealth. The government requires all households to
provide a minimum of education for their children,
and a number of inducements are offered through
public universities, scholarships, and other means
for talented children to consume more education
than they or their parents might choose if they had to
pay the entire cost themselves.

Paternalism

Members of society, acting through government, often seek to protect adult (and pre-
sumably responsible) individuals, not from others, but from themselves. Laws prohibit-
ing the use of addictive drugs and laws requiring the use of seat belts are intended
primarily to protect individuals from their own ignorance or short-sightedness. These
kinds of interference in the free choices of individuals are examples of paternalism.
Whether such actions reflect the wishes of the majority in the society or whether they
reflect the actions of overbearing governments, there is no doubt that the market will
not provide this kind of protection. Buyers do not buy things they do not want, even if
these things are good for them,  and sellers have no motive to provide them.

Social Responsibility

In a free-market system, if you can pay another person to do things for you, you may
do so. If you persuade someone else to clean your house in return for $75, presumably
both parties to the transaction are better off (otherwise neither of you would have vol-
untarily conducted the transaction). Normally, society does not interfere with people s
ability to negotiate mutually advantageous contracts.

Most people do not feel this way, however, about activities that are regarded as
social responsibilities. For example, in countries where military service is compulsory,

A judicial system could be provided privately, with the judges
levying charges to plaintiffs and defendants in order to hear their
cases. But most people believe that for reasons of fairness and
objectivity, it is better for the government to provide the judicial
system, financed by money raised through general taxation.

paternalism Intervention

in the free choices of

individuals by others

(including governments) to

protect them against what

is presumed to be their

own ignorance or folly.
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contracts similar to the one between you and a housekeeper could also be negotiated.
Some persons faced with the obligation to do military service could no doubt pay
enough to persuade others to do their military service for them. Indeed, during the U.S.
Civil War, it was common practice for a man to avoid the draft by hiring a substitute
to serve in his place. Yet such contracts are usually prohibited by law. They are prohib-
ited because there are values to be considered other than those that can be expressed
in a market. In times when it is necessary, military service is usually held to be a duty
that is independent of an individual s tastes, wealth, influence, or social position. It is
felt that everyone ought to do this service, and exchanges between willing traders are
prohibited.

Military service is not the only example of a social responsibility. Citizens cannot
buy their way out of jury duty or legally sell their voting rights to others, even though
in many cases they could find willing trading partners.

Economic Growth

Over the long haul economic growth is the most powerful determinant of material liv-
ing standards. Whatever their policies concerning efficiency and equity, people who
live in economies with rapid rates of growth find their real per capita incomes rising
(on average) faster than those of people who live in countries with low rates of growth.
Over a few decades these growth-induced changes tend to have much larger effects on
living standards than any policy-induced changes in the efficiency of resource alloca-
tion or the distribution of income.

For the last half of the twentieth century, most economists viewed growth mainly
as a macroeconomic phenomenon related to total saving and total investment. Reflect-
ing this view, many textbooks do not even mention growth in the chapters on micro-
economic policy.

More recently there has been a shift back to the perspective of earlier economists,
who saw technological change as the engine of growth, with the individual entrepre-
neurs and firms as the agents of innovation. This is a microeconomic perspective,
which is meant to add to, not replace, the macroeconomic emphasis on total saving
and total investment.

Over the last decade or so, governments have placed considerable emphasis on this
new microeconomic perspective on economic growth. Today few microeconomic poli-
cies escape being exposed to the question Even if this policy achieves its main goal,
will it have unfavourable effects on growth?  Answering yes is not a sufficient reason
to abandon a specific policy. But it is a sufficient reason to think again. Is it possible to
redesign the policy so that it can still achieve its main micro objectives while removing
its undesirable side effects on economic growth?

A General Principle

We have discussed how the free market may fail to achieve social goals that members of
society deem to be desirable. This discussion suggests the following general principle:

Even if free markets generated allocatively efficient outcomes, they would be
unlikely to generate outcomes consistent with most people s social goals. Further-
more, there is often a tradeoff between achieving these social goals and increasing
allocative efficiency.
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16.5 Government Intervention

Private collective action can sometimes remedy market failures. For example, volunteer
fire departments can fight fires, firms in shopping centres can hire their own security
staff, and insurance companies can guard against adverse selection by more careful
classification of clients. However, by far the most common remedy for market failure is
some form of government intervention.

Since markets sometimes do fail, there is a potential scope for governments to
intervene in beneficial ways. Whether government intervention is warranted in any
particular case depends both on the magnitude of the market failure that the interven-
tion is designed to correct and on the costs of the government action itself.

The benefits of some types of government intervention such as a publicly pro-
vided justice system are both difficult to quantify and large. Further, government
intervention often imposes difficulties of its own. For many types of government activ-
ity, however, cost benefit analysis can be helpful in considering the general question of
when and to what extent governments can successfully intervene.

The idea behind cost benefit analysis is simple: Add up the (opportunity) costs of
a given policy, then add up the benefits, and implement the policy only if the benefits
outweigh the costs. In practice, however, cost benefit analysis is usually quite difficult
for three reasons. First, it may be difficult to ascertain what will happen when an
action is undertaken. Second, many government actions involve costs and benefits that
will occur only in the distant future; thus, they will be more complicated to assess.
Third, some benefits and costs such as the benefits of prohibiting actions that would
harm members of an endangered animal species are difficult to quantify. Indeed,
some people argue that they cannot be and should not be quantified, as they involve
values that are not commensurate with money. The practice then is to use cost benefit
analysis to measure the things that can be measured and to be sure that the things that
cannot be measured are not ignored when collective decisions are made. By narrowing
the range of things that must be determined by informal judgement, cost benefit analy-
sis can still play a useful role.

In this chapter, we have been working toward a cost benefit analysis of govern-
ment intervention. We have made a general case against government intervention,
stressing that free markets are great economizers on information and coordination
costs. We have also made a general case for government intervention, emphasizing that
free markets fail to produce allocative efficiency when there are firms with market
power, public goods, externalities, or information asymmetries, and may also fail to
achieve broader social goals. We now turn to the more specific issues of how govern-
ments intervene, the costs of government intervention, and why government interven-
tion sometimes fails to improve on imperfect market outcomes.

The Tools of Government Intervention

The legal power of Canadian governments to intervene in the workings of the economy
is limited by the Charter of Rights (as interpreted by the courts), the willingness of Par-
liament and provincial legislatures to pass laws, and the willingness and ability of gov-
ernments to enforce them. There are numerous ways in which one or another level of
government can prevent, alter, complement, or replace the workings of the unrestricted
market economy.

cost benefit analysis An

approach for evaluating 

the desirability of a given

policy, based on comparing

total (opportunity) costs

with total benefits.
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1. Public Provision National defence, the criminal justice system, public schools,
universities, the highway system, and national parks are all examples of goods or services
that are provided by governments in Canada. Public provision is the most obvious rem-
edy for market failure to provide public goods, but it is also often used in the interest of
redistribution (e.g., hospitals) and other social goals (e.g., public schools). We will con-
sider public spending in detail in Chapter 18.

2. Redistribution Programs Taxes and spending are often used to provide a
distribution of income that is different from that generated by the free market. Govern-
ment transfer programs affect the distribution of income in this way. We examine the
distributive effects of the Canadian tax system in Chapter 18.

3. Regulation Government regulations are public rules that apply to private behav-
iour. In Chapter 12, we saw that governments regulate private markets to limit monopoly
power. In Chapter 17, we will focus on regulations designed to deal with environmental
degradation. Among other things, government regulations prohibit minors from consum-
ing alcohol, require that children attend school, penalize racial discrimination in housing
and labour markets, and require that automobiles have seat belts. Government regulation
is used to deal with all of the sources of market failure that we have discussed in this chap-
ter; it applies at some level to virtually all spheres of modern economic life.

Almost all government actions, including the kinds we have discussed here, change
the incentives that consumers and firms face. If the government provides a park, people
will have a weakened incentive to own large plots of land of their own. Fixing minimum
or maximum prices (as we saw in Chapter 5) affects privately chosen levels of output. If
the government taxes income, people may have a reduced incentive to work.

The government can adjust the tax system to provide subsidies for some kinds of
behaviour and penalties for others. For example, taxes on gasoline raise the price to
consumers and may lead them to reduce the quantity used, especially over the long run.
Tax exemptions for contributions to Registered Retirement Savings Plans (RRSPs)
increase the rate of return to saving and may lead individuals to increase their total
amount of saving. In both cases, the government policy alters prices and sends the
household signals different from those sent by the free market.

The Costs of Government Intervention

Consider the following argument: The market system produces some particular out-
come that is deemed to be undesirable; government has the legal means to improve the
situation; therefore, the public interest will be served by government intervention.

At first glance the argument is appealing. But it is deficient because it neglects three
important considerations. First, government intervention is itself costly since it uses
scarce resources; for this reason alone, not every undesirable free-market outcome is
worth correcting because the cost of doing so may exceed the perceived benefits. Sec-
ond, government intervention is generally imperfect. Just as markets sometimes suc-
ceed and sometimes fail, so government interventions sometimes succeed and
sometimes fail. Third, deciding what governments are to do and how they are to do it
is also costly and intrinsically imperfect.

Large potential benefits do not necessarily justify government intervention; nor do
large potential costs necessarily make it unwise. What matters is the balance
between actual benefits and actual costs.

Practise with Study Guide

Chapter 16, Exercise 4.
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There are several different costs of government intervention. Economists divide
these costs into two categories direct costs and indirect costs.

Direct Costs Government intervention uses real resources that could be used else-
where. Civil servants must be paid and computer systems need to be purchased. Paper,
photocopying, and other trappings of bureaucracy the steel in the navy s ships, the
fuel for the army s tanks, and the pilot of the prime minister s jet all have valuable
alternative uses. The same is true of the accountants who administer the Canada
Pension Plan, the economists who are employed by the Competition Bureau, and the
educators who retrain displaced workers.

Similarly, when government inspectors visit plants to monitor compliance with
federally imposed standards of health, industrial safety, or environmental protection,
they are imposing costs on the public in the form of their salaries and expenses. When
regulatory bodies develop rules, hold hearings, write opinions, or have their staff pre-
pare research reports, they are incurring costs. The costs of the judges, clerks, and
court reporters who hear, transcribe, and review the evidence are also imposed by gov-
ernment regulation. All these activities use valuable resources that could have provided
very different goods and services.

All forms of government intervention use real resources and hence impose direct
costs.

The direct costs of government intervention are fairly easy to identify, as they
almost always involve well-documented expenditures. In the 2008 2009 fiscal year, the
total expenditures by all levels of government in Canada were $580 billion, just over
36 percent of total national income.

Indirect Costs Most government interventions in the economy
impose costs on firms and households over and above the taxes that
must be paid to the government to finance its policies. The nature and
the size of the extra costs borne by firms and households vary with
the type of intervention. A few examples will illustrate what is
involved.

1. CHANGES IN COSTS OF PRODUCTION. Government safety and
emissions standards for automobiles have raised the costs of both
producing and operating cars. Environmental policies that require firms
to treat their waste products and emissions also increase the overall
costs. In both cases, these costs are much greater than the direct bud-
getary costs of administering the regulations.

2. COSTS OF COMPLIANCE. Government regulation and supervision
generate a flood of reporting and related activities that are often
referred to collectively as red tape. The number of hours of business
time devoted to understanding, reporting, and contesting regulatory
provisions is enormous. Regulations dealing with occupational safety
and environmental control have all increased the size of non-produc-
tion payrolls. The legal costs alone of a major corporation sometimes
can run into tens or hundreds of millions of dollars per year. While all
this provides lots of employment for lawyers and economic experts, it
is costly because there are other tasks these professionals could do that
would add more to the production of consumer goods and services.

Farmers in Canada often request government
assistance to offset the effects of low crop
prices or bad weather. This is one example 
of rent seeking.
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Households also bear compliance costs directly. A recent study found that the
time and money cost of filling out individual income-tax returns was about 8 percent
of the total revenue that is collected. In addition to costs of compliance, there are costs
borne as firms and households try to avoid regulation. There is a substantial incentive
to find loopholes in regulations. Resources that could be used elsewhere are devoted
to the search for such loopholes and then, in turn, by regulators to counteract such
evasion.

w w w. m y e c o n l a b . c o m

Red tape is a problem in advanced, industrialized economies, but it is even
more serious in some developing economies. For examples of how red tape
can stand in the way of economic development, look for How Excessive

Regulation Hobbles Development in the Additional Topics section of this book s
MyEconLab.

ADDITIONAL TOPICS

3. RENT SEEKING. A different kind of problem arises from the mere existence of gov-
ernment and its potential to use its tools in ways that affect the distribution of eco-
nomic resources. This phenomenon has been dubbed rent seeking by economists
because private firms, households, and business groups will use their political influence
to seek economic rents from the government in ways that do not advance the public
interest. These valuable rents can come in the form of favourable regulations, direct
subsidies, and profitable contracts that do not use public funds in a prudent manner.
Democratic governments are especially vulnerable to manipulation of this kind because
they respond to well-articulated interests of all sorts.

Rent seeking is endemic to mixed economies. Because of the many things that gov-
ernments are called on to do, they have the power to act in ways that transfer resources
among private entities. Because they are democratic, they are responsive to public pres-
sures of various kinds. If a government s behaviour can be influenced, whether by
voting, campaign contributions, lobbying, or bribes, real resources will be used in
trying to do so.

In the aggregate, the indirect costs of government intervention are substantial. But
they are difficult to measure and are usually dispersed across a large number of firms
and households.

Government Failure

Even in the cases in which the benefits and costs of government intervention can be
easily identified and measured, governments, like private markets, are imperfect. Often
they will fail, in the same sense that markets do, to achieve their potential.

The reason for government failure is not that public-sector employees are less able,
honest, or virtuous than people who work in the private sector. Rather, the causes of
government failure are inherent in government institutions, just as the causes of market
failure stem from the nature of markets. Importantly, some government failure is an
inescapable cost of democratic decision making.

rent seeking Behaviour
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ways that are not in the
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Decision Makers  Objectives By far the most important cause of government
failure arises from the nature of the government s own objectives. Traditionally, econo-
mists did not concern themselves greatly with the motivation of government. The theory
of economic policy implicitly assumed that governments had no objectives of their own.
As a result, economists needed only to identify places where the market functioned well
on its own, and places where government intervention could improve the market s func-
tioning. Governments would then stay out of the former markets and intervene as
necessary in the latter.

This model of government behaviour never fitted reality, and economists were
gradually forced to think more deeply about the motivation of governments. Today
economists no longer assume that governments are faceless robots doing whatever
economic analysis suggests is in the social interest. Instead they are modelled just as
are producers and consumers as units with their own objectives, which they seek to
maximize.

Governments undoubtedly do care about the social good to some extent, but
public officials have their careers, their families, and their prejudices as well. As a
result, public officials  own needs are seldom wholly absent from their consideration of
the actions they will take. Similarly, their definition of the public interest is likely to be
influenced heavily by their personal views of what policies are best. It is therefore often
the case that the policies supported by the public are different from the policies
advocated by policymakers.

Modelling governments as maximizers of their own welfare, and then incorporat-
ing them into theoretical models of the working of the economy, was a major intellec-
tual breakthrough. One of the pioneers of this development was the American
economist James Buchanan, who was awarded the 1986 Nobel Prize in economics for
his work in this field. The theory that he helped to develop is called public choice theory.
The key breakthrough was to view the government as just another economic agent
engaging in its own maximizing behaviour.

Public Choice Theory Full-blown public choice theory deals with three maxi-
mizing groups. Elected officials seek to maximize their votes. Civil servants seek to
maximize their salaries and their influence. Voters seek to maximize their own utility.
To this end, voters look to the government to provide them with goods and services

and income transfers that raise their personal utility.
No one cares about the general interest!

On the one hand, this surely is not a completely
accurate characterization of motives. Some elected
officials have acted in what they perceive to be the
public interest, hoping to be vindicated by history
even if they know they risk losing the next election.
Some civil servants expose inside corruption
so-called whistleblowers even though it can cost
them their jobs. Some high-income individuals vote
for the political party that advocates the most, not
the least, income redistribution, and some poorer
taxpayers vote for a party that advocates lower taxes
on the rich and lower transfers to the poor.

On the other hand, the characterization is close
to the mark in many cases. Most of us have read of
politicians whose only principle appears to be What
will get me the most votes?  And many voters ask
only, What is in it for me?  This is why the theory

Public choice theory seeks to explain how public officials make
their decisions. They are assumed to act not in the best 
interests of their constituents but according to their own 
agendas, which often conflict with the public interest.

16_raga_ch16.qxd  1/28/10  10:23 PM  Page 408



CHAPTER 16 : MARKET FA ILURES AND GOVERNMENT INTERVENTION 409

can take us a long way in understanding what we see, even though real behaviour is
more complex.

Here is one example relevant to Canada and many other developed economies.
Why, in spite of strong advice from economists, have governments persisted in assisting
agriculture for decades, until many governments now have major farm crises on their
hands? Public choice theory looks at the winners and the losers among the voters.

The winners from agricultural supports are farmers. They are a politically power-
ful group and are aware of what they will lose if farm supports are reduced. They
would show their disapproval of such action by voting against any government that
even suggests it. The losers are the entire group of consumers or taxpayers. Although
they are more numerous than farmers, and although their total loss is large, each indi-
vidual suffers only a small loss. Citizens have more important things to worry about,
and so they do not vote against the government just because it supports farmers. As
long as the average voters are unconcerned about, and often unaware of, the losses
they suffer, the vote-maximizing government will ignore the interests of the many and
support the interests of the few. The vote-maximizing government will consider chang-
ing the agricultural policy only when the cost of agricultural support becomes so large
that ordinary taxpayers begin to be concerned by the cost. What is required for a
policy change, according to this theory, is that those who lose become sufficiently
aware of their losses for this awareness to affect their voting behaviour.

Another example that we will see in Chapter 34 is the use of tariffs. When a tariff
is imposed on an imported good, it increases the domestic price of the good. Tariffs
therefore provide protection to the domestic firms producing competing products. This
protection typically raises prices, profits, and wages in those firms. The costs of such
tariffs are borne by a much larger number of consumers, each of whom is hurt a rela-
tively small amount by the higher price. This concentration of benefits and the disper-
sion of costs explains to a large extent why tariffs, once in place, are so politically
difficult to remove.

The ability of elected officials and civil servants to ignore the public interest is
strengthened by a phenomenon called rational ignorance. Many policy issues are
extremely complex. For example, even the experts are divided when assessing the pros
and cons of Canada s maintaining a flexible exchange rate rather than pegging the
value of the Canadian dollar to the U.S. dollar. Much time and effort is required for a
layperson even to attempt to understand the issue. Similar comments apply to the evi-
dence for and against capital punishment or lowering the age of criminal liability. Yet
one person s vote has little influence on which party is elected or on what they will
really do about the issue in question once elected. So the costs of informing oneself are
large, while the benefits of acting on that information are small. Thus, a majority of
rational, self-interested voters will choose to remain innocent of the complexities
involved in most policy issues.

Who will be the informed minority? The answer is often those who stand to gain
or lose a lot from the policy, those with a strong sense of moral obligation, and those
policy junkies who just like thinking about these kinds of issues.

Democracy and Inefficient Public Choices At the core of most people s
idea of democracy is the notion that all citizens  votes should have the same weight.
One of the insights of the theory of public choice is that resource allocation, based on
the principle of one vote per person, will generally be inefficient because it fails to take
into account the intensity of preferences. Consider three farmers, Albert, Bob, and
Charlene, who are contemplating building access roads to their farms. Suppose the
road to Albert s farm is worth $7000 to him and that the road to Bob s farm is worth
$7000 to him. Charlene s farm is on the main road, which already exists, and so an

rational ignorance When

agents have no incentive to

become informed about
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because the costs of
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might take.
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TABLE 16-2 Net Benefits from Road Construction

Net Benefits to Net Benefits Net Benefits to Total Net 
Build Road to Albert to Bob Charlene Benefits 

Albert s Farm $7000 * $2000 + $5000 $0 * $2000 + *$2000 $0 * $2000 + *$2000 $1000 
Bob s Farm $0 * $2000 + *$2000 $7000 * $2000 + $5000 $0 * $2000 + *$2000 $1000 
Charlene s Farm $0 * $2000 + *$2000 $0 * $2000 + *$2000 $0 * $2000 + *$2000 *$6000

extra road is of no value to her. Suppose also that the cost of building each access road
is $6000 and that under the current tax rules each of the three farmers would have to
pay $2000 per road built.

The data for this example are summarized in Table 16-2, which shows each
farmer s net benefits (benefits minus costs) from the construction of each road, and
also the total net benefits for each road. For example, building the road to Albert s
farm, and financing it by taxing each farmer $2000, generates net benefits of $5000 for
Albert, and $2000 each for Bob and Charlene. Total net benefits for this road are
therefore $1000, revealing that the total benefits from building the road exceed the
total costs. It is therefore efficient to build this road.

As the data in the table show, it is efficient to build roads to both Albert s and
Bob s farms, but it is not efficient to build an (additional) road to Charlene s farm since
it generates no benefits but costs $6000. The problem, however, is that both of the
roads that should be built on the grounds of efficiency would be defeated 2 1 in a sim-
ple majority vote. Bob and Charlene would each vote against the road to Albert s farm,
and Albert and Charlene would each vote against the road to Bob s farm. In this case,
the democratic process leads to an inefficient outcome.

Now suppose we allow Albert and Bob to make a deal: I will vote for your road
if you will vote for mine.  Although such deals are often decried by political commen-
tators, the deal enhances efficiency: Both roads now get 2 1 majorities, and both roads
are built. However, such deals can just as easily reduce efficiency. If the gross value of
each road were $5000 instead of $7000, and Albert and Bob again make their deal,
each road will still command a 2 1 majority, but building the roads will now be ineffi-
cient. (The gross value of each road is now only $5000, but the cost is still $6000.)
Albert and Bob will be using democracy to appropriate resources from Charlene (the
taxes she would have to pay) while reducing economic efficiency.

The possibility of inefficient public choices stems in large part from the problems
inherent to a democratic system. Extensions in Theory 16-2 discusses Kenneth Arrow s
famous result in the theory of public choice. Arrow s somewhat unsettling theorem is
that there is very often a tradeoff between democracy and efficiency.

Governments as Monopolists Governments face the same problems of cost
minimization that private firms do but often operate in an environment in which they
are monopoly producers without shareholders. Large governments (provinces, big
cities, the federal government) face all of the organizational problems faced by large cor-
porations. They tend to use relatively rigid rules and hence respond slowly to change.
Building codes are an example of this type of problem. Most local governments have
detailed requirements regarding the materials that must go into a new house, factory, or
office. When technology changes, the codes often lag behind. For example, plastic pipe,
which is cheaper and easier to use than copper pipe, was prohibited by building codes

Practise with Study Guide

Chapter 16, Extension Exercise E1.
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for decades after its use became efficient. Changes in technology may make a regulation
inefficient, but the regulation may stay in place for a long time.

In the private sector, market forces often push firms into revising their view of the
problem at hand, whereas there is ordinarily no market mechanism to force governments
to adopt relatively efficient regulations. Put another way, much government failure arises
precisely because governments do not have competitors and are not constrained by the
bottom line.

How Much Should Government Intervene?

Do governments intervene too little, or too much, in response to market failure? This
question reflects one aspect of the continuing debate over the role of government in the
economy. Although many economists might agree on the theoretical principles that
should guide government intervention in selected cases, there is more disagreement
about the broader role of government in the economy. Unfortunately, the issue is often
framed ideologically. Those on the right wing  tend to compare heavy-handed

Nobel laureate Kenneth Arrow from Stanford Univer-
sity has shown that it is generally impossible to con-
struct a set of rules for making public choices that is at
once comprehensive, democratic, efficient, and consis-
tent. This striking idea called Arrow s impossibility
theorem has led to decades of work on the part of
economists, philosophers, and political scientists, who
have tried to find conditions under which democracy
can be expected to yield efficient allocations of
resources. The news is generally not good. Unless indi-
vidual preferences or their distribution in the popula-
tion meet fairly unlikely criteria, either democracy or
efficiency must be sacrificed in the design of public-
choice mechanisms.

The Arrow theorem can be illustrated by a simple
case, depicted in the following table.

Voter

Density of Trees A B C

Sparse (1) 3 1 2
Medium (2) 1 2 3
Dense (3) 2 3 1

Imagine we have a society that consists of three
voters who are choosing how many trees to plant in the
local park. The three possibilities are as follows: (1)
Plant very few trees, in one corner. This would make the

park suitable for playing Frisbee and soccer but not for
walks in the woods. (2) Plant trees in moderate density
throughout the park. In this case, the park would be
nice for jogging but not usable for most sports. (3) Plant
trees densely everywhere. This would make the park a
pleasant place to get away from it all (for whatever rea-
sons) but not a good place to jog. Voter A loves jogging,
hates Frisbee, and likes walking in the woods. His rank-
ing of the alternatives is 3 1 2. Voter B likes the wide-
open spaces. His ranking is 1 2 3. Voter C likes to play
Frisbee, likes solitude even more, and has little taste for
a park that provides neither. Her ranking is 2 3 1.

Now suppose the electorate gets to choose between
alternatives that are presented two at a time. What does
majority rule do? Unfortunately, there is no unique
democratic outcome; the result of such voting depends
on which two alternatives are presented. In a choice of 1
versus 2, 1 wins, getting votes from B and C. When the
choice is between 2 and 3, 2 wins, getting votes from
A and B. When 3 is pitted against 1, 3 wins with the
support of A and C. Thus, the public-choice mechanism
of majority rule is inconsistent. It tells us that 1 is pre-
ferred to 2, 2 is preferred to 3, and 3 is preferred to 1.
There is no way to make a choice without arbitrarily
that is, undemocratically choosing which set of alterna-
tives to offer the electorate. This is the essence of Arrow s
famous argument that, in general, democracy and effi-
ciency cannot both be achieved in issues of public choice.

EXTENSIONS IN THEORY 16-2

A Problem with Democracy
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government with a hypothetical and perfectly operating competitive market. In con-
trast, those on the left wing  tend to compare hypothetical and ideal government
intervention with a laissez-faire economy rife with market failures. Both perspectives
are in danger of missing the more relevant debate.

Evaluating the costs and benefits of government intervention requires a comparison
of the private economic system as it actually works (not as it might work ideally)
with the pattern of government intervention as it actually performs (not as it might
perform ideally).

Over the last three decades in most of the advanced industrial countries, the mix of
free-market determination and government ownership and regulation has been shifting
toward more market determination. No reasonable person believes that government
intervention can, or should, be reduced to zero. Do we still have a long way to go in
reversing the tide of big intrusive government that flowed through most of the twenti-
eth century? Or have we gone too far by giving some things to the market that govern-
ments could do better?

These questions lie at the heart of one of the great social debates of our time. And
in the fall of 2008 it was pushed onto headlines around the world. With the onset of
the financial crisis of 2007 2008 which involved the collapse of the U.S. housing
market, the bankruptcy of several large financial institutions, and the discovery that
mortgage-backed securities of doubtful value were held on corporate balance sheets
all over the world the appropriate role of government intervention became a central
issue. Some argued that government intervention and better regulations were neces-
sary to support the financial system so that it could continue to play its vital economic
role. Others argued that troubled banks and other institutions should be allowed to
fail and that the health of the overall system would thereby be improved. As it turned
out, governments in the United States, Europe, Asia, and Canada intervened on a
massive scale in efforts to support their respective financial systems. By the fall of
2009, it appeared that the policy interventions were successful in preventing large-
scale collapse of the financial sector and restoring a considerable measure of financial
stability.

In general, the cases we have made for the costs and benefits of government inter-
vention are both valid, depending on time, place, and the values that are brought to
bear. At this point, we turn to the issue of what government actually does, something
that will perhaps illuminate the question of what it could do better. In Chapter 12, we
discussed government action that is designed to affect monopoly and competition. In
the next two chapters, we discuss in some detail three other important types of interven-
tion in the Canadian economy today: environmental regulation, taxation, and public
spending.

Summary

The government s monopoly of violence gives it the

ability to enforce laws and protect its citizens. But
restrictions on the government s power are required to

ensure that individuals  rights are not unnecessarily
violated.

16.1 Basic Functions of Government l1
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16.2 The Case for Free Markets L2

The case for free markets can be made in two different
ways. The formal defence  is based on the concept of
allocative efficiency. This was the basis for the appeal of
competitive markets as discussed in Chapters 5 and 12.
The informal defence  of free markets is not specifi-
cally based on the idea of allocative efficiency and thus
applies to market structures other than just perfect com-
petition. The informal defence of free markets is based
on three central arguments:

1. Free markets provide automatic coordination of the
actions of decentralized decision makers.

2. The pursuit of profits, which is central to free markets,
provides a stimulus to innovation and economic
growth.

3. Free markets permit a decentralization of economic
power.

16.3 Market Failures L34

Market failure refers to situations in which the free
market does not achieve allocative efficiency. Four main
sources of market failure are

1. market power
2. externalities
3. public goods
4. information asymmetries

Pollution is an example of an externality. A producer
who pollutes the air or water does not pay the social cost
of the pollution and is therefore not motivated to avoid

the costs. Private producers will therefore produce too
much pollution relative to what is allocatively efficient.
National defence is an example of a public good.
Markets fail to produce public goods because the bene-
fits of such goods are available to people whether they
pay for them or not.
Information asymmetries cause market failure when
one party to a transaction is able to use personal exper-
tise to manipulate the transaction in his or her own
favour. Moral hazard and adverse selection are conse-
quences of information asymmetries.

16.4 Broader Social Goals L5

Changing the distribution of income is one of the roles
for government intervention that members of a society
may desire. Others include values that are placed on
public provision for its own sake, on protection of

individuals from themselves or from others, on recog-
nition of social responsibilities, and on the promotion
of economic growth.

16.5 Government Intervention L6

Major tools of microeconomic policy include (a) public
provision, (b) redistribution, and (c) regulation.
Most government actions especially taxes or subsi-
dies change incentives that consumers and firms face.
The costs and benefits of government intervention must
be considered in deciding whether, when, and how
much intervention is appropriate. Among the costs are
the direct costs that are incurred by the government, the
costs that are imposed on the parties who are regulated,

directly and indirectly, and the costs that are imposed
on third parties. These costs are seldom negligible and
are often large.
The possibility of government failure, as well as the
costs of successful intervention, must be balanced
against the potential benefits of removing market fail-
ure. It is neither possible nor efficient to correct all
market failure; neither is it always efficient to do
nothing.
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Market failure
Externalities
Private and social cost
Excludable and non-excludable 

goods

Key Concepts
Rivalrous and non-rivalrous goods
Private goods
Common-property resource
Public goods
Information asymmetries

Moral hazard and adverse selection
Cost benefit analysis
Rent seeking
Government failure
Public choice theory

Study Exercises

1. Fill in the blanks to make the following statements
correct.

a. The formal defence  of free markets is that, if all
markets were perfectly competitive, then prices
would equal _________ for all products and the
economy would be _________.

b. The informal defence  of free markets is based on
the following three central arguments:

_________
 _________
 _________

c. A situation in which the free market, in the absence
of government intervention, fails to achieve alloca-
tive efficiency is called _________.

d. There are four major market failures that, in princi-
ple, justify government intervention in markets.
They are as follows:
 _________
_________

 _________
 _________

2. Fill in the blanks to make the following statements
correct.

a. The marginal cost faced by the private decision
maker is known as _________. The marginal cost
faced by the private decision maker plus any other
costs imposed on third parties is known as
_________. If there is a divergence between these
two marginal costs, then we can say that _________
are present.

b. An economic outcome is allocatively efficient when
marginal social cost and marginal social benefit
are _________.

c. Suppose a potato chip plant is operating beside a res-
idential neighbourhood and produces noise and an
unpleasant odour. We can say that there is a
_________ externality because the marginal social
cost of producing potato chips is __________ the
private cost of producing potato chips. As a result, the
free market is producing too _________ potato chips.

d. Suppose an apple orchard is operating beside a res-
idential neighbourhood and provides beautiful
blossoms and a pleasant fragrance. We can say that
there is a _________ externality because the mar-
ginal social cost of apples is _________ the mar-
ginal private cost of apples. As a result, the free
market is producing too _________ apples.

3. Fill in the blanks to make the following statements
correct.

a. A good or service that is rivalrous and excludable
(e.g., a restaurant meal or a sofa) is known as a
_________ good and is most efficiently provided by
the _________.

b. A good that is rivalrous and non-excludable (e.g.,
fish in the ocean, or common grazing land) is
known as a _________ and tends to be overused
by _________.

c. Goods that are non-rivalrous and excludable (e.g.,
roads, museums, and parks) are often provided by
government because the marginal cost of provision
to society is _________ and so the allocatively
efficient price is _________.

d. Goods and services that are non-rivalrous and non-
excludable (e.g., national defence, a lighthouse) are
known as _________. Private markets will not
provide these goods or services because of the
_________ problem.

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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e. If an auto mechanic tells you that your car needs a
new transmission, there is the possibility of market
failure in the form of _________.

f. If you take up cliff diving as a new hobby and
increase your life insurance, just in case, there is a
possible market failure in the form of _________.

4. For each of the situations in the table below, indicate
whether there is a positive or a negative externality. Indi-
cate in each case whether social marginal cost (MCS) is
greater than or less than private marginal cost (MCP).

Positive
or negative MCS greater than 
externality? or less than MCP?

You smoke a
cigarette and blow
the smoke into
others  faces.

You cut your lawn
early on a Sunday
morning.

A firm conducts
R&D and generates
useful basic
knowledge that is
freely available.

A firm produces
aluminum, but also
produces toxic waste
as a byproduct.

5. Consider the following diagram showing the perfectly
competitive market for newsprint. The demand curve
shows the marginal benefit to society of consuming an
extra unit of newsprint. The supply curve shows the
firms  marginal costs of producing an extra unit of
newsprint.

a. Describe the equilibrium in this competitive
market.

b. Now suppose that, as a byproduct to producing
newsprint, some toxic chemicals are also produced
that are dumped in public streams and rivers.
Suppose that for each unit of newsprint produced,
one unit of toxic chemicals is also produced, imposing
an external cost of $100. Show the social marginal
cost curve in the diagram.

c. What is the allocatively efficient quantity of
newsprint?

6. For each of the listed goods, indicate whether they are
rivalrous or non-rivalrous, and also indicate whether
the use of them is excludable or non-excludable.

Rivalrous? Excludable?

CD player

Clothing

Library

Lighthouse

Medical services

Published product safety 
information

Pacific salmon

a. Which of the goods in the table are public goods?
Explain.

b. Which are common-property resources? Explain.

7. Art galleries, museums, roads, and bridges are usually
provided by the government.

a. Explain why uncrowded goods of this sort should
have a price of zero if allocative efficiency is to be
achieved.

b. Would allocative efficiency be achieved if private
firms provided these goods? Explain.

c. What happens when access to these goods becomes
congested? Does efficiency still require a zero price?
Explain.

8. Consider a small town deciding whether to build a
public park. The town council conducts a survey of its
100 residents and asks them how much they would
each value the park. The survey results are as follows:

Number of people Value of park per person Total

10 $1000 $10 000
30 500 15 000
30 200 6 000
20 50 1 000
10 0 0

100 $32 000

S = MC
P

D = MB

Quantity of Newsprint
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M>}]Discussion Questions
1. In each case, identify any divergence between social

and private costs.

a. Cigarette smoking
b. Getting a university education
c. Private ownership of guns
d. Drilling for offshore oil

2. Consider the possible beneficial and adverse effects of
each of the following forms of government intervention.

a. Charging motorists a tax for driving in the down-
town areas of large cities and using the revenues to
provide peripheral parking and shuttle buses

b. Prohibiting juries from awarding large malpractice
judgements against doctors

c. Mandating no-fault automobile insurance, in which
the automobile owner s insurance company is
responsible for damage to his or her vehicle no mat-
ter who causes the accident

3. The president of Goodyear Tire and Rubber Company
complained that government regulation had imposed
$30 million per year in unproductive costs  on his com-
pany, as listed here. How would one determine whether
these costs were productive  or unproductive ?

a. Environmental regulation, $17 million
b. Occupational safety and health, $7 million
c. Motor vehicle safety, $3 million
d. Personnel and administration, $3 million

4. Your local government almost certainly provides a
police department, a fire department, and a public
library. What are the market imperfections, if any, that
each of these seeks to correct? Which of these are clos-
est to being public goods? Which are furthest?

5. Suppose that for $100, a laboratory can accurately
assess a person s probability of developing a fairly rare

disease that is costly to treat. What would be the likely
effects of such a test on health-insurance markets?

6. What market failures does public support of higher
education seek to remedy? How would you go about
evaluating whether the benefits of this support out-
weigh the costs?

7. This question is based on Externalities and the Coase

Theorem on the book s MyEconLab at www.myeconlab.
com. Consider a steel producer that dumps one litre of
toxic waste into a river for every tonne of steel
produced. A fishing camp located downstream bears
the cost of cleaning up this toxic waste: $10 for every
litre. Discuss how negotiations between the steel
producer and the fishing camp may result in an alloca-
tively efficient level of steel output even without direct
government involvement. Does the nature of the nego-
tiations depend on who owns the river?

8. In the text we discussed how rent seeking is one of the
costs of government intervention. Consider a group of
pig farmers who are lobbying the federal government
for some form of financial assistance (as they did in
1998 when the world price of pork declined steeply).

a. Explain why economists call such lobbying rent
seeking.

b. Suppose the farmers spend $500 000 in their lob-
bying efforts but have no effect on government pol-
icy. What is the cost to society of the rent seeking?
Explain.

c. Suppose the $500 000 of lobbying does lead to a
change in government policy. Now what is the social
cost of the rent seeking?

a. Suppose it costs $35 000 to build the park. Should
the town do it?

b. Suppose the park costs only $20 000 to build.
Should the town build the park? If so, how should
the town pay for building the park?

c. Suppose the town builds the park but charges peo-
ple $50 for an annual pass. Does this present a
problem for efficiency? Explain.
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L LEARNING OBJECTIVES

In this chapter you will learn

1 how an externality can be internalized, and

how this can lead to allocative efficiency.

2 why direct pollution controls are often

inefficient.

3 how market-based policies, such as

emissions taxes and tradable pollution

permits, can improve economic efficiency.

4 some basic facts about greenhouse gases

and how they relate to the growing problem

of global climate change.

In almost everything we do, we are subject to some

form of government regulation. The system of crimi-

nal law regulates our interactions with people and

property. Local zoning laws regulate the ways in which

the land that we own or occupy may be used. Regula-

tory commissions set rates for electricity, natural gas,

local telephone service, and a host of other goods and

services. Seat belts, brake lights, turn signals, air

bags, internal door panels, bumpers, and catalytic

converters are compulsory and regulated in quality

all in a single industry. The list goes on and on. A

good case can be made that various governments in

Canada have more effect on the economy through reg-

ulation than through taxing and spending.

The focus in this chapter is on a specific type of

government regulation, one that has become increas-

ingly important in recent years. In particular, we

examine the negative externalities that lead to envi-

ronmental degradation and the various government

policies designed to address them. As we will see,

policies intended to protect the environment do not

always do so in an efficient manner. One of the cen-

tral themes in this chapter is that the information

available to the regulatory agencies, especially regard-

ing firms  technologies for reducing pollution, is gen-

erally incomplete. This lack of good information leads

to the result that market-based environmental regula-

tions are usually more successful than methods based

on the government s direct control.

The chapter concludes with a discussion of a spe-

cific environmental challenge that has become a cru-

cial policy issue. We examine the issue of how

greenhouse-gas emissions are contributing to global

climate change, the technical challenges associated

with reducing these emissions, and policies designed

to address this enormous challenge.

The Economics 

of Environmental

Protection
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17.1 The Economic Rationale for
Regulating Pollution

Pollution is a negative externality. As a consequence of producing or consuming goods
and services, bads  are produced as well. Steel plants produce smoke in addition to
steel. Farms produce chemical runoff as well as food. Logging leads to soil erosion that
contaminates fish breeding grounds. Cars, trucks, and factories, by burning carbon-
rich fossil fuels, such as coal, oil, and natural gas, produce carbon dioxide and other
greenhouse gases that contribute to global climate change. Households produce human
waste and garbage as they consume goods and services. In all of these cases, the tech-
nology of production and consumption automatically generates pollution. Indeed, few
human endeavours do not have negative pollution externalities.

Pollution as an Externality

Polluting firms who are profit maximizers do not
regard a clean environment as a scarce resource and
therefore fail to consider the full costs of using this
resource when producing their product. When a
paper mill produces newsprint for the world s news-
papers, more people are affected than just its suppli-
ers, employees, and customers. Its water-discharged
effluent hurts the fishing boats that ply nearby
waters, and its smog makes many resort areas less
attractive, thereby reducing the tourist revenues that
local motel operators and boat renters can expect.
The profit-maximizing paper mill neglects these
external effects of its actions because its profits are
not directly affected by them.

As shown in Figure 17-1, allocative efficiency
requires that the price (the value that consumers place
on the marginal unit of output) be just equal to the
marginal social cost (the value of the resources that
society gives up to produce the marginal unit of out-
put). When there are negative externalities, social
marginal cost exceeds private marginal cost because
the act of production generates costs for society that are
not faced by the producer.

By producing where price equals private marginal
cost and thereby ignoring the externality, the firms
are maximizing profits but producing too much out-
put. The price that consumers pay just covers the pri-
vate marginal cost but does not pay for the external
damage. The social benefit of the last unit of output
(the market price) is less than the social cost (private
marginal cost plus the extra cost to society from the
externality). Reducing output by one unit would
increase allocative efficiency and thus make society as
a whole better off.

Practise with Study Guide

Chapter 17, Exercise 1.

FIGURE 17-1 A Pollution Externality in a

Competitive Market

A negative externality implies that a competitive free
market will produce more output than the allocatively
efficient level. If the externality can be internalized,
allocative efficiency can be achieved. A competitive free
market will produce where the demand and supply
curves intersect that is, at Qc and pc. If each unit of
output of this good also generates an external cost of
MEC, then social marginal cost is greater than private
marginal cost by this amount. The allocatively efficient
level of output is where marginal benefit equals social
marginal cost that is, at Q*. The competitive free market
therefore produces too much output.

If firms in this industry are now required to pay a
tax of $MEC per unit of output, the private marginal
cost curve, MCP, shifts up to MCS. The externality will
thus be internalized because firms will now be forced to
pay the full social cost of their production. The new
competitive equilibrium will be p*, Q*, and allocative
efficiency will be achieved.
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MEC = marginal
external cost

For information about the

Canadian Environmental

Protection Act, see

Environment Canada s

website: www.ec.gc.ca.
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Making polluting firms bear the entire social cost of their production is called
internalizing the externality. This leads them to produce a lower level of output, as
shown in Figure 17-1. Indeed, at the optimal level of output, where the externality is
completely internalized, consumer prices would just cover the social marginal cost of
production. We would have the familiar condition for allocative efficiency that mar-
ginal benefits to consumers are just equal to the marginal (social) cost of producing
these benefits.

The socially optimal level of output is at the quantity for which all marginal costs,
private plus external, equal the marginal benefit to society.

In order to internalize the externality successfully, it is necessary to measure its size
accurately. Looking at Figure 17-1, we must be able to measure the magnitude of the
marginal external cost, MEC. In practice, however, external costs are quite difficult to
measure. This measurement is especially difficult in the case of air pollution, where the
damage is often spread over hundreds of thousands of square kilometres and can affect
millions of people.

The Optimal Amount of Pollution
Abatement

Notice from Figure 17-1 that the allocatively efficient
outcome still has some pollution being generated. This
is because the production of each unit of output in
Figure 17-1 generates some pollution. It is simply
impossible to produce goods and services without gen-
erating some environmental damage. The economic
problem is then to determine how much environmen-
tal damage to allow or, equivalently, how much pollu-
tion abatement (reduction) to implement. In general, it
is not optimal to eliminate all pollution.

Zero environmental damage is generally not
allocatively efficient.

The economics of determining how much pollu-
tion to prohibit, and therefore how much to allow, is
summarized in Figure 17-2, which depicts the marginal
benefits and marginal costs of pollution abatement.
The analysis might be thought of as applying, for
example, to water pollution in a specific watershed. It
is drawn from the perspective of a public authority
whose mandate is to maximize social welfare.

Note that the figure is drawn in terms of the
amount of pollution that is prevented (or abated)
rather than in terms of the total amount of pollution
produced. We do this because pollution abatement
(rather than pollution itself) is a good  of economic
value, and we are more familiar with applying the con-
cepts of supply and demand for goods with positive

internalizing the

externality A process that

results in a producer or

consumer taking account

of a previously external

effect.

FIGURE 17-2 The Optimal Amount of

Pollution Abatement

The optimal amount of pollution abatement occurs
where the marginal cost of reducing pollution is just
equal to the marginal benefits from doing so. MB repre-
sents the marginal benefit of reducing pollution by one
unit. MC represents the marginal cost of reducing pollu-
tion by one unit. The optimal level of pollution abate-
ment is Q*, where MB * MC. Notice that not all
pollution is eliminated. For each unit up to Q*, the mar-
ginal benefit derived from pollution abatement exceeds
the marginal cost. The total net benefit from the optimal
amount of pollution abatement is given by the shaded
area the sum of the difference between marginal bene-
fit and marginal cost at each level of abatement. Any
further efforts to reduce pollution beyond Q* would
add more to social costs than to social benefits.
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values. If no pollution is abated, the watershed will be sub-
jected to the amount of pollution that would occur in an
unregulated market. The greater the amount of pollution
abated, the smaller the amount of pollution that remains.
Thus, as we move to the right along the horizontal axis, there
is more pollution abatement and therefore less remaining pol-
lution. On the vertical axis, measured in dollars per unit, we
show the marginal benefit and marginal cost of pollution
abatement.

The marginal cost of abating pollution is often small at
low levels of abatement but rises steeply after some point.
This is the upward-sloping line shown in Figure 17-2. There
are two reasons for believing that this shape is accurate.
First is the familiar logic behind increasing marginal costs.
Because some antipollution measures can be taken fairly
easily, the first units of pollution abatement will be cheap
relative to later units. In addition, it is likely that pollution
prevention of any degree will be easier for some firms than
for others. New facilities are likely to run more cleanly than
old ones, for example. Pollution abatement in a factory that

was designed in the era of environmental concern may be much easier than obtaining
similar abatement in an older factory. After some point, however, the easy fixes are
exhausted, and the marginal cost of further pollution abatement rises steeply.

The downward-sloping curve in Figure 17-2 is the demand  for pollution abate-
ment and reflects the marginal benefit of pollution reduction. The curve slopes down-
ward for much the same reason that the typical demand curve slopes downward.
Starting at any level of pollution, people will derive some benefit from reducing the level
of pollution, but the marginal benefit from a given amount of abatement will be lower,
the lower the level of remaining pollution (or the higher the level of abatement). Put
another way, in a very dirty environment, a little cleanliness will be much prized, but in
a very clean environment, a little more cleanliness will be of only small additional value.

The optimal amount of pollution abatement occurs where the marginal benefit is
equal to the marginal cost where supply  and demand  in Figure 17-2 intersect.
Since the optimal amount of abatement is usually not 100 percent, some pollution will
likely exist at the optimal outcome. As we said earlier, zero pollution is generally not
allocatively efficient.

In trying to reach this optimum, the pollution-control authority faces three serious
problems. First, although Figure 17-2 looks like a supply demand diagram, we have
already seen that the private sector will not by itself create a market in pollution con-
trol. Hence, the government must intervene in private-sector markets if the optimal
level of control shown in Figure 17-2 is to be attained.

The second problem is that the optimal level of pollution abatement is not easily
known because the marginal benefit and the marginal cost curves shown in Figure 17-2
are not usually observable. In practice, the government can only estimate these curves,
and accurate estimates are often difficult to obtain, especially when the technology of
pollution abatement is changing rapidly and the health consequences and other costs
associated with various pollutants are not known. An excellent recent example of our
ignorance regarding the marginal costs and benefits of pollution abatement is related
to the effects of greenhouse-gas emissions on global warming. Though there is now a
broad consensus among scientists (with some notable exceptions) that humankind s
emissions of greenhouse gases are contributing to global warming, the estimates of the
magnitude of the effects of Earth s warming vary considerably.

Pollution is an externality. Unless they are required by
law to do so, most firms do not take the social costs of
their pollution into account when they make their private
profit-maximizing decisions.
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The third problem is that the available techniques for regulating pollution are
themselves imperfect. Even if the optimal level of pollution abatement were known
with precision, there are both technical and legal impediments to achieving that level
through regulation.

This brings us to a discussion of the various policies that governments can use to
reduce pollution. As we will see, some policies are more effective than others.

17.2 Pollution-Control Policies

We examine three different types of policies designed to bring about the optimal
amount of pollution abatement (or the optimal amount of pollution). These are direct
controls, emissions taxes, and tradable pollution permits.

Direct Controls

Direct control is the form of environmental regulation that is used most often in
Canada and the United States, although it is often invisible to consumers. (Policies of
direct control are sometimes referred to as command-and-control policies.) Automo-
bile emissions standards are one example. The standards must be met by all new cars
that are sold in Canada. They require that emissions per kilometre of a number of
smog-producing pollutants be less than certain specified amounts. The standards are
the same no matter where the car is driven. The marginal benefit of reducing carbon
monoxide emissions in rural Saskatchewan, where there is relatively little smog, is cer-
tainly much less than the marginal benefit in downtown Montreal, where there is
already a good deal of smog. Yet the standard is the same in both places.

Direct controls often require that specific techniques be used to reduce pollution.
For example, coal-fired electric plants are sometimes required to use devices called
scrubbers  to reduce sulphur dioxide emissions, even in cases where other techniques

could have achieved the same level of pollution abatement at lower cost.
Another form of direct control is the simple prohibition of certain polluting behav-

iours. For example, many cities and towns prohibit the private burning of leaves and
other trash because of the air pollution problem (as well as the fire dangers) that the
burning would cause. A number of communities have banned the use of wood-burning
stoves for the same reason. Some provinces outlaw the use of weed-control products
because of the contamination they cause in the ground water. Similarly, the Canadian
federal government gradually reduced the amount of lead allowed in leaded gasoline
and then eliminated leaded gasoline altogether.

Problems with Direct Controls The government can legislate a certain amount of
pollution abatement through direct controls, and assuming that the legislation can be
enforced, this amount of abatement will be achieved. An important problem with
direct controls, however, is not with the amount of pollution abated, but rather with
the total cost of achieving the given amount of abatement. In the terminology of
Chapter 12, direct pollution controls are not productively efficient because the total
cost of achieving a given amount of pollution abatement is not minimized.

Pollution is being abated efficiently when the marginal cost of pollution abatement
is the same for all firms.

Practise with Study Guide

Chapter 17, Exercise 4.
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When firms are required to abide by direct pollu-
tion controls, however, the marginal cost of pollution
abatement is usually not equated across firms. To see
this, consider two firms that have different technolo-
gies and thus face different marginal costs of pollu-
tion abatement, as shown in Figure 17-3. These firms
may be in the same industry, producing similar prod-
ucts, or they may be in different industries altogether.
In either case, they are assumed to have different
abilities to abate pollution. Suppose that, for any
level of pollution abatement, Firm As marginal costs
of abatement are lower than those for Firm B.

In this situation, consider a system of direct pol-
lution controls that requires Firm A and Firm B each
to reduce pollution by a given amount, say QR. As
shown in Figure 17-3, Firm As marginal cost at QR

(CA) is less than Firm B s marginal cost (CB). As long
as CA is less than CB, it is possible to reduce the total
cost of this amount of pollution abatement by reallo-
cating it between the two firms. For example, suppose
CA is $10 and CB is $18. If Firm A abated one more
unit of pollution, its costs would rise by $10; if Firm
B abated one less unit of pollution, its costs would
fall by $18. By reallocating one unit of pollution
abatement from Firm B to Firm A, total pollution
abatement would be unaffected, but the total cost of
the abatement would be reduced by $8. As long as the
two firms  marginal costs of abatement are not equal,
it is possible to reduce total costs further by further
redistributing the abatement between the firms. Only
when marginal costs are equal across the two firms is
the given level of pollution abatement being achieved
at the lowest possible cost.

Direct pollution controls are usually inefficient because they do not minimize the
total cost of a given amount of pollution abatement.

Direct controls are also expensive to monitor and to enforce. The regulatory
agency has to check factory by factory, farm by farm how many pollutants of what
kinds are being emitted. It then also needs a mechanism for penalizing offenders. Accu-
rate monitoring of all potential sources of pollution requires a level of resources that is
much greater than has ever been made available to the relevant regulatory agencies.
Moreover, the existing system of fines and penalties, in the view of many critics, is not
nearly harsh enough to have much effect. A potential polluter, required to limit emis-
sions of a pollutant to so many kilograms or litres per day, will take into account the
cost of meeting the standard, the probability of being caught, and the severity of the
penalty before deciding how to behave. If the chances of being caught and the penalties
are small, the direct controls may have little effect.

Monitoring and enforcement of direct pollution controls are costly, and this costli-
ness reduces the effectiveness of the controls.

FIGURE 17-3 The Inefficiency of Direct

Pollution Controls

Requiring equal amounts of pollution abatement from
different polluters is inefficient when the different pol-
luters have different technologies of pollution abate-
ment. Firm A is able to reduce its emissions according
to the marginal cost curve MCA. Firm B has a different
abatement technology and has a higher marginal cost
of abatement, MCB. Suppose a regulatory authority
requires that the two firms reduce pollution by the
same amount, QR. Firm A will have a marginal cost of
pollution abatement of CA, whereas Firm B s marginal
cost will be CB, which is larger than CA.

To see that this outcome is inefficient, consider
what happens if Firm A increases its pollution abate-
ment by one unit while Firm B decreases its abatement
by one unit. Total pollution remains the same, but total
costs fall.
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Finally, some direct controls can have undesirable effects. For example, automobile
manufacturers in the United States are required to achieve an average level of fuel effi-
ciency on the entire fleet of cars they produce. Cars that could burn either gasoline or
E85, a blend of 85 percent ethanol and 15 percent gasoline, were first produced in
1997. When operating with E85, only the amount of gasoline in the fuel is used to
compute the car s fuel efficiency, and so a car with the capacity to operate with E85 is
deemed to be far more fuel efficient than a car operating with gasoline. However,
because very few service stations sold ethanol, owners of these new cars soon turned to
fuelling their cars with ordinary gasoline. But the regulations still counted these vehi-
cles as fuel-efficient ethanol-burning cars even though they were, in practice, no more
efficient than normal  gasoline-burning cars. As a result, the manufacturers were able
to produce more gasoline-guzzling SUVs and still achieve, at least on paper, their over-
all fuel-efficiency standards. Thus, the mere existence of cars that were able to (but
didn t actually) burn ethanol contributed to an increase in the average per-vehicle con-
sumption of gasoline.

Emissions Taxes

An alternative method of pollution control is to levy
a tax on emissions at the source. The advantage of
such a procedure is that it internalizes the pollution
externality so that decentralized decisions can lead
to allocatively efficient outcomes. Again, suppose
Firm A can reduce emissions cheaply, while it is
more expensive for Firm B to reduce emissions. And
further suppose that all firms are required to pay a
tax equal to $t per unit of pollution emitted. Since
firms must pay $t for every unit of pollution they
produce, they will save $t for every unit of pollution
they do not produce. It follows that the emissions
tax of $t is each firm s marginal benefit of pollution
abatement. The goal of profit maximization will
then lead firms to reduce emissions to the point
where the marginal cost of further reduction is just
equal to $t. Firm A will reduce emissions much more
than Firm B and both will then have the same mar-
ginal cost of further abatement, which is required in
order to minimize the cost of a given total amount of
pollution abatement. Such a situation is illustrated
in Figure 17-4.

Note that if the regulatory agency is able to
obtain a good estimate of the marginal damage done
by pollution, it could set the tax rate just equal to that
amount. In such a case, polluters would be forced by
the tax to internalize the full pollution externality and
allocative efficiency would be achieved. In terms of
Figure 17-1, each firm s private marginal cost curve
would shift up by the full amount of the tax (set to
equal the marginal external cost, MEC) and thus the
allocatively efficient level of output (and pollution)
would be produced.

FIGURE 17-4 The Efficiency of Emissions

Taxes

Emission taxes can lead to efficient pollution abate-
ment. As in Figure 17-3, Firm A faces a lower marginal
cost of pollution abatement than does Firm B. Suppose
the regulatory authority imposes a tax of t dollars per
unit of pollution emitted. Since each firm would then
save t dollars for each unit of pollution it does not
produce, t can be viewed as each firm s marginal benefit
of pollution abatement.

Firm A chooses to reduce its pollution by QA. Up
to this point, the tax saved (marginal benefit) from
reducing pollution exceeds the marginal cost of reduc-
ing pollution. Firm B chooses to abate only a small
amount of pollution, QB. Since the marginal cost of
abatement is equated across firms, the total amount of
pollution abatement (QA * QB) is achieved at mini-
mum cost. This is efficient pollution abatement.

Emissions tax equals

marginal benefit of

pollution abatement
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A second advantage of using emissions taxes is that regulators are not required to
specify anything about how polluters should abate pollution and thus are not required
to have expertise about the firms  technologies. Rather, polluters themselves can be left
to find the most efficient abatement techniques. The profit motive will lead them to do
so because they will want to avoid paying the tax.

Emissions taxes can internalize pollution externalities so that profit-maximizing
firms will produce the allocatively efficient amount of pollution abatement.

Problems with Emissions Taxes

Emissions taxes can work only if it is possible to measure emissions with reasonable
accuracy. For some kinds of pollution-creating activities, this does not pose much of
a problem, but for many other types of pollution, good measuring devices that can
be installed at reasonable cost do not exist. In these cases, emissions taxes cannot
work, and direct controls are the only feasible approach.

When there is good reason to prohibit a pollutant completely, direct controls are
obviously better than taxes. Municipal bans on the burning of leaves fall in this cate-
gory, as do the occasional emergency bans on some kinds of pollution that are invoked
during an air-pollution crisis in such cities as Los Angeles, Toronto, and Vancouver.

Another problem with emissions taxes involves setting the tax rate. Ideally, the reg-
ulatory agency would obtain an estimate of the marginal social damage caused per unit
of each pollutant and set the tax equal to this amount. This ideal tax rate would per-
fectly internalize the pollution externality. However, the information that is needed to
determine the marginal external cost (MEC) shown in Figure 17-1 is often difficult to
obtain. If the regulatory agency sets the tax rate too high, too many resources will be
devoted to pollution control. If the tax is set too low, there will be too little pollution
abatement and thus too much pollution.

A disadvantage with emissions taxes is that information necessary to determine the
optimal tax rate is often unavailable.

Practise with Study Guide

Chapter 17, Short-Answer

Question 4.

w w w . m y e c o n l a b . c o m

We usually think of emissions taxes as applying to air or water pollution. But a

different example of the same principle is becoming more common in Canadian

and U.S. cities. For more information, look for Charging for Garbage by the Bag

in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

Tradable Pollution Permits: Cap and Trade

The third general policy approach to pollution reduction is often referred to as a system
of cap and trade.  This system comprises two fundamental parts. First, the govern-
ment mandates a limit (or cap ) on the total amount of pollution of some specific type.
Second, the government distributes permits to firms (either by granting or auctioning)

Practise with Study Guide

Chapter 17, Exercise 2 and

Extension Exercise E1.
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allowing the firms to emit a specified amount of pollution. These permits can be traded
among the firms at prices determined in a free market. For example, the government
might issue permits for a total of 10 000 megatonnes of annual sulphur dioxide emis-
sions and distribute to each of 20 firms a permit for 500 megatonnes. In any given year,
a firm is restricted to emitting an amount of sulphur dioxide no greater than the amount
allowed by the permits it holds. Firms can then trade the permits freely among them-
selves and a market-determined price will be established. For obvious reasons, a cap-
and-trade system is also referred to as a system of tradable pollution permits.

Like emissions taxes, tradable pollution permits can minimize the cost of a given
amount of pollution abatement. To see this, consider starting from a situation similar
to that with direct pollution controls. In Figure 17-5, both firms are abating pollution
by QR units. (The inefficiency of this initial situation is reflected by the differential in
marginal costs of the two firms.) Now suppose the government issues permits for a
total amount of emissions consistent with the same total amount of pollution abate-
ment (* 2 + QR in the figure). What should each of the firms do? Should they abate
more pollution, or less?

Note that at QR units of pollution abatement, the marginal costs for Firm B exceed
the marginal costs for Firm A pollution abatement is more difficult for Firm B than
for Firm A. Suppose the two firms could agree on a price p* at which to buy and sell
permits. Who would buy, and who would sell? Firm B, the high-abatement-cost firm,
would rather buy permits at p* and avoid having to reduce pollution at high marginal
costs. By buying X pollution permits from Firm A, Firm B ends up abating QB units of
pollution and reduces its costs by the red-shaded area. Firm A, the low-abatement-cost
firm, would rather sell its permits at p* and abate more pollution at low marginal cost.
By selling X permits to Firm B, Firm A ends up abating QA units of pollution and
increases its profits by the blue-shaded area.

Therefore, with low-abatement-cost firms selling pollution permits to high-abatement-
cost firms, both types of firms are better off than when they are subject to direct pollu-
tion controls even though the total amount of pollution abatement is unchanged. Since

tradable pollution

permits Rights to emit

specific amounts of

specified pollutants that

private firms may buy and

sell among themselves.

The total quantity of

permits is set by

government policy.

Practise with Study Guide

Chapter 17, Exercise 3 and

Short-Answer Question 2.

FIGURE 17-5 The Efficiency of Tradable Pollution Permits ( Cap and Trade )

A cap-and-trade system is an efficient way to
achieve a given amount of pollution abatement.
As in Figure 17-3 and Figure 17-4, Firm A has
lower marginal costs of pollution abatement
than does Firm B. If each firm abates pollution
by QR units, the firms  marginal costs are
not equated and the pollution abatement is
inefficient.

All firms can be better off if they are issued
tradable pollution permits even though total
pollution abatement remains unchanged. The
price of the permits reflects firms  marginal ben-
efit of pollution abatement. If the price is p*,
Firm A would sell X permits to Firm B. Firm B
would reduce its abatement to QB and reduce
its costs by the red area, while Firm A would
increase its abatement to QA and increase its
earnings by the blue area. Since the marginal
costs of abatement are equated across firms, this
is efficient pollution abatement.
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the marginal cost of abatement is now equal across
firms, we know from our earlier discussion that the
given amount of pollution abatement is being achieved
at the lowest possible cost.

With tradable pollution permits, profit-maximizing
firms will reduce pollution until their marginal
abatement costs equal the price of pollution permits.
The costs of a given amount of pollution abatement
will be minimized.

What determines the equilibrium market price for
pollution permits? The total supply of pollution permits is
determined by the government policy the government-
mandated cap  on pollution. Let this amount be
QS it is represented by a vertical supply curve in
Figure 17-6. The demand for pollution permits comes
from firms and depends on their costs of pollution
abatement.

For every unit of pollution that a firm abates,
the firm requires one fewer pollution permit. The
price of the pollution permit is therefore the firms
marginal benefit of abatement. As the price of the
permit increases, each firm decides to abate more
pollution and therefore demand fewer pollution
permits. Thus, the demand curve for pollution per-
mits is downward sloping, as shown in Figure 17-6.
At the equilibrium price for pollution permits, p*,
the number of permits demanded by firms will
exactly equal the number of permits issued by the
government.

FIGURE 17-6 The Market for Tradable

Pollution Permits

The equilibrium price in the market for pollution per-
mits is determined by government policy and by firms
technology of pollution abatement. The government
sets the total quantity of pollution permits at QS. This
is the vertical supply curve. At a lower price for per-
mits (the marginal benefit of abatement) firms decide
to abate less pollution and they therefore require more
pollution permits. The demand curve for permits is
therefore downward sloping. At the equilibrium price,
the quantity of permits demanded by firms is equal to
the number issued by the government.
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In the market for pollution permits, the quantity is set by government policy. Given that
quantity, the equilibrium price is determined by firms  demand for pollution permits.

Technological Change We said earlier that one problem with direct pollution
controls is that they tend, like much government regulation, to respond only slowly to
changes in technology or market conditions. In contrast, tradable pollution permits,
because they are a market-based method of pollution control, maintain their efficiency
even in the midst of frequent and substantial changes in technology. As technological
advances occur that reduce firms  costs of pollution abatement, firms  demands for
pollution permits will fall. The result will be a reduction in the equilibrium price of pol-
lution permits. But whatever the market price for permits, profit-maximizing firms will
equate the price to their marginal abatement costs, thus minimizing the total cost of a
given amount of pollution abatement.

Improvements in abatement technology will lead to a reduction in the demand for
emissions permits and thus a reduction in their equilibrium price. The total cost of
a given amount of pollution abatement will still be minimized.
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Problems with Tradable Pollution Permits Tradable permits pose some
problems of implementation. Some of these involve technical difficulties in measuring
pollution and in designing mechanisms to ensure that firms and households comply
with regulations (the same problems that exist for direct controls and emissions taxes).
Furthermore, the potential efficiency gains arising from tradable permits cannot be
realized if regulatory agencies are prone to change the rules under which trades may
take place. Such changes have been a problem in the past, but they are a problem that
can be corrected.

One problem with tradable permits is more political than economic, but it is cer-
tainly important in explaining why such policies are relatively rare. Opponents of trad-
able permits often argue that by providing permits, rather than simply outlawing
pollution above some amount, the government is condoning crimes against society.
Direct controls, according to this argument, have much greater normative force
because they suggest that violating the standards is simply wrong. In contrast, emis-
sions taxes and markets for pollution permits make violating the standards just one
more element of cost for the firm to consider as it pursues its private goals.

Most economists find arguments of this kind unpersuasive. An absolute ban on
pollution is impossible because any production of goods and services generates at least
some pollution. In choosing how much pollution to allow, society must recognize
the tradeoff between devoting resources toward pollution abatement and other valu-
able things. Economic analysis has a good deal to say about how a society might mini-
mize the cost of any degree of pollution abatement. By taking the moral attitude that
pollution is wrong and pollution permits should not be allowed, the result is that less
pollution is abated for any given amount of society s scarce resources that are allocated
toward this goal.

Uncertainty and the Choice Between Emissions 
Taxes and Cap and Trade

The analysis of Figures 17-4 and 17-5 on pages 423 and 425 suggests an important
similarity between emissions taxes and a system of tradable emissions permits ( cap
and trade ). Since both policies result in polluting firms having to pay the same price
(either the tax or the price of a permit) whenever they pollute, both policies result in
efficiency in pollution abatement.

This aspect of the two policies often leads economists to view emissions taxes as a
close policy substitute for a system of tradable emissions permits. Comparison of Fig-
ures 17-4 and 17-5 suggests that for any emissions tax rate, t, the same amount of pol-
lution abatement could be achieved by using a cap-and-trade system as long as the
cap on pollution is chosen so that the equilibrium price, p*, equals t.

w w w . m y e c o n l a b . c o m

The U.S. Clean Air Act of 1990 created a national market for tradable permits
for sulphur dioxide, the major cause of acid rain. For more details, look for 
A Market for SO2 Emissions in the United States in the Additional Topics section
of this book s MyEconLab.

ADDITIONAL TOPICS
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FIGURE 17-7 Uncertainty About Firms

Abatement Costs

When firms  abatement costs are uncertain, emissions
taxes lead to an uncertain amount of pollution reduction,
whereas a cap-and-trade system leads to an uncertain price
for pollution permits. In part (i), the economy s MC of
pollution abatement could be anywhere between the
dashed lines. With an emissions tax of $t per unit of pol-
lution, the amount of pollution abatement will be some-
where between Q0 and Q1. In part (ii), uncertainty over
firms  abatement costs leads to uncertainty about their
demand for pollution permits; the demand curve lies
somewhere between the dashed lines. With a pollution
cap of Q (and the same number of permits), the equilib-
rium permit price will be somewhere between p0 and p1.
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This close similarity, however, depends on the
government or regulatory authority knowing the
firms  technologies for pollution abatement and
thus knowing the firms  MC curves. It is more real-
istic, however, that these MC curves are at best
only approximately known. How does such uncer-
tainty affect the practical choice between the two
policies?

Let s begin with an emissions tax when the
firms  MC of abatement is unknown. Part (i) of Fig-
ure 17-7 shows the economy s overall MC of pollu-
tion abatement, with the uncertainty about the MC
curve shown by the range between the dashed MC
curves. When an emissions tax of $t is imposed,
individual firms respond in the way we described
earlier, but the regulatory authorities do not know
how much pollution will end up being abated. The
uncertainty about firms  abatement technologies
results in uncertainty about the quantity of overall
pollution abatement.

When the government does not know firms
abatement technologies, emissions taxes impose
a certain per-unit cost on polluting firms but
result in an uncertain amount of pollution
abatement.

Now consider a cap-and-trade system in the
presence of this same uncertainty. Since firms
demand for pollution permits reflects their costs of
pollution abatement, the government s uncertainty
about their abatement costs results in uncertainty
about firms  overall demand for pollution permits.
Thus, in part (ii) of Figure 17-7 we see that the
market demand for pollution permits could lie any-
where in the range between the dashed curves. If the
government now introduces a cap on pollution of
Q units (with the same number of permits), the mar-
ket for pollution permits will clear at some price, and
individual firms will respond in the manner described
earlier. But before implementing such a policy, the
government will be unable to know what the equilib-
rium price for permits will be. In this case, the uncer-
tainty about firms  abatement costs results in
uncertainty about the price firms will need to pay for
pollution permits.

When the government does not know firms  abatement technologies, a cap-and-
trade system ensures a certain quantity of pollution abatement but imposes an
uncertain cost on polluting firms.
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In summary, uncertainty about firms  abatement costs results in an important prac-
tical difference between a policy of emissions taxes and a policy of tradable emissions
permits (cap and trade). With a policy of emissions taxes, the government can be very
sure of how the tax will affect firms  costs, but it will then be unsure about the magni-
tude of the reduction in pollution. In contrast, with a cap-and-trade system, the gov-
ernment can be sure about the amount of pollution reduction but will be uncertain
about the magnitude of the costs imposed on individual firms.

This difference can have important implications for how the policies are communi-
cated to the public and thus for the degree of political support they are able to garner.
This difference was evident in the Canadian federal election of 2008. The Liberals pro-
posed a tax on the use of carbon-based fuels, such as oil, natural gas, and coal. The
Conservatives and NDP argued that the Liberal plan would impose high costs on firms
and consumers without ensuring that there would be a significant reduction in green-
house-gas emissions. The Conservatives and NDP instead advocated a cap-and-trade
system, arguing that it would more effectively lead to meaningful emissions reductions.
Perhaps not surprisingly, neither the Conservatives nor the NDP chose to emphasize
the point that their policies, if implemented, would also impose costs on firms and con-
sumers. Firms would need to purchase permits in order to have any greenhouse-gas
emissions; consumers would then be faced with higher prices for the goods and services
produced by firms bearing these higher costs.

w w w . m y e c o n l a b . c o m

Our discussion here has only touched on some of the political difficulties
confronted by market-based environmental policies, such as emissions taxes
and tradable emissions permits. For more on this issue, look for The Politics of

Market-Based Environmental Policies in the Additional Topics section of this
book s MyEconLab.

ADDITIONAL TOPICS

17.3 The Economic Challenge of
Global Climate Change

So far in this chapter we have discussed the general case of environmental externalities
and the types of policies that can be used to address them. We now go on to examine a
specific example of an environmental externality one that applies to people all over
the world.

Over the past 15 years, the problem of global climate change has moved from an
issue discussed mainly by professional climatologists in technical seminars to one dis-
cussed by ordinary people in all walks of life in countries all across the globe. Former
U.S. Vice-President Al Gore received the 2007 Nobel Peace Prize for his efforts in
bringing this issue to the attention of millions of people through his best-selling movie
and book An Inconvenient Truth. Though some debate still exists regarding human-
ity s role in causing global climate change, the bulk of the scientific evidence supports
the view that the burning of fossil fuels and the emission of so-called greenhouse gases
is directly contributing to climate change.
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In this section we review the basic facts about the
emission of greenhouse gases, their accumulation in
the atmosphere, and the likely effects on Earth s climate.
In addition, we examine the case for global collective
action to reduce these emissions. Finally, we discuss
the considerable technical challenges that must be over-
come if emissions are to be reduced on a scale sufficient
to stabilize Earth s climate. As will become clear, the
issue of global climate change presents a complex combi-
nation of economic, political, and scientific challenges.

The Basics About Greenhouse-Gas

Emissions
1

Greenhouse gases include carbon dioxide, methane, and
nitrous oxide, all of which are emitted through various
industrial processes, especially the burning of fossil

fuels. Over the past decade, a clear consensus has emerged within the scientific commu-
nity that the ongoing burning of fossil fuels is responsible for the accumulation of
greenhouse gases (GHGs) in the atmosphere, and that this rising atmospheric concen-
tration is raising the Earth s average temperature. Note that it is common to measure
greenhouse gases in terms of their equivalent amount of carbon dioxide, referred to as
CO2e.

Flows Versus Stocks The world s total emissions of greenhouse gases in 2000 were
approximately 42 billion tonnes of CO2e, two-thirds of which were related to the pro-
duction or consumption of energy residential and commercial heating, transporta-
tion, power generation, and industrial processes. These emissions are a flow that occur
annually and have been on a clear upward trend over the past century. Through the
natural respiration of forests and absorption by the oceans, the Earth can absorb only
about 5 billion tonnes of GHGs every year. For each year that the Earth s GHG emis-
sions exceed this natural absorptive level, the atmospheric concentration of greenhouse
gases increases.

In the mid-1800s, before the Industrial Revolution began, current estimates sug-
gest that the concentration of greenhouse gases in the atmosphere was roughly
260 parts per million (ppm) of CO2e. But as the Industrial Revolution progressed, the
burning of coal to power steam engines and generate electricity became widespread,
and later the burning of petroleum-based fuels was developed to fuel automobiles,
diesel locomotives, ships, and airplanes. As the world s emissions of GHGs rose above
the Earth s absorptive capacity, the gases began to accumulate in the atmosphere.
Today, a century and a half later, the atmospheric concentration of greenhouse gases
has increased by roughly 65 percent to 430 ppm of CO2e.

The Effect on Global Climate Why is the growing atmospheric concentration
of greenhouse gases a problem? The accumulation of GHGs in the atmosphere acts like
the walls and roof of a greenhouse to hold in the infra-red radiation from the Earth,
thus raising the Earth s temperature. With an atmospheric concentration of 550 ppm of

Former U.S. Vice-President Al Gore was a co-recipient of the
2007 Nobel Peace Prize for his efforts in urging individuals
and governments to combat global warming by reducing the
emission of greenhouse gases.

1 One very readable review of the general issues is found in The Economist: Getting Warmer,  December 5,

2009. A more technical treatment is The Economics of Climate Change, authored in 2006 by Nicolas Stern

and published by the U.K. Treasury.
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CO2e, the Earth s average temperature is predicted to rise above its pre-industrial level
by 1.5 4.5 C. And even such an apparently modest increase in temperature is pre-
dicted to have potentially devastating effects, including

melting of the world s glaciers, resulting in a loss of fresh-water supplies, especially
in South Asia, China, and South America
melting of the Greenland and Antarctic ice caps, resulting in rising sea levels and
the likely displacement of tens of millions of people from their current homes
(especially in the low island states of the developing world)
reduced crop yields (especially in Africa and parts of Asia), resulting in reduced
food supplies in regions already facing hunger problems
rising intensity of storms and increasing volatility of weather patterns

The costs associated with these changes are easy to
imagine but difficult to quantify with any degree of preci-
sion. Current estimates of the effects of climate change,
expressed in terms of a permanent reduction in world
GDP, range from 3 percent to 20 percent. The width of
this range indicates just how much uncertainty and
debate continues to exist about the effects of global cli-
mate change, but even the lower bound of this range an
annual global cost of U.S.$1.2 trillion forever repre-
sents an enormous sum. Even worse, these costs will
probably be unevenly distributed across the world s pop-
ulation; the developing world is likely to bear the lion s
share of the burden of global climate change.

In summary, the atmospheric concentration of
greenhouse gases is already 65 percent above its pre-
industrial levels and some climate change is already
occurring. But if the global climate is to be stabilized
in the long run (albeit at a higher average tempera-
ture than today s), the atmospheric concentration of greenhouse gases must also be
stabilized, at least eventually. Such stabilization will eventually require an enormous
cut in the annual flow of GHG emissions from its current level of over 40 billion
tonnes of CO2e to about 5 billion tonnes per year, the amount the Earth can naturally
absorb annually. Such a reduction in annual global GHG emissions is an enormous
task and will take many years to accomplish.

The Case for Global Collective Action

The emission of greenhouse gases is a classic example of a negative externality. Most pro-
duction and consumption activities of individual firms and households emit greenhouse
gases, and thereby impose costs on others. But because they are not required to incorpo-
rate these external costs into their own calculations, firms and individuals act as if these
external costs do not exist. As a result, they carry out too many of these polluting activi-
ties relative to what is socially optimal; the market outcome is allocatively inefficient.

When such negative externalities occur within a community, bylaws can be enacted
by local government to alter individuals  behaviour. We thus have bylaws in residential
neighbourhoods preventing noisy, late-night parties. When negative externalities occur
within larger regions, governments often step in to correct the market failure, and so we
get provincial governments enforcing such laws as banning the dumping of toxic waste
in waterways.

One of the predicted effects of ongoing climate change is 
the increasing frequency and severity of extreme weather events.

17_raga_ch17.qxd  1/28/10  10:27 PM  Page 431



432 PART 6 : GOVERNMENT IN THE MARKET ECONOMY

In the case of greenhouse-gas emissions, however, the negative externality is truly
global. The GHG emissions that come from a coal-burning electricity plant in Canada
or China rise into the atmosphere and disperse geographically. They both add to the
stock of existing GHGs and therefore contribute to the ongoing process of climate
change. In both cases, the costs are imposed on people all over the world. As Professor
Nicolas Stern says in his 2006 report, Climate change is the greatest market failure
the world has ever seen its solution will require collective action on a global scale.

The Kyoto Protocol The global scale of the problem motivated the United Nations
to sponsor a set of conferences, beginning in the 1980s, aimed at discussing the emerg-
ing problem of climate change. In 1997, this process was further brought to the world s
attention with a conference held in Kyoto, Japan, at which many countries signed an
international agreement aimed at reducing GHG emissions. This agreement came to be
called the Kyoto Protocol, and by December 2006 had been ratified by the parliaments
of 166 signatory countries.

The Kyoto Protocol involved three key elements. First, the participating countries
agreed to an aggregate emissions-reduction target of 5 percent below the 1990 level of
emissions by 2012. Each country also agreed to its own emissions-reduction target
over the same period. Note, however, that the countries that eventually adopted the
Kyoto Protocol are responsible for only about one-third of global GHG emissions.
Notably absent from the Kyoto signatories are the developed countries of the United
States and Australia, and the large developing countries of China, India, and Indonesia.
Many critics cite this fact when they argue against a specific country s adoption of the
Kyoto targets: If two-thirds of the world is not party to this agreement, what is the
value of reducing GHG emissions in our country?

A second element of the Kyoto Protocol was the acceptance of a system of interna-
tionally tradable pollution permits. As we saw earlier in this chapter, tradable pollution
permits allow a given amount of pollution reduction to take place in a cost-minimizing
manner. The third element was that the Kyoto Protocol left unspecified how each coun-
try would achieve its own targets. Countries were free to implement whatever policies
they deemed to be most effective, including ones that allowed them to participate in the
international trade of pollution permits.

Kyoto s Success So Far Table 17-1 shows the level of GHG emissions in 1990
and in 2004 for the largest of the Kyoto countries (and for a few outside the agree-
ment). Taken together, the Kyoto signatories have done very well. The targeted overall
reduction of 5 percent has been surpassed; the total GHG emissions among the signa-
tory countries have fallen from their 1990 levels by more than 15 percent. On the face
of it, therefore, the Kyoto Protocol would appear to be a significant success.2

A closer look at the table reveals that all of the large countries that made signifi-
cant reductions in their emissions (with the interesting exception of the United King-
dom) had one important thing in common: They were all formerly part of the Soviet
Union. In 1990, Kyoto s benchmark year, these countries were beginning the process
of restructuring their economies away from a system of central planning and toward a
market-based system. In each case, this adjustment was more painful than initially
expected, and the level of economic activity declined, in some countries dramatically.
In Russia, for example, GDP fell by almost 40 percent over the 1990 2000 period,
and by 2006 was still below its 1989 level. Given such sharp reductions in economic
activity, it is not surprising that these countries also sharply reduced their GHG

2 Note that the figures in Table 17-1 do not include GHG emissions unrelated to energy land use and agricul-

ture. For the world as a whole, these extra  GHG emissions are roughly 50 percent of those related to energy.
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emissions for the simple reason that most
emissions of greenhouse gases are associated
with either the production or the consump-
tion of goods and services.

In contrast, the large developed countries
that are signatories to the Kyoto Protocol
have generally been unsuccessful in reducing
their GHG emissions. Canada, Italy, and
Japan have all experienced increases in their
annual emissions, with Canada s increase
being especially large. France had a very
slight decline. Germany also reduced its
emissions, but this reduction again reflects
the economic collapse that occurred in
the former East Germany after the two
Germanys were unified in the early 1990s.

The overall pattern from Table 17-1 is
therefore one of a few isolated cases of
success countries that managed to reduce their
GHG emissions for reasons unrelated to expe-
riencing an economic downturn. The most sig-
nificant reductions in greenhouse gases, on the
other hand, have occurred in countries with
sharp reductions in economic activity between
1990 and 2000. As the aggregate economies in
these countries recover, there is good reason to
expect their GHG emissions to rise as well, per-
haps well above their 1990 levels. Finally, sev-
eral countries not only have been unable to
stabilize their GHG emissions but have experi-
enced large increases. Canada, in particular,
stands out as a Kyoto signatory whose GHG
emissions have moved significantly away from the negotiated target.

Energy Use, GDP, and Greenhouse-Gas Emissions

The data in Table 17-1 suggest that it is not easy for a country to achieve significant
reductions in greenhouse-gas emissions. If it were straightforward to achieve sizable
reductions, then presumably emissions would not have grown in several large countries
that claimed to be committed to achieving their Kyoto targets. Why are such reductions
so difficult to achieve?

To organize our thoughts, it is useful to think about the following identity, which
expresses GHG emissions in terms of three essential components.

(17-1)

where GHG  is the world s annual emissions of greenhouse gases, Energy  is the
amount of energy consumed globally per year, and GDP  is the world s annual gross
domestic product. It is obvious that Equation 17-1 is identically true since one could
easily cancel out the GDP  and Energy  terms to get GHG * GHG.

GHG =
GHG

Energy
*

Energy

GDP
* GDP

TABLE 17-1 GHG Emissions Reductions for Selected

Countries, 1990 2004

Kyoto
Target

(percent 
GHG Emissions below

(million tonnes CO2e) Percentage 1990 
Country 1990 2004 Change emissions)

Australia 423.1 529.2 25.1
Canada 598.9 758.1 26.6 +6
France 567.1 562.6 +0.8 0
Germany 1 226.3 1 015.3 +17.2 +21
Italy 519.6 582.5 12.1 +6.5
Japan 1 272.1 1 355.2 6.5 +6
Poland 564.4 388.1 +31.2 +6
Russia 2 974.9 2 024.2 +32.0 0
Ukraine 925.4 413.4 +55.3 0
United Kingdom 776.1 665.3 +14.3 +12.5
United States 6 103.3 7 067.6 15.8

Total 11 823.8 10 011.5 *15.3 *5

Kyoto 

Signatories

(Source: Excerpt from Table 6 from United Nations Framework
Convention on Climate Change, Changes in GHG Emissions from
1990 to 2004 for Annex I Parties, 2006, http://unfccc.int/files/
essential_background/background_publications_htmlpdf/application/
pdf/ghg_table_06.pdf.)
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The value of this identity is that it shows us three essential components of the
world s annual emissions of greenhouse gases. Each time the annual rate of GHG emis-
sions increases, at least one of the three components must have increased. There has
been either an increase in GDP, an increase in the energy intensity of GDP (Energy/
GDP), or an increase in the GHG intensity of energy (GHG/Energy). Conversely, if we
are to reduce the world s annual GHG emissions, then at least one of these three com-
ponents must fall. Let s consider these three components in turn and determine which
specific route to reducing global GHG emissions appears to be most promising.

Reducing Global GDP For a given GHG intensity of energy, and for a given
energy intensity of GDP, it is obvious from Equation 17-1 that more GDP means more
greenhouse-gas emissions. This should not be surprising: The production of most
goods and services requires the use of energy, which in turn tends to be associated with
the release of greenhouse gases. Thus, other things being equal, we can expect GHG
emissions to increase as world GDP rises.

For two reasons, it is unrealistic to consider a reduction in the world s GDP as a
fruitful approach to reducing global GHG emissions. First, note that current popula-
tion trends suggest that the world s population will rise from its current 6.3 billion peo-
ple to approximately 10 billion over the next century. These 4 billion extra people will
require more GDP just to be fed, clothed, and housed, not to mention to receive the
various extras  that most of us take for granted.

Second, even if we ignore the challenge of global population growth, it is likely
that per capita GDP will continue to rise over time. It is probably inherent to human
nature that individuals in rich and poor countries alike strive to do better and
improve their quality of life. And this desire to increase per capita income will
inevitably lead to increases in world GDP.

As a result, world GDP can be expected to rise over time, not fall. In the developed
world, in countries like Canada, France, and the United States, the long-run annual
growth rate of GDP is between 2 and 3 percent. But in the developing world, especially
in the quickly emerging economies of China and India, GDP growth is closer to 9 or
10 percent per year. For the world as a whole, the average growth rate is usually between
4 and 5 percent per year. It follows that with unchanged intensities  in Equation 17-1,
the typical growth in world GDP will lead to growth in GHG emissions of between 4
and 5 percent per year. Note that even if the growth rate of world GDP were to fall by
a few percentage points, world GDP would still be increasing and thus we would still
have rising GHG emissions.

Reducing the Energy Intensity of GDP Now consider the second compo-
nent in Equation 17-1, the energy intensity of GDP the amount of energy that is used
to produce one dollar s worth of real GDP. For a given GHG intensity of energy, and
for a given level of world GDP, a reduction in the energy intensity of GDP will reduce
the annual emissions of greenhouse gases.

Improvements in technology, driven in part by firms  efforts to economize on
inputs that are becoming increasingly scarce and expensive, are one driver for reduc-
tions in the energy intensity of GDP. Another is that as the structure of the economy
continues its gradual adjustment away from energy-intensive manufacturing and
toward the less-energy-intensive service sector, less energy is used even if the same level
of aggregate output is produced. In countries like Canada and the United States, the
energy used per dollar of real GDP has fallen by about 30 percent since the mid 1970s
an annual rate of decline of about 1 percent. Similar declines have been observed in
other developed economies.

Can we rely on reductions in energy intensity to achieve the necessary reductions in
the world s greenhouse-gas emissions? The answer, again, is probably not. Reductions
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in energy intensity are ongoing, but are probably insufficient for the task at hand. With
world GDP growing at 4 or 5 percent per year on average, even a 1.5-percent annual
improvement in energy intensity (which is more than what we have observed over the
past 30 years) means that the second two terms in Equation 17-1 are still likely to grow
at a combined rate of about 3 percent per year.

Reducing the GHG Intensity of Energy If this is the case, then we are left
with only one remaining way to achieve sizable reductions in the annual flow of global
GHG emissions: We must significantly cut the GHG intensity of our energy. In other
words, we need to produce and consume energy in ways that release far fewer GHG
emissions into the atmosphere.

Two general approaches are available for reducing the GHG intensity of the
world s energy. The first is to switch, on a large scale, away from fossil-fuel based
energy toward alternative forms of energy. Call this the substitution approach. The sec-
ond is to continue using fossil fuels to generate energy, but to prevent the resulting
greenhouse gases from being released into the atmosphere. Call this the emissions-
prevention approach. Let s examine these two approaches in turn.

THE SUBSTITUTION APPROACH: ALTERNATIVE ENERGY. The burning of fossil fuels is
an extremely efficient and economical method of producing energy. The sun s heat
and the weight of the Earth s crust have combined over hundreds of millions of years
to concentrate a tremendous amount of energy into every barrel of oil, bucket of coal,
or cubic metre of natural gas. As a result, the burning of these fossil fuels is a very effi-
cient way to produce energy. In addition, the costs (not including the negative exter-
nalities) of extracting and refining these fossil fuels are relatively low. The
combination of these two factors results in a large economic advantage for fossil-fuel-
based energy (sometimes called carbon-based energy) relative to non-carbon alternatives.
It is therefore no wonder that roughly 85 percent of the world s energy is produced by
burning fossil fuels.

The substitution approach to reducing GHG emissions is difficult because it
requires making a substitution away from an economically efficient energy source on a
scale that may be impossible to achieve. In order to reduce the world s annual GHG
emissions by 90 percent (even if we assumed that total energy consumption was held
constant), it would be necessary to expand by many times the amount of energy cur-
rently being produced by using cleaner sources of energy, such as hydroelectric dams,
nuclear reactors, and renewable power sources like solar and wind. These alternative
sources of energy have their own limitations, however, and in most cases it is unlikely
that large-scale expansion can be readily achieved.3

The large-scale expansion of hydro power, for example, relies on being able to
find enough new locations appropriate to the damming of large rivers, but such sites
are already becoming quite scarce. Expansion of nuclear power is politically difficult
for the simple reason that this method of power generation carries its own consider-
able environmental challenge the safe storage of nuclear waste. Wind power and
solar power, though currently technically feasible and growing in use, both require
large amounts of land, and this land often has a considerable opportunity cost. In
addition, the capital costs for both types of renewable power are quite large, and
without government subsidies, operators are currently unable to cover their costs if
they must compete with cheaper, conventional carbon-based power. Another disad-
vantage of wind and solar power is their inherent intermittence; as the wind dies

3 For a discussion of these challenges, see C. Green, S. Baksi, and M. Dilmaghani, Challenges to a Climate

Stabilizing Energy Future,  Energy Policy, 2006.
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down or the sun moves behind the clouds, power generation naturally falls off. A
major challenge for wind and solar power is therefore the development of efficient,
large-capacity storage batteries. Finally, fuel cells are often regarded as the energy
source of the future, and technically they are indeed promising; energy is created from
hydrogen with zero emissions of harmful greenhouse gases. The production of hydro-
gen for fuel cells, however, is currently very costly and also very energy intensive, so
considerably more technical progress is required before the fuel cell offers a credible
alternative to carbon-based energy.

In summary, the large-scale substitution away from carbon-based energy and
toward alternative, cleaner energy is not feasible in the short term. The various alterna-
tive energy sources have their own limitations, which probably explain why they are
currently so rarely used as compared with carbon-based energy. Such a large-scale sub-
stitution, however, may prove to be possible over a much longer timeframe. In the next
section we will discuss several policies that may encourage a substitution toward
alternative fuels.

THE EMISSIONS-PREVENTION APPROACH: CARBON CAPTURE AND STORAGE. The
second approach to reducing the GHG intensity of energy the emissions-prevention
approach is to continue reaping the enormous economic benefits that come from car-
bon-based energy production, but to actively try to minimize the associated environ-
mental costs. In other words, we continue to burn fossil fuels to produce energy but
prevent the harmful GHG emissions from escaping into the atmosphere. Instead, the
GHGs could be captured  and stored safely, either in secure manufactured storage
containers or, perhaps more realistically, in the sedimentary layers from which the oil
and natural gas were originally extracted. In principle, this is a very promising possibil-
ity, as the depleted oil and gas reservoirs at thousands of locations around the world
could accommodate the pressurized greenhouse gases that the world will continue to
produce.

The technology for carbon capture and storage (CCS) currently exists, and some
small pilot projects are currently operating in Alberta and elsewhere. But the process is
quite expensive, and there remains considerable doubt regarding the extent to which
the process can be scaled up to the degree necessary for CCS to play a large role in the
reduction of global GHG emissions.

Significant Policy Challenges

If climate change is the greatest market failure the world has ever seen, then it may also
represent the largest scope for government intervention that has ever existed. It is one
thing to suggest a role for government policy but quite another to design a set of poli-
cies that achieves the objectives in an effective manner. Our brief discussion of climate-
change policy examines separately the international and the Canadian challenges.

International Negotiations The countries who were signatories to the Kyoto
Protocol are currently engaged in negotiations for a post-Kyoto agreement. The objec-
tive is to set emission-reduction targets for the period from 2012 to 2020. But recall
that some of the world s largest emitters of greenhouse gases, including the United
States, China, and India, were not signatories to the Kyoto Protocol. And instead of
these countries joining the Kyoto process in its post-Kyoto phase, they have chosen to
participate in a broader UN-sponsored process, which currently includes all countries.
On the international stage, therefore, two sets of parallel negotiations are currently
underway.
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In the broader, non-Kyoto climate-change negoti-
ations, which include all countries, there is an impor-
tant set of tensions, mostly between the developed
and the developing countries. The developed coun-
tries argue that in order for their domestic voters to
accept stringent emissions-reductions policies, the
developing countries must be seen to be equally com-
mitted to slowing and eventually reducing their own
GHG emissions. The rich-country voters do not want
the developing countries to be free riding  on their
costly actions.

The developing countries respond by pointing
out that the vast majority of the greenhouse gases
emitted over the past century have come from the
developed countries and that it is unfair to expect
developing countries to now slow their rate of eco-
nomic advance. They argue that they should be
allowed to continue their process of economic devel-
opment while the rich countries take on the responsi-
bility of reducing global GHG emissions. They also suggest that if the richer countries
feel so strongly about reducing GHG emissions in the developing world, then the rich
countries should be prepared to pay for it by making large financial contributions to
the developing countries to help finance the adoption of non-emitting technologies.

The developed countries respond in two ways. First, they point out that the struc-
ture of the world economy is changing dramatically, and that over the next 50 years,
the lion s share of GHG emissions will come from the developing world, not the devel-
oped world. This is partly due to the higher rates of economic growth in the developing
world and partly due to the greater reliance on energy-intensive production in those
economies. Second, and not surprisingly, the developed economies respond by suggest-
ing that they have only limited public funds that can be transferred to the developing
countries. This argument has gained greater credibility with the onset of the major
global recession of 2009.

In short, the international climate-change negotiations contain a fascinating but
complex set of challenges, including many details that have not been discussed here.
But most economists agree that the global nature of the climate-change problem
requires a global policy solution. It is therefore important that these negotiations con-
tinue and culminate in an effective international agreement.

Canadian Climate-Change Policy Whatever agreements are reached in the
international negotiations, it is likely that individual countries will be responsible for
designing and implementing their own domestic policies. The Canadian government is
currently engaged in the development of new climate-change policies, unlikely to be
implemented before 2011 or 2012. It is too early to know even the broad outlines of
these new policies.

PAST POLICY FAILURES. As was clear in Table 17-1 on page 433, Canada s green-
house-gas emissions have increased by more than 25 percent since 1990, and the
achievement of Canada s Kyoto commitment is now all but impossible. Why has
Canada failed to reduce its emissions?

Professor Mark Jaccard from Simon Fraser University argues that Canada s past cli-
mate-change policy has been ineffective because it intentionally avoided forcing users of
carbon-based fuels to pay a price incorporating the costs that their emissions impose on

Climate change is a global challenge. Complex negotiations
between a large number of developed and developing countries
will be required to reach binding agreements regarding the
reduction of global greenhouse-gas emissions.
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the rest of the world.4 In the terminology that we used earlier in this chapter, the negative
externality was not internalized for users with an appropriately designed tax. Instead,
Canada s past climate-change policies amounted to little more than informing the public
about the general problem and providing subsidies to homeowners to purchase energy-
efficient appliances and to install better insulation in their homes. In addition, the gov-
ernment encouraged large industrial emitters to voluntarily reduce their GHG emissions.

Raising the public s awareness of the climate-change problem is important. But
unless consumers are forced to recognize by facing higher prices that their choices
impose significant costs on others, they are unlikely to change their consumption pat-
terns. Most economists believe that a necessary part of any effective climate-change
policy is that a high price be placed on any actions that result in the emission of green-
house gases.

Government subsidies also have problems. Many individuals will simply ignore the
subsidy programs because the benefits are small or perhaps the benefits are a hassle to
receive. They can easily continue with the status quo, secure in the knowledge that they
live in an economy with cheap and plentiful energy. Other individuals who were
already in the process of re-insulating their homes may apply for and receive the sub-
sidy, but in this case the re-insulation would have been done anyway and so the expen-
diture of public funds is not achieving any extra emissions reduction.

Finally, there are obvious problems with voluntary targets for large industrial emit-
ters. Firms are in business to earn a profit from their activities. If they face no clear
incentive to reduce their GHG emissions, it is difficult to understand why they would do
so, especially if costs must be incurred along the way. Some firms will no doubt find that
by reducing their emissions they can improve their reputation and thereby increase their
appeal to consumers. In general, however, it is easy to be skeptical about the effective-
ness of a climate-change policy based on voluntary action.

During the federal election campaign in the fall of 2008, an open letter was sent to
the leaders of all federal political parties, arguing the need for a more coherent and
effective policy to reduce Canada s greenhouse-gas emissions. The letter was signed by
more than 230 Canadian economists (including both authors of this book) and empha-
sized the need to go beyond the sort of public challenges, subsidies, and voluntary mea-
sures that characterized Canadian policy up to that point. The letter is reprinted in
Applying Economic Concepts 17-1.

EFFECTIVE FUTURE POLICY? Any coherent and effective policy directed at reducing
Canada s (or any other country s) greenhouse-gas emissions is likely to incorporate two
central elements: a policy that places a price on GHG emissions and that provides
strong public support for technological development. Both elements can work to
reduce the GHG intensity of our energy.

As we saw earlier in this chapter, two policies would place a price on GHG emis-
sions: an emissions tax and a cap-and-trade system. A tax on GHG emissions would
directly increase the cost to polluters; a cap-and-trade system would force polluters to
purchase costly permits in order to emit greenhouse gases.

Putting a price on GHG emissions would have three main advantages. First, by
raising the price of carbon-based energy, users would be led to economize. Large cars
would eventually be replaced by smaller vehicles, and car pooling and public trans-
portation would become more attractive. The higher price of energy would also show

4 See Mark Jaccard, Burning Our Money to Warm the Planet,  C.D. Howe Institute Commentary, May

2006.
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up on electricity bills very quickly, thus providing people with a clear incentive to
examine how best to reduce energy use within the home.

The second advantage of having a price on GHG emissions is that it would raise the
price of carbon-based energy and thus make alternative, cleaner energy sources more
competitive. For example, the current price of electricity in Ontario is roughly 7 cents
per kilowatt hour, and much of Ontario s power is produced in coal-burning electricity
plants. At this price, operators of wind turbines and solar panels cannot fully cover their
costs, and thus very little of this alternative power is available. But suppose that a tax on
emissions or a cap-and-trade system raises the price of electricity to 10 cents per kilo-
watt hour. At this higher price, wind and solar power may be able to cover their costs,
even though there has been no change in their basic technology. By forcing the owners
of carbon-based energy to sell their product at a price that includes the price on GHG
emissions, thereby better reflecting the relevant external costs, the producers of cleaner,
non-carbon energy would be able to enter the market and compete.

The third advantage is that by placing a price on the emissions of greenhouse gases
rather then their production, an incentive would be created to actively capture and
store the harmful GHGs. Owners of coal-burning electricity plants, for example,
would be faced with significant costs if they released their GHGs into the atmosphere.
They could avoid these costs, and thereby add to their bottom lines, if they captured
the GHGs and stored them safely.

The second element of an effective climate-change policy is public support for the
development of non-emitting technologies. We just argued that placing a price on GHG
emissions would produce incentives for firms and consumers to switch from carbon-
based energy systems to cleaner, non-emitting systems. But the amount of adoption of
non-emitting technologies will depend crucially on the relevant elasticities of supply.
Especially in the short run, however, these supplies are likely to be quite inelastic (unre-
sponsive to price increases), and so even a substantial price may have only a modest
effect in reducing GHG emissions.

A direct boost to the adoption of these cleaner technologies can be provided with
carefully designed government policies to fund research. The government could even
go so far as to sponsor a technology race,  not unlike the space race  that the United
States government entered in the late 1950s. In this case, the race would be to develop
technologies that could (1) increase the scale of alternative energy sources and over-
come some of their existing technical challenges, and (2) develop cost-effective meth-
ods of capturing and safely storing greenhouse gases.

Summary

It is essential that we recognize the likely impact of the ongoing process of climate
change. It is just as important to realize that stabilizing the Earth s climate, albeit at a
temperature a few degrees above the current average, will require tremendous eco-
nomic changes. Significant reductions in global greenhouse-gas emissions will not be
achieved through a large number of small actions that are barely noticeable in our daily
lives. Instead, bold but carefully designed government policies are needed to alter some
of the prices that we face to better reflect the full social costs of our activities both as
consumers and as producers. Considerable resources will also have to be devoted to the
development of new technologies. None of this will be simple, and real sacrifices will
be involved. But these sacrifices today and in the near future may be far less than the
long-term costs we will face if we do not take up the challenge now.
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One of the few issues on which most economists agree is
the need for public policy to protect the environ-
ment. . . . In the absence of policy, individuals generally
don t take the environmental consequences of their
actions into account, and the result is market failure
and excessive levels of pollution. Environmental degra-
dation diminishes the quality of life for all of us. And
without a healthy environment, we can t sustain a healthy
economy. We, the undersigned, have therefore joined
together to express our shared views on effective policies
to address climate change.

We are non-partisan and will undoubtedly be sup-
porting different parties in this election. Our goal is not
to criticize or praise one party or another, but rather to
offer our collective views, as economists, to help inform
public debate on these matters at a critical time during
a federal election campaign.

What Needs to Be Done

While Canada clearly cannot solve the climate-change
problem on its own, we need to do our part, and this
requires immediate and substantive action by our
federal government. We make this statement fully
acknowledging the importance of other issues to Cana-
dian voters, such as the turmoil in financial markets and
our military involvement in Afghanistan. But climate
scientists state that we bear the costs of our lack of
action on carbon reduction on a daily basis, and within
a few decades the impacts of climate change could be
truly catastrophic unless we take action now. Even
those who are not quite convinced by today s scientific
evidence need to consider the costs of not acting now. If
they turn out to be wrong, and we wait for complete
certainty, it will be too late.

All the major political parties have stated that they
understand the need to act on carbon emissions. The
question then becomes what action to take. Any action
(including inaction) will have substantial economic con-
sequences and, thus, economics lies at the heart of the
debate on climate change.

With this letter, we hope to help put the debate on
a more solid economic foundation by offering the fol-
lowing set of principles upon which we believe climate-
change policy should be founded.

1. Canada needs to act on climate change now.
2. Any substantive action will involve economic costs.

Any effective carbon-reduction policy will neces-
sarily entail changing the way we live and do busi-
ness. All forms of regulation, taxes, or markets for
the exchange of emission permits that have a signif-
icant impact on greenhouse-gas emissions will
affect the prices of carbon-intensive goods.

3. These economic impacts cannot be an excuse for
inaction. Climate scientists are clear on the costs of
inaction, and that these costs will accumulate well
beyond the current business cycle, possibly at an
accelerating rate. Active and effective climate-
change policy should be seen as an investment that
will yield pay-offs for ourselves, our children and
our grandchildren. Given the need to act, the ques-
tion then becomes which policies would obtain the
carbon-reduction goals we establish with the low-
est cost and greatest level of fairness.

4. Pricing carbon is the best approach from an
economic perspective. Approaches to reaching any
particular climate-change goal that involve pricing
carbon, such as carbon taxes and cap-and-trade
systems, involve less economic damage to busi-
nesses and families than the alternatives. Carbon
pricing is good for several reasons:

a) Price mechanisms give everyone the incentive to
reduce their carbon use, but to do so to the degree
and in the way that is best for them. This is the
main reason that pricing policies are the lowest-
cost way to meet our climate-change goals.

b) Pricing induces innovation. As the price of car-
bon increases, users of carbon-intensive goods
will demand alternatives. This will induce inno-
vations in the goods and services that are pro-
duced, how those goods and services are
produced, and the way people live . . . .

c) Carbon is almost certainly under-priced right
now. In a fully efficient price system, the price we
pay for a product would reflect the full costs
of producing and using it, including the costs to
the environment. Prices do not currently reflect
those environmental costs. When carbon is under-
priced, consumers and businesses tend to use too
much of it . . . .

APPLYING ECONOMIC CONCEPTS 17-1

An Open Letter to the Leaders of Canada s Federal Political
Parties (from more than 230 economists teaching in Canadian colleges and universities, October 7, 2008)
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5. Regulation tends to be the most expensive way to
meet a given climate-change goal. Under regula-
tion, businesses and consumers are mandated to
take particular actions related to carbon use.... As a
result, they are not given the choice of adjusting in
the way that is best for them. Regulation therefore
increases the costs of achieving carbon reduction
compared to when pricing mechanisms such as a
carbon tax or a cap-and-trade system are used. Fur-
thermore, . . . those increased costs will be passed
on to consumers due to normal market forces.
There may be circumstances when regulation is the
appropriate policy tool, but in most cases it is the
most economically damaging.

6. A carbon tax has the advantage of providing
certainty in the price of carbon. Under a carbon tax,
a charge is added to the sale of all fuels according to
the carbon emitted when they are used. With a well-
designed carbon-tax strategy, the tax will be intro-
duced gradually and increased in pre-announced
increments until the environmental target is reached.
This provides investors with a degree of certainty
that is good for business, and allows consumers to
make adjustments knowing what is coming. The
exact impact of the price increase on the quantity of
carbon emitted can be predicted, although with
some margin of error. A carbon tax thus involves
choosing price certainty but accepting some uncer-
tainty in total carbon emissions.

7. A cap-and-trade system provides certainty on the
quantity of carbon emitted, but not on the price of
carbon and can be a highly complex policy to
implement. In a cap-and-trade system, an upper
limit (cap) is set on carbon emissions, usually for a
particular industry. The government must then
make a decision about whether to auction the per-
mits (known as allowances), requiring each firm to
buy enough allowances to cover its total emissions.
Normal market forces then determine the price of
these allowances such that supply equals demand. A
cap-and-trade system with auctioned allowances
then acts much like a carbon tax. The price cannot,
however, be predicted in advance . . . . While a cap-
and-trade system can in principle be equivalent to a
carbon tax in terms of its ultimate impacts on the
price and quantity of carbon, and will generally give
more certainty in meeting environmental targets if
the allowances are properly chosen, the price uncer-
tainty in the cap-and-trade system generally implies
a worse environment for long-range decision-mak-
ing on the part of businesses and consumers.

8. Policies that impose costs on producers (big or small)
affect consumers. Some voters seem to think that poli-
cies like cap and trade, which apply directly to pro-
ducers, have less impact on the prices they face than
carbon taxes, where the impact can be seen immedi-
ately. In fact, voters would do better to assume that all
such policies would, ultimately, affect the prices they
pay. Indeed, since the goal of these policies is to
change what we buy, policies applied to producers
must affect the prices faced by consumers if they are
to meet environmental goals. The argument that a
policy capable of reducing carbon emissions will only
affect producers is without economic merit.

9. Price mechanisms can be regressive and our policy
should address this. Like most taxes on goods and
services that are widely consumed, carbon pricing
will have a larger negative effect on lower-income
Canadian families than others. . . . A complete pol-
icy should include some element of redistribution
to address the impacts it will have on the least well-
off in our society. Not only will the costs to con-
sumers ultimately be lower under a carbon tax or
auctioned emission permits, these . . . policies also
have the potential to bring revenue into the govern-
ment that can be used to help offset any inordinate
hardship experienced among the least well-off.

10. A pricing mechanism can allow other taxes to be
reduced and provide an opportunity to improve the
tax system. With the revenue brought in from a car-
bon tax or from auctioning the allowances in a cap-
and-trade system, governments can provide general
cuts in income and/or corporate taxes. Such systems
can be tax neutral,  meaning the increased burden
of the carbon taxes is exactly offset by tax reduc-
tions elsewhere. . . . Under such a plan, lighter car-
bon users will tend to pay lower taxes overall, while
heavier polluters will pay more, corresponding to
their greater negative effects on the environment. At
the same time, all individuals will continue to have
an incentive to reduce their carbon emissions when
prices include the cost of their carbon usage. If the
tax redesign is done thoughtfully, Canada could
move toward an overall tax system which imposes
fewer burdens on the economy and, as a result, leads
to a more productive economy for all Canadians.

In closing, we ask you, the leaders of Canada s major
political parties, to immediately begin a substantive public
debate, grounded in the generally accepted economic prin-
ciples outlined above, on the best ways to address climate
change. Our collective future is truly in your hands.
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Summary

Pollution can be analyzed as a negative externality.
Polluting firms and households going about their daily
business do harm to the environment and fail to take
account of the costs that they impose on others.
In a market that produces pollution as a byproduct, the
external cost of the pollution implies that too much of
the good is produced compared with what is alloca-
tively efficient. Social marginal cost exceeds private
marginal cost.

The allocatively efficient level of pollution is generally
not zero; it is the level at which the marginal cost of fur-
ther pollution reduction is just equal to the marginal
benefit of pollution reduction.
If a firm or a household faces incentives that cause it to
internalize fully the costs that pollution imposes, it will
choose the allocatively efficient level of pollution.

17.1 The Economic Rationale for Regulating Pollution L1

17.2 Pollution-Control Policies L2 3

Pollution can be regulated either directly or indirectly.
Direct controls are used most often. They are often inef-
ficient because they require that all polluters meet the
same standard regardless of the benefits and costs of
doing so.
Efficient pollution abatement requires that the marginal
cost of abatement is equated across firms. This can be
achieved with market-based policies, such as emissions
taxes or tradable pollution permits.
Emission taxes work by requiring polluters to pay a tax
per unit of pollution produced. The tax becomes the
marginal benefit of pollution abatement to the firms.

Since all firms face the same tax per unit of pollution,
their profit-maximizing behaviour will bring about effi-
ciency in pollution abatement.
Tradable pollution permits work by the government
issuing permits to firms and then allowing those permits
to be freely traded. The market price of the permit then
represents firms  marginal benefit of pollution abate-
ment. Efficiency in pollution abatement is achieved
because firms  profit-maximizing behaviour leads their
marginal abatement costs to be equated.

17.3 The Economic Challenge of Global Climate Change L4

There is a growing consensus that the burning of fossil
fuels is adding to the atmospheric concentration of
greenhouse gases (GHGs) and leading to increases in
average global temperatures.
Global emissions of GHGs can be reduced by reducing
global GDP, by reducing the energy intensity of GDP, or
by reducing the GHG intensity of the world s energy.

Significant reductions in world GHG emissions will
likely require dramatic reductions in the GHG intensity
of energy.
Most economists agree that an effective policy for
reducing GHG emissions must involve placing a price
on GHG emissions. Either an emissions tax or a cap-and-
trade system could be effective.

Key Concepts
Negative pollution externalities
Marginal external cost
Costs and benefits of pollution

abatement

The efficient level of pollution
Direct pollution controls
Emissions taxes

Tradable pollution permits (cap and
trade)

Greenhouse-gas emissions
Kyoto Protocol
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Study Exercises

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com

1. Consider the following costs and benefits associated
with cleaning up a polluted city lake.

Cleanliness Marginal Marginal
of Water (%) Cost ($) Benefit ($)

0 50 000 550 000
20 100 000 400 000
40 160 000 300 000
60 230 000 230 000
80 350 000 180 000

100 infinite 150 000

a. Explain why the marginal cost of pollution reduc-
tion increases as the cleanliness of the water
increases. Plot the MC curve in a diagram.

b. Explain why the marginal benefit of pollution
reduction falls as the cleanliness of the water increases.
Plot the MB curve in the same diagram.

c. What is the optimal level of water cleanliness?
d. Explain why the efficient level of pollution is greater

than zero.

2. Fill in the blanks to make the following statements
correct.

a. When there are pollution externalities associated
with the production of steel, ________ marginal
costs of steel production exceed ________ marginal
costs of steel production.

b. By imposing a ________ on the production of steel,
the externality can be ________.

c. If the tax is chosen to be exactly equal to the
________, the externality can be completely inter-
nalized. The result will be that private firms pro-
duce the ________ level of steel (and pollution).

3. Fill in the blanks to make the following statements
correct.

a. Suppose the Canadian government announced that
all homeowners must insulate their homes with

R-40 insulation. As a pollution-control policy, this
is an example of ________.

b. Suppose the Canadian government announced a
tax of $2.50 per litre of home heating oil con-
sumed. As a pollution-control policy, this is an
example of ________.

c. Suppose the Canadian government distributed
coupons to all homeowners allowing them to burn
specified amounts of fossil fuels for home heating,
and allowed homeowners to buy and sell these
coupons. As a pollution-control policy, this is an
example of ________. A ________ would develop
for these coupons.

4. Consider the market for lumber, which we assume
here to be perfectly competitive.

a. Suppose that for each unit of lumber produced, the
firm also generates $10 of damage to the environ-
ment. Draw the social marginal cost curve in the
diagram.

b. What is the allocatively efficient level of lumber
output? Explain.

S = MC
P

D = MB

Quantity of Lumber
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c. Describe and show the new market outcome if lum-
ber producers are required to pay a tax of $10 per
unit of lumber produced. Explain.

d. In part (c), does the equilibrium price of lumber
rise by the full $10 of the tax? Explain.

5. The following diagram shows society s marginal bene-
fit and marginal cost for abating a particular type of
pollution say greenhouse-gas emissions.

a. Explain why the marginal cost curve is upward sloping.
b. Explain why the marginal benefit curve is down-

ward sloping.
c. At Q*, are all greenhouse-gas emissions elimi-

nated? Explain.
d. Is there an optimal  level of greenhouse-gas emis-

sions? Explain.

6. Suppose there are only two firms Softies Inc. and Cud-
dlies Inc. producing disposable diapers. Both firms are
releasing dioxins into the same river. To reduce the pol-
lution, the regulatory agency must choose between using
direct controls and emissions taxes. The following dia-
grams show each firm s marginal cost of pollution
abatement.
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a. Suppose the regulatory agency requires that the
two firms each abate Q3 units of pollution. What is
each firm s marginal abatement cost at Q3?

b. Could the total cost of this amount of pollution
abatement be reduced? Explain how.

c. Now suppose the regulatory agency instead imposes
an emissions tax of $40 per unit of emissions.
Explain why this tax can be thought of as each
firm s marginal benefit of abatement.

d. In part (c), how much pollution will each firm choose
to abate?

e. Is it possible to reduce the total cost of the amount
of abatement being done in part (d)?

7. Suppose the government issues a fixed quantity, Q*,
of tradable pollution permits, each one permitting the
emission of one tonne of sulphur dioxide. Use the
accompanying figure to help answer the following
questions.
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a. Explain what determines firms  demand for permits.
b. If there is a competitive market for pollution per-

mits, explain why the equilibrium price of the per-
mit will equal firms  marginal abatement cost.

c. Explain why the equilibrium price of permits will
fall if polluting firms experience a technological
improvement that reduces their marginal abatement
costs.

d. One advantage of tradable pollution permits is that
they allow the public to express their preferences
for pollution reduction through the market. What
happens if Greenpeace decides to buy a large num-
ber of pollution permits and retire  them?

8. Fill in the blanks to make the following statements
correct.

a. The emission of greenhouse gases is a good exam-
ple of a ________ externality. Firms and individuals
have not internalized the ________.

b. Geographically, the ________ externalities associ-
ated with greenhouse gas emissions are a ________
problem, which is the motivation behind the
________ of 1997.

c. Countries with the largest reductions in GHG emis-
sions between 1990 and 2004 are those that have
experienced a significant ________ in economic
activity. Since signing the Kyoto Protocol, Canada
has experienced a(n) ________ in GHG emissions.

d. It is estimated that, in order to stabilize the Earth s
climate, the annual flow of global GHG emissions
must fall by approximately ________ percent
from its current level.

e. Most economists believe that it is necessary to
impose a ________ on GHG emissions, which
would force polluters to ________ the externality.
Two policy options to achieve this outcome
are a(n) ________ and a ________ system.

9. The following identity shows the three essential com-
ponents of the world s annual emissions of greenhouse
gases:

a. Explain the meaning of the first component, GHG/
Energy.

b. Explain the meaning of the second component,
Energy/GDP.

c. Explain why world GDP is likely to continue grow-
ing over time. How is this related to world popula-
tion growth?

d. Explain why the second term is likely to fall over
time but by less than the growth in world GDP.

e. Given your answers to (c) and (d), what is the
implication for the path of GHG/Energy if overall
GHG emissions are to be reduced significantly?

GHG =
GHG

Energy
*

Energy

GDP
* GDP

Discussion Questions
1. Pollution is wrong. When a corporation pollutes, it

commits assault on the citizens of the country, and it
should be punished.  Comment on this statement in
light of the discussion in this chapter.

2. Consider the following (alleged) facts about pollution
control and indicate what influence they might have
on policy determination.

a. The cost of meeting government pollution require-
ments is about $300 per person per year.

b. More than one-third of the world s known oil sup-
plies lie under the ocean floor, and there is no known
method of recovery that guarantees that large
amounts of oil will not spill into the ocean.

c. Sulphur-removal requirements and strip-mining
regulations have led to the tripling of the cost of a
tonne of coal used in generating electricity.

d. Every million dollars that is spent on pollution con-
trol creates 47 new jobs in the economy.

3. Suppose you were given the job of drafting a law to reg-
ulate water pollution over the entire length of some river.

a. How would you determine how much total pollu-
tion to permit?

b. What control mechanism would you use to regu-
late emissions into the river? Why?

c. Would you impose the same rules on cities as on farms?
d. Would your answer to parts (a), (b), or (c) depend

on the quality of information that would be avail-
able to you? How and why?

4. The federal government has imposed many regula-
tions aimed at reducing the pollution that is generated
by driving. The more familiar regulations are direct
catalytic converters, fuel efficiency, and the like. Given
the discussion in the chapter, why do you think the
government opted for such direct controls? Can you
think of any indirect controls currently in use to
reduce automobile pollution?
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L LEARNING OBJECTIVES

In this chapter you will learn

1 about the main taxes used in Canada.

2 why a tax can lead to allocative inefficiency.

3 about the concept of fiscal federalism in

Canada.

4 how Canada s major social programs are

financed.

5 some common pitfalls in evaluating govern-

ment s role in the economy.

In Chapter 16, we saw some of the reasons that the

scope of government is so extensive. Taxation is

needed to raise money for public spending, and it can

also play a policy role in its own right. Both taxes and

government expenditure affect the distribution of

income some people are taxed more than others and

some people benefit more from government spending

programs than others. Moreover, taxation and public

expenditure influence the allocation of resources. In

some cases, government policy is carefully designed

with such effects in mind; in other cases, the effects

are unintended byproducts of policies pursued for

other purposes.

In this chapter, we examine the various sources

of government tax revenues and the various types of

government expenditures. We ask how taxation and

public expenditure affect the allocation of resources

and the distribution of income, and to what extent

they are effective tools of public policy. We examine

the basis on which to evaluate a tax system, empha-

sizing the distinction between equity and efficiency.

The types of public expenditures in Canada are

examined along with the important concept of fiscal

federalism. Finally, we briefly discuss Canada s main

social programs, which account for approximately

60 percent of combined government spending.

Taxation and
Public
Expenditure
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18.1 Taxation in Canada

There is a bewildering array of taxes in Canada today. These are levied at the federal,
provincial, and local levels. Some are highly visible, such as income taxes and the
Goods and Services Tax (GST). Others are all but invisible because they do not show
up on income-tax forms or on receipts for purchases. For example, there are special
taxes levied on the sales of alcohol, cigarettes, and
gasoline, but these taxes are levied directly on the
producers (rather than on the retailers) of these
goods. People and firms are taxed on what they earn,
on what they spend, and on what they own. Not only
are taxes numerous, but taken together they also
raise a large amount of revenue. Table 18-1 shows,
for the federal, provincial, and local governments
combined, the amount of revenue raised by the dif-
ferent types of taxes in 2008.

Canada lies roughly in the middle of other
developed countries in terms of tax revenues as a
share of GDP. Among the major industrialized coun-
tries, Denmark and Sweden collect roughly 50 per-
cent of GDP in taxes. The lowest-tax industrialized
country is Japan, which collects about 27 percent of
GDP in taxes. Canada is in the middle of the pack,
collecting taxes equal to approximately 38 percent
of GDP.

Progressive Taxes

Before discussing details about the Canadian tax sys-
tem, we examine the concept of progressivity of
taxes.

When the government taxes one income group in
society more heavily than it taxes another, it influ-
ences the distribution of income. The effect of taxes
on the distribution of income can be summarized in
terms of progressivity. A progressive tax takes a
larger percentage of income from high-income people than it does from low-income
people. A proportional tax takes amounts of money from people in direct proportion
to their incomes for example, every individual might pay 10 percent of his or her
income in taxes. A regressive tax takes a larger percentage of income from low-income
people than it does from high-income people.

Note that the progressivity or regressivity of a tax is expressed in terms of shares of
income rather than absolute dollar amounts. Thus, a tax that collects $1000 from each
individual clearly collects the same dollar amount from everybody, though it collects a
higher share of income from low-income people than from higher-income people. A
tax of this type is therefore a regressive tax. It is often called a lump-sum tax, one that
is the same at all levels of income.

TABLE 18-1 Tax Revenues of Canadian

Governments, 2008

Billions of Percent of 
Dollars GDP

Income taxes $269.5 16.8
Consumption taxes 111.7 7.0

(GST, provincial sales
taxes, and excise taxes)

Property and related taxes 53.9 3.4
Other taxes 21.1 1.3
Health and social 

insurance premiums 37.9 2.4

Total tax revenues $494.1 30.9
Non-tax revenues 

(sales of goods and services, 
investment income) 106.4 6.6

Total government revenues $600.5 37.5

Canadian governments (at all levels) collect over $600
billion in various taxes, over 37 percent of GDP. These
data show total tax revenues for all levels of govern-
ment combined. Notice that Canadian governments
have considerable revenue, over $100 billion in 2008,
from non-tax sources.

(Source: Adapted from Statistics Canada, Consolidated
Government Revenue and Expenditures,  www40.statcan.
gc.ca/l01/cst01/govt48a-eng.htm.)

progressive tax A tax

that takes a larger

percentage of income

at higher levels of

income.

proportional tax A tax

that takes a constant

percentage of income

at all levels of income.

For detailed information about the

Canadian tax system, go to the

website of the independent

Canadian Tax Foundation:

www.ctf.ca.
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Since a progressive tax takes a larger share of income from high-income people than
it does from low-income people, progressive taxes reduce the inequality of income.
A regressive tax increases the inequality of income.

The progressivity of a tax involves an important distinction between the average
tax rate and the marginal tax rate. The average tax rate is the percentage of income
that the individual pays in taxes. The marginal tax rate is the percentage of the next
dollar earned that the individual pays in taxes. Progressivity of a tax requires an aver-
age tax rate that rises with income; we will see in this chapter that such progressivity
can be achieved with either rising or constant marginal tax rates.

The Canadian Tax System

Taxes are collected by the federal government, by each of the provinces, and by thou-
sands of cities, townships, and villages. Here is a brief guide to the most important of
the various taxes.

Personal Income Taxes Personal income taxes are paid directly to the govern-
ment by individuals. The amount of tax any individual pays is the result of a fairly
complicated set of calculations. All types of income are included in what is called total
income, although certain types of income qualify for total or partial exemption. Then a
number of allowable deductions are subtracted from total income to determine taxable
income. The most important deduction is called the basic personal amount  and in
2009 was equal to $10 320. Once taxable income is calculated, the amount of tax
payable is then computed by applying different tax rates to different levels of income.
There are four federal personal income tax rates, each applying within what is called a
tax bracket. In 2009, the four tax brackets and marginal tax rates within each bracket
were as follows:

$0 $40 726: marginal tax rate * 15 percent
$40 727 $81 452: marginal tax rate * 22 percent
$81 453 $126 264: marginal tax rate * 26 percent
$126 265 and over: marginal tax rate * 29 percent

To see how to compute the amount of taxes payable with this system of tax brack-
ets, consider Christine, who has a taxable income of $95 000. To the federal govern-
ment she pays at a rate of 15 percent on the first $40 726 of taxable income ($6109),
at a rate of 22 percent on her next $40 726 ($8960), and at a rate of 26 percent on her
last $13 548 of income ($3522). Since her taxable income is less than $126 265, she
never enters the highest tax bracket and therefore does not face the 29-percent tax rate.
Christine s total tax payable is therefore $18 591. Recalling the definition of average
and marginal tax rates, Christine s average tax rate is $18 591/$95 000, or 19.6 per-
cent. Her marginal tax rate the rate on an additional dollar of income is 26 percent.

The four federal personal income-tax rates do not represent the complete taxation
of personal income in Canada because the provincial governments also tax personal
income. Quebec and Alberta run their own income-tax systems, whereas the other
eight provinces simply use the federal tax base (and federally distributed tax forms)
and essentially top up  federal taxes. In all provinces other than Quebec, taxpayers
pay a single amount to the Canada Revenue Agency (CRA), which then distributes the
total between the federal government and each province according to the amount col-
lected from residents of that province.

regressive tax A tax that

takes a lower percentage of

income at higher levels of

income.

average tax rate The ratio

of total taxes paid to total

income earned.

marginal tax rate The

fraction of an additional

dollar of income that is

paid in taxes.

tax bracket A range of

taxable income for which

there is a constant

marginal tax rate.

Practise with Study Guide

Chapter 18, Exercise 1.
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The provincial taxation of income
implies that Canada s highest marginal
income-tax rate is not the highest fed-
eral rate, 29 percent. As of 2009, the
highest combined (provincial plus fed-
eral) marginal tax rates varied from a
low of 39 percent in Alberta to 48.3
percent in Nova Scotia.

Corporate Income Taxes The
federal corporate income tax is a flat-
rate (proportional) tax on profits as
defined by the taxing authorities
which includes the return on capital as
well as economic profits. By 2009, fol-
lowing several years of reductions, the
federal corporate income-tax rate for
large businesses was 19 percent and was scheduled to fall to 15 percent by 2012; provin-
cial rates vary somewhat but the average is about 12 percent. Small businesses are taxed
at lower rates by both the federal and (most) provincial governments.

Some corporate profits get distributed as dividends to shareholders. These divi-
dends represent the shareholder s share of after-tax profits and would ordinarily be
taxed along with his or her other income. To avoid double taxation on this income,
however, individual shareholders get a personal income-tax credit for their share of the
corporate tax already paid by the firm. In this way, the corporate and personal income-
tax systems are said to be integrated.

When governments in Canada consider changes to income-tax rates, a debate usu-
ally occurs regarding which taxes should be changed: personal income taxes or corpo-
rate income taxes. Some people argue that corporate income-tax rates are already too
low and that firms are not paying their fair share  of the tax burden. Others argue
that corporate taxes end up being paid partly by firms  customers and employees, and
partly by the individuals who own shares in firms, which now include most individuals
through some form of employer-sponsored or self-administered pension plan. In addi-
tion, they argue that corporate taxes, by reducing the rate of return on investment,
impede the economy s long-run growth. Extensions in Theory 18-1 discusses taxes on
corporate income and highlights the important difference between taxing accounting
profits and economic profits a distinction we first saw in Chapter 7.

Excise and Sales Taxes As we first saw in Chapter 4, an excise tax is a tax
levied on a particular commodity. In many countries, such goods as tobacco, alcohol,
and gasoline are singled out for high rates of excise taxation. Because these goods usu-
ally account for a much greater proportion of the expenditure of lower-income than
higher-income groups, the excise taxes on them are regressive. A sales tax applies to the
sale of all or most goods and services. All provinces except Alberta impose a retail sales
tax. Such a tax is mildly regressive, because poorer families tend to spend a larger pro-
portion of their incomes than richer families. Both excise and sales taxes are often
referred to as indirect  taxes to contrast them with income taxes, which are levied
directly on the income of individuals or firms.

Since 1991, Canada has had a countrywide tax that applies at the same rate (cur-
rently 5 percent) to the sale of all goods and services (with a few exceptions, such as
basic groceries). The main advantage of the Goods and Services Tax (GST) is that it
taxes expenditure rather than income.

The Canada Revenue Agency, with headquarters in the Connaught Building in
Ottawa, is the government department that collects all federal tax revenues in Canada.

For information about the

Canadian tax system, see

the website for the Canada

Revenue Agency: 

www.cra-arc.gc.ca.

Practise with Study Guide

Chapter 18, Exercise 4.
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One complication associated with taxing income is that interest earnings from
accumulated savings get taxed as well. Consider an example. Suppose you have after-
tax earnings of $1000, all of which you would like to save. You put your $1000 in a
bank account that offers to pay 5 percent interest, and at the end of the year you
receive $50 in interest income. But you must pay tax on this interest income. If the
income-tax rate is 30 percent, you pay 0.3 + $50 * $15. You are left with only $35 in
after-tax interest earnings on your original saving of $1000, which implies an after-
tax rate of return of 3.5 percent. The income tax payable on your interest earnings has
lowered your return from saving and thus reduced your incentive to save. As we saw
in Chapter 15, any reduction in saving will imply less capital accumulation for the
economy. In contrast, the GST only applies to the value of expenditure. Since the GST
does not tax income (and therefore does not tax interest income) it does not discour-
age saving.

In introducing the GST, Canada followed the trend in almost all other developed
nations (except the United States), which levy similar taxes; they are called value added
taxes (VAT) in Europe. In practice, the GST works by taxing a firm on the gross value
of its output and then allowing a tax credit equal to the taxes paid on the inputs that
were produced by other firms. Thus, the GST taxes each firm s contribution to the
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As we saw in Chapter 7, there are two different mea-
sures of a firm s profit accounting profit and economic
profit. Accounting profit is the difference between the
firm s revenues and its explicit costs, such as labour,
materials, overhead, and depreciation. The same firm s
economic profit would also take into account the oppor-
tunity costs of the owner s time and financial capital.
Since there are additional costs included, economic prof-
its are less than accounting profits. As it turns out, the
burden of the corporate income tax depends crucially on
which measure of profit is used as the basis for the tax.

Let s examine two alternative taxes: one that applies
to economic profits and another that applies to accounting
profits. To illustrate the two taxes, we consider an imagi-
nary firm that produces hockey equipment Canada
Hockey Inc. (CHI), located in Brampton, Ontario. Sup-
pose in 2010 CHI earns accounting profits of $1.5 million.
Also suppose the opportunity cost of the owner s capital
and time is $1.1 million. Once these opportunity costs are
considered, CHI s economic profits are equal to $400 000.

A Tax on Economic Profits

Recall that economic profits are the return to the
owner s capital over and above what could be earned
elsewhere. Specifically, CHI s $400 000 of economic
profits represents the firm s return to its capital in excess
of what that capital could earn in the (equally risky)

next-best alternative investment. If CHI faces a 30-per-
cent corporate tax that applies to its economic profits, it
will pay $120 000 in corporate taxes, and it will still
have after-tax economic profits equal to $280 000.
Since CHI is still earning positive economic profits
that is, it is still earning more than it could earn else-
where it has no incentive to leave this industry.

In fact, the firm has no incentive to do anything differ-
ently than it was doing previously the tax on the firms eco-
nomic profit has no effect on the firms output, prices,
employment, or long-run investment choices. Before the tax,
CHI was making output, employment, price, and investment
decisions to maximize its (economic) profits. With the tax,
some fraction of these economic profits must be paid to the
government, but CHI still chooses to maximize its profits by
doing whatever it was doing before the tax.

The implication is that if the corporate income tax
applies to economic profits, firms and their owners bear
the entire burden of the tax. But the tax will have no
effect on the allocation of resources, and in this sense
the tax would be efficient.

A Tax on Accounting Profits

Now consider the alternative case in which the corporate
income tax applies not to economic profit but to account-
ing profit. CHI s accounting profits are $1.5 million,
which are greater than (and include) its economic profits.

EXTENSIONS IN THEORY 18-1

Who Really Pays the Corporate Income Tax?

Practise with Study Guide

Chapter 18, Short-Answer

Question 2.
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If CHI faces a 30-percent corporate tax on accounting
profits, it will pay $450 000 in corporate taxes. CHI s
after-tax accounting profits will now be $1.05 million.
But the presence of the corporate tax does not change the
opportunity cost of the owner s capital and time; when
including these costs ($1.1 million), CHI s economic prof-
its are $50 000. Negative economic profits indicate that
the owner s capital is now earning less than could be
available in the (equally risky) next-best alternative invest-
ment. In this situation, CHI may soon leave this industry.

Negative economic profits and the exit from the
industry will obviously have implications for its output
and employment decisions. In particular, as CHI scales
down its operations, its workers will be laid off or have
their wages reduced. And as supply in this industry falls,
product prices will rise until the remaining firms earn
enough profits to keep them in the industry.

The bottom line is that if the corporate income tax
applies to accounting profits (and results in negative
economic profits), some of the burden of the tax falls on
consumers and workers. Only part of the burden of the
tax falls on firms and their owners. Because the tax
leads to changes in the allocation of resources, it also
generates some inefficiency (we will see this idea in
more detail later in this chapter when we discuss what
economists call the excess burden  of taxation).

A large body of economic research suggests that the
biggest burden of the corporate income tax in this case is
on the economy s long-run growth. By taxing accounting
profits rather than economic profits, investment in physical

capital is made less attractive. The result will be lower
investment in new machinery and equipment, and thus less
adoption of many of the latest technologies that are usu-
ally embodied in such physical capital. The overall result
for the economy is lower productivity growth and, eventu-
ally, slower growth in average living standards.

Which Tax Do We Use?

In Canada and other countries, corporations are taxed on
the basis of their accounting profits, not their economic
profits, despite the greater efficiency of the latter. Why do
we use such a tax, given its inefficiency? The explanation
comes down to simplicity: Accounting profits are easy to
measure, whereas economic profits require an identification
and measurement of the opportunity cost of the owner s
time and capital. The precise identification of such opportu-
nity costs, for each and every firm and group of owners,
would be technically impossible for the tax authorities.*

The end result is that the burden of the corporate tax in
Canada is not borne only by firms and their owners con-
sumers and workers share the burden through higher prod-
uct prices and lower wages. These effects are subtle but
nonetheless important. Equally subtle, and probably more
important, are the longer-term effects on the growth rate of
the economy and Canadians  average standard of living.

*Economic profit is not an entirely impractical concept,
however. Business managers and financial analysts use the
concept of Economic Value Added (EVA) to measure eco-
nomic profits as a means of pricing companies  stocks.

value of final output its value added. Figure 18-1 shows how the GST is calculated at
each stage from the mining of iron ore to the final retail sale of a washing machine.

Like sales and excise taxes, the GST is applied to expenditure rather than income. The
GST taken alone would therefore be mildly regressive, because the proportion of income
saved, and hence not taxed, rises with income. This regressivity is reduced by exempting food
and, more importantly, by giving low- and middle-income households a refundable tax
credit. For the lowest-income households, the GST is a progressive tax because the refundable
tax credit exceeds the value of GST that they would pay even if they spent all of their incomes
on taxable commodities.

Property Taxes The property tax is the most important Canadian tax that is based
on wealth and is an important source of revenue for municipalities. It is different from
any other important tax because it is not related directly to a current transaction. In con-
trast, income taxes are levied on the current payment to a factor of production (income)
and sales taxes are levied on the value of a currently purchased good or service.

Taxing the value of existing property creates two problems. First, someone has to
assess the current market value of the property that may not have changed hands in many
years. Because the assessment is only an estimate, it is always subject to challenge. Second,
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sometimes owners of valuable property have low incomes
(though considerable real estate wealth) and thus have
difficulty paying the tax from their available funds.

The progressivity of the property tax has been
studied extensively. It is obvious that the rich typically
live in more expensive houses than the poor and thus
pay more in property taxes. But this does not mean that
the rich pay more property taxes as a fraction of their
total income than the poor. Thus, it is not readily
apparent that property taxes are progressive. Indeed,
most studies have shown that the property tax is mildly
regressive.

18.2 Evaluating the Tax
System

We have so far described several individual taxes in
Canada, and in each case noted the tax s possible effects
on behaviour as well as its progressivity. The overall tax
system, however, is a complex combination of these
various taxes. More important than evaluating each
individual tax is evaluating the system as a whole. What
makes one tax system better or worse than another?
Economists deal with this question by considering two
aspects of taxation equity and efficiency. We deal with
equity first.

Taxation and Equity

Debates about income distribution and tax policy usu-
ally involve the important but hard-to-define concept of
equity.

What Do We Mean By Equity? Equity (or
fairness) is a normative concept; what one group thinks
is fair may seem outrageous to another. Two principles
can be helpful in assessing equity in taxation: equity
according to ability to pay, and equity according to ben-
efits received.

THE ABILITY-TO-PAY PRINCIPLE. Most people view
an equitable tax system as being based on people s abil-
ity to pay taxes. In considering equity that is based on
ability to pay, two concepts need to be distinguished.

Vertical equity concerns equity across income
groups; it focuses on comparisons between individuals
or families with different levels of income. The concept

FIGURE 18-1 The Operation of the GST
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A tax on value added is the same as a tax on the value
of final goods with a credit allowed for the tax paid for
purchased inputs. The example is for the stages
involved as iron ore is mined and then sold to a steel
maker, the steel then sold to an appliance manufac-
turer, and the washing machine sold to a retailer and
then to a consumer. The example makes the simplify-
ing assumption that no produced inputs are used in the
mining operation (so that the value of the iron ore is all
value added); at all further stages, however, the use of
produced inputs makes the firm s value added less than
the value of final output at that stage. The steel
maker s value added is $200, and its tax is thus $10;
$15 on the total value of its output less the $5 credit on
the taxes already paid to the mine on the value of the
iron ore. Total taxes paid equal $30, which is 5 percent
of the $600 value of the final product; each firm pays 5
percent of its share in creating that $600 value.

The value of residential property forms the base of the
property tax, an important source of revenue for Canada s
cities and towns. The property tax is the most important tax 
in Canada based on wealth.
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of vertical equity is central to discussions of the progressivity of taxation. Proponents
of progressive taxation argue as follows. First, taxes should be based on ability to pay.
Second, the greater one s income, the greater the percentage of income that is available
for goods and services beyond the bare necessities. It follows, therefore, that the greater
one s income, the greater the proportion of income that is available to pay taxes. Thus,
an ability-to-pay standard of vertical equity requires progressive taxation.

Horizontal equity concerns equity within a given income group; it is concerned with
establishing just who should be considered equal to whom in terms of ability to pay
taxes. Two households with the same income may have different numbers of children to
support. One of the households may have greater expenses for the care of an aging par-
ent, leaving less for life s necessities and for taxes. One of the households may incur
expenses that are necessary for earning income (e.g., requirements to buy uniforms or to
pay union dues). There is no objective way to decide how much these and similar factors
affect the ability to pay taxes. In practice, the income-tax law makes some allowance for
factors that create differences in ability to pay by permitting taxpayers to exempt some
of their income from tax. However, the corrections are rough at best.

THE BENEFIT PRINCIPLE. According to the benefit principle, taxes should be paid in
proportion to the benefits that taxpayers derive from public expenditure. From this
perspective, the ideal taxes are user charges, such as those that would be charged if pri-
vate firms provided the government services.

The benefit principle is the basis for the gasoline tax, since gasoline usage is closely
related to the services obtained from using public roads. The benefit principle may also
explain high taxes on cigarettes, since smokers tend to require more health-care ser-
vices that, in Canada, are mostly provided by government. Although there are other
examples, especially at the local level, the benefit principle has historically played only
a minor role in the design of the Canadian tax system. But its use is growing in Canada
and elsewhere as governments seek new ways to finance many of their expenditures.
For example, two decades ago Statistics Canada supplied data for free to anybody who
wanted it. Now, Statistics Canada charges on a cost recovery basis  for any data
other than the most general data, which it makes available on its website. So instead of
covering the cost of producing the data from the general taxpayer, some costs are
recovered from those who use it. The benefit principle can be easily applied to some
government-provided goods and services. But it is difficult to see how the benefit prin-
ciple could be applied to many of the most important categories of government spend-
ing. Who gets how much benefit from national defence or from interest on the public
debt? It is even more difficult to imagine applying the benefit principle to government
programs that redistribute income.

How Progressive Is the Canadian Tax System? For a modern govern-
ment to raise sufficient funds, many taxes must be used. We have already discussed per-
sonal and corporate income taxes, excise and provincial sales taxes, the Canada-wide
GST, and municipal property taxes. Not all of them are equally progressive in design
and each one has its own loopholes and anomalies. So, how high-, middle-, and low-
income households are taxed relative to each other depends on how the entire tax sys-
tem impacts on each group.

Assessing how the entire tax system affects the distribution of income is compli-
cated by two factors. First, the progressivity of the system depends on the mix of the dif-
ferent taxes. Federal taxes tend to be somewhat progressive; the progressivity of the
income-tax system and the use of a low-income GST tax credit more than offset the
regressivity of the federal GST. Provincial and municipal governments rely heavily on
property and sales taxes and thus have tax systems that are probably slightly regressive.
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Second, income from different sources is taxed at different rates. For example, in
the federal personal income tax, income from royalties on oil wells is taxed less than
income from royalties on books, and profits from sales of assets (capital gains) are taxed
less than wages and salaries. To evaluate progressivity, therefore, one needs to know the
way in which different levels of income are related with different sources of income.

Many economists have concluded that the overall Canadian tax system is roughly
proportional for middle-income classes and mildly progressive for low- and high-
income persons. Thus, the overall tax system is redistributing some income from high-
income households to low-income households, and doing little redistribution among
the middle-income households.

Taxation and Efficiency

The tax system influences the allocation of resources by altering such things as the rel-
ative prices of various goods and factors and the relative profitability of various indus-
tries. Individual taxes shift consumption and production toward goods and services
that are taxed relatively lightly and away from those that are taxed more heavily. This
alteration of free-market outcomes often causes allocative inefficiency.

Of course, if we were to live in a world without any taxes we would face other
problems. For example, it would be impossible to pay for any government programs or
public goods desired by society. In practice, then, the relevant objective for tax policy is
to design a tax system that minimizes inefficiency, holding constant the amount of rev-
enue to be raised. In designing such a tax system, a natural place to start would be with
taxes that both raise revenue and enhance efficiency. An example of such a tax is the
pollution emissions tax that we discussed in Chapter 17. Unfortunately, such taxes can-
not raise nearly enough revenue to finance all of government expenditure.

In the following discussion we examine how taxes affect the economy s allocation
of resources. We focus on the effects of excise taxes and income taxes since these are
the main taxes used by Canadian governments to raise revenues.

The Two Burdens of Taxation A tax normally does two things. It takes money
from the taxpayers, and it changes their behaviour. The money taken away from tax-
payers is given to the government and is thus available to finance government policies of
various kinds. So, while the money taken from taxpayers, called the direct burden of the
tax, is clearly a cost to taxpayers, it is not a cost to society overall; it is merely a transfer
of resources within the economy.

When a tax changes behaviour, however, there are costs to taxpayers as well as to
society overall. The cost that results from the induced changes in behaviour is called
the excess burden and reflects the allocative inefficiency or deadweight loss of the tax.

The direct burden of a tax is the amount paid by taxpayers. The excess burden
reflects the allocative inefficiency of the tax.

Figure 18-2 shows an example that illustrates this important distinction. Suppose
your provincial government imposes a $2 excise tax on the purchase of compact discs.
Suppose further that you are a serious music lover and that this tax does not change
your quantity demanded of CDs that is, your demand for them is perfectly inelastic
and hence you continue to buy your usual five CDs per month. In this case, you pay
$10 in excise taxes per month, and you therefore have to reduce your consumption of
other goods (or your saving) by $10 per month.

direct burden For an

individual tax, the amount

of money that is collected

from taxpayers.

excess burden The

allocative inefficiency or

deadweight loss generated

by a tax.
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The direct burden to you of this excise tax is $10 because that is what you pay to
the government in taxes. There is no excess burden to you because the tax does not
cause you to reduce your purchases of CDs. Thus, the total burden on you is equal to
the direct burden, $10 a month; there is no excess burden of this tax. The absence of
any excess burden from this tax is just another way of saying that there is no allocative
inefficiency; the cost of raising $10 a month for the province is just the $10 a month
that you pay in taxes. In this case, the tax is purely a redistribution of resources from
you to the government.

Now suppose a friend of yours is also a music lover but is not quite as dedicated
she has a downward-sloping demand curve for CDs. The tax leads her to cut back on
her consumption of CDs from two per month to none. In this case, your friend pays no
taxes and therefore experiences no reduction in her overall purchasing power. The
direct burden of the tax is therefore zero. However, your friend is still worse off as a
result of this tax. She is worse off by the amount of consumer surplus that she would
have received had she made her usual purchases of two CDs per month. In this case,
the direct burden is zero (because no tax is paid) but there is an excess burden. The
excess burden is equal to her loss in consumer surplus from the two CDs per month
that she no longer enjoys.

When an excise tax is imposed, some people behave like the music buff and do not
change their consumption of the taxed good at all, others cease consuming the taxed
good altogether, and most simply reduce their consumption. There will be an excess
burden for those in the latter two groups. Thus, the revenue collected will understate
the total cost to taxpayers of generating that revenue.

The same basic analysis applies to income taxes. Figure 18-3 shows the effect of
levying a tax on workers  incomes. The income tax shifts the labour supply upward

FIGURE 18-2 Direct and Excess Burdens of an Excise Tax
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The allocative inefficiency of a tax is measured by its excess burden. The excess burden is greater the more elastic is
demand. Part (i) shows your demand for CDs. It is perfectly inelastic at five CDs per month. When the government
imposes an excise tax of $2 per CD, the price rises from $15 to $17. Your quantity demanded is unchanged, and so
you pay $10 per month in taxes ($2 tax per CD * 5CDs). The direct burden of the tax is $10; but because your quan-
tity of CDs demanded is unchanged, there is no excess burden.

Part (ii) shows your friend s demand. Her quantity demanded falls from two CDs per month to zero as a result of
the tax. Since she pays no tax (because she buys no CDs), she bears no direct burden of the tax. But because she has
lost consumer surplus, she bears an excess burden from the tax.

Part (iii) shows the entire market demand. There is both a direct burden, the red shaded area, and an excess
burden, the purple shaded area. The more elastic is the demand curve, the larger is the excess burden of the tax.
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because workers will be prepared to supply any given
amount of labour services only if the pre-tax wage is
increased to offset the effect of the tax.

The income tax generates both a direct burden and
an excess burden. The tax raises revenue by collecting
some percentage of workers  wages. This is a cost borne
by both workers and firms. By reducing the equilibrium
level of employment and creating a deadweight loss, the
income tax also creates an excess burden. As with the
case of excise taxes, the revenue collected by the tax
understates the total cost of the tax.

Excise taxes and income taxes impose costs in two
ways. By taking resources from market participants
(consumers, firms, workers), they impose a direct
burden. By reducing the volume of specific market
transactions, they also generate a deadweight loss
this is the excess burden of the tax.

Recall that our exercise in judging the efficiency of a
tax is to hold constant the amount of revenue raised, and
therefore to hold constant the direct burden of the tax.
This leads us to the following important conclusion:

An efficient tax system is one that minimizes the
amount of excess burden (deadweight loss) for any
given amount of tax revenue generated.

As Figure 18-2 shows, the excess burden of an
excise tax is smaller when the demand for the product is
less elastic. In the extreme case of a perfectly inelastic

demand, the excess burden of an excise tax is zero; the tax raises revenue but leads to
no reduction in consumption of the product. Unfortunately, because the demand for
many of life s necessities (such as food) is very inelastic, a tax system that was based
only on imposing excise taxes on goods with inelastic demands would prove to be very
regressive.

Many economists argue that taxing income is more efficient and more equitable
than imposing large numbers of excise taxes on products. The greater efficiency of the
income tax comes from the fact that the supply of labour is relatively inelastic with
respect to the real wage. Figure 18-3 shows that an income tax does generate an excess
burden. But if the labour supply curve is very steep as most empirical evidence sug-
gests the excess burden is small, and the income tax is therefore relatively efficient.
The greater equity of the income tax comes from the fact that the income tax can be
designed to be either proportional or progressive, thus permitting some redistribution
from high-income households to low-income households.

Disincentive Effects of Income Taxes Our discussion of income taxes, and
the illustration in Figure 18-3, shows how an income tax affects workers  incentives.
If an increase in the income-tax rate leads to a reduction in the amount of work effort,
it is possible that total tax revenue might actually fall as a result. This possibility is

FIGURE 18-3 Direct and Excess Burdens
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An income tax generates both a direct and an excess
burden. Without an income tax, the labour-market
equilibrium has employment of L0 and a wage of w0.
A tax on workers  incomes shifts the supply of labour
curve upward. The result is an increase in the pre-tax
wage to w1 and a reduction in the level of employ-
ment to L1. The tax revenue generated is the red area;
this is the direct burden of the income tax. The tax
also generates a deadweight loss, as shown by the
purple area; this is the excess burden of the income
tax. (As our discussion of tax incidence in Chapter 4
showed, the less elastic is labour demand and supply,
the lower will be the deadweight loss of the tax.)
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illustrated in Figure 18-4, which shows what economists
call a Laffer curve, named after well-known U.S. economist
Arthur Laffer.

The reasoning behind the general shape of the Laffer
curve is as follows. At a zero tax rate, no revenue would be
collected. As rates are raised above zero, some revenue will
be gained. But as rates continue to rise, revenue will eventu-
ally fall because the very high tax rates will lead people to
work less and less. At a tax rate of 100 percent, they will not
bother to work at all (because all of their income would go
to the government) and so tax revenue will again be zero. It
follows that there must be some tax rate, greater than zero
and less than 100 percent, at which tax revenue reaches a
maximum.

Figure 18-4 is drawn under the assumption that there is
a steady increase in tax revenue as tax rates rise to t0, and a
steady decrease in tax revenues as tax rates continue to rise
toward 100 percent. This particular shape with a single
peak in tax revenues is not necessary. But the precise shape
is beside the point. The key point is that there is some tax
rate like t0 that maximizes total tax revenue. And therefore
tax rates above or below t0 will generate less tax revenue
than the amount raised at t0.

Just where this maximum occurs whether at average
tax rates closer to 40 or to 70 percent is currently unknown for either corporate or
personal income taxes. Also, there will be a separate Laffer curve for each type of tax.
The curve does, however, provide an important warning: Governments cannot increase
their tax revenues to any desired level simply by increasing their tax rates. Sooner or
later, further increases in the rates will reduce work incentives so much that total tax
revenues will fall.

18.3 Public Expenditure in Canada

In 2008 spending by the consolidated public sector which includes federal, provin-
cial, and municipal governments was about 36 percent of Canadian GDP. Table 18-2
gives the distribution of consolidated government spending across a number of major
functions for 2008. As can be seen, health care, education, and social services are very
large items; collectively, they make up roughly 62 percent of the total spending of $581
billion. Interest on the public debt makes up about 8 percent of total spending. The
remaining 30 percent covers everything else, from police protection and sanitation to
general administration of government, environmental protection, and foreign aid.

Table 18-2 does not show which of the three levels of government actually do the
spending. For example, of the $92.7 billion spent on education in 2008, the vast major-
ity was spent by provincial and municipal governments. In contrast, expenditures on
foreign affairs and foreign aid are made exclusively by the federal government. Expen-
ditures on social services are about equally divided between the federal and provincial
governments, with only a small role played by the municipalities. Another thing that
Table 18-2 does not show is the important distinction between the purchase of goods
and services by government, and transfers that are made to individuals or firms.

FIGURE 18-4 A Laffer Curve
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Government Purchases of Goods and
Services The government spends to provide goods
and services to the public, as when the government
pays for physicians  services, highway repair, primary
and secondary education, and so on. Included in this
category of expenditures are the salaries that the
government pays to its employees. Also included is
the interest that governments pay on their outstand-
ing stock of debt. A government s stock of debt is
equal to the accumulation of its past budget deficits,
where the deficit is the excess of spending over
revenues.

Transfer Payments The government also makes
transfer payments. These are payments to individuals,
firms, organizations, or other levels of government
that are not made in exchange for a good or a service.
For example, when the federal government pays
employment insurance benefits to an unemployed
individual, the government is not getting any good or
service in return. Similarly, when the federal govern-
ment transfers money to the provincial governments,
it is not getting any good or service in return. Table
18-3 shows total government transfers to individuals,
which totalled $145 billion in 2006, about 25 percent
of total government spending.

Canadian Fiscal Federalism

Canada is a federal state with governing powers
divided between the central authority and the ten
provinces and three territories. Municipalities pro-

vide a third level of government, whose powers are determined by the provincial legis-
latures. Understanding the fiscal interaction of the various levels of government is
central to understanding the nature of government expenditure in Canada. In this sec-
tion, we examine the concept of fiscal federalism; in the next section we examine how
fiscal federalism affects the operation of Canada s social programs.

The Logic of Fiscal Federalism The essence of fiscal federalism is the recog-
nition that Canada is a country with many different fiscal authorities (federal, provincial,
and municipal governments) that need a certain amount of coordination to be respon-
sive to the needs and desires of the citizens who are free to move from one area to
another. Four main considerations are important in understanding Canada s system of
fiscal federalism.

1. DIFFERENCES IN TAX BASES. Canadian provinces vary considerably in terms of
their average levels of prosperity. Newfoundland and Labrador and Quebec for many
years lagged behind the national average in terms of per capita real incomes, whereas
Alberta and Ontario for many years exceeded the national average. In order to provide
services as varied as medical care, highways, and judicial systems, the provincial govern-
ments must levy various types of provincial taxes. Provinces that are more prosperous,

TABLE 18-2 Expenditures by Canadian 

Governments, 2008

Billions Percent
of of

Category of Spending Dollars GDP

General government services 21.5 1.3
Protection of persons and property 50.7 3.2
Transportation and communication 30.0 1.8
Health 114.2 7.1
Social services 150.9 9.4
Education 92.7 5.8
Resource conservation, environment, 

and industrial development 36.9 2.3
Recreation and culture 15.8 1.0
Housing 5.5 0.3
Labour, employment, and immigration 2.9 0.2
Foreign affairs and international aid 6.2 0.4
Debt charges 47.4 3.0
Other expenditures 6.2 0.4

Total spending 580.9 36.2

Expenditures on health, social services, and educa-
tion together make up almost 62 percent of total
government expenditure. These data show the various
categories of spending by all levels of government
combined.

(Source: Adapted from Statistics Canada, Consolidated
Government Revenue and Expenditures,  www40.statcan.
gc.ca/l01/cst01/govt48b-eng.htm.)*

transfer payment A

payment to an individual, 

a firm, or an organization

that is not made in

exchange for a good or

service.
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and thus have larger tax bases, are able to provide a
given amount of services while having relatively low
tax rates. In contrast, less affluent provinces with
smaller tax bases are able to provide the same amount
of services only by having higher tax rates.

One of the guiding principles in Canada s system
of fiscal federalism is that individuals, no matter
where they live, should have approximately the same
access to what is regarded as a reasonable level and
quality of public services and should face approxi-
mately the same tax rates to finance those services.
Since revenue sources do not always match revenue
needs at each level, intergovernmental transfers are
required. This is the underlying motivation behind
Canada s system of equalization payments, which
transfers resources from the richer provinces to the
poorer ones. We examine this shortly.

2. GEOGRAPHIC SCOPE OF SERVICES. Because
the government of a province or a municipality is
unlikely to be responsive to the needs of citizens
outside its jurisdiction, some public services may
not be provided adequately unless responsibility for
them is delegated to the level of government appro-
priate to the scope of the service provided. For
example, national defence is normally delegated to
the central government because it provides benefits
to all residents of the country. At the other extreme
is fire protection. If fire protection is to be effective,
it is necessary that there be fire stations serving
small geographic areas. Accordingly, responsibility
for fire stations lies with municipal governments.

3. REGIONAL DIFFERENCES IN PREFERENCES. The delegation of some functions to
lower levels of government may provide a political process that is more responsive to
regional differences in preferences for public versus private goods. Some people may pre-
fer to live in communities with higher-quality schools and police protection, and they
may be prepared to pay the high taxes required. Others may prefer lower taxes and lower
levels of services. The differences in provincial tax rates that we noted earlier presumably
reflect each provincial government s own view of the appropriate level of taxation.

4. ADMINISTRATIVE EFFICIENCY. Administrative efficiency requires that duplication
of the services provided at different levels of government be minimized and that related
programs be coordinated. For this reason, in all provinces except Quebec and Alberta,
income taxes are reported on a single form and paid to the federal government, which
then remits the appropriate share of those taxes to the relevant provincial government.
This coordination avoids the administrative burden that would exist if each province
had its own tax-collection system.

Intergovernmental Transfers Canada s system of fiscal federalism requires
transfers between various levels of government. For example, since income taxes are
paid to the federal government (except in Quebec) but spending on hospitals, education,
and highways is undertaken by provincial governments, federal provincial transfers

TABLE 18-3 Government Transfer Payments 

to Individuals, 2006

Billions of 
Dollars

Federal Government 70.2
Child Tax Benefit 9.5
War pensions and veterans  allowances 2.0
Employment Insurance benefits 12.5
Old Age Security payments 30.5
Grants to Aboriginal persons 5.7
GST tax credit 3.6
Other transfers 6.4

Provincial Governments 38.0
Income maintenance 7.1
Other social assistance 3.5
Workers  Compensation benefits 5.5
Grants to benevolent associations 10.2
Other transfers 11.7

Local Governments 3.1
Canada/Quebec Pension Plan 33.6

Total Transfers 144.9

(Source: Adapted from Statistics Canada, Government
Transfer Payments to Persons,  www40.statcan.gc.
ca/l01/cst01/govt05a-eng.htm.)
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must be made. In addition, if some provinces have large tax bases, while others have
much smaller tax bases, there is a role for transferring resources between provinces.
Canada has two major programs in which cash is transferred from the federal to the
provincial governments.

1. CANADA HEALTH AND SOCIAL TRANSFERS. The federal government makes two
block grants to each provincial and territorial government every year one to help finance
expenditures on health care and the other to help finance expenditures on post-secondary
education, social assistance, and early learning and childcare. Though the Canada Health
Transfer (CHT) and the Canada Social Transfer (CST) are each described as being
directed at these specific categories of expenditure, there is no practical way to prevent
provincial governments from spending this money on whatever they deem to be appropri-
ate. These block grants are therefore financial support with no strings attached.

Until recently, the CHT and CST block grants were allocated to provinces on a per
capita basis. In the last few years, however, wealthier provinces have received less in
per capita terms than less wealthy provinces. For the fiscal year 2009 2010, the federal
transfers to provinces under the CHT were forecast to be $23.9 billion, and those
under the CST were forecast to be $10.9 billion. Both block transfers are scheduled to
increase significantly over the next several years.

2. EQUALIZATION PAYMENTS. With the object of ensuring that citizens in all regions
of the country have access to a reasonable level of public services, equalization payments
are made out of federal government general revenues to provinces with below-average
tax capacity. Since the federal government collects revenues from economic activity
generated in all provinces, and uses this revenue to support only the lower-income
ones, the equalization program is effectively a redistribution program from high-
income to low-income provinces. Equalization payments are calculated by a compli-
cated formula that involves five different revenue sources: personal income taxes,
corporate income taxes, GST, property taxes, and natural resource taxes. From their
inception in 1957, equalization payments have increased significantly. In the
2009 2010 fiscal year, total equalization payments were forecast to be $14.5 billion.

Canadian Social Programs

Table 18-2 on page 458 shows that government spending on health, education, and
other social services represents more than 62 percent of total government spending in
Canada. Given their obvious fiscal importance, it is worth briefly reviewing Canada s
major social programs.

Some social programs are universal, in the sense that they pay benefits to anyone
meeting only such minimal requirements as age or residence. These are referred to as
demogrants. Other programs are selective, in the sense that they pay benefits only to
people who qualify by meeting specific conditions, such as having young children, hav-
ing very low income, or being unemployed. When these conditions are related to the
individual s income, the term income-tested benefits is used. Some benefits are expendi-
ture programs (including direct transfers to persons), while others are delivered
through the tax system. Some programs are administered by the federal government,
some by the provincial governments, and still others by the municipalities.

In this section we examine the five pillars of Canadian social policy: education,
health care, income support, employment insurance, and retirement benefits. Each of
these pillars, at various points in recent years, has been the focus of attention as finan-
cially strapped governments have explored new ways to provide these vital social
services in a cost-effective manner.

equalization payments

Transfers of tax revenues

from the federal

government to the 

low-income provinces.
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meeting only minimal

requirements such as age
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Education Public education, one of the earliest types of social expenditure in
Canada, remains one of the most important. It has been supplemented over the years
by numerous other public programs aimed at developing human capital.

BASIC EDUCATION. Primary and secondary schools are funded by provincial govern-
ments in Canada but are managed by local school boards. Basic education is publicly
financed for both efficiency and equity reasons. In terms of efficiency, a literate and
numerate population is necessary for an informed electorate that can participate in
democratic society. Society as a whole is therefore better off when all its citizens have
at least a basic level of education. The equity argument is based on the fact that basic
skills acquired in primary and secondary schools are usually necessary in order for
individuals to secure careers that can provide reasonable incomes. If basic education
were not financed by the government, many low-income households could not afford
to send their children to school. The result in many cases would be a vicious circle of
poverty in which children from low-income families would lack basic education and
thus secure only poor jobs, thus earning only low incomes themselves.

POST-SECONDARY EDUCATION. Post-secondary education is a provincial responsibil-
ity in Canada. As discussed earlier in this chapter, however, the federal government
makes large payments to the provinces to support post-secondary education as part of
the Canada Social Transfer (CST).

In Canada, universities are public institutions, and university education is heavily
subsidized by government. In 2009, total revenues for universities and
colleges were $37.4 billion, with 55 percent coming from various lev-
els of government. Only 20 percent came from student tuition fees.
(The remaining 25 percent comes from various other sources includ-
ing those overpriced shirts that you can t afford to buy from your cam-
pus bookstore!) In addition, many students receive student loans from
commercial banks, with the loans guaranteed by the federal govern-
ment. In cases when students default on their loans, the repayment by
the government amounts to a subsidy to the student.

Two arguments can be advanced for subsidizing higher education;
one is an efficiency argument, and the other, an equity argument. The
efficiency argument is based on the claim that there are positive exter-
nalities from higher education that is, that the country as a whole
benefits when a student receives higher education. In many cases these
externalities cannot be internalized by the students receiving the educa-
tion, so, left to their own maximizing decisions, students who had to
pay the full cost of their education would choose less than the socially
optimal amount. The equity argument is that if students were forced to
pay anything like the full cost of the services they receive, a university
education would become prohibitively expensive to low- and even
middle-income families. Government subsidies help provide education
according to ability rather than according to income.

Arguments that rely on higher tuition fees to finance a larger frac-
tion of the costs of running universities start with the observation that
the value of many kinds of post-secondary education is internalized
and recaptured in higher incomes earned by the recipients later in their
life. This is particularly true of professional training in such fields as
law, medicine, dentistry, management, and computer science. Yet stu-
dents in these fields typically pay a smaller proportion of their real
education costs than students in the arts, where the argument for

Almost half of the operating revenues of
Canadian universities comes from provincial
governments. Only 20 percent of revenues
comes from students  tuition fees. There is
an active debate in Canada about how much
students should be paying toward the full
costs of their post-secondary education.
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externalities is greatest. Also, subsidized education does represent a significant income
transfer from taxpayers to students, even though the average taxpayer may have a
lower income than the average post-secondary student can expect to earn in the future.

Health Care In Canada, basic health care is financed mainly by the provincial
governments, with significant transfers from the federal government under the Canada
Health Transfer (CHT). In most provinces, residents pay nothing to receive medical
attention health care is free to users and is financed out of the government s general
tax revenues. Though health care is publicly financed, physicians and private (non-
profit) hospitals working on a fee for service  basis form the core of Canada s health-
care delivery system. Thus, the Canadian health-care system is based on public
financing but private delivery.

Health care is financed by government for reasons of both efficiency and equity.
The efficiency argument is much the same as for basic education a healthy population
is as important to the smooth functioning of a democratic country as is an educated
one. The equity argument is even more powerful: Most people believe that basic health
care is so important that denying it to people who cannot afford it would be unaccept-
able. But even when this equity argument is generally accepted, there is still a decision
as to what and how much to provide for free. Unlike most industrialized nations,
Canada requires that almost all health-care services be provided by the public system.
Other countries accept the equity argument for providing some basic amount of health
care to everyone for free but then they allow their citizens to pay for extra services,
including quicker access to some basic  services.

COST CONTAINMENT. Taking federal and provincial payments into account, Canada s
public health-care system is the country s single most expensive social program. In
2008, government expenditure on health care was $114.2 billion, over 19 percent of
total government expenditure and 7.1 percent of GDP. Private spending on health care
brought total spending up to more than 10 percent of GDP. In other words, one out of
every ten dollars in income produced in the Canadian economy is spent on health care.
This ratio is expected to rise as the baby-boom generation continues to age, thus
increasing the average age in the Canadian population.

Cost containment  in the health-care sector has become a priority for most provin-
cial governments and the debate currently rages over what reforms would be practicable
and acceptable. Most observers agree that some type of expenditure-controlling reform is
urgently needed. Unfortunately, agreement stops there.

THE ROLE OF THE PRIVATE SECTOR. Much of the debate over the reform of
Canada s health-care system rests on the appropriate role of the private sector in what
is a publicly financed system. Some provincial governments, notably Alberta, have sug-
gested that allowing a greater role for private, for-profit hospitals and clinics can
reduce waiting lists and therefore improve the overall quality of health care that citizens
receive.

The main concern with allowing a greater role for private clinics and hospitals is that
private hospitals may begin extra billing  their patients. In this case a two-tiered
health-care system would develop in which individuals with higher incomes would have
faster access to health care than would individuals with lower incomes. If extra billing
becomes a feature of private hospitals, then only those individuals who can afford to pay
the extra fees will be able to use the private hospitals. It is argued, furthermore, that
many nurses and doctors who are currently within the financially strapped public health-
care system may move to the private hospitals if salaries or working conditions are better
there. The overall concern, therefore, is that the introduction of private hospitals into the
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existing public health-care system, while reducing waiting lists and providing more
health-care services overall, may result in a high-quality system for the wealthy and a
low-quality system for lower-income people. People who take this view argue that such a
two-tiered health-care system would destroy the equity that the public system was ini-
tially designed to promote.

Advocates of allowing a greater role for private hospitals and clinics, on the other
hand, argue that to a significant extent, Canada already has a two-tiered system. For
example, for such services as laser eye surgery and diagnosis with MRIs, private clinics
have existed for several years; people have a choice between waiting in line for service
in the public hospitals, sometimes for many months, or going to a private clinic imme-
diately and paying for the service. Even for more serious surgery, some Canadians,
frustrated by the long waiting lists in the Canadian public health-care system, travel to
the United States for medical treatment. Advocates of private for-profit hospitals also
argue that the lack of public funding in the Canadian health-care system has already
caused many doctors and nurses to leave Canada and move to the United States and
that the introduction of private hospitals would help stem the flow of nurses and
doctors out of Canada, thereby improving Canada s overall health-care system. Fur-
thermore, they argue that two-tier systems do not seem to lead to major health-care
inequalities in the countries of the European Union, most of which operate some form
of two-tier system.

w w w . m y e c o n l a b . c o m

The debate over reforming Canada s health-care system continues to rage. For
a more detailed discussion, including the recommendations of a recent Royal
Commission, a Senate Report, and a Supreme Court decision, look for Debate
More Healthy than Health Care in the Additional Topics section of this book s
MyEconLab.

ADDITIONAL TOPICS

Income-Support Programs Canada has various programs that provide assis-
tance for people in dire financial need these programs constitute what is often called
the social safety net.  The overriding objectives of this safety net are to reduce
poverty and increase individuals  sense of economic security. Though nothing like the
serious problem it was in Canada s past and still is in many other countries, poverty
remains a matter of real concern to Canadian policymakers.

Statistics Canada defines the poverty line or low-income cutoff as the level of
income below which the typical household spends more than 55 percent of its income
on the three necessities of food, shelter, and clothing. Not surprisingly, this poverty line
varies depending on the size of the family and where it lives. In 2006, Statistics
Canada s estimated poverty line for a family of four living in a major urban centre was
$39 399. Thus, a family of four with pre-tax income less than this amount would be
defined to be living in poverty. In 2006, 10.6 percent of people living in economic fam-
ilies had incomes below Statistics Canada s estimated poverty line. This percentage
includes some of the working poor, whether stuck in low-paying jobs or doing their
first job; some who were not working at all; and some whose incomes were only tem-
porarily below the poverty line, such as students or other trainees.

There is considerable debate, however, about the methods used to estimate poverty.
Central to this debate is whether poverty is best viewed as an absolute or a relative concept.

poverty line An estimate of

the annual family income

that is required to maintain

a minimum adequate

standard of living.
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If poverty is viewed as an absolute concept, then anybody
without enough income to purchase a certain amount of
food, shelter, and clothing is said to be in poverty. With such
an absolute definition of poverty, sufficient growth in the
economy could, at least in principle, eliminate poverty
entirely as low-income households eventually see their income
rise above the threshold level.

With a relative definition of poverty, however, there
will always be some families defined as impoverished. For
example, suppose households are defined as impoverished
whenever their income is less than 25 percent of the econ-
omy s average household income. Since any realistic distri-
bution of income will contain some households whose
income is 25 percent of the average, there will always be
some poverty when it is defined this way. Advocates of a
relative measure of poverty argue that poverty is more than
just the absence of enough food and clothing it is also the

social exclusion from mainstream society that typically comes from having much lower
income than most households.

Whatever the precise definition, all experts agree that many Canadians live in
poverty. Canada has several income-support programs designed to address this impor-
tant problem. They can be divided into three types. The first is designed to provide
income assistance to those individuals whose incomes are deemed to be too low to pro-
vide an adequate standard of living. The second is designed to assist specifically those
individuals who are in financial need because of temporary job loss employment
insurance. The third is designed to provide income assistance specifically to the elderly.
In this subsection, we examine the first type. The next two subsections discuss employ-
ment insurance and elderly benefits, respectively.

WELFARE. Social assistance for individuals below retirement age, usually called wel-
fare, is mainly a provincial responsibility in Canada. The details of the programs vary
considerably across the provinces even though they are partly financed by transfers
received from the federal government under the Canada Social Transfer (CST).

One important problem with welfare occurs with what are called poverty traps.
Poverty traps occur whenever the tax-and-transfer system results in individuals having
very little incentive to increase their pre-tax income (by accepting a job, for example)
because such an increase in their pre-tax income would make them ineligible for some
benefits (such as welfare) and might even make them worse off overall. The presence of
such poverty traps reflects a tax-and-transfer system that has been modified in many
small steps over many years, the result of which is a plethora of programs often
working at cross-purposes. The elimination of such poverty traps requires that the

Poverty and homelessness exist in Canada, though there is
disagreement about how widespread these problems are.

w w w . m y e c o n l a b . c o m

There is continuing debate in Canada about how best to measure poverty and
thus debate about how much poverty really exists. For a more detailed
discussion of poverty in Canada, look for Who Are Canada s Poor? in the
Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS
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because the resulting loss
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A tax is negative when the government pays the tax-
payer rather than the other way around. The negative
income tax (NIT) is designed to combat poverty by
making taxes negative at very low incomes. Further-
more, the NIT potentially avoids some of the extreme
disincentive effects that are caused by very high mar-
ginal tax rates. Finally, by combining taxes and trans-
fers into a single system, the negative income tax also
avoids the occurrence of poverty traps.

The underlying principle of the NIT is that a family
of a given size should be guaranteed a minimum annual
income. The tax system must be designed, however, to
guarantee this income without eliminating the house-
hold s incentive to be self-supporting.

As an example, consider a system in which each
household is guaranteed a minimum annual income of
$10 000 and the marginal tax rate is 40 percent. Money
can be thought of as flowing in two directions; the gov-
ernment gives every household $10 000, and then every
household remits 40 percent of any earned income back
to the government. The break-even level of income in
this example is $25 000. All households earning less
than $25 000 pay negative taxes overall; they receive
more money from the government than they remit in
taxes. Households earning exactly $25 000 pay no net
taxes their $10 000 from the government exactly
equals the taxes they remit to the government on their
earned income. All households earning more than
$25 000 pay more than $10 000 in taxes and so they
are paying positive taxes overall.

The figure shows the operation of this scheme by
relating earned income on the horizontal axis to after-tax

income on the vertical axis. The red 45 line shows
what after-tax income would be if there were no taxes.

The blue line shows after-tax income with a NIT. It
starts at the guaranteed annual income of $10 000, rises by
60 cents for every one dollar increase in earned income, and
crosses the 45 line at the break-even level of income, $25
000. The vertical distance between the two lines shows the
net transfers between the household and the government.

Note that the NIT is a progressive tax, despite the
constant marginal income-tax rate. To see this, note
that a household s average tax rate is equal to the total
taxes paid divided by total earned income. If IE is earned
income, then

Thus, the average tax rate for the household rises
as earned income rises, but the average tax rate is
always less than the marginal tax rate (40 percent).
That the average tax rate rises with earned income
means that higher-income households pay a larger frac-
tion of their income in taxes than is paid by lower-
income households that is, the NIT is progressive.

Supporters of the NIT believe that it would be an
effective tool for reducing poverty. The NIT provides a
minimum level of income as a matter of right, not of
charity, and it does so without removing the work
incentives for people who are eligible for payments;
every dollar earned adds to the after-tax income of the
family. Poverty traps are avoided.

A step toward the NIT was taken in 2007 with the
introduction of the Working Income Tax Benefit (WITB).
The WITB is aimed at low-income working Canadians
and is designed to reduce the marginal income-tax rate
and thereby provide greater incentives for low-income
people to increase their labour-force participation. The
WITB works by offering a refundable tax credit for every
dollar earned within a specific range. A refundable tax
credit means that even if the individual pays no income
tax, the credit would result in money being paid to
(refunded to) the individual. The WITB is an important
step toward the reduction of poverty traps in Canada.
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APPLYING ECONOMIC CONCEPTS 18-1

Poverty Traps and the Negative Income Tax

tax-and-transfer system be examined in its entirety rather than on a piecemeal basis.
Applying Economic Concepts 18-1 discusses one possible reform of the tax-and-transfer
system that maintains progressivity of the system while eliminating poverty traps. This is
the idea of the negative income tax.
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CHILD BENEFITS. The support system for families with children has been evolving quite
rapidly over the years. Before 1993, the system was a combination of universal family
allowance payments and tax credits. In 1993, universality was eliminated. A Child Tax
Benefit is now paid according to the number of children in the family and varies accord-
ing to family income. For families with net incomes below about $23 000, the Child Tax
Benefit pays approximately $200 per child per month. The amount declines as family
income increases, finally reaching zero at an annual income of $79 000.

In 2006, the federal government implemented the Universal Child Care Benefit, a
program that pays parents $100 per month for each child under the age of six. The
payments are taxed in the hands of the lower-earning parent.

Employment Insurance Employment insurance (EI) is a federal program
designed to provide temporary income support to workers who lose their jobs. Employ-
ers and employees remit EI premiums to the government equal to a small percentage of
wages and salaries. These premiums then finance the EI payments to unemployed work-
ers who qualify for the benefits. In boom times, when there is little unemployment, the
total amount of EI premiums collected exceeds the total amount dispersed as EI bene-
fits; in times of high unemployment, the benefits exceed the premiums. As a result, the
EI program is approximately self-financing over the duration of the average business
cycle (six to seven years).

In its current form, the EI system provides workers with incentives to remain in seasonal
jobs and in areas with poor employment prospects and to take EI-financed holidays.  Say-
ing that the EI system encourages behaviour that increases unemployment and reduces
regional mobility does not say that the unemployed themselves are responsible for the
abuses  of the system that lead to these results. The responsibility lies with the people who

designed the incentives and those who strive to preserve them. It is they who can alter the sys-
tem to make it deliver the intended benefits with fewer incentives for undesired behaviour.

Retirement Benefits There are three components of the system of retirement
benefits. These are the Canada Pension Plan (CPP), retirement income-support pro-
grams such as Old Age Security (OAS) and Guaranteed Income Supplement (GIS), and
tax-assisted saving plans.

THE CANADA PENSION PLAN (CPP). The CPP provides a basic level of retirement
income for all Canadians who have contributed to it over their working lives. A sepa-
rate but similar scheme exists in Quebec the Quebec Pension Plan or QPP. Unlike
some private programs, the pension provided by the CPP is portable changing jobs
does not cause any loss of eligibility. Crucial to understanding the problems faced by
the CPP is recognizing that the payments to current retirees are financed by the contri-
butions made by those currently working.

Given the pay-as-you-go  nature of the Canada Pension Plan, it is inevitable that the
CPP will encounter financing problems as the population ages. As the oldest members of
the baby boom begin to retire around 2010, the ratio of retirees to contributors will rise
rapidly. As this ratio rises, working people must contribute more to the CPP in order to
maintain a given level of benefits for the retirees. In 1996, the CPP was judged to be in a
crisis situation either contributions had to increase or retirement benefits had to fall in
order to keep the CPP financially sound. In 1998, the Canadian government reformed the
CPP by increasing the required level of contributions by both employers and employees.
The system is now less vulnerable to demographic shifts than it was earlier.

RETIREMENT INCOME-SUPPORT PROGRAMS. The existing public benefits system for
the elderly is in many ways analogous to the child benefits system. There are two major
parts to the system. First, a universal benefit called the Old Age Security (OAS) program
acts much like the family allowance. Under the OAS program, the government sends out

For details on Canada s

Employment insurance

program, go to the website

for Human Resources and

Social Development

Canada: www.hrsdc.gc.ca.

Then click on financial

benefits.
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monthly benefit cheques to each Canadian over the qualifying age of 65. OAS payments
to higher-income individuals are fully recaptured by means of a tax clawback.

Second, an income-tested program, called the Guaranteed Income Supplement
(GIS), provides benefits targeted to the low-income elderly. (In some provinces this is
supplemented by further targeted assistance.) The GIS provides for most of the pro-
gressivity that arises in the elderly benefits system.

TAX-ASSISTED SAVING PLANS. The CPP, OAS, and GIS are programs that involve
direct spending on the part of the government. The government has also introduced
programs that require no direct government spending but instead rely on tax expendi-

tures (i.e., beneficial tax treatment). These tax expenditures are designed to provide
incentives for individuals to save more for their retirement. There are three types of
programs: Registered Retirement Savings Plans (RRSPs), Tax-Free Saving Accounts
(TFSAs), and employer-sponsored Registered Pension Plans (RPPs).

RRSPs provide an incentive for individuals to provide for their own retirement,
either because they are not covered by a company plan or because they want to supple-
ment their company plan. Funds contributed are deductible from taxable income (and
accumulate year by year without any tax being paid) but they become fully taxable
when they are withdrawn. It is thus a tax deferral plan, and as such it is more valuable
the higher one s current taxable income and the lower one s expected future income.

Tax-Free Saving Accounts (TFSAs) were introduced in 2009 and permit individu-
als over 18 years of age to save up to $5000 per year in special accounts. The funds can
be invested in any kind of assets (cash, stocks, or bonds) and any income earned on
these funds (interest, dividends or capital gains) is untaxed. By eliminating the tax on
income earned inside these accounts, and thus increasing the after-tax rate of return,
TFSAs increase individuals  incentive to save.

Individuals without RRSPs or TFSAs may still receive some tax assistance for sav-
ing if their employer has a Registered Pension Plan. In this case, contributions to the
company pension plan (which are often mandatory and are withdrawn directly from the
regular paycheque) are tax deductible in a manner similar to an RRSP contribution.

w w w . m y e c o n l a b . c o m

The aging of Canada s baby-boom generation over the next three decades will lead
to a reduction in Canadian economic growth and will produce challenges for
Canadian governments. For more details, see The Economic and Fiscal Challenges of

Population Aging in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

18.4 Evaluating the Role of
Government

Earlier we pointed out that it is more informative to assess the progressivity of the
overall tax system than any individual tax. It is even more informative to assess the
progressivity of the combination of taxes and expenditures that is, the entire tax-
expenditure system. For example, a tax-expenditure system could be highly progressive
even if all taxes were proportional, as long as government expenditures (including
transfers) accounted for a higher portion of real incomes of the poor than of the rich.
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The evidence is that the overall Canadian tax-expenditure system is progressive and
succeeds in successfully narrowing the inequalities of income generated by the market.

Even if there is widespread agreement that the Canadian tax-expenditure system
is progressive and that the resulting income redistribution is desirable, there is still
considerable disagreement regarding the appropriate level of government activity in
the economy.

Public Versus Private Sector

When the government raises money by taxation and spends it on an activity, it
increases the spending of the public sector and decreases that of the private sector.
Since the public sector and the private sector spend on different things, the government
is changing the allocation of resources. Is this change good or bad? Should there be
more schools and fewer houses or more houses and fewer schools?

For all goods that are produced and sold on the market, consumers  demand has a
significant influence on the relative prices and quantities produced and thus on the
allocation of the nation s resources. But no market provides relative prices for private
houses versus public schools; thus, the choice between allowing money to be spent in
the private sector and allowing it to be spent for public goods is a matter to be decided
by Parliament and other legislative bodies.

John Kenneth Galbraith s 1958 bestseller, The Affluent Society, proclaimed that a
correct assignment of marginal utilities would show them to be higher for an extra dol-
lar s worth of public parks, clean water, and education than for an extra dollar s worth
of television sets, shampoo, or automobiles. In Galbraith s view, the political process
often fails to translate preferences for public goods into effective action; thus more
resources are devoted to the private sector and fewer to the public sector than would be
the case if the political mechanism were as effective as the market. He lamented the
resulting private opulence and public squalor.  Many economists would argue that

Galbraith s observations are even truer today, 50 years after he first
published them.

An alternative view has many supporters, who agree with
Nobel Laureate James Buchanan that society has reached a point
where the value of the marginal dollar spent by government is less
than the value of that dollar left in the hands of households or
firms. These people argue that because bureaucrats are spending
other people s money, they care very little about a few million or
billion dollars here or there. They have only a weak sense of the
opportunity cost of public expenditure and, thus, tend to spend
beyond the point at which marginal benefits equal marginal costs.

Scope of Government Activity

One of the most difficult problems for the student of the Canadian
economic system is to maintain the appropriate perspective about
the scope of government activity in the market economy. On the one
hand, there are thousands of laws, regulations, and policies that
affect firms and households. Many people believe that a general
reduction in the role of government is both possible and desirable.
On the other hand, private decision makers still have an enormous
amount of discretion about what they do and how they do it.

In his classic book The Affluent Society, the late
John Kenneth Galbraith argued that Western
democracies often undervalue public goods and
place too much value on private consumption.
He lamented the resulting contrast between
private opulence  and public squalor.
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One pitfall is to become so impressed (or obsessed) with the many ways in which gov-
ernment activity impinges on the individual that one fails to see that these make changes
sometimes large, but often small only in market signals in a system that basically leaves
individuals free to make their own decisions. It is in the private sector that most individu-
als choose their occupations, earn their living, spend their incomes, and live their lives. In
this sector, too, firms are formed, choose products, live, grow, and sometimes die.

A different pitfall is to fail to see that a significant share of the taxes paid by the pri-
vate sector is used to buy goods and services that add to the welfare of individuals. By
and large, the public sector complements the private sector, doing things the private sec-
tor would leave undone or would do differently. For example, Canadians pay taxes that
are used to finance expenditures on health and education. But certainly Canadians would
continue to use hospitals and attend schools even if the various levels of government did
not provide these goods and instead left more money in people s pockets. Thus, in many
cases, the government is levying taxes to raise money to finance goods that people would
have purchased anyway. To recognize that we often benefit directly from government
spending, however, in no way denies that it is often wasteful, and sometimes worse.

Evolution of Policy

Public policies in operation at any time are not the result of a single master plan that
specifies precisely where and how the public sector will seek to complement or interfere
with the workings of the market mechanism. Rather, as individual problems arise, gov-
ernments attempt to meet them by passing appropriate legislation to deal with the
problem. These laws stay on the books, and some become obsolete and unenforceable.
This pattern is generally true of systems of law.

Many anomalies exist in our economic policies; for example, laws designed to sup-
port the incomes of small farmers have created some agricultural millionaires, and com-
missions created to ensure competition between firms often end up creating and protecting
monopolies. Neither individual policies nor whole programs are above criticism.

In a society that elects its policymakers at regular intervals, however, the majority
view on the amount of government intervention that is desirable will have some consid-
erable influence on the amount of intervention that actually occurs. Fundamentally, a
free-market system is retained because it is valued for its lack of coercion and its ability
to do much of the allocating of society s resources better than any known alternative.
But we are not mesmerized by it; we feel free to intervene in pursuit of a better world in
which to live. We also recognize, however, that sometimes government intervention has
proved ineffective or even counterproductive.

Summary

Although the main purpose of the tax system is to raise
revenue, tax policy is potentially a powerful device for
income redistribution because the progressivity of dif-
ferent kinds of taxes varies greatly.
The most important taxes in Canada are the personal
income tax, the corporate income tax, excise and sales
taxes (including the nationwide GST), and property taxes.

The progressivity of a tax is determined by how the
average tax rate (taxes paid divided by income)
changes as income changes. If the average tax rate
rises as income rises, the tax is progressive. If the
average tax rate falls as income rises, the tax is
regressive.

18.1 Taxation in Canada L1
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Evaluating the tax system involves evaluating the effi-
ciency and progressivity of the entire system, rather
than of individual taxes within the system. For a given
amount of revenue to be raised, efficiency and progres-
sivity can be altered by changing the mix of the various
taxes used.
The total Canadian tax structure is roughly propor-
tional, except for very low-income and very high-income
groups (where it is mildly progressive).
Taxes often generate allocative inefficiency. The alloca-
tive inefficiency of a tax is measured by the excess

burden. Because of the excess burden, a tax is more
costly than just the amount paid by the taxpayers (the
direct burden).
There are potentially important disincentive effects of
taxation, as represented by a Laffer curve. A rise in the
tax rate initially raises total tax revenue; after some
point, however, further increases in the tax rate reduce
the incentive to produce taxable income, and so total
tax revenue falls. Thus, governments cannot always
increase tax revenues by raising tax rates.

18.2 Evaluating the Tax System L2

A large part of public expenditure is for the provision of
goods and services. Other types of expenditures, includ-
ing subsidies, transfer payments to individuals, and
intergovernmental transfers, are also important.
Fiscal federalism is the idea that the various fiscal
authorities should be coordinated in their spending plans
and should have a mechanism for transfers between the
various levels of government. Understanding the rela-
tionship between the federal government and the various
provincial governments is of utmost importance in

understanding many of Canada s most important gov-
ernment spending programs.
The five pillars of Canadian social policy are

1. Education
2. Health care
3. Income support programs (welfare and child

benefits)
4. Employment insurance
5. Retirement benefits (CPP, GIS, OAS, and tax-

assisted saving plans)

18.3 Public Expenditure in Canada L3 4

Government taxation and expenditure have a major effect
on the allocation of resources. The government determines
how much of society s total output is devoted to education,
health care, highways, the armed forces, and so on.
When evaluating the overall role of government in the
economy, we should keep three basic issues in mind:

1. What is the appropriate mix between public goods
and private goods?

2. Much government activity is directed to providing
goods and services that add directly to the welfare of
the private sector.

3. We should continually re-evaluate existing pro-
grams; some that were needed in the past may no
longer be needed; others may have unintended and
undesirable side effects.

18.4 Evaluating the Role of Government L5

Key Concepts
Progressive, proportional, and

regressive taxes
The benefit principle and the 

ability-to-pay principle

Vertical and horizontal equity
Direct and excess burdens of a tax
Disincentive effects of taxation
Transfer payments to individuals

Fiscal federalism
Intergovernmental transfers
Canadian social programs
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Study Exercises

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com

1. Fill in the blanks to make the following statements
correct.

a. Suppose you earn an annual income of $22 500
and you paid a total of $3600 in taxes. Your
average tax rate is ___________.

b. Suppose you earn an annual income of $22 500
and each dollar earned is taxed at the same rate.
Your marginal tax rate is the same as
___________.

c. Suppose the marginal tax rate on the first $25 000
of income is 20 percent, and on any income above
that, the rate rises to 30 percent. If your annual
income is $42 000, you will pay total income tax of
___________.

d. Lower-income groups typically spend a higher pro-
portion of their income than do higher-income
groups. For this reason, excise and sales taxes are
considered to be somewhat ___________.

e. The most important source of revenue for munici-
palities is the ___________ tax. Rather than being a
tax on income or expenditure, it is a tax on
___________.

2. Fill in the blanks to make the following statements
correct.

a. Evaluating a tax system requires consideration of
the following two aspects of taxation: ___________
and ___________.

b. Taxation usually causes allocative inefficiency
because it distorts the equality between marginal
___________ and marginal ___________ of a given
activity.

c. Economists refer to the revenue collected as a result
of a tax as the _____________ burden of taxation.
Economists refer to other costs imposed on society
because of the tax as the ___________ burden of
taxation.

d. An efficient tax system is one that collects a given
amount of revenue while minimizing the amount of
___________.

e. The Laffer curve suggests that above some tax rate,
further increases in the tax rate will ___________
tax revenue.

3. Consider an income-tax system that has four tax
brackets. The following table shows the marginal
tax rate that applies to the income in each tax
bracket.

Earned Income Tax Rate in Bracket

Up to $20 000 0%
$20 001 $40 000 15%
$40 001 $80 000 30%
$80 001 and higher 35%

a. Compute the average income-tax rate at income
levels $10 000, $20 000, and each increment of
$10 000 up to $120 000.

b. Compute the marginal income-tax rate for each
level of income in part (a).

c. On a graph with the tax rates on the vertical axis
and income on the horizontal axis, plot the aver-
age and marginal tax rates for each level of
income.

d. Is this tax system progressive? Explain.

4. The diagrams below show the market for gasoline in
two countries, Midas and Neptune. In Midas,
demand is perfectly inelastic; in Neptune, demand is
relatively elastic. In both countries, supply is identi-
cal and upward sloping. The government in each
country imposes an excise tax of $t per litre on the
producers of gasoline. This tax shifts the supply
curve up by $t.
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a. In each case, shade the area that is the direct
burden of the tax.

b. In each case, shade the area that is the excess
burden of the tax.

c. In which country does the tax cause the greater
allocative inefficiency? Explain.

5. Rank the following taxes according to which has the
highest excess burden relative to the direct burden.
Start with the highest. Recall that the direct burden of
the tax is equal to the revenue that the tax raises.

a. An excise tax on one brand of breakfast cereal
b. An excise tax on all breakfast cereals
c. An excise tax on all food
d. An excise tax on everything (which is basically

what the GST is)

6. Classify each of the following government expendi-
tures as either a transfer payment or a purchase of
goods and services. Which ones clearly tend to
decrease the inequality of income distribution?
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    Neptune   

a. Payments of wages and family living allowances to
Canadian soldiers overseas

b. Employment insurance payments to unemployed
workers

c. Payments to provinces for support of highway con-
struction

d. Pensions of retired Supreme Court justices
e. Salaries paid to government workers

7. Governments in Canada, at all levels, make consider-
able transfer payments to individuals and to busi-
nesses. This question will show you how significant
these transfer payments are. Go to Statistics Canada s
website (www.statcan.gc.ca), click on Canadian Sta-
tistics  and then type in transfers.  Then answer the
following questions.

a. For the years 2004 2006, what were the federal
transfers for employment insurance benefits?

b. Have total government transfers been growing
faster or slower than GDP?

c. For the years 2006 2008, what were the total fed-
eral and provincial government transfers to univer-
sities and colleges?

8. The negative income tax has been proposed as a
means of increasing both the efficiency and the equity
of Canada s tax system (see Applying Economic Con-
cepts 18-1 on page 465). The most basic NIT can be
described by two variables: the guaranteed annual
income and the marginal tax rate. Suppose the guaran-
teed annual income is $8000 and the marginal tax rate
on every dollar earned is 35 percent. With this NIT,
after-tax income is given by

After-tax income * $8000 , (1 - 0.35) + (Earned income)

a. On a scale diagram with after-tax income on the
vertical axis and earned income on the horizontal
axis, draw the NIT relationship between earned
income and after-tax income.

b. What is the level of income at which taxes paid on
earned income exactly equal the guaranteed annual
income?

c. The average tax rate is equal to total net taxes paid
divided by earned income. Provide an algebraic
expression for the average tax rate.

d. On a scale diagram with earned income on the hor-
izontal axis and tax rates on the vertical axis, plot
the average and marginal tax rates for the NIT. Is
the NIT progressive?
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Discussion Questions
1. In Canada, capital gains are taxed at half the rates

applicable to other income. Who are the likely benefi-
ciaries of this policy? What are the likely effects on the
distribution of income and the allocation of resources?
Can you think of both equity and efficiency arguments
supporting the special treatment of capital gains?

2. Taxes on tobacco and alcohol are nearly perfect
taxes. They raise lots of revenue and discourage smok-
ing and drinking.  In this statement, to what extent
are the two effects inconsistent? How is the incidence
of an excise tax related to the extent to which it
discourages use of the product?

3. Suppose the government spends $1 billion on a new
program to provide the poor with housing, better
clothing, more food, and better health services.

a. Argue the case for and against assistance of this
kind rather than giving the money to the poor to
spend as they think best.

b. Should federal transfers to the provinces be condi-
tional grants or grants with no strings attached? Is
this issue the same as that raised in part (a) or is it a
different one?

4. Is the tax deduction allowed for RRSPs progressive or
regressive (or neither)?

5. In 1998, the Canada Pension Plan (CPP) was signifi-
cantly reformed, including an increase in contribution

rates intended to help secure the solvency of the sys-
tem. An alternative proposal at the time was to reduce
benefit rates. Who stood to lose and benefit from each
proposal?

6. It is common to read articles in the newspapers by
people who think Canadians pay too much in taxes.
One popular concept is tax freedom day,  the day in
the year beyond which you get to keep your income
rather than pay it to the government as taxes. For
example, if the government collects 33 percent of GDP
in taxes, then tax freedom day  is the 122nd day of
the year, May 2.

a. Does everyone in the economy have the same tax
freedom day, no matter what his or her income?

b. How sensible is the concept of tax freedom day
in a country where the government provides some
goods and services to the people that they would
otherwise purchase on their own, such as primary
education?

7. The Alberta government currently permits private,
for-profit hospitals to exist within the public health-
care system. Explain how private hospitals can make a
profit if they receive the same payments for services
that public hospitals receive.
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19 What
Macroeconomics
Is All About

L LEARNING OBJECTIVES

In this chapter you will learn

1 the meaning and importance of the key

macroeconomic variables, including

national income, unemployment, inflation,

interest rates, exchange rates, and trade

flows.

2 that most macroeconomic issues are about

either long-run trends or short-run fluctua-

tions, and that government policy is

relevant for both.

Wherever you get your news from newspapers, tele-

vision, Internet blogs, radio, or discussions with

friends it is difficult to avoid news about the econ-

omy. Nearly every day there is some news story about

changes in unemployment, swings in the stock

market, or a government official expressing concerns

about recent movements in inflation, the Canadian

exchange rate, or the level of Canadian exports to

other countries. This is true during recessions, like

the one that began in late 2008, but it is also true

when the economy is growing rapidly, as it was between

2002 and 2007.

Almost everyone cares about economic issues.

Workers are anxious to avoid the unemployment that

comes with recessions and to share in the rising

income that is brought about by productivity growth.

Firms are concerned about how interest rates,

changes in exchange rates, and foreign competition

affect their profits. Consumers want to know how

changes in interest rates affect mortgage payments

and how changes in exchange rates affect the prices

of the goods they purchase. Pensioners worry that

inflation may erode the purchasing power of their

fixed dollar incomes.

PART 7 An Introduction to Macroeconomics
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Macroeconomics is the study of how the economy behaves in broad outline without
dwelling on much of the detail that occurs in markets for individual products. Macro-
economics is concerned with the behaviour of economic aggregates, such as total out-
put, total investment, total exports, and the price level, and with how government
policy may influence these aggregates. These aggregates result from activities in many
different markets and from the combined behaviour of millions of different decision
makers.

An economy producing a lot of wheat and few computers is clearly different from
one producing many computers but little wheat. An economy with cheap wheat and
expensive computers is also different from one with cheap computers and expensive
wheat. Studying aggregates may cause us to miss these important differences, but it focuses
our attention on some important issues for the economy as a whole.

In return for suppressing some valuable detail, studying economic aggregates
allows us to view the big picture. When aggregate output rises, the output of many
commodities and the incomes of many people rise with it. When the price level rises,
many people in the economy are forced to make adjustments. When the unemployment
rate rises, many workers suffer reductions in their incomes. When significant disrup-
tions occur in the credit markets, interest rates rise and borrowers find it more difficult
to finance their desired purchases. Such movements in economic aggregates matter for
most individuals because they influence the health of the industries in which they work
and the prices of the goods that they purchase. This is why macroeconomic issues get
airtime on the evening news, and it is one of the important reasons that we study
macroeconomics.

It will become clear as we proceed through this chapter (and later ones) that
macroeconomists consider two different aspects of the economy. They think about the
short-run behaviour of macroeconomic variables, such as output, employment, and
inflation, and about how government policy can influence these variables. This con-
cerns, among other things, the study of business cycles. They also examine the long-run
behaviour of the same variables, especially the long-run path of aggregate output. This
is the study of economic growth and is concerned with explaining how investment and
technological change affect our material living standards over long periods of time.

A full understanding of macroeconomics requires understanding the nature of
short-run fluctuations as well as the nature of long-run economic growth.

Before we examine some key macroeconomic variables, it is worth pointing out
that there are two different streams of research in macroeconomics, even though the
researchers in the two groups are generally interested in understanding the same
macroeconomic phenomena. The first group of researchers takes an approach to
macroeconomics that is based explicitly on microeconomic foundations. These econo-
mists build models of the economy that are populated by workers, consumers, and
firms, all of whom are assumed to be optimizers. Having explicitly modelled these
agents  optimization problems, and their resulting choices for work effort, consump-
tion, and investment, the economists proceed to aggregate the choices of these agents
to arrive at the model s values for aggregate employment, consumption, output, and
so on.

The second group of researchers builds macroeconomic models based only implic-
itly on these same micro foundations. They do not explicitly model the choices of opti-
mizing agents. Instead, these economists construct their models by using aggregate
relationships for consumption, investment, and employment, each of which has been
subjected to extensive empirical testing and is assumed to represent the behaviour of
the many firms and consumers in the economy.

macroeconomics The

study of the determination

of economic aggregates,

such as total output, total

employment, the price

level, and the rate of

economic growth.
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A second difference between these two approaches relates to the assumptions
regarding the flexibility of wages and prices. Economists using the first approach usu-
ally assume that wages and prices are perfectly flexible and thus adjust quickly to clear
their respective markets. In contrast, economists using the second approach usually
assume that because of the nature of well-established institutions in both labour and
product markets, such as labour unions, long-term employment contracts, or costs
associated with changing prices, wages and prices are slow to adjust, and thus markets
can be in disequilibrium for longer periods of time.

This textbook follows the second approach to macroeconomic analysis. The
macro model we begin building in Chapter 21 is not explicitly derived from the behav-
iour of optimizing firms and consumers, although the macro relationships we intro-
duce are well motivated by microeconomic behaviour. Moreover, the model begins in
its simplest version by assuming no wage and price flexibility. But as we gradually
make the model more complicated and also more realistic, we introduce more wage
and price flexibility. In later chapters we will see that the degree of wage and price flex-
ibility is crucial in determining how the economy responds to shocks of various kinds,
including changes in government policy. We will also see that our macroeconomic
model is sufficiently versatile that we can use it to illustrate the case of perfect wage/
price flexibility as a special case.

19.1 Key Macroeconomic Variables
In this chapter, we discuss several important macroeconomic variables, with an empha-
sis on what they mean and why they matter for our well-being. Here and in Chapter 20
we also explain how the key macroeconomic variables are measured. The remainder of
this book is about the causes and consequences of changes in each of these variables,
the many ways in which they interact, and the effects they have on our well-being.

Output and Income

The most comprehensive measure of a nation s overall level of economic activity is the
value of its total production of goods and services, called national product.

One of the most important ideas in economics is that the production of output
generates income.

As a matter of convention, economists define their terms so that, for the nation as a
whole, all of the economic value that is produced ultimately belongs to someone in the
form of an income claim on that value. For example, if a firm produces $100 worth of
ice cream, that $100 ultimately represents income for the firm s workers, the firm s
suppliers of material inputs, and the firm s owners. Thus, national product is by defin-
ition equal to national income.

There are several related measures of a nation s total output and total income.
Their various definitions, and the relationships among them, are discussed in detail in
the next chapter. In this chapter, we use the generic term national income to refer to both
the value of total output and the value of the income claims generated by the production
of that output.
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Aggregating Total Output To measure total output, quantities of many differ-
ent goods are aggregated. To construct such totals, we add up the values of the differ-
ent products. We cannot add tonnes of steel to loaves of bread, but we can add the
dollar value of steel production to the dollar value of bread production. We begin by
multiplying the number of units of each good produced by the price at which each unit
is sold. This yields a dollar value of production for each good. We then sum these val-
ues across all the different goods produced in the economy to give us the quantity of
total output measured in dollars.

This value of total output gives the dollar value of national output, usually called
nominal national income. A change in this measure can be caused by a change in either
the physical quantities or the prices on which it is based. To determine the extent to
which any change is due to quantities or to prices, economists calculate real national
income. This measures the value of individual outputs, not at current prices, but at a
set of prices that prevailed in some base period.

Nominal national income is often referred to as current-dollar national income.
Real national income is often called constant-dollar national income. Denoted by the
symbol Y, real national income tells us the value of current output measured at con-
stant prices the sum of the quantities valued at prices that prevailed in the base
period. Since prices are held constant when computing real national income, changes in
real national income from one year to another reflect only changes in quantities. Com-
paring real national incomes of different years therefore provides a measure of the change
in real output that has occurred during the intervening period.

National Income: Recent History One of the most commonly used measures
of national income is called gross domestic product (GDP). GDP can be measured in
either real or nominal terms; we focus here on real GDP. The details of its calculation will
be discussed in Chapter 20.

Part (i) of Figure 19-1 shows real national income produced by the Canadian econ-
omy since 1965; part (ii) shows its annual percentage change for the same period. The
GDP series in part (i) shows two kinds of movement. The major movement is a positive
trend that increased real output by approximately four times since 1965. This is what
economists refer to as long-term economic growth.

A second feature of the real GDP series is short-term fluctuations around the trend.
Overall growth so dominates the real GDP series that the fluctuations are hardly visi-
ble in part (i) of Figure 19-1. However, as can be seen in part (ii), the growth of GDP
has never been smooth. In most years, GDP increases, but in 1982 and 1991 GDP actu-
ally decreased, as shown by the negative rate of growth in the figure. The significant
reduction in growth for 2008 to almost zero marked the beginning of a significant
recession. (The data for 2009, not displayed, will show negative GDP growth.)

The business cycle refers to this continual ebb and flow of business activity that
occurs around the long-term trend. For example, a single cycle will usually include an
interval of quickly growing output, followed by an interval of slowly growing or even
falling output. The entire cycle may last for several years. No two business cycles are
exactly the same variations occur in duration and magnitude. Some expansions are
long and drawn out. Others come to an end before high employment and industrial
capacity are reached. Nonetheless, fluctuations are systematic enough that it is useful
to identify common factors, as is done in Applying Economic Concepts 19-1.

Potential Output and the Output Gap National output represents what the
economy actually produces. An important related concept is potential output, which
measures what the economy would produce if all resources land, labour, and
productive capacity were employed at their normal levels of utilization. This concept

nominal national income

Total national income

measured in current

dollars. Also called current-

dollar national income.

real national income

National income measured

in constant (base-period)

dollars. It changes only

when quantities change.

business cycle Fluctuations

of national income around

its trend value that follow 

a more or less wavelike

pattern.

To see the most recent

values for most of the

macroeconomic variables

discussed in this chapter,

go to Statistics Canada s

website: www.statcan.gc.ca

and search for Latest

Indicators.
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is usually referred to as potential output (but is sometimes called full-employment
output).1 Its symbol, Y*, distinguishes it from actual output, indicated by Y. The value
of potential output cannot be measured as precisely as real GDP; economists estimate
potential output by using advanced statistical techniques.

The output gap measures the difference between potential output and actual output,
and is computed as Y* Y*. When actual output is less than potential output (Y+ Y*),
the gap measures the market value of goods and services that are not produced because
the economy s resources are not fully employed. When Y is less than Y*, the output gap
is called a recessionary gap. When actual output exceeds potential output (Y, Y*), the
gap measures the market value of production in excess of what the economy can pro-
duce on a sustained basis. Y can exceed Y* because the latter is defined for a normal
rate of utilization of factors of production, and there are many ways in which these
normal rates can be exceeded temporarily. Labour may work longer hours than normal
or factories may operate an extra shift. When Y exceeds Y* there is often upward pres-
sure on prices, and thus we say the output gap is an inflationary gap.

Figure 19-2 shows the path of potential GDP since 1985. The upward trend
reflects the growth in the productive capacity of the Canadian economy over this
period, caused by increases in the labour force, capital stock, and the level of techno-
logical knowledge. The figure also shows actual GDP (reproduced from Figure 19-1),
which has kept approximately in step with potential GDP. The distance between the

potential output (Y*) The

real GDP that the economy

would produce if its

productive resources were

employed at their normal

levels of utilization. Also

called potential GDP.

output gap Actual national

income minus potential

national income, Y * Y*.

recessionary gap A

situation in which actual

output is less than

potential output, Y + Y*.

1 The words real and actual have similar meanings in everyday usage. When national income is measured,

however, their meanings are different. Real national income is distinguished from nominal national income;

and actual national income is distinguished from potential national income. The latter both refer to real mea-

sures of national income.

inflationary gap A

situation in which actual

output exceeds potential

output, Y , Y*.

FIGURE 19-1 Growth and Fluctuations in Real GDP, 1965 2008
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Real GDP measures the quantity of total output produced by the nation s economy over the period of a year. Real GDP
is plotted in part (i). With only a few interruptions, it has risen steadily since 1965, demonstrating the long-term
growth of the Canadian economy. Short-term fluctuations are obscured by the long-term trend in part (i) but are high-
lighted in part (ii). The growth rate fluctuates considerably from year to year. The long-term upward trend in part (i)
reflects the positive average growth rate in part (ii), shown by the dashed line.

(Source: Adapted from Statistics Canada, CANSIM database, Series V3862685-380-0017, Gross Domestic Product. Search
www.statcan.gc.ca for GDP. )
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two, which is the output gap, is plotted in part (ii) of Figure 19-2. Fluctuations in eco-
nomic activity are apparent from fluctuations in the size of the output gap.

Why National Income Matters National income is an important measure of
economic performance. Short-run movements in the business cycle receive the most
attention in politics and in the press, but most economists agree that long-term
growth as reflected by the growth of potential GDP is in many ways the more
important of the two.

Recessions are associated with unemployment and lost output. When actual GDP
is below potential GDP, economic waste and human suffering result from the failure to
use the economy s resources at their normal intensity of use. Booms, although associ-
ated with high employment and high output, can bring problems of their own. When
actual GDP exceeds potential GDP, inflationary pressure usually ensues, causing
concern for any government that is committed to keeping the inflation rate low.

recession A downturn in

the level of economic

activity. Often defined

precisely as two

consecutive quarters in

which real GDP falls.

The accompanying figure shows a stylized business
cycle, with real GDP fluctuating around a steadily rising
level of potential GDP the economy s normal capacity
to produce output. We begin our discussion of terminol-
ogy with a trough.

and expectations become more favourable. Investments
that once seemed risky may be undertaken as firms
become more optimistic about future business prospects.
Production can be increased with relative ease merely
by re-employing the existing unused capacity and unem-
ployed labour.

Eventually the recovery comes to a peak at the top of
the cycle. At the peak, existing capacity is used to a high
degree; labour shortages may develop, particularly in cat-
egories of key skills, and shortages of essential raw mate-
rials are likely. As shortages develop, costs begin to rise,
but because prices rise also, business remains profitable.

Peaks are eventually followed by slowdowns in
economic activity. Sometimes this is just a slowing of
the rate of increase in income, while at other times the
slowdown turns into a recession. A recession, or con-
traction, is a downturn in economic activity. Common
usage defines a recession as a fall in real GDP for two
successive quarters. As output falls, so do employment
and households  incomes. Profits drop, and some firms
encounter financial difficulties. Investments that looked
profitable with the expectation of continually rising
income now appear unprofitable. It may not even be
worth replacing capital goods as they wear out because
unused capacity is increasing steadily. In historical dis-
cussions, a recession that is deep and long lasting is
often called a depression, such as the Great Depression
in the early 1930s during which the level of economic
activity fell so much that output fell by 30 percent and
the unemployment rate increased to 20 percent!

These terms are non-technical but descriptive. The
entire falling half of the cycle is often called a slump,
and the entire rising half is often called a boom.

APPLYING ECONOMIC CONCEPTS 19-1

The Terminology of Business Cycles
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A trough is characterized by unemployed resources
and a level of output that is low in relation to the econ-
omy s capacity to produce. There is thus a substantial
amount of unused productive capacity. Business profits
are low; for some individual companies, they are nega-
tive. Confidence about economic prospects in the imme-
diate future is lacking, and, as a result, many firms are
unwilling to risk making new investments.

The process of recovery moves the economy out 
of a trough. The characteristics of a recovery are many:
run-down or obsolete equipment is replaced; employ-
ment, income, and consumer spending all begin to rise;
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The long-run trend in real per capita national income is an important determinant
of improvements in a society s overall standard of living. When income per person
grows, each generation can expect, on average, to be better off than preceding ones.
For example, if real per capita income grows even at the relatively modest rate of
1.5 percent per year, the average person s lifetime income will be about twice that of his
or her grandparents.

Although economic growth makes people materially better off on average, it does
not necessarily make every individual better off the benefits of growth are not usually
shared equally by all members of the population. For example, if growth involves sig-
nificant changes in the structure of the economy, such as a shift away from agriculture
and toward manufacturing (as happened in the first part of the twentieth century), or
away from manufacturing toward some natural resources (as has been happening in
recent years), then these changes will reduce some people s material living standards for
extended periods of time.

Employment, Unemployment, and the Labour Force

National income and employment are closely related. If more is to be produced, either
more workers must be used in production, or existing workers must produce more.
The first change means a rise in employment; the second means a rise in output per per-
son employed, which is a rise in productivity. In the short run, changes in productivity

FIGURE 19-2 Potential GDP and the Output Gap, 1985 2008
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Potential and actual GDP both display an upward trend. The output gap measures the difference between an econ-
omy s potential output and its actual output; the gap is expressed here as a percentage of potential output. Since 1985,
potential and actual GDP have almost doubled. The output gap in part (ii) shows clear fluctuations. Shaded areas
show inflationary and recessionary gaps.

(Source: Actual GDP: Statistics Canada, CANSIM database, Series V3862685 380-0017 Gross Domestic Product. Output
gap: www.bankofcanada.ca. Potential output is based on authors  calculations.)
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tend to be very small; most short-run changes in output are accomplished by changes in
employment. Over the long run, however, changes in both productivity and employ-
ment are significant.

Employment denotes the number of adult workers (defined in Canada as workers
aged 15 and over) who have jobs. Unemployment denotes the number of adult
workers who are not employed but who are actively searching for a job. The labour
force is the total number of people who are either employed or unemployed. The
unemployment rate is the number of unemployed people expressed as a fraction of the
labour force:

The level of unemployment in Canada is estimated from the Labour Force Survey
conducted each month by Statistics Canada. Persons who are currently without a job
but who say they have searched actively for one during the sample period are recorded
as unemployed.

Frictional, Structural, and Cyclical Unemployment When the economy
is at potential GDP, economists say there is full employment. But for two reasons there
will still be some unemployment even when the economy is at potential GDP.

First, there is a constant turnover of individuals in given jobs and a constant
change in job opportunities. New people enter the workforce; some people quit their
jobs; others are fired. It may take some time for these people to find jobs. So at any
point in time, there is unemployment caused by the normal turnover of labour. Such
unemployment is called frictional unemployment.

Second, because the economy is constantly adapting to shocks of various kinds, at
any moment there will always be some mismatch between the characteristics of the
labour force and the characteristics of the available jobs. The mismatch may occur, for
example, because labour does not currently have the skills that are in demand or
because labour is not in the part of the country where the demand is located. This is a
mismatch between the structure of the supplies
of labour and the structure of the demands for
labour. Such unemployment is therefore called
structural unemployment.

Even when the economy is at full employ-
ment,  some unemployment exists because
of natural turnover in the labour market
and mismatch between jobs and workers.

Full employment is said to occur when the
only unemployment is frictional and structural.
At full employment, factors of production are
being used at their normal intensity, and the
economy is at potential GDP. When GDP is
below potential GDP, unemployment rises above
its full-employment level; when GDP is above
potential GDP, unemployment falls below its
full-employment level. Unemployment that is
neither structural nor frictional is called cyclical
unemployment because it changes with the ebb
and flow of the business cycle.

Unemployment rate =
Number of people unemployed

Number of people in the labour force
* 100 percent

employment The number

of persons 15 years of age

or older who have jobs.

unemployment The

number of persons 15

years of age or older who

are not employed and are

actively searching for a job.

labour force The number

of persons employed plus

the number of persons

unemployed.

unemployment rate

Unemployment expressed

as a percentage of the

labour force, denoted U.

Economists make the distinction between frictional, structural, and
cyclical unemployment. This distinction is important for analyzing the
economy but it matters little to the individual who has difficulty
finding an appropriate job.
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Unemployment also has seasonal fluctuations. For example, workers employed in
the fishing industry often are unemployed during the winter, and ski instructors may be
unemployed in the summer. Because these seasonal fluctuations are relatively regular
and therefore easy to predict, Statistics Canada seasonally adjusts the unemployment
statistics to remove these fluctuations, thus revealing more clearly the cyclical and
trend movements in the data. For example, suppose that, on average, the Canadian
unemployment rate increases by 0.3 percentage points in December. Statistics Canada
would then adjust the December unemployment rate so that it shows an increase only
if the increase in the unadjusted rate exceeds 0.3 percentage points. In this way, the
(seasonally adjusted) December unemployment rate is reported to increase only if
unemployment rises by more than its normal seasonal increase. All the unemployment
(and other macroeconomic) data shown in this book are seasonally adjusted.

Employment and Unemployment: Recent History Figure 19-3 shows
the trends in the labour force, employment, and unemployment since 1960. Despite
booms and slumps, employment has grown roughly in line with the growth in the
labour force. Although the long-term trend dominates the employment data, the figure
also shows that the short-term fluctuations in the unemployment rate have been sub-
stantial. The unemployment rate has been as low as 3.4 percent in 1966 and as high as
12 percent in 1982. By early in 2008, after the economy had been growing steadily for
several years, the unemployment rate was 5.8 percent, the lowest it had been in 30
years. With the onset of the recession that began late in 2008, however, the unemploy-
ment rate increased sharply. Part (ii) of Figure 19-3 also shows that there has been a
slight upward trend in the unemployment rate over the past 50 years. In Chapter 31 we
discuss how some structural changes in the economy can help explain this trend.

FIGURE 19-3 Labour Force, Employment, and Unemployment, 1960 2009
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The labour force and employment have grown since 1960 with only a few interruptions. The unemployment rate responds
to the cyclical behaviour of the economy. The labour force and the level of employment in Canada have both almost tripled
since 1960. Booms are associated with a low unemployment rate and slumps with a high unemployment rate.

(Source: These data are from Statistics Canada s CANSIM database. Labour force: Series V2062810. Employment: Series
V2062811. Unemployment rate is based on authors  calculations. Current labour-force statistics are available on Statistics
Canada s website at www.statcan.gc.ca by searching for unemployment. )
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Why Unemployment Matters The social significance of unemployment is
enormous because it involves economic waste and human suffering. Human effort is
the least durable of economic commodities. If a fully employed economy has 18 million
people who are willing to work, their services must either be used this year or wasted.
When only 16 million people are actually employed, one year s potential output of
2 million workers is lost forever. In an economy in which there is not enough output to
meet everyone s needs, such a waste of potential output is cause for concern.

The loss of income associated with unemployment is clearly harmful to individu-
als. In some cases, the loss of income pushes people into poverty. But this lost income
does not capture the full cost of unemployment. A person s spirit can be broken by a
long period of desiring work but being unable to find it. Research has shown that
crime, mental illness, and general social unrest tend to be associated with long-term
unemployment.

In the not-so-distant past, only personal savings, private charity, or help from
friends and relatives stood between the unemployed and starvation. Today, employ-
ment insurance and social assistance ( welfare ) have created a safety net, particularly
when unemployment is for short periods, as is most often the case in Canada. How-
ever, when an economic slump lasts long enough, as in the early 1980s and the early
1990s, some unfortunate people exhaust their employment insurance and lose part of
that safety net. Short-term unemployment can be a feasible though difficult adjustment
for many; long-term unemployment can be a disaster.

Productivity

Figure 19-1 on page 478 shows that Canadian real GDP has increased relatively
steadily for many years, reflecting steady growth in the country s productive capacity.
This long-run growth has had three general sources. First, as shown in Figure 19-3, the
level of employment has increased significantly. Rising employment generally results
from a rising population, but at times is also explained by an increase in the proportion
of the population that chooses to participate in the labour force. Second, Canada s
stock of physical capital the buildings, factories, and machines used to produce
output has increased more or less steadily over time. Third, productivity in Canada
has increased in almost every year since 1960.

Productivity is a measure of the amount of output that the economy produces per
unit of input. Since there are many inputs to production land, labour, and capital
we can have several different measures of productivity. One commonly used measure is
labour productivity, which is the amount of real GDP produced per unit of labour
employed. (The amount of labour employed can be measured either as the total num-
ber of employed workers or by the total number of hours worked.)

Productivity: Recent History Figure 19-4 shows two measures of Canadian
labour productivity since 1976. The first is the amount of real GDP per employed
worker (expressed in thousands of 2002 dollars). In 2008, real GDP per employed worker
was $77 420. The second measure shows the amount of real GDP per hour worked

(expressed in 2002 dollars). In 2008, real GDP per hour worked was $45.70.
The second measure is more accurate because the average number of hours worked

per employed worker changes over time. In addition to fluctuating over the business
cycle, it has shown a long-term decline, from just over 1850 hours per year in 1976 to
just under 1700 hours per year in 2008. The second measure of productivity takes
account of these changes in hours worked, whereas the first measure does not.

Practise with Study Guide

Chapter 19, Short-Answer

Question 3 and Exercise 4.

labour productivity The

level of real GDP divided

by the level of employment

(or total hours worked).
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One pattern is immediately apparent for both
measures of productivity. There has been a signifi-
cant increase in labour productivity over the past
three decades. Real GDP per employed worker
increased by 37.7 percent from 1976 to 2008, an
annual average growth rate of 1.1 percent. Real
GDP per hour worked increased by 50.2 percent
over the same period, an annual average growth
rate of 1.3 percent.

Why Productivity Matters Productivity
growth is the single largest cause of rising mate-
rial living standards over long periods of time.
Over periods of a few years, changes in average
real incomes have more to do with the ebb and
flow of the business cycle than with changes in
productivity; increases in employment during an
economic recovery and reductions in employ-
ment during recessions explain much of the
short-run movements in average real incomes.
As is clear from Figure 19-1, however, these
short-run fluctuations are dwarfed over many
years by the steady upward trend in real GDP
an upward trend that comes in large part from
rising productivity.

Why is the real income for an average
Canadian this year so much greater than it was
for the average Canadian 50 or 100 years ago?
Most of the answer lies in the fact that the
Canadian worker today is vastly more produc-
tive than was his or her counterpart in the
distant past. This greater productivity comes
partly from the better physical capital with

which Canadians now work and partly from their greater skills. The higher productiv-
ity for today s workers explains why their real wages (the purchasing power of their
earnings) are so much higher than for workers in the past.

The close connection between productivity growth and rising material living stan-
dards explains the importance that is now placed on understanding the determinants of
productivity growth. It is a very active area of economic research, but there are still
many unanswered questions. In Chapter 26 we address the process of long-run growth
in real GDP and explore the determinants of productivity growth.

Inflation and the Price Level

Inflation means that prices of goods and services are going up, on average. If you are a
typical reader of this book, inflation has not been very noticeable during your lifetime.
When your parents were your age, however, high inflation was a major economic problem.
(Some countries have had their economies almost ruined by very high inflation, called
hyperinflation. We will say more about this in Chapter 27.)

For studying inflation, there are two related but different concepts that are some-
times confused, and it is important to get them straight. The first is the price level,

FIGURE 19-4 Canadian Labour Productivity,
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Rising labour productivity is an important contributor to rising
material living standards. The figure shows two measures of
labour productivity: real GDP per employed worker and real
GDP per hour worked. The first is expressed in thousands of
2002 dollars per worker and has increased at an average annual
rate of 1.1 percent. The second is expressed in 2002 dollars per
hour and has grown at the annual rate of 1.3 percent.

(Source: All data are based on authors  calculations using Statistics
Canada s CANSIM database. Real GDP: Series V3862685.
Average hours worked per worker: Series V716596. Employment:
annual averages of Series V2091072.)

Practise with Study Guide
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price level The average

level of all prices in the

economy, expressed as an

index number.
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which refers to the average level of all prices in the economy and is given by the symbol
P. The second is the rate of inflation, which is the rate at which the price level is rising.

To measure the price level, the economic statisticians at Statistics Canada construct
a price index, which averages the prices of various commodities according to how
important they are. The best-known price index in Canada is the Consumer Price
Index (CPI), which measures the average price of the goods and services that are
bought by the typical Canadian household. Applying Economic Concepts 19-2 shows
how a price index such as the CPI is constructed.

Although the details are somewhat more complicated, the
basic idea behind the Consumer Price Index is straightfor-
ward, as is illustrated by the following hypothetical example.

Suppose we want to discover what has happened to
the overall cost of living for typical university students.
A survey of student behaviour in 2000 shows that the
average university student consumed only three goods
pizza, coffee, and photocopying and spent a total of
$200 a month on these items, as shown in Table 1.

TABLE 1 Expenditure Behaviour in 2000

Quantity Expenditure
Product Price per Month per Month

Photocopies $0.10 140 sheets $14.00
per sheet

Pizza 8.00 15 pizzas 120.00
per pizza

Coffee 0.75 88 cups 66.00
per cup

Total $200.00
expenditure

By 2010, the price of photocopying has fallen to
5 cents per copy, the price of pizza has increased to
$9.00, and the price of coffee has increased to $1.00.
What has happened to the cost of living over this 10-
year period? In order to find out, we calculate the cost
of purchasing the 2000 bundle of goods at the prices
that prevailed in 2010, as shown in Table 2.

The total expenditure required to purchase the bun-
dle of goods that cost $200.00 in 2000 has risen to
$230.00. The increase in required expenditure is $30.00,
which is a 15-percent increase over the original $200.00.

If we define 2000 as the base year for the student
price index  and assign an index value of 100 to the
cost of the average student s expenditure in that year,
the value of the index in 2010 is 115. Thus, goods and
services that cost $100.00 in the base year cost $115.00
in 2010, exactly what is implied by Table 2.

TABLE 2 2000 Expenditure Behaviour at 2010

Prices

Quantity Expenditure 
Product Price per Month per Month

Photocopies $0.05 140 sheets $7.00
per sheet

Pizza 9.00 15 pizzas 135.00
per pizza

Coffee 1.00 88 cups 88.00
per cup

Total $230.00
expenditure

The Consumer Price Index, as constructed by Sta-
tistics Canada, is built on exactly the same principles as
the preceding example. In the case of the CPI, many
thousands of consumers are surveyed, and the prices of
thousands of products are monitored, but the basic
method is the same:

1. Survey the consumption behaviour of consumers.
2. Calculate the cost of the goods and services pur-

chased by the average consumer in the year in
which the original survey was done. Define this as
the base period of the index.

3. Calculate the cost of purchasing the same bundle of
goods and services in other years.

4. Divide the result of Step 3 (in each year) by the
result of Step 2, and multiply by 100. The result is
the value of the CPI for each year.

The CPI is not a perfect measure of the cost of liv-
ing because it does not automatically account for ongo-
ing quality improvements or for changes in consumers
expenditure patterns. Changes of this type require the
underlying survey of consumer expenditure to be
updated from time to time to make sure that the expen-
diture patterns in the survey approximately match con-
sumers  actual expenditure patterns.

APPLYING ECONOMIC CONCEPTS 19-2

How the CPI Is Constructed

inflation A rise in the

average level of all prices

(the price level).

Consumer Price Index

(CPI) An index of the

average prices of goods

and services commonly

bought by households.
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As we saw in Chapter 2, a price index is a pure number it does not have any
units. Yet as we all know, prices in Canada are expressed in dollars. When we construct
a price index, the units (dollars) are eliminated because the price index shows the price
of a basket of goods at some specific time relative to the price of the same basket of
goods in some base period. Currently, the base year for Statistics Canada s calculation
of the CPI is 2002, which means that the price of the basket of goods is set to be 100 in
2002. If the CPI in 2009 is computed to be 114, the meaning is that the price of the
basket of goods is 14 percent higher in 2009 than in 2002.

Since the price level is measured with an index number, its value at any specific
time has meaning only when it is compared with its value at some other time.

By allowing us to compare the general price level at different times, a price index,
such as the CPI, also allows us to measure the rate of inflation. For example, the value
of the CPI in April 2009 was 113.9 and in April 2008 it was 113.5. The rate of infla-
tion during that one-year period, expressed in percentage terms, is equal to the change
in the price level divided by the initial price level, times 100:

* 0.4 percent

Inflation: Recent History The rate of inflation in Canada is currently around 2
percent per year and has been near that level since the early 1990s. But during the
1970s and 1980s inflation in Canada was both high and unpredictable from year to
year. It was a serious macroeconomic problem.

Figure 19-5 shows the CPI and the inflation rate (measured by the annual rate of
change in the CPI) from 1960 to 2009. What can we learn from this figure? First, we
learn that the price level has not fallen at all since 1960 (in fact, the last time it fell was
in 1953, and even then it fell only briefly). The cumulative effect of this sequence of
repeated increases in the price level is quite dramatic: By 2009, the price level was more
than six times as high as it was in 1960. In other words, you now pay more than $6 for
what cost $1 in 1960. The second thing we learn is that, although the price level
appears in the figure to be smoothly increasing, the rate of inflation is actually quite
volatile. The increases in the inflation rate into double-digit levels in 1974 and 1979
were associated with major increases in the world prices of oil and foodstuffs and with
loose monetary policy. The declines in inflation in the early 1980s and 1990s were
delayed responses to major recessions.

Why Inflation Matters Money is the universal yardstick in our economy. This does
not mean that we care only about money it means simply that we measure economic
values in terms of money, and we use money to conduct our economic affairs. Things as
diverse as wages, share values in the stock market, the value of a house, and a university s
endowment are all stated in terms of money. We value money, however, not for itself but
for what we can purchase with it. The terms purchasing power of money and real value of
money refer to the amount of goods and services that can be purchased with a given
amount of money. The purchasing power of money is negatively related to the price level.
For example, if the price level doubles, a dollar will buy only half as much, whereas if the
price level halves, a dollar will buy twice as much. Inflation reduces the real value of
anything whose price is fixed in dollar terms. Thus, the real value of a $20 bill, a savings
account, or the balance that is owed on a student loan is reduced by inflation.

=
113.9 - 113.5

113.5
* 100 percent

Rate of inflation 

purchasing power of

money The amount of

goods and services that

can be purchased with a

unit of money.

To compute the rate of

inflation from any point 

in your lifetime to today,

check out the inflation

calculator  at the Bank 

of Canada s website:

www.bankofcanada.ca/en/

rates/inflation_calc.htm.
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Inflation reduces the purchasing power of
money. It also reduces the real value of any
sum fixed in nominal (dollar) terms.

When analyzing the effects of inflation,
economists usually make the distinction
between anticipated and unanticipated infla-
tion. If households and firms fully anticipate
inflation over the coming year, they will be able
to adjust many nominal prices and wages so as
to maintain their real values. In this case, infla-
tion will have fewer real effects on the economy
than if it comes unexpectedly. For example, if
workers and firms expect 2-percent inflation
over the coming year, they can agree to increase
nominal wages by 2 percent, thus leaving
wages constant in real terms.

Unanticipated inflation, on the other hand,
generally leads to more changes in the real
value of prices and wages. Suppose workers
and firms expect 2-percent inflation and they
increase nominal wages accordingly. If actual
inflation ends up being 5 percent, real wages
will be reduced and the quantities of labour
demanded by firms and supplied by workers
will therefore be altered. As a result, the econ-
omy s allocation of resources will be affected
more than when the inflation is anticipated.

Anticipated inflation has a smaller effect on
the economy than unanticipated inflation.

In reality, inflation is rarely fully antici-
pated or fully unanticipated. Usually there is
some inflation that is expected but also some
that comes as a surprise. As a result, some
adjustments in wages and prices are made by
firms and workers and consumers but not all
the adjustments that would be required to leave
the economy s allocation of resources unaf-
fected. We will see later, in our discussions of
monetary policy and inflation in Chapters 29
and 30, how the distinction between antici-
pated and unanticipated inflation helps us to understand the cost of reducing inflation.

Interest Rates

If a bank lends you money, it will charge you interest for the privilege of borrowing the
money. If, for example, you borrow $1000 today, repayable in one year s time, you
may also be asked to pay $6.67 per month in interest. This makes $80 in interest over
the year, which can be expressed as an interest rate of 8 percent per annum.

FIGURE 19-5 The Price Level and the Inflation
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The rate of inflation measures the annual rate of increase in
the price level. The trend in the price level has been upward
over the past half-century. The rate of inflation has varied
from almost 0 to more than 12 percent since 1960.

(Source: Based on authors  calculations using data from Statistics
Canada s CANSIM database: Series V41690973, monthly season-
ally adjusted consumer price index. The figures shown are annual
averages of the monthly data.)
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488 PART 7 : AN INTRODUCTION TO MACROECONOMICS

The interest rate is the price that is paid to borrow money for a stated period of
time. It is expressed as a percentage amount per year per dollar borrowed. For exam-
ple, an interest rate of 8 percent per year means that the borrower must pay 8 cents per
year for every dollar that is borrowed.

There are many interest rates. A bank will lend money to an industrial customer at
a lower rate than it will lend money to you there is a lower risk of not being repaid.
The rate charged on a loan that is not to be repaid for a long time will usually differ
from the rate on a loan that is to be repaid quickly.

When economists speak of the  interest rate, they mean a rate that is typical of all
the various interest rates in the economy. Dealing with only one interest rate suppresses
much interesting detail. However, because interest rates usually rise and fall together, at
least for major changes, following the movement of one rate allows us to consider
changes in the general level of interest rates. The prime interest rate, the rate that banks
charge to their best business customers, is noteworthy because when the prime rate
changes, most other rates change in the same direction. Another high-profile interest
rate is the bank rate, the interest rate that the Bank of Canada (Canada s central bank)
charges on short-term loans to commercial banks. The interest rate that the Canadian
government pays on its short-term borrowing is also a rate that garners some attention.

Interest Rates and Inflation How does inflation affect interest rates? To begin
developing an answer, imagine that your friend lends you $100 and that the loan is
repayable in one year. The amount that you pay her for making this loan, measured in
dollar terms, is determined by the nominal interest rate. If you pay her $108 in one
year s time, $100 will be repayment of the amount of the loan (which is called the prin-
cipal) and $8 will be payment of the interest. In this case, the nominal interest rate is
8 percent per year.

How much purchasing power has your friend gained or lost by making this loan?
The answer depends on what happens to the price level during the year. The more the
price level rises, the worse off your friend will be and the better the transaction will be
for you. This result occurs because the more the price level rises, the less valuable are
the dollars that you use to repay the loan. The real interest rate measures the return on
a loan in terms of purchasing power.

If the price level remains constant over the year, the real rate of interest that your
friend earns would also be 8 percent, because she can buy 8 percent more goods and ser-
vices with the $108 that you repay her than with the $100 that she lent you. However,
if the price level rises by 8 percent, the real rate of interest would be zero because the
$108 that you repay her buys the same quantity of goods as the $100 that she originally
gave up. If she is unlucky enough to lend money at 8 percent in a year in which prices
rise by 10 percent, the real rate of interest that she earns is *2 percent. The repayment
of $108 will purchase 2 percent fewer goods and services than the original loan of $100.

The burden of borrowing depends on the real, not the nominal, rate of interest.

For example, a nominal interest rate of 8 percent combined with a 2-percent rate
of inflation is a much greater real burden on borrowers than a nominal rate of 16 per-
cent combined with a 14-percent rate of inflation. Figure 19-6 shows the nominal and
real interest rates paid on short-term government borrowing since 1960.

Interest Rates and Credit Flows A loan represents a flow of credit between
lenders and borrowers, with the interest rate representing the price of this credit. Credit
is essential to the healthy functioning of a modern economy. Most firms require credit
at some point to finance the construction of a factory, to purchase inventories of

interest rate The price

paid per dollar borrowed

per period of time,

expressed either as a

proportion (e.g., 0.06) or

as a percentage (e.g., 6

percent).

real interest rate The

nominal rate of interest

adjusted for the change 

in the purchasing power 

of money. Equal to the

nominal interest rate

minus the rate of inflation.

Practise with Study Guide

Chapter 19, Exercise 6.

nominal interest rate

The price paid per dollar

borrowed per period 

of time.
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intermediate inputs, or to continue paying their
workers in a regular fashion even though their
revenues may arrive at irregular intervals. Most
households also require credit at various times
to finance the purchase of a home or car or to
finance a child s university education.

Banks play a crucial role in the economy by
intermediating between those households and
firms that have available funds and those house-
holds and firms who require funds. In other
words, banks play a key role in making the
credit market in channelling the funds from
those who have them to those who need them.

During normal times, these credit markets
function very smoothly and most of us notice lit-
tle about them. While there are fluctuations in
the price of credit (the interest rate), they tend to
be relatively modest. In the fall of 2008, how-
ever, credit markets in the United States,
Canada, and most other countries were thrown
into turmoil by the sudden collapse of several
large financial institutions, mainly in the United
States and the European Union. As a result,
many banks became reluctant to lend to any but
the safest borrowers, mostly out of fear that the
borrowers would go bankrupt before they could
repay the loan. The flows of credit slowed sharply
and market interest rates spiked upward, reflect-
ing the greater risk premium required by lenders.
The reduction in the flow of credit was soon felt
by firms who needed credit in order to finance
material or labour inputs, and the effect was a
reduction in production and employment. This
financial crisis, by interrupting the vital flows of
credit, was an important cause of the recession
that enveloped the global economy in late 2008 and through 2009. We will discuss bank-
ing and the flow of credit in more detail in Chapters 27, 28, and 29.

Why Interest Rates Matter Changes in real interest rates affect the standard of
living of savers and borrowers. Many retirees, for example, rely on interest earnings
from their stock of accumulated assets to provide much of their household income, and
thus benefit when real interest rates rise. In contrast, borrowers are made better off
with low real interest rates. This point was dramatically illustrated during the 1970s
when homeowners who had long-term fixed-rate mortgages benefited tremendously
from several years of high and largely unanticipated inflation, which resulted in nega-
tive real interest rates (see Figure 19-6).

Interest rates also matter for the economy as a whole. As we will see in Chapter 21,
real interest rates are an important determinant of the level of investment by firms.
Changes in real interest rates lead to changes in the cost of borrowing and thus to changes
in firms  investment plans. Such changes in the level of desired investment have important
consequences for the level of economic activity. We will see in Chapters 28 and 29 how the
Bank of Canada influences interest rates as part of its objective of controlling inflation.

FIGURE 19-6 Real and Nominal Interest Rates,
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Inflation over the past five decades has meant that the real
interest rate has always been less than the nominal interest
rate. The data for the nominal interest rate show the average
rate on three-month Treasury bills in each year since 1960.
The real interest rate is calculated as the nominal interest rate
minus the actual rate of inflation over the same period.
Through the early 1970s, the real interest rate was negative,
indicating that the inflation rate exceeded the nominal interest
rate. The 1980s saw real interest rates rise as high as 8 per-
cent. Since then, real rates have declined again to levels that
are closer to the long-term historical average.

(Source: Nominal interest rate: 3-month Treasury bill rate, Statistics
Canada, CANSIM database, Series V122541. Real interest rate is
based on authors  calculation of CPI inflation, using Series PCPISA
from the Bank of Canada, www.bankofcanada.ca.)
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The International Economy

Two important variables reflecting the importance of the global economy to Canada
are the exchange rate and net exports.

The Exchange Rate If you are going on a holiday to France, you will need euros
to pay for your purchases. Many of the larger banks, as well as any foreign-exchange
office, will make the necessary exchange of currencies for you; they will sell you euros
in return for your Canadian dollars. If you get 0.7 euros for each dollar that you give
up, the two currencies are trading at a rate of 1 dollar * 0.7 euros or, expressed another
way, 1 euro * 1.43 dollars.

As our example shows, the exchange rate can be defined either as dollars per euro or euros
per dollar. In this book we adopt the convention of defining the exchange rate between the
Canadian dollar and any foreign currency as the number of Canadian dollars required to pur-
chase one unit of foreign currency. For example, in June 2009, 1 Canadian dollar was worth 61
euro cents; expressed the other way, 1 euro was worth 1.64 Canadian dollars. The exchange
rate was therefore equal to 1.64, telling us that it took $1.64 (Canadian) to purchase 1 euro.

The exchange rate is the number of Canadian dollars required to purchase one
unit of foreign currency.2

The term foreign exchange refers to foreign currencies or claims on foreign curren-
cies, such as bank deposits, cheques, and promissory notes, that are payable in foreign
money. The foreign-exchange market is the market in which foreign exchange is
traded at a price expressed by the exchange rate.

Depreciation and Appreciation A rise in the exchange rate means that
it takes more Canadian dollars to purchase one unit of foreign currency this is a
depreciation of the Canadian dollar. Conversely, a fall in the exchange rate means that
it takes fewer Canadian dollars to purchase one unit of foreign currency this is an
appreciation of the dollar.

Figure 19-7 shows the path of the Canadian U.S. exchange rate since 1970. Since
more than 80 percent of Canada s trade is with the United States, this is the exchange
rate most often discussed and analyzed in Canada. In countries with trade more evenly
spread across several trading partners, more attention is paid to what is called a trade-
weighted exchange rate this is a weighted-average exchange rate between the home
country and its trading partners, where the weights reflect each partner s share in the
home country s total trade. In Canada, the path of such a trade-weighted exchange rate
is virtually identical to the Canadian U.S. exchange rate shown in Figure 19-7, reflect-
ing the very large proportion of total Canadian trade with the United States.

As we will see in later chapters, both domestic policy and external events have impor-
tant effects on the Canadian exchange rate. For example, most economists believe that the
appreciation of the Canadian dollar between 1986 and 1992 was caused in part by the
Bank of Canada s efforts to reduce the rate of inflation. The Bank s policy was controver-
sial at the time, not least because of the effect it had on the exchange rate and the many

exchange rate The number

of units of domestic

currency required to

purchase one unit of

foreign currency.

foreign exchange Foreign

currencies that are traded

on the foreign-exchange

market.

foreign-exchange market

The market in which

different national

currencies are traded.

depreciation A rise in the

exchange rate it takes

more units of domestic

currency to purchase one

unit of foreign currency.

appreciation A fall in the

exchange rate it takes

fewer units of domestic

currency to purchase one

unit of foreign currency.

2 Some economists use a reverse definition of the exchange rate the number of units of foreign currency that
can be purchased with one Canadian dollar. It is up to the student, then, to examine carefully the definition
that is being used by a particular writer or speaker. In this book the exchange rate is defined as the number
of Canadian dollars required to purchase one unit of foreign currency because this measure emphasizes that
foreign currency, like any other good or service, has a price in terms of Canadian dollars. In this case, the
price has a special name the exchange rate.

Practise with Study Guide

Chapter 19, Exercise 7.
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export-oriented firms that were harmed by
Canada s strong dollar. We examine the link
between monetary policy and exchange rates in
detail in Chapters 28 and 29.

The depreciation of the Canadian dollar in
the late 1990s is thought by most economists
to have resulted from a nearly 30-percent
decline in the world prices of commodities,
many of which are important Canadian
exports. The appreciation of the Canadian
dollar during the 2002 2007 period was asso-
ciated with sharp increases in commodity
prices. In both cases, the commodity prices
were being driven by changes in global eco-
nomic growth, illustrating the important point
that events in faraway lands can have dra-
matic effects on the Canadian exchange rate.
We examine the link between world commod-
ity prices and the Canadian exchange rate in
Chapter 35.

Exports and Imports Canada has long
been a trading nation, buying many goods
and services from other countries Canada s
imports and also selling many goods and
services to other countries Canada s exports. Figure 19-8 shows the dollar value of
Canada s exports, imports, and net exports since 1970. Net exports is the difference
between exports and imports and is often called the trade balance.

Canadian exports and imports have increased fairly closely in step with each
other over the past 40 years. The trade balance has therefore fluctuated mildly over
the years, but it has stayed relatively small, especially when viewed as a proportion of
total GDP.

Also apparent in Figure 19-8 is that Canadian trade flows (both imports and exports)
began to grow more quickly after 1990. The increased importance of international trade
is largely due to the Canada U.S. Free Trade Agreement, which began in 1989, and to the
North American Free Trade Agreement (which added Mexico), which began in 1994.

19.2 Growth Versus Fluctuations

This chapter has provided a quick tour through macroeconomics and has introduced
you to many important macroeconomic issues. If you take a few moments to flip again
through the figures in this chapter, you will notice that most of the macroeconomic vari-
ables that we discussed are characterized by long-run trends and short-run fluctuations.

Figure 19-1 on page 478, which shows the path of real GDP, provides an excellent
example of both characteristics. The figure shows that real GDP has increased by over
four times since 1965 this is substantial economic growth. The figure also shows con-
siderable, and sometimes dramatic, year-to-year fluctuations in the growth rate of GDP.

An important theme in this book is that a full understanding of macroeconomics
requires an understanding of both long-run growth and short-run fluctuations. As we

FIGURE 19-7 Canadian U.S. Dollar Exchange Rate,

1970 2009
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The Canadian U.S. exchange rate has been quite volatile over
the past 40 years. The Canadian-dollar price of one U.S. dollar
increased from just over $1 in the early 1970s to over $1.55 in
2003. By 2009 the exchange rate was about 1.20.

(Source: Annual average of monthly data, Statistics Canada, CANSIM
database, Series V37432, foreign exchange rates in Canadian dollars.)
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492 PART 7 : AN INTRODUCTION TO MACROECONOMICS

proceed through this book, we will see
that these two characteristics of mod-
ern economies have different sources
and explanations. And the govern-
ment s macroeconomic policies have
roles to play in both.

Long-Term Economic
Growth

Both total output and output per per-
son have risen for many decades in
most industrial countries. These long-
term trends have meant rising average
living standards. Although long-term
growth gets less play on the evening
news than current economic develop-
ments, it has considerably more
importance for a society s living stan-
dards from decade to decade and from
generation to generation.

There is considerable debate
regarding the ability of government
policy to influence the economy s long-
run rate of growth. Some economists
believe that a policy designed to keep
inflation low and stable will contribute
to the economy s growth. Some, how-
ever, believe there are dangers from
having inflation too low that a mod-
erate inflation rate is more conducive to
growth than a very low inflation rate.

Many economists also believe that
when governments spend less than they

raise in tax revenue and thus have a budget surplus the reduced need
for borrowing drives down interest rates and stimulates investment by the
private sector. Such increases in investment imply a higher stock of physi-
cal capital available for future production and thus an increase in eco-
nomic growth. Do government budget surpluses increase future growth?
Or do budget surpluses have no effect at all on the economy s future abil-
ity to produce? We address this important debate in Chapter 32.

Finally, there is active debate regarding the appropriate role of the
government in developing new technologies. Some economists believe
that the private sector, left on its own, can produce a volume of inven-
tions and innovation that will guarantee a satisfactory rate of long-term
growth. Others point out that almost all of the major new technologies
of the last 75 years were initially supported by public funds: The elec-
tronic computer was the creation of governments in the Second World
War, miniaturized equipment came from the race to the moon, the
Internet came from military communications research, the U.S. soft-
ware industry was created by the U.S. Department of Defense, much of

International trade is very important to the
Canadian economy. Exports and imports of
goods and services each represent roughly
35 percent of Canada s GDP.

FIGURE 19-8 Canadian Imports, Exports, and Net

Exports, 1970 2008
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Though imports and exports have increased dramatically over the past
40 years, the trade balance has remained roughly in balance. The nomi-
nal values of imports and exports rose steadily over the past few decades
because of both price increases and quantity increases. The growth of
trade increased sharply after the early 1990s. The trade balance net
exports is usually close to zero.

(Source: Statistics Canada, CANSIM database. Exports: Series V498103.
Imports: Series V498106.)
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the early work on biotechnology came out of publicly funded research laboratories in
universities and government institutions, and so on. The debate about the place of gov-
ernment in helping to foster inventions and innovations of truly fundamental technolo-
gies is an ongoing and highly important one.

Short-Term Fluctuations

Short-run fluctuations in economic activity, like the ones shown in part (ii) of Fig-
ure 19-1 (page 478), lead economists to wonder about the causes of business cycles. What
caused the Great Depression in the 1930s, when almost one-fifth of the Canadian
labour force was out of work and massive unemployment plagued all major industrial
countries? Why did the Canadian economy begin a significant recession in 1990 1991,
from which recovery was initially very gradual? What explains why, by 2007, the
Canadian unemployment rate was lower than it had been in more than 30 years? What
caused the worldwide recession that began in 2008?

Understanding business cycles requires an understanding of monetary policy. Most
economists agree that the increase in inflation in the 1970s and early 1980s was related
to monetary policy, though they also agree that other events were partly responsible.
When the Bank of Canada implemented a policy in the early 1990s designed to reduce
inflation, was it merely a coincidence that a significant recession followed? Most econ-
omists think not, though they also think that the slowdown in the U.S. economy was
an important contributor to Canada s recession. Chapters 28 and 29 focus on how the
Bank of Canada uses its policy to influence the level of economic activity.

Government budget deficits and surpluses also enter the discussion of business
cycles. Some economists think that, in recessionary years, the government ought to
increase spending (and reduce taxes) in an effort to stimulate economic activity. Simi-
larly, they believe that taxes should be raised to slow down a booming economy.
Indeed, several government policies, from income taxation to employment insurance,
are designed to mitigate the short-term fluctuations in national income. Other econo-
mists believe that the government cannot successfully fine-tune  the economy by
making frequent changes in spending and taxing because our knowledge of how the
economy works is imperfect and because such policies tend to be imprecise. We address
these issues in Chapters 22 to 24.

What Lies Ahead?

There is much work to be done before any of these interesting policy debates can be
discussed in more detail. Like firms that invest now to increase their production in the
future, the next few chapters of this book will be an investment for you an investment
in understanding basic macro theory. The payoff will come when you are able to use a
coherent model of the economy to analyze and debate some of the key macro issues of
the day.

We begin in Chapter 20 by discussing the measurement of GDP. National income
accounting is not exciting but is essential to a complete understanding of the chapters
that follow. We then proceed to build a simple model of the economy to highlight some
key macroeconomic relationships. As we proceed through the book, we modify the
model, step by step, making it ever more realistic. With each step we take, more of
today s controversial policy issues come within the grasp of our understanding. We hope
that by the time you get to the end of the book, you will have developed some of the thrill
for analyzing macroeconomic issues that we feel. Good luck, and enjoy the journey!
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Study Exercises

Summary

The value of the total production of goods and services
in a country is called its national product. Because pro-
duction of output generates income in the form of claims
on that output, the total is also referred to as national
income. One of the most commonly used measures of
national income is gross domestic product (GDP).
Potential output is the level of output produced when
factors of production are employed at their normal
intensity of use. The output gap is the difference between
actual and potential output.
The unemployment rate is the percentage of the labour
force not employed and actively searching for a job. The
labour force and employment have both grown steadily
for the past half-century. The unemployment rate fluc-
tuates considerably from year to year. Unemployment
imposes serious costs in the form of economic waste
and human suffering.
Labour productivity is measured as real GDP per
employed worker. It is an important determinant of
material living standards.
The price level is measured by a price index, which mea-
sures the price of a set of goods in one year relative to

their price in a base year. The inflation rate measures the
rate of change of the price level. For almost 20 years,
the annual inflation rate in Canada has been relatively
close to 2 percent.
The interest rate is the price that is paid to borrow
money for a stated period and is expressed as a percent-
age amount per dollar borrowed. The nominal interest
rate is this price expressed in money terms; the real
interest rate is this price expressed in terms of goods or
purchasing power.
The flow of credit borrowing and lending is very
important in a modern economy. Firms require credit to
finance their operations and households require credit
in order to make large purchases. Disruptions in the
flow of credit can lead to increases in interest rates and
reductions in economic activity.
The exchange rate is the number of Canadian dollars
needed to purchase one unit of foreign currency. A rise
in the exchange rate is a depreciation of the Canadian
dollar; a fall in the exchange rate is an appreciation of
the Canadian dollar.

19.1 Key Macroeconomic Variables l1

Most macroeconomic variables have both long-run
trends and short-run fluctuations. The sources of the
two types of movements are different.

Important questions for macroeconomics involve the
role of policy in influencing long-run growth as well as
short-run fluctuations.

19.2 Growth Versus Fluctuations L2

Key Concepts
National product and national income
Real and nominal national income
Potential and actual output
The output gap
Employment, unemployment, and the

labour force

Real and nominal interest rates
The exchange rate
Depreciation and appreciation of the

Canadian dollar
Exports, imports, and net exports

Full employment
Frictional, structural, and cyclical

unemployment
Labour productivity
The price level and the rate of inflation

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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1. Fill in the blanks to make the following statements
correct.

a. The value of total production of goods and services
in Canada is called its ___________. National
___________ and national ___________ are equal
because all production generates a claim on its
value in the form of income.

b. In measuring Canada s total output, it would be
meaningless to add together all goods and services
produced during one year (i.e., 50 000 trucks plus
14 million dozen eggs plus 100 million haircuts,
etc.). Instead, total output is measured in
___________.

c. The difference between nominal national income
and real national income is that with the latter,
___________ are held constant to enable us to see
changes in ___________.

d. If all of Canada s resources its land, labour, and
capital are being employed at normal levels of
utilization, then we say that Canada is producing
its ___________.

e. The output gap measures the difference between
___________ and ___________. During booms,
___________ is greater than ___________ and during
recessions ___________ is less than ___________.

2. Fill in the blanks to make the following statements
correct.

a. The labour force includes people who are
____________ and people who are ___________.
The unemployment rate is expressed as the number
of people who are ___________ as a percentage of
people in the ___________.

b. At any point in time, some people are unemployed
because of the normal turnover of labour (new
entrants to the labour force, job leavers, and job
seekers). This unemployment is referred to as
___________. Some people are said to be
___________ unemployed because their skills do
not match the skills necessary for the available jobs.

c. Suppose 2001 is the base year in which the price of
a basket of goods is set to be 100. If the price of the
same basket of goods in 2011 is 137, then we can
say that the price level is ___________ and that the
price of the basket of goods has increased by
___________ percent between 2001 and 2011.

d. Suppose Canada s CPI in May 2009 was 112.7 and
in May 2010 was 113.4. The rate of inflation dur-
ing that one-year period was ___________ percent.

e. The price that is paid to borrow money for a stated
period of time is known as the ___________.

f. The real interest rate is equal to the nominal inter-
est rate ___________ the rate of inflation.

g. The number of Canadian dollars required to pur-
chase one unit of foreign currency is the
___________ between the Canadian dollar and that
foreign currency.

h. A ___________ in the exchange rate reflects a
depreciation of the Canadian dollar; a ___________
in the exchange rate reflects an appreciation of the
Canadian dollar.

3. Consider the macroeconomic data shown below for a
hypothetical country s economy.

Output Unemployment
Real GDP Gap Rate

Actual Potential (% of (% of
Year (billions of $) potential) labour force)

2003 1168 1188 11.1
2004 1184 1196 10.2
2005 1197 1205 9.1
2006 1211 1215 8.3
2007 1225 1225 7.6
2008 1240 1236 7.3
2009 1253 1247 7.1
2010 1262 1258 7.3
2011 1270 1270 7.6

a. Compute the output gap for each year.
b. Explain how GDP can exceed potential GDP.
c. Does real GDP ever fall in the time period shown?

What do economists call such periods?
d. What is the unemployment rate when this economy

is at full employment ? What kind of unemploy-
ment exists at this time?

4. Consider the data shown below for the Canadian
Consumer Price Index (CPI), drawn from the Bank of
Canada Review.

CPI Inflation 
CPI (% change from

Year (1992 * 100) previous year)

1990 93.3 4.83
1991 98.5 5.57
1992 100.0
1993 101.8
1994 102.0 0.20
1995 104.2 2.16
1996 105.9
1997 107.6
1998 108.9 1.21
1999 111.5 2.39
2000 115.1
2001 115.9
2002 120.4
2003 122.8 1.99
2004 125.4
2005 128.1
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a. Compute the missing data in the table.
b. Do average prices ever fall in the time period

shown? In which year do prices come closest to
being stable?

c. Across which two consecutive years is the rate of
inflation closest to being stable?

d. In a diagram with the price level on the vertical axis
and time on the horizontal axis, illustrate the dif-
ference between a situation in which the price level
is stable and a situation in which the rate of infla-
tion is stable.

5. The data below show the nominal interest rate and the
inflation rate for several developed economies as
reported in The Economist on June 27, 2009.

Nominal
Interest Rate 
(on 10-year Inflation Rate Real 
government (% change in CPI Interest

Country bonds) from previous year) Rate

Australia 5.62 2.5
Canada 3.56 0.1
Euro area 3.45 0.0
Japan 1.38 *0.1
Switzerland 2.36 *1.0
U.K. 3.70 2.2
U.S.A. 3.68 *1.3

a. Compute the real interest rate for each country,
assuming that people expected the inflation rate at
the time to persist.

b. If you were a lender, in which country would you
have wanted to lend in June 2009? Explain.

c. If you were a borrower, in which country would
you have wanted to borrow in June 2009? Explain.

6. Consider the following data drawn from The Econo-
mist. Recall that the Canadian exchange rate is the
number of Canadian dollars needed to purchase one
unit of some foreign currency.

Cdn Dollar 
Exchange Rate

Currency June 2009 June 2008

U.S. dollar 1.15 1.01
Japanese yen 0.012 0.009
British pound 1.89 1.98
Swedish krona 0.147 0.167
Euro 1.62 1.58

a. Which currencies appreciated relative to the
Canadian dollar from June 2008 to June 2009?

b. Which currencies depreciated relative to the
Canadian dollar from June 2008 to June 2009?

c. Using the information provided in the table, can
you tell whether the Japanese yen depreciated or
appreciated against the U.S. dollar from June 2008
to June 2009? Explain.

Discussion Questions
1. Explain carefully what has happened to the CPI to

justify each of the following newspaper headlines.

a. Prices on the rise again after a year of stability
b. Inflation increases for three successive months
c. Finance minister pleased at moderation in infla-

tion rate
d. Cost-of-living increases devastating pensioners

2. Explain why during booms it is possible for the unem-
ployment rate to increase even while total employment
is rising.

3. Evaluate the following statements about unemployment.

a. Unemployment is a personal tragedy and a
national waste.

b. No one needs to be unemployed these days; just
look at the Help Wanted ads in the newspapers and
the signs in the stores.

c. Employment insurance is a boondoggle for the
lazy and unnecessary for the industrious.

4. Consider a 10-year period over which output per
worker falls, but GDP increases. How can this hap-
pen? Do you think this is likely to be good for the
economy?

5. When the Canadian dollar depreciates in foreign-
exchange markets, many people view this as good
for the Canadian economy. Who is likely to be harmed
by and who is likely to benefit from a depreciation of
the Canadian dollar?
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20
L LEARNING OBJECTIVES

In this chapter you will learn

1 how the concept of value added solves the

problem of double counting  when

measuring national income.

2 the income approach and the expenditure

approach to measuring national income.

3 the difference between real and nominal

GDP and the meaning of the GDP deflator.

4 about the many important omissions from

official measures of GDP.

5 why real per capita GDP is a good measure

of average material living standards but an

incomplete measure of overall well-being.

This chapter provides a detailed look at the measure-

ment of national income. Once we know more precisely

what is being measured and how it is measured, we

will be ready to build a macroeconomic model to

explain the determination of national income. Under-

standing how national income is measured is an impor-

tant part of understanding how and why it changes.

Indeed, this is a general rule of all economics and all

science: Before using any data, it is essential to under-

stand how those data are developed and what they

measure.

The Measurement

of National Income
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20.1 National Output and 
Value Added

The central topic of macroeconomics is the overall level of economic activity aggregate
output and the income that is generated by its production. We start by asking: What do
we mean by output?

This question may seem odd. Surely your local bakery knows what it produces.
And if Air Canada or Imperial Oil or Bombardier does not know its own output, what
does it know? If each firm knows the value of its total output, the national income sta-
tisticians simply have to add up each separate output value to get the nation s output
or is it really that simple?

The reason that obtaining a total for the nation s output is not that simple is that
one firm s output is often another firm s input. The local baker uses flour that is the
output of the flour milling company; the flour milling company, in turn, uses wheat
that is the farmer s output. What is true for bread is true for most goods and services.

Production occurs in stages: Some firms produce outputs that are used as inputs by
other firms, and these other firms, in turn, produce outputs that are used as inputs
by yet other firms.

If we merely added up the market values of all outputs of all firms, we would
obtain a total greatly in excess of the value of the economy s actual output. Consider
the example of wheat, flour, and bread. If we added the total value of the output of the
wheat farmer, the flour mill, and the baker, we would be counting the value of the wheat
three times, the value of the milled flour twice, and the value of the bread once.

The error that would arise in estimating the nation s output by adding all sales of all
firms is called double counting. Multiple counting would actually be a better term
because if we added up the values of all sales, the same output would be counted every
time that it was sold by one firm to another. The problem of double counting could in prin-
ciple be solved by distinguishing between two types of output. Intermediate goods are out-
puts of some firms that are used as inputs by other firms. Final goods are products that are
not used as inputs by other firms, at least not in the period of time under consideration.

If the sales of firms could be easily disaggregated into sales of final goods and sales of
intermediate goods, then measuring total output would be straightforward. It would sim-
ply equal the value of all final goods produced by firms. However, when Stelco sells steel
to the Ford Motor Company, it does not care, and usually does not know, whether the
steel is for final use (say, construction of a warehouse that will not be sold by Ford) or for
use as part of an automobile that will be sold again. Even in our earlier example of bread,
a bakery cannot be sure that its sales are for final use, for the bread may be further
processed  by a restaurant prior to its final sale to a customer. In general, it is extremely

difficult if not impossible to successfully distinguish final from intermediate goods. The
problem of double counting must therefore be resolved in some other manner.

To avoid double counting, economists use the concept of value added, which is the
amount of value that firms and workers add to their products over and above the costs
of intermediate goods. An individual firm s value added is

Value added * Revenue + Cost of intermediate goods

Consider an example of a steel mill. A steel mill s value added is the revenue it
earns from selling the steel it produces minus the cost of the ore that it buys from the

intermediate goods All

outputs that are used as

inputs by other producers

in a further stage of

production.

final goods Goods that are

not used as inputs by other

firms but are produced to

be sold for consumption,

investment, government, or

exports during the period

under consideration.

value added The value of

a firm s output minus the

value of the inputs that it

purchases from other

firms.

Practise with Study Guide

Chapter 20, Short-Answer

Question 4, Exercises 1 and 2.
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mining company, the cost of the electricity and fuel oil that it uses, and the costs of all
other inputs that it buys from other firms.

We have said that a firm s value added equals its revenue minus the cost of interme-
diate goods purchased from other firms. Payments made to factors of production, such
as the wages paid to workers or the profits paid to owners, are not purchases from
other firms and hence are not subtracted from the firm s revenue when computing
value added. But since the firm s revenue must be equal to the cost of intermediate
goods plus these payments to factors of production, it follows that value added is
exactly equal to the sum of these factor payments.1

Value added * Payments to factors of production

Value added is the correct measure of each firm s contribution to total output the
amount of market value that is produced by that firm.

The firm s value added is the net value of its output. It is this net value that is the
firm s contribution to the nation s total output, representing the firm s own efforts that
add to the value of what it takes in as inputs. The concept of value added is further
illustrated in Applying Economic Concepts 20-1. In this simple example, as in all more
complex cases, the value of the nation s total output is obtained by summing all the
individual values added.

Because the output of one firm often becomes the input
of other firms, the total value of goods sold by all firms
greatly exceeds the value of the output of final products.
This general principle is illustrated by a simple example in
which a mining company starts from scratch and produces
iron ore valued at $1000; this firm s value added is $1000.
The mining company then sells the iron ore to a different
firm that produces steel valued at $1500. The steel pro-
ducer s value added is $500 because the value of the goods

is increased by $500 as a result of the firm s activities.
Finally, the steel producer sells the steel to a metal fabrica-
tor who transforms the steel into folding chairs valued at
$1800; the metal fabricator s value added is $300.

We find the value of the final goods, $1800, either by
counting only the sales of the last firm or by taking the sum
of the values added by each firm. This value is much
smaller than the $4300 that we would obtain if we merely
added up the market value of the output sold by each firm.

APPLYING ECONOMIC CONCEPTS 20-1

Value Added Through Stages of Production

Transactions at Three Different Stages of Production

Mining Steel Metal 
Company Producer Fabricator All Firms

A. Purchases from other firms $      0 $1000 $1500 $2500 Total interfirm sales
B. Payments to factors of production 1000 500 300 1800 Total value added
A + B * value of product $1000 $1500 $1800 $4300 Total value of all sales

1 We are ignoring here the role of indirect taxes, such as provincial sales taxes or the Goods and Services Tax
(GST). Such taxes are included in the market value of a firm s output, but these taxes are remitted to the
government and do not represent a payment to factors of production.

The sum of all values added in an economy is a measure of the economys total output.
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20.2 National Income Accounting:
The Basics

The measures of national income and national product that are used in Canada derive
from an accounting system called the National Income and Expenditure Accounts
(NIEA), which are produced by Statistics Canada. These accounts are not simply col-
lections of economic data. They have a logical structure, based on the simple yet
important idea of the circular flow of income, which you first saw in Chapter 1 and
which is shown again in Figure 20-1. The figure shows the overall flows of national
income and expenditure and also how government, the financial system, and foreign
countries enter the flows. The key point from the circular flow is as follows:

The value of domestic output is equal to the value of the expenditure on that output
and is also equal to the total income claims generated by producing that output.

500 PART 7 : AN INTRODUCTION TO MACROECONOMICS

FIGURE 20-1 The Circular Flow of Expenditure and Income
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National income is equal to national product. Their flows are shown by the circular flow of income and expenditure. Con-
sider first only the red lines. In this case, the flow would be a simple circle from households to producers and back to house-
holds. Now add the blue and green lines. The blue lines represent injections to the circular flow (exports, investment, and
government purchases), while the green lines represent withdrawals from the circular flow (imports, saving, and taxes). Injec-
tions and withdrawals complicate the picture but do not change the basic relationship: Domestic production creates a claim
on the value of that production. When all the claims are correctly added up, they must equal the total value of production.

20_raga_ch20.qxd  1/28/10  10:35 PM  Page 500



CHAPTER 20 : THE MEASUREMENT OF  NATIONAL INCOME 501

gross domestic product

(GDP) The total value

of goods and services

produced in the economy

during a given period.

consumption expenditure

Household expenditure

on all goods and services.

Represented by the 

symbol C.

The circular flow of income suggests three different ways of measuring national
income. The first is simply to add up the value of all goods and services produced in the
economy. This requires the concept of value added, which we discussed in the previous
section. The remaining two approaches correspond to the two halves  of the circular
flow of income. One approach is to add up the total flow of expenditure on final
domestic output; the other is to add up the total flow of income generated by the flow
of domestic production. All three measures yield the same total, which is called gross
domestic product (GDP). When it is calculated by adding up the total value added in
the economy, it is called GDP by value added. When it is calculated by adding up total
expenditure for each of the main components of final output, the result is called GDP
on the expenditure side. When it is calculated by adding up all the income claims gen-
erated by the act of production, it is called GDP on the income side.

The conventions of double-entry bookkeeping require that all value produced
must be accounted for by a claim that someone has to that value. Thus, the two values
calculated from the income and the expenditure sides are identical conceptually and
differ in practical measurements only because of
errors of measurement. Any discrepancy arising from
such errors is then reconciled so that one common
total is given as the measure of GDP. Both calcula-
tions are of interest, however, because each gives a
different and useful breakdown. Also, having two
independent ways of measuring the same quantity
provides a useful check on statistical procedures and
on errors in measurement.

GDP from the Expenditure Side

GDP for a given year is calculated from the expendi-
ture side by adding up the expenditures needed to pur-
chase the final output produced in that year. Total
expenditure on final output is the sum of four broad
categories of expenditure: consumption, investment,
government purchases, and net exports. In the follow-
ing chapters, we will discuss in considerable detail the
causes and consequences of movements in each of
these four expenditure categories. Here we define
what they are and how they are measured. Through-
out, it is important to remember that these four cate-
gories of expenditure are exhaustive they are defined
in such a way that all expenditure on final output falls
into one of the four categories. Canadian GDP from
the expenditure side for 2008 is shown in Table 20-1.

1. Consumption Expenditure Consumption
expenditure includes expenditure on all goods and ser-
vices sold to their final users during the year. It includes
services, such as haircuts, dental care, and legal advice;
non-durable goods, such as fresh vegetables, clothing,
cut flowers, and fresh meat; and durable goods, such
as cars, TVs, and air conditioners. Actual measured
consumption expenditure is denoted by the symbol Ca.

TABLE 20-1 GDP from the Expenditure 

Side, 2008

Billions of Percent of 
Category Dollars GDP

Consumption
Durable goods 112.4
Semi-durable goods 70.5
Non-durable goods 216.5
Services 491.8

891.2 55.7

Investment
Plant and equipment 201.0
Residential structures 108.2
Inventories 8.7

317.9 19.9

Government Purchases
Current expenditure 313.7
Investment 53.3

367.0 22.9

Net Exports
Exports of goods and services 562.2
Imports of goods and services *536.8

25.4 1.6

Statistical Discrepancy *1.4 0.0

Total GDP 1600.1 100.0

GDP measured from the expenditure side of the national
accounts gives the size of the major components of
aggregate expenditure.

(Source: Statistics Canada, Gross Domestic Product,
Expenditure-based, 2008,  CANSIM database, table 380-
0017 and cat. no. 13-001-XIB, www40.statcan.gc.ca/l01/
cst01/econ04-eng.24p624p624p6htm.)

20_raga_ch20.qxd  1/28/10  10:35 PM  Page 501



2. Investment Expenditure Investment expenditure is expenditure on goods
not for present consumption, including inventories; capital goods, such as factories,
machines, and warehouses; and residential housing. Such goods are called investment
goods. Let s examine these three categories in a little more detail.

CHANGES IN INVENTORIES. Almost all firms hold stocks of their inputs and their
own outputs. These stocks are called inventories. Inventories of inputs and unfinished
materials allow firms to maintain a steady stream of production despite interruptions
in the deliveries of inputs bought from other firms. Inventories of outputs allow firms
to meet orders despite fluctuations in the rate of production.

The accumulation of inventories during any given year counts as positive investment
for that year because it represents goods produced but not used for current consumption.
These goods are included in the national income accounts at market value, which includes
the wages and other costs that the firm incurred in producing them as well as the profit
that the firm will make when they are sold in the future. The drawing down of inventories,
often called decumulation, counts as disinvestment (negative investment) because it repre-
sents a reduction in the stock of finished goods that are available to be sold.

NEW PLANT AND EQUIPMENT. All production uses capital goods, which are manu-
factured aids to production, such as tools, machines, and factory buildings. The econ-
omy s total quantity of capital goods is called the capital stock. Creating new capital
goods is an act of investment and is called business fixed investment, often shortened to
fixed investment.

NEW RESIDENTIAL HOUSING. A house or an apartment building is a durable asset
that yields its utility over a long period of time. Because such an asset meets the defini-
tion of investment that we gave earlier, housing construction the building of a new
house is counted as investment expenditure rather than as consumption expenditure.
However, when an individual purchases a house from a builder or from another indi-
vidual, an existing asset is simply transferred, and the transaction is not part of national
income. Only when a new house is built does it appear as residential investment in the
national accounts.

GROSS AND NET INVESTMENT. The total investment that occurs in the economy is
called gross investment. Gross investment is divided into two parts: replacement invest-
ment and net investment. Replacement investment is the amount of investment required
to replace that part of the capital stock lost through the process of depreciation. Net
investment is equal to gross investment minus depreciation.

Net investment * Gross investment + Depreciation

When net investment is positive, the economy s capital stock is growing. If net investment
is negative which rarely happens the economy s capital stock is shrinking.

All investment goods are part of the nation s total current output, and their produc-
tion creates income whether the goods produced are a part of net investment or are merely
replacement investment. Thus, all of gross investment is included in the calculation of
national income. Actual total investment expenditure is denoted by the symbol Ia.

3. Government Purchases When governments provide goods and services that
households want, such as street-cleaning and firefighting, they are adding to the sum
total of valuable output in the economy. With other government activities, the case
may not seem so clear. Should expenditures by the federal government to send soldiers
overseas, or to pay a civil servant to refile papers from a now-defunct department, be
regarded as contributions to national income?
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Practise with Study Guide

Chapter 20, Short-Answer

Question 1 and Exercise 6 

(part a).

investment expenditure

Expenditure on the

production of goods not

for present consumption.

Represented by the

symbol I.

inventories Stocks of raw

materials, goods in

process, and finished

goods held by firms to

mitigate the effect of

short-term fluctuations

in production or sales.

capital stock The

aggregate quantity of

capital goods.

fixed investment The

creation of new plant and

equipment.

depreciation The amount

by which the capital stock

is depleted through the

production process.

20_raga_ch20.qxd  1/28/10  10:35 PM  Page 502



CHAPTER 20 : THE MEASUREMENT OF  NATIONAL INCOME 503

National income statisticians do not speculate
about such matters. Instead they include all government
purchases of goods and services as part of national
income (some of which is government expenditure on
investment goods). Actual government purchases of
goods and services are denoted Ga.

COST VERSUS MARKET VALUE. Government out-
put is typically valued at cost rather than at market
value. In many cases, there is really no choice. What,
for example, is the market value of the law courts?
No one knows. But since we do know what it costs
the government to provide these services, we value
them at their cost of production.

Although valuing at cost is the only possible way
to measure many government activities, it does have
one curious consequence. If, because of an increase in
productivity, one civil servant now does what two
used to do, and the displaced worker shifts to the pri-
vate sector, the government s measured contribution to national income will fall (but
the private sector s contribution will rise). Conversely, if two workers now do what one
worker used to do, the government s contribution will rise. Both changes could occur
even though what the government actually produces has not changed. This is an
inevitable but curious consequence of measuring the value of the government s output
by the cost of producing it.

GOVERNMENT PURCHASES VERSUS GOVERNMENT EXPENDITURE. Only govern-
ment purchases of currently produced goods and services are included as part of GDP.
As a result, a great deal of government expenditure does not count as part of GDP. For
example, when the government makes payments to a retired person through the
Canada Pension Plan, there is no market transaction involved as the government is not
purchasing any currently produced goods or services from the retiree. The payment
itself does not add to total output. The same is true of payments for employment insur-
ance and welfare, and interest on the national debt (which transfers income from tax-
payers to holders of government bonds). These are examples of transfer payments,
which are government expenditures that are not made in return for currently produced
goods and services. They are not a part of expenditure on the nation s total output and
are therefore not included in GDP. (Of course, the recipients of transfer payments often
choose to spend their money on consumption goods. Such expenditure then counts in
the same way as any other consumption expenditure.)

4. Net Exports The fourth category of aggregate expenditure arises from foreign
trade. How do imports and exports influence national income? Imports are domestic
expenditure on foreign-produced goods and services, whereas exports are foreign expen-
diture on domestically produced goods and services.

IMPORTS. A country s national income is the total value of final goods produced in
that country. If you buy a car that was made in Japan, only a small part of that value
will represent expenditure on Canadian production. Some of it represents payment for
the services of the Canadian dealers and for transportation; the rest is expenditure on
Japanese products. If you take your next vacation in Italy, much of your expenditure
will be on goods and services produced in Italy and thus will contribute to Italian GDP
rather than to Canadian GDP.

Unsold merchandise becomes part of firms  inventories. In
national-income accounting, firms  expenditures on inventories
are considered one part of investment expenditure.

government purchases All

government expenditure on

currently produced goods

and services, exclusive

of government transfer

payments. Represented by

the symbol G.

transfer payment A

payment to an individual

or institution not made

in exchange for a good

or service.

imports The value of all

domestically produced

goods and services

purchased from

firms, households, or

governments in other

countries.

exports The value of all

goods and services sold to

firms, households, and

governments in other

countries.
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Similarly, when a Canadian firm makes an investment expenditure on a machine
that was made partly with imported raw materials, only part of the expenditure is on
Canadian production; the rest is expenditure on foreign production. The same is true
for government expenditure on such things as roads and dams; some of the expendi-
ture is for imported materials, and only part of it is for domestically produced goods
and services.

Consumption, investment, and government expenditures all have an import con-
tent. To arrive at total expenditure on Canadian products, we need to subtract from
total Canadian expenditure any expenditure on imports. The value of actual imports is
given the symbol IMa.

EXPORTS. If Canadian firms sell goods to German households, the goods are part of
German consumption expenditure but also constitute expenditure on Canadian out-
put. Indeed, all goods and services that are produced in Canada and sold to foreigners
must be counted as part of Canadian production and income; they are produced in
Canada, and they create incomes for the Canadian residents who produce them. They
are not purchased by Canadian residents, however, so they are not included as part of
Ca, Ia, or Ga. Therefore, to arrive at the total value of expenditure on Canadian output,
it is necessary to add in the value of Canadian exports of goods and services. The value
of actual exports is denoted Xa.

It is customary to group actual imports and actual exports together as net exports.
Net exports are defined as total exports minus total imports (Xa + IMa), which is also
denoted NXa. When the value of Canadian exports exceeds the value of Canadian
imports, net exports are positive. When the value of imports exceeds the value of exports,
net exports are negative.

Total Expenditures Gross domestic product measured from the expenditure side
is equal to the sum of the four major expenditure categories that we have just dis-
cussed. In terms of a simple equation, we have

GDP * Ca , Ia , Ga , (Xa + IMa)

These data are shown in Table 20-1 for Canada in 2008, including some data on
the expenditure in the various subcategories.

GDP from the Income Side

As we said earlier, the conventions of national income accounting ensure that the pro-
duction of a nation s output generates income exactly equal to the value of that pro-
duction. Labour must be employed, land must be rented, and capital must be used. The
calculation of GDP from the income side involves adding up factor incomes and other
claims on the value of output until all of that value is accounted for.

1. Factor Incomes National income accountants distinguish three main compo-
nents of factor incomes: wages and salaries, interest, and business profits.

WAGES AND SALARIES. Wages and salaries are the payment for the services of labour
and they include all pre-tax labour earnings: take-home pay, income taxes withheld,
employment-insurance contributions, pension-fund contributions, and other fringe
benefits. In total, wages and salaries represent the part of the value of production that
is paid to labour.
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net exports The value of

total exports minus the

value of total imports.

Represented by the 

symbol NX.

Practise with Study Guide

Chapter 20, Exercises 3 and 6

(part b).
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INTEREST. Interest includes interest that is earned on bank deposits, interest that is
earned on loans to firms, and miscellaneous other investment income (but excludes
interest income earned from loans to Canadian governments).2

BUSINESS PROFITS. Some profits are paid out as dividends to owners of firms; the rest
are held by firms and are called retained earnings. Both dividends and retained earnings
are included in the calculation of GDP. For accounting purposes, total profits include
corporate profits, incomes of unincorporated businesses (mainly small businesses, farm-
ers, partnerships, and professionals), and profits of government business enterprises and
Crown corporations (such as Canada Post and Export Development Canada).

Profits and interest together represent the payment for the use of capital interest
for borrowed capital and profits for capital contributed by the owners of firms.

NET DOMESTIC INCOME. The sum of wages and salaries, interest, and profits is called
net domestic income at factor cost. It is net  because it excludes the value of output
that is used as replacement investment. It is domestic income  because it is the income
accruing to domestic factors of production. It is at factor cost  because it represents
only that part of the value of final output that accrues to factors in the form of pay-
ments due to them for their services. As we will see next, some part of the value of final
output does not accrue to the factors at all.

2. Non-factor Payments Every time a consumer spends $10 on some item, less
than $10 is generated as income for factors of production. This shortfall is due to the
presence of indirect taxes and depreciation.

INDIRECT TAXES AND SUBSIDIES. An important claim on the market value of out-
put arises out of indirect taxes, which are taxes on the production and sale of goods
and services. In Canada, the most important indirect taxes are provincial sales taxes,
excise taxes on specific products, and the federal Goods and Services Tax (GST).

For example, if a good s market price of $10.00 includes 60 cents in provincial
sales taxes and 50 cents in federal GST, only $8.90 is available as income to factors of
production. Governments are claiming $1.10 of the $10.00 initial value of the good.
Adding up income claims to determine GDP therefore necessitates including the portion
of the total market value of output that is the governments  claims exercised through
their taxes on goods and services.

Sometimes the government gives subsidies to firms, which act like negative taxes.
When these occur, it is necessary to subtract their value, since they allow factor
incomes to exceed the market value of output. Suppose a municipal bus company
spends $150 000 producing bus rides and covers its costs by selling $140 000 in fares
and obtaining a $10 000 subsidy from the local government. The total income that the
company will generate from its production is $150 000, but the total market value of
its output is only $140 000, with the difference made up by the subsidy. To get from
total income to the market value of its total output, we must subtract the amount of
the subsidy.

DEPRECIATION. Another claim on the value of final output is depreciation. Deprecia-
tion is the value of capital that has been used up in the process of producing final out-
put. It is part of gross profits, but because it is needed to compensate for capital used

2 The treatment of interest in the national accounts is a little odd. Interest paid by the government is consid-
ered a transfer payment, whereas interest paid by private households or firms is treated as expenditure (and
its receipt is counted as a factor payment). This is only one example of arbitrary decisions in national income
accounting. Others are discussed in Extensions in Theory 20-1 on page 507.
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up in the process of production, it is not part of net
profits. Hence, depreciation is not income earned by
any factor of production.

3. Total National Income

From the income side, GDP is the sum of factor
incomes plus indirect taxes (net of subsidies) plus
depreciation.

The various components of the income side of
the GDP in the Canadian economy in 2008 are
shown in Table 20-2. Note that one of the terms in
the table is called statistical discrepancy. This is a

fudge factor  to make sure that the independent
measures of income and expenditure come to the
same total. Statistical discrepancy is a clear indication
that national income accounting is not error-free.
Although national income and national expenditure
are conceptually identical, in practice both are measured
with slight error.

We have now seen the two methods for comput-
ing a country s national income. Both are correct and
give us the same measure of GDP, but each gives us
some different additional information. For some ques-
tions, such as what the likely future path of the
nation s capital stock will be, it is useful to know the
relative importance of consumption and investment.
In this case, the expenditure approach for computing

GDP provides some of the necessary information (Table 20-1 on page 501). For other
questions, such as what is happening to the distribution of income between labour and
capital, we need information about the composition of factor incomes. In this case, a
useful starting point would be to examine GDP on the income side (Table 20-2).

Measuring national income is not problem-free. As in any accounting exercise,
many arbitrary rules are used. Some of them seem odd, but the important thing is
to use these rules consistently over time. Comparisons of GDP over time will then
reflect genuine changes in economic activity, which is what we desire for the measure.
Extensions in Theory 20-1 discusses the issue of arbitrariness in national income
accounting.
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TABLE 20-2 GDP from the Income Side, 2008

Billions of Percent of 
Category Dollars GDP

Factor Incomes
Wages, salaries, and 

supplementary income $ 823.1 51.4
Interest and miscellaneous

investment income 81.5 5.1
Business profits (including 

net income of farmers 
and unincorporated 
businesses) 327.6 20.5

Net domestic income 
at factor cost 1232.2 77.0

Non-factor Payments
Depreciation 201.5 12.6
Indirect taxes less subsidies 165.0 10.3

Statistical discrepancy 1.4 0.0

Total $1600.1 100.0

GDP measured from the income side of the national
accounts gives the sizes of the major components of the
income generated by producing the nation s output.

(Source: Statistics Canada, Gross Domestic Product,
Income-based, 2008,  CANSIM database, table 380-0001
and cat. no. 13-001-X, www40.statcan.gc.ca/l01/cst01/
econ03-eng.htm.)

w w w. m y e c o n l a b . c o m

Canada and six other countries together form what is called the G7  group of
advanced industrialized nations. For a comparison of GDP growth in the G7
countries over the past decade, look for Growth in Canada and Other G7
Countries in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS
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National income accounting practices contain many arbi-
trary decisions. For example, goods that are finished and
held in inventories are valued at market value, thereby
anticipating their sale, even though the actual selling
price may not be known. In the case of a Ford in a
dealer s showroom, this practice may be justified because
the value of this Ford is perhaps virtually the same as that
of an identical Ford that has just been sold to a customer.
However, what is the correct market value of a half-
finished house or an unfinished novel? Accountants arbi-
trarily treat goods in process at cost (rather than at
market value) if the goods are being made by firms. They
ignore completely the value of the unfinished novel. The
arbitrary nature of these decisions is inevitable: Because
people must arrive at some practical compromise between
consistent definitions and measurable magnitudes, any
decision will be somewhat arbitrary.

Such arbitrary decisions surely affect the size of
measured GDP. But does it matter? The surprising answer,

for many purposes, is no. It is wrong to think that just
because a statistical measure is imperfect (as all statisti-
cal measures are), it is useless. Simple measures often
give estimates that are quite accurate, and substantial
improvements in sophistication may make only trivial
improvements in these estimates.

In 2008, for example, Canadian GDP was mea-
sured as $1600.1 billion. It is certain that the market
value of all production in Canada in that year was nei-
ther $500 billion nor $2500 billion, but it might well
have been $1500 billion or $1700 billion had different
measures been defined with different arbitrary decisions
built in. Similarly, Canadian per capita GDP is about
three times the Mexican per capita GDP and is about
20 percent less than U.S. per capita GDP. Other mea-
sures might differ, but it is unlikely that any measure
would reveal the Mexican per capita GDP to be higher
than Canada s, or Canada s to be significantly above
that of the United States.

EXTENSIONS IN THEORY 20-1

Arbitrary Decisions in National Income Accounting

20.3 National Income
Accounting: Some 
Further Issues

Now that we have examined the basics of national income accounting, we
are ready to explore some more detailed issues. We discuss the distinction
between GDP and the related concept of gross national product (GNP), the
difference between real and nominal GDP, the major omissions from mea-
sured GDP, and the connection between GDP and living standards.

GDP and GNP

A measure of national output closely related to GDP is gross national
product (GNP). The difference between GDP and GNP is the difference
between income produced and income received. GDP measures the value
of total output produced in Canada and the total income generated as a result of that
production. GNP measures the total amount of income received by Canadian residents,
no matter where that income was generated. How can GDP differ from GNP? Let s
consider two examples.

For the first example, consider a Toyota factory located in Cambridge, Ontario.
Suppose in 2010 that the value added generated by that factory is $100 million. Canadian

gross national product

(GNP) The value of total

incomes earned by

domestic residents.

Toyota cars produced in Canada
contribute to Canada s GDP. But the
portion of profits that returns to 
foreign shareholders is not part of
Canada s GNP.

20_raga_ch20.qxd  1/28/10  10:35 PM  Page 507



GDP is therefore higher by $100 million as a result of that production. But suppose
$5 million of the profits (part of the value added) generated at that factory is remit-
ted to foreign owners. Since only $95 million of the value added generates income for
Canadian residents, Canadian GNP is higher by only $95 million.

The second example involves any Canadian-owned business located outside of
Canada. The value added produced by that business contributes to the GDP in a for-
eign country but not in Canada. But if there are profits remitted to the Canadian
owners, those profits will be part of the income of Canadian residents and thus part
of Canadian GNP.

GDP measures the value of all production located in Canada, no matter who
receives the income from that production. GNP measures the income received by
Canadian residents, no matter where the production occurred to generate that
income.

The relative sizes of GDP and GNP depend on the balance between income
earned by Canadian residents from Canadian investments located abroad, and
income paid to foreign residents from foreign-owned investments located in
Canada. For most of Canada s history, Canada has been a net debtor country. Thus,
the value of foreign-located assets owned by Canadian residents has been less than
the value of Canadian-located assets owned by foreigners. As a result, the foreign-
generated income received by Canadian residents is less than the Canadian-generated
income going to foreigners. This makes Canadian GNP less than Canadian GDP.
But the difference is small. In most years, GNP is only 3 or 4 percent lower than
GDP.

Which Measure Is Better? Given the difference between GDP and GNP, we are
naturally led to ask if one measure is better than the other. The answer depends on
what we want to measure.

GDP is superior to GNP as a measure of domestic economic activity. GNP is supe-
rior to GDP as a measure of the income of domestic residents.

If you want to know how easy it will be to find a job or whether factories are
working double shifts or whether new buildings are going up, look to changes in the
GDP. By its definition, it is the GDP that tells us how much is being produced within a
nation s borders. To know how much income is available to the residents of a country,
however, one should look at the GNP, which counts income earned abroad and sub-
tracts income generated at home that accrues to residents of other nations. Thus, the
GNP is a better measure of the income of a country s residents.

Disposable Personal Income Both GDP and GNP are important measures of
overall economic activity and of national income. Most important to individual house-
holds, however, is disposable personal income, the part of national income that is avail-
able to households to spend or to save. The easiest way to calculate disposable personal
income is to subtract from GNP the parts of the GNP that are not available to house-
holds. Hence, we must subtract all taxes (both income and sales taxes), depreciation,
retained earnings, and interest paid to institutions. We then need to add in the transfer
payments made to households. In recent years, disposable income has represented
about 60 percent of GDP.
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disposable personal

income The part of

national income that

accrues to households

and is available to spend

or save.
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Real and Nominal GDP

In Chapter 19, we distinguished between real and
nominal measures of aggregate output. When we add
up dollar values of outputs, expenditures, or incomes,
we end up with what are called nominal values.
Nominal GDP increased by 135.3 percent between
1990 and 2008. If we want to compare real GDP in
2008 to that in 1990, we need to determine how
much of that nominal increase was due to increases in
prices and how much was due to increases in quanti-
ties produced. Although there are many possible ways
of doing this, the underlying principle is always the
same: The value of output in each period is computed
by using a common set of base-period prices. When
this is done, economists say that real output is mea-
sured in constant dollars.

Total GDP valued at current prices is called nom-

inal GDP. GDP valued at base-period prices is
called real GDP.

Any change in nominal GDP reflects the com-
bined effects of changes in quantities and changes in
prices. However, when real income is measured over
different periods by using a common set of base-
period prices, changes in real income reflect only
changes in quantities. Table 20-3 shows real and nom-
inal GDP for selected years in Canada since 1985.

The GDP Deflator If nominal and real GDP change by different amounts over a
given time period, then prices must have changed over that period. For example, if
nominal GDP has increased by 6 percent and real GDP has increased by only 4 percent
over the same period, we know that average prices must have increased by 2 percent.
Comparing what has happened to nominal and real GDP over the same period implies
the existence of a price index measuring the change in prices over that period

implies  because no explicit price index is used in calculating either real or nominal
GDP. However, an index can be inferred by comparing these two values. The GDP
deflator is defined as follows:

The GDP deflator is the most comprehensive available index of the price level
because it includes all the goods and services that are produced by the entire econ-
omy. It uses the current year s basket of production to compare the current year s
prices with those prevailing in the base period. (Because it uses the current basket of
goods and services, it does not run into the CPI s problem of sometimes being based
on an out-of-date basket.) The GDP deflator was 21.1 percent higher in 2008 than in
the base year 2002 (see Table 20-3). Thus, for those goods and services produced in

=
Nominal GDP

Real GDP
* 100GDP deflator =

GDP at current prices

GDP at base-period prices
* 100

Practise with Study Guide

Chapter 20, Exercise 4 and

Extension Exercise E1.

GDP deflator An index

number derived by dividing

nominal GDP by real GDP.

Its change measures the

average change in price of

all the items in the GDP.

TABLE 20-3 Nominal and Real GDP in Canada:

Selected Years (billions of dollars)

Nominal GDP Real GDP GDP 
Year (current prices) (2002 prices) Deflator

1985 485.7 716.1 67.8
1990 679.9 825.3 82.4
1995 810.4 898.8 90.2
2000 1076.6 1100.5 97.8

2002 1152.9 1152.9 100.0

2005 1373.8 1247.8 110.1
2008 1600.1 1321.4 121.1

Nominal GDP tells us about the money value of output;
real GDP tells us about the quantity of physical output.
Nominal GDP gives the total value of output in any year,
valued at the prices of that year. Real GDP gives the total
value of output in any year, valued at prices from some
base year, in this case 2002. The comparison of real and
nominal GDP implicitly defines a price index, changes in
which reveal changes in the (average) prices of goods
produced domestically. Note that in 2002, nominal GDP
equals real GDP (measured in 2002 prices), and thus the
GDP deflator equals 100.

(Source: Statistics Canada, CANSIM database. Real GDP:
Series V1992067. Nominal GDP: Series V1997757.)
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2008, their average price increased by 21.1 percent over the previous six years.
Applying Economic Concepts 20-2 illustrates the calculation of real and nominal
GDP and the GDP deflator for a simple hypothetical economy that produces only
wheat and steel.

As we have said, a change in nominal GDP can be split into a change caused by
prices and a change caused by quantities. For example, from the data in Table 20-3 we
see that in 2008, Canadian nominal GDP was 135.3 percent higher than in 1990. This
increase was due to a 47.0-percent increase in prices and a 60.1-percent increase in
real GDP.3

GDP Deflator Versus the CPI An important point about the GDP deflator is
that it does not necessarily change in line with changes in the CPI. The two price indices
are measuring different things. Movements in the CPI measure the change in the average
price of consumer goods whereas movements in the GDP deflator reflect the change in
the average price of goods produced in Canada. So changes in the world price of coffee,
for example, would have a larger effect on the CPI than on the GDP deflator, since
Canadians drink a lot of coffee but no coffee is produced here. Conversely, a change in
the world price of wheat is likely to have a bigger effect on the GDP deflator than on the
CPI since most of Canada s considerable production of wheat is exported to other coun-
tries, thus leaving a relatively small fraction to appear in the Canadian basket of con-
sumer products.

Changes in the GDP deflator and Consumer Price Index (CPI) similarly reflect over-
all inflationary trends. But changes in relative prices may lead the two price indices
to move in different ways.

Omissions from GDP

National income as measured in the National Income and Expenditure
Accounts provides an excellent measure of the flow of economic activity in
organized markets in a given year. But much economic activity takes place
outside the markets that the national income accountants survey. Although
these activities are not typically included in the measure of GDP, they never-
theless use real resources and satisfy real wants and needs.

Illegal Activities GDP does not measure illegal activities, even though
many of them are ordinary business activities that produce goods and ser-
vices sold in markets and that generate factor incomes. Many forms of illegal
gambling, prostitution, and drug trade come into this category. To gain an
accurate measure of the total demand for factors of production, of total mar-
ketable output, or of total incomes generated, we should include these activ-
ities, whether or not they are legal. The omission of illegal activities is no
trivial matter: The drug trade alone is a multibillion-dollar business.
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3 For large percentage changes in price and quantity, the nominal percentage change is not exactly equal to the

sum of the price and the quantity changes; generally, the relationship is multiplicative. In this case, prices and

quantities are respectively 1.470 and 1.601 times their original values. Thus, nominal GDP is (1.470) +

(1.601) * 2.353 times its original value, which is an increase of 135.3 percent. For small percentage changes,

the sum is a very good approximation of the multiplicative change. For example, if prices grow by 2 percent

and quantities by 3 percent, the nominal change is (1.02) + (1.03) * 1.0506, which is very close to 1.05.

Prostitution and other illegal activities
involve genuine market transactions,
but they are not included in official
measures of national income.
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To see what is involved in calculating nominal GDP, real
GDP, and the GDP deflator, an example may be helpful.
Consider a simple hypothetical economy that produces
only two commodities, wheat and steel.

Table 1 gives the basic data for output and prices in
the economy for two years.

TABLE 1 Data for a Hypothetical Economy

Quantity Produced Prices

Wheat Steel Wheat Steel
(bushels) (tonnes) ($/bushel) ($/tonne)

Year 1 100 20 10 50
Year 2 110 16 12 55

Table 2 shows nominal GDP, calculated by adding the
dollar values of wheat output and of steel output for each
year. In year 1, the values of both wheat and steel produc-
tion were $1000, so nominal GDP was $2000. In year 2,
wheat output rose to $1320, and steel output fell to $880.
Since the rise in the value of wheat was greater than the fall
in the value of steel, nominal GDP rose by $200.

TABLE 2 Calculation of Nominal GDP

Year 1: (100 , $10) + (20 , $50) * $2000
Year 2: (110 , $12) + (16 , $55) * $2200

Table 3 shows real GDP, calculated by valuing out-
put in each year at year-2 prices; that is, year 2 is used as
the base year. In year 2, wheat output rose, but steel
output fell. If we use year-2 prices, the fall in the value
of steel output between years 1 and 2 exceeded the rise
in the value of wheat output, and so real GDP fell.

TABLE 3 Calculation of Real GDP Using Year-2

Prices

Year 1: (100 , $12) + (20 , $55) * $2300
Year 2: (110 , $12) + (16 , $55) * $2200

In table 4, the ratio of nominal to real GDP is cal-
culated for each year and multiplied by 100. This ratio
implicitly measures the change in prices over the period
in question and is called the GDP deflator. The deflator
shows that average prices increased by 15 percent
between year 1 and year 2.

TABLE 4 Calculation of the GDP Deflator

Year 1: (2000/2300) , 100 * 86.96
Year 2: (2200/2200) , 100 * 100.00

Throughout this box we have used year 2 as the
base year. But we could just as easily have used year 1.
The changes we would have computed in real GDP
and the deflator would have been very similar
but not identical to the ones we did compute using
year 2 as the base year. The choice of base year
matters because of different relative prices in the dif-
ferent years (note that the price of steel relative to the
price of wheat is lower in year 2 than in year 1). Put
simply, with different relative prices in different years,
the various output changes are weighted differently
depending on which prices we use, and thus the
aggregate measure of real GDP changes by different
amounts. (If you want to understand this point
in more detail, try doing Study Exercise #8 on
page 516.)

How do we choose the right  base year? As with
many other elements of national income accounting,
there is some arbitrariness in the choice. There is no
right  year. The important thing is not which year to

use the important thing is to be clear about which year
you are using and then, for a given set of comparisons,
to be sure that you are consistent in your choice. In
recent years, Statistics Canada has avoided this problem
by using chain weighting,  a technique that essentially
uses an average over several measures, each one corre-
sponding to a different base year.

APPLYING ECONOMIC CONCEPTS 20-2

Calculating Nominal and Real GDP

Note that some illegal activities do get included in national income measures,
although they are generally misclassified by industry. The income is included because
people sometimes report their illegally earned income as part of their earnings from
legal activities. They do this to avoid the fate of Al Capone, the famous Chicago gang-
ster in the 1920s and 1930s, who, having avoided conviction on many more serious
charges, was finally caught and imprisoned for income-tax evasion.
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The Underground Economy A significant omission from GDP is the so-called
underground economy. The transactions that occur in the underground economy are
perfectly legal in themselves; the only illegality involved is that such transactions are
not reported for tax purposes. One example of this is the carpenter who repairs a leak
in your roof and takes payment in cash (and does not report it as income) to avoid tax-
ation. Because such transactions go unreported, they are omitted from GDP.

The growth of the underground economy is facilitated by the rising importance of
services in the nation s total output. It is much easier for a carpenter to pass unnoticed
by government authorities than it is for a manufacturing establishment. Estimates of
the value of income earned in the underground economy run from 2 percent to 15 per-
cent of GDP. In some countries, the figures are even higher. The Italian underground
economy, for example, has been estimated at close to 25 percent of that country s
GDP.

Home Production  and Other Non-market Activities If a homeowner
hires a firm to do some landscaping, the value of the landscaping enters into GDP
(as long as the landscaper records the transaction and thus declares the income); if
the homeowner does the landscaping herself, the value of the landscaping is omitted
from GDP because there is no recorded market transaction. Such production of
goods and services in the home is called home production and includes all of the

ordinary  work that is required to keep a household functioning. Other non-
market activities include voluntary work, such as canvassing for a political party
or coaching a local hockey team. Both home production and volunteer activities
clearly add to economic well-being, and both use economic resources. Yet neither
is included in official measures of national income since they are non-market
activities.

Another extremely important non-market activity is leisure. If a lawyer voluntarily
chooses to reduce her time at work from 2400 hours to 2200 hours per year, measured
national income will fall by the lawyer s wage rate times 200 hours. Yet the value to the
lawyer of the 200 hours of new leisure enjoyed outside of the marketplace must exceed

the lost wages (otherwise she would not have chosen
to reduce her work effort by 200 hours), so total eco-
nomic well-being has increased even though mea-
sured GDP has fallen. Over the years, one of the most
important ways in which economic growth has bene-
fited people is by permitting increased amounts of
leisure. Because the leisure time is not marketed, its
value does not show up in measures of national
income.

Economic Bads When a coal-burning electric
power plant sends sulphur dioxide into the atmos-
phere, leading to acid rain and environmental damage,
the value of the electricity sold is included as part of
GDP, but the value of the damage done by the acid
rain is not deducted. Similarly, the gasoline that we use
in our cars is part of national income when it is pro-
duced, but the environmental damage done by burn-
ing that gasoline is not deducted. To the extent that
economic growth brings with it increases in pollution,
congestion, and other disamenities of modern living,
measurements of national income will overstate the

The extraction, refining, and transportation of oil are all
included as goods and services in measures of GDP. But the
environmental damage inflicted by an oil spill an economic
bad is not included in any measure of GDP.
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improvement in living standards. Such measures capture the increased output of goods
and services, but they fail to account for the increased output of bads  that generally
accompany economic growth.

Do the Omissions Matter? GDP does a good job of measuring the flow of
goods and services through the market sector of the economy. Usually, an increase in
GDP implies greater opportunities for employment for households that sell their
labour services in the market.

Unless the importance of unmeasured market activity changes rapidly, changes in
GDP will probably do a satisfactory job of measuring changes in economic oppor-
tunities.

However, when the task at hand is measurement of the overall flow of goods and
services available to satisfy people s wants, regardless of the source of the goods and ser-
vices, then the omissions that we have discussed become undesirable and potentially
serious. Still, in the relatively short term, changes in GDP will usually be a good measure
of the direction, if not the exact magnitude, of changes in material living standards.

GDP and Living Standards

We have said that GDP does a good job of measuring the flow of economic activity
during a given time period. But we have also said that many things are omitted from
this measure, some of which represent beneficial economic activity and some of which
represent economic bads.  These observations lead to the obvious question: To what
extent does GDP provide even a rough measure of our living standards?

The answer depends on what we mean by living standards.  For many people,
this term refers to our purchasing power or real income. When GDP rises, do we expe-
rience a rise in our average real incomes? The answer is not necessarily. As we will see
in detail in Chapters 25 and 26, real GDP can rise for two general reasons. First, there
may be an increase in the amounts of land, labour, and capital used as inputs to pro-
duction. Second, these inputs may become more productive in the sense that there is an
increase in the amount of output per unit of input. The average level of real income in
the economy is best measured by real GDP per person but this does not necessarily rise
whenever real GDP rises. If real GDP rises because more people become employed, real
GDP per person may not rise. However, if real GDP rises because the existing labour
force becomes more productive, then average real incomes will also rise. This explains
why most economists believe that productivity growth is such an important determi-
nant of living standards.

To many people, however, the term living standards  is much broader than sim-
ply real per capita income it includes such important but intangible things as reli-
gious and political freedom, the quality of local community life, environmental
sustainability, the distribution of income, and our ability to prevent and treat illness
and disease. And since measures of real GDP omit many of these intangible things that
contribute positively to our overall well-being, it is not even clear that changes in real
per capita GDP accurately reflect changes in this broader concept of living standards.
For example, greater productivity may lead to an increase in real per capita income
and thus to a rise in our average material living standards, but if this change also leads
to greater environmental damage or greater inequality in the distribution of income,
some people may argue that while our material living standards have increased, our
overall well-being has declined.
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Changes in real per capita income are a good measure of average material living
standards. But material living standards are only part of what most people con-
sider their overall well-being.
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w w w . m y e c o n l a b . c o m

Some recent economic research attempts to uncover the determinants of
individual well-being, or happiness.  One of the interesting findings is that
income appears to be less important than several other aspects of life. See What

Makes People Happy? in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

Summary

Each firm s contribution to total output is equal to its
value added, which is the value of the firm s output
minus the values of all intermediate goods and services
that is, the outputs of other firms that it uses. The sum

of all the values added produced in an economy is the
economy s total output, which is called gross domestic
product (GDP).

20.1 National Output and Value Added L1

From the circular flow of income, there are three ways
to compute national income. One is to add up each
firm s value added. The second is to add up total expen-
diture on domestic output. The third is to add up the
total income generated by domestic production. By
standard accounting conventions, these three aggrega-
tions define the same total.
From the expenditure side of the national accounts,

GDP * Ca , Ia , Ga , (Xa + IMa)

Ca comprises consumption expenditures of households.
Ia is investment in plant and equipment, residential con-
struction, and inventory accumulation. Ga is government
purchases of goods and services. (Xa + IMa) represents
net exports of goods and services.
GDP measured from the income side adds up all claims
to the market value of production. Wages, interest, prof-
its, depreciation, and indirect taxes net of subsidies are
the major categories.

20.2 National Income Accounting: The Basics L2

GDP measures the value of all production located in
Canada, no matter who receives the income from that
production. GNP measures the income received by
Canadian residents, no matter where the production
occurred to generate that income. Because Canada is a net
debtor, its GNP is usually 3 to 4 percent less than its GDP.
Real measures of national income reflect changes in real
quantities. Nominal measures of national income reflect

changes in both prices and quantities. Any change in
nominal income can be split into a change in quantities
and a change in prices.
The comparison of nominal and real GDP yields
the implicit GDP price deflator, an index of the aver-
age price of all goods and services produced in the
economy.

20.3 National Income Accounting: Some Further Issues L345
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GDP and related measures of national income must be
interpreted with their limitations in mind. GDP
excludes production resulting from activities that are
illegal, that take place in the underground economy, or
that do not pass through markets.
Notwithstanding its limitations, GDP remains a useful
measure of the total economic activity that passes
through the nation s markets. Recorded changes in GDP

will generally do an accurate job of measuring changes
in economic activity.
Real per capita GDP is a good measure of average mate-
rial living standards. But because GDP omits many
intangible things that contribute positively to our qual-
ity of life, GDP-based measures miss important parts of
our overall well-being.

Study Exercises

1. Fill in the blanks to make the following statements
complete.

a. If, when measuring Canada s national output, we
add the market values of all firms  outputs in
Canada, then we are committing the error of
________________. Such an amount would greatly
___________ the economy s actual output.

b. Statisticians use the concept of ___________ to
avoid double counting in measuring national
income. Each firm s ___________ is the value of its
output minus the costs of ___________ that it pur-
chases from other firms.

c. If we measure GDP from the expenditure side,
we are adding four broad categories of expendi-
ture: ____________, ____________, ____________,
and ___________. As an equation it is written as
GDP * ___________.

d. If we measure GDP from the income side, we are
adding three main components of factor incomes:
___________, ___________ and ___________. To
these items we must add non-factor payments of
___________ and ___________.

2. Fill in the blanks to make the following statements
correct.

a. Comparing GDP and GNP, if we want the best
measure of Canada s domestic economic activity,
we should look at ___________; if we want the best
measure of the income of Canada s residents, then
we should look at ___________.

b. If nominal GDP increases by 35 percent over a
10-year period, then it is unclear how much of this
increase is due to increases in ___________ and
how much is due to increases in ___________. To
overcome this problem, we look at GDP valued at
___________ prices and we refer to this measure as
___________ national income.

c. GDP divided by total population gives us a mea-
sure of ___________.

d. GDP divided by the number of employed persons
in Canada gives us a measure of labour
___________.

3. In measuring GDP from the expenditure side (GDP *
Ca + Ia + Ga + NXa), which of the following expen-
ditures are included and within which of the four
categories?

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com

Key Concepts
Intermediate and final goods
Value added
GDP as the sum of all values added
GDP from the expenditure side

GDP from the income side
GNP versus GDP
Disposable personal income
GDP deflator

Omissions from GDP
Per capita GDP and productivity
Living standards and GDP
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a. expenditures on automobiles by consumers
b. expenditures on automobiles by firms
c. expenditures on new machinery by Canadian-

owned forest companies in Canada
d. expenditures on new machinery by Canadian-

owned forest companies in the United States
e. expenditures on new machinery by U.S.-owned for-

est companies in Canada
f. reductions in business inventories
g. purchases of second-hand cars and trucks
h. the hiring of economic consultants by the

Manitoba government
i. the purchase of Canadian-produced software by a

firm in Japan

4. The list below provides some national income figures
for the country of Econoland. All figures are in mil-
lions of dollars.

Wages and salaries 5000
Interest income 200
Personal consumption 3900
Personal saving 1100
Personal income taxes 200
Business profits 465
Indirect taxes 175
Subsidies 30
Government purchases 1000
Exports 350
Imports 390
Net private investment 950
Depreciation 150

a. Using the expenditure approach, what is the value
of GDP for Econoland?

b. Using the income approach, what is the value of
GDP?

c. What is the value of net domestic income at factor
cost?

5. The table below shows data for real and nominal GDP
for a hypothetical economy over several years.

Nominal GDP Real GDP GDP 
Year (billions of $) (billions of 2008 $) Deflator

2006 775.3 798.4
2007 814.1 838.6
2008 862.9 862.9
2009 901.5 882.5
2010 951.3 920.6
2011 998.8 950.5

a. Compute the GDP deflator for each year.
b. Compute the total percentage change in nominal

GDP from 2006 to 2011. How much of this change

was due to increases in prices and how much was
due to changes in quantities?

6. Would inflation, as measured by the rate of change in
the GDP deflator, ever be different from inflation as
measured by the rate of change in the Consumer Price
Index? Would it ever be the same? Explain.

7. For each of the following events, describe the likely
effect on real GDP.

a. The Quebec ice storm of 1998 increases the
demand for building materials to repair damage
to homes.

b. The Quebec ice storm of 1998 damages many
factories.

c. In a near-perfect growing season in 2006,
Manitoba s wheat crop increases by 20 percent
above normal levels.

d. A 30-percent fall in the world price of oil in 2008
causes Alberta-based oil producers to reduce
their oil production (measured in barrels) by
5 percent.

e. Several new sports facilities are built in Vancouver
in anticipation of the 2010 Winter Olympics.

f. The building of a larger arena in Toronto increases
the demand for Maple Leafs tickets by Torontonians.

g. The building of a larger arena in Toronto increases
the demand for Maple Leafs tickets by residents of
Buffalo, New York.

8. Consider the following data for a hypothetical econ-
omy that produces two goods, milk and honey.

Quantity Produced Prices

Milk Honey Milk Honey
(litres) (kg) ($/litre) ($/kg)

Year 1 100 40 2 6
Year 2 120 25 3 6

a. Compute nominal GDP for each year in this
economy.

b. Using year 1 as the base year, compute real GDP
for each year. What is the percentage change in real
GDP from year 1 to year 2?

c. Using year 1 as the base year, compute the price
deflator for each year. What is the percentage
change in real GDP from year 1 to year 2?

d. Now compute the GDP deflator for each year,
using year 1 as the base year.

e. Now compute the GDP deflator for each year,
using year 2 as the base year.

f. Explain why the measures of real GDP growth (and
growth in the deflator) depend on the choice of
base year.
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Discussion Questions
1. Residents of some Canadian cities have recently

become concerned about the growing proportion of
their local real estate that is being bought up by for-
eign residents. What is the effect of this transfer of
ownership on Canadian GDP and GNP?

2. What would be the effects of the following events on
the measured value of Canada s real GDP? Speculate
on the effects of each event on the true well-being of
Canadians.

a. destruction of thousands of homes by flood water
b. destruction of hundreds of businesses by an ice

storm
c. complete cessation of all imports from Europe
d. an increase in the amount of acid rain that falls
e. an increase in the amount of spending on devices

that reduce pollution at a major hydroelectricity
plant

f. reduction in the standard workweek from 37 hours
to 30 hours

g. hiring of all welfare recipients as government
employees

h. outbreak of hostilities in the Middle East in which
Canadian troops became involved

3. In 2008, the United Nations ranked Canada fourth on
the Human Development Index a ranking of the
quality of life  in many countries. Yet in that year

Canada ranked only tenth in terms of real per capita
GDP. Explain how the two rankings can be different.

4. One way of estimating the size of the underground
economy is to see the amount of cash Canadians are
carrying relative to the total value of GDP. Why would
a rapid rise in the ratio of cash held by the public to
GDP indicate a rise in the underground economy?

5. A company s wages and salaries are part of its value
added. Suppose, however, that the cleaning and
machinery maintenance that its own employees used
to do are now contracted out to specialist firms who
come in to do the same work more cheaply. What hap-
pens to the company s value added when a company
follows this recent trend of contracting out ? What
happens to value added in the economy as a whole?
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21 The Simplest
Short-Run Macro
Model

L LEARNING OBJECTIVES

In this chapter you will learn

1 the difference between desired expenditure

and actual expenditure.

2 the determinants of desired consumption

and desired investment expenditures.

3 the meaning of equilibrium national

income.

4 how a change in desired expenditure affects

equilibrium income through the simple

multiplier.

In Chapters 19 and 20, we encountered a number of

important macroeconomic variables. We considered

how they are measured and how they have behaved

over the past several decades. We now turn to a more

detailed study of what causes these variables to

behave as they do. In particular, we study the forces

that determine real national income and the price

level over short periods of time, say, up to a few

years. In particular, in this chapter and the next two,

we examine how the level of real GDP is determined

and how it fluctuates around the level of potential

GDP. For simplicity, we assume that potential GDP is

constant; in later chapters we explore the long-run

forces that explain the growth of potential GDP.

Real GDP and the price level are determined

simultaneously. It is, however, easier to study them

one at a time. So, in this chapter and the next, we

simplify matters by seeing how real national income

is determined under the assumption that the price

level is constant. The simplified analysis is an

important first step toward understanding how prices

and GDP are determined together, which is the sub-

ject of Chapter 23.

Our ability to explain the behaviour of real GDP

depends on our understanding of what determines

the amount that households and firms desire to

spend. So, we begin with an examination of their

expenditure decisions.

PART 8 The Economy in the Short Run
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21.1 Desired Aggregate Expenditure

In Chapter 20, we discussed how national income statisticians divide actual GDP into
its expenditure components: consumption, investment, government purchases, and net
exports. In this chapter and the next, we are concerned with a different concept. It is
variously called desired or planned expenditure. Of course, most people would like to
spend virtually unlimited amounts, if only they had the resources. Desired expenditure
does not refer, however, to what people would like to do under imaginary circum-
stances; it refers to what people desire to spend out of the resources that they actually
have. Recall from Chapter 20 that the actual values of the various categories of expen-
diture are indicated by Ca, Ia, Ga, and (Xa  IMa). Economists use the same letters with-
out the subscript a  to indicate the desired expenditure in the same categories: C, I,
G, and (X  IM).

Everyone makes expenditure decisions. Fortunately, it is unnecessary for our pur-
poses to look at each of the millions of such individual decisions. Instead, it is sufficient
to consider four main groups of decision makers: domestic households, firms, govern-
ments, and foreign purchasers of domestically produced commodities. The sum of their
desired expenditures on domestically produced output is called desired aggregate
expenditure (AE):

AE * C + I + G + (X  IM)

Desired expenditure need not equal actual expenditure, either in total or in any
individual category. For example, firms might not plan to invest in inventory accumu-
lation this year but might do so unintentionally if sales are unexpectedly low the
unsold goods that pile up on their shelves are undesired inventory accumulation. In this
case, actual investment expenditure, Ia, will exceed desired investment expenditure, I.

National income accounts measure actual expenditures in each of the four expen-
diture categories. National income theory deals with desired expenditures in each
of these four categories.

You may be wondering why the distinction between desired and actual expendi-
ture is so important. The answer will become clear in the next section where we discuss
the concept of equilibrium national income, which involves the relationship between
desired and actual expenditure. For now, however, the remainder of this section exam-
ines more fully the various components of desired expenditure.

AUTONOMOUS VERSUS INDUCED EXPENDITURE. In what follows, it will be useful
to distinguish between autonomous and induced expenditure. Components of aggre-
gate expenditure that do not depend on national income are called autonomous expen-
ditures. Autonomous expenditures can and do change, but such changes do not occur
systematically in response to changes in national income. Components of aggregate
expenditure that do change systematically in response to changes in national income
are called induced expenditures. As we will see, the induced response of desired aggre-
gate expenditure to a change in national income plays a key role in the determination
of equilibrium national income.

IMPORTANT SIMPLIFICATIONS. Our goal in this chapter is to develop the simplest
possible model of national-income determination. To do so, we focus on only two of
the four components of desired aggregate expenditure consumption and investment.

desired aggregate

expenditure (AE ) The

sum of desired or planned

spending on domestic

output by households,

firms, governments, and

foreigners.

autonomous expenditure

Elements of expenditure

that do not change

systematically with

national income.

induced expenditure Any

component of expenditure

that is systematically

related to national income.
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Consumption, which is typically between 55 and 60 percent of GDP, is by far the
largest component of aggregate expenditure; it also provides the most important link
between desired aggregate expenditure and real national income. Investment includes
the accumulation of inventories plus expenditure on new machines or factories, which
add to the stock of physical capital. Investment is smaller than consumption, typically
only about 20 percent of GDP, but it is also more volatile; understanding investment is
therefore important for understanding fluctuations in real national income.

We begin by considering a closed economy that is, one that does not trade with
other countries. We also suppose there is no government and that the price level is con-
stant. These extreme assumptions serve a vital purpose. As we will soon see, the pres-
ence of government and foreign trade is not essential to understanding the basic
principles of national-income determination. By simplifying the model as much as pos-
sible, we are better able to understand its structure and therefore how more complex
versions of the model work. In following chapters we will complicate our simple macro
model by adding a government and international trade and then by removing the
assumption of a fixed price level. The result will be a much more complete model of the
macro economy.

Desired Consumption Expenditure

Recall from Chapter 20 that disposable income is the amount of income households
receive after deducting what they pay in taxes and adding what they receive in trans-
fers. In our simple model with no government and no taxation, disposable income, YD,
is equal to national income, Y. We define saving as all disposable income that is not
spent on consumption.

By definition, there are only two possible uses of disposable income consumption
and saving. When the household decides how much to put to one use, it has auto-
matically decided how much to put to the other use.

Figure 21-1 shows the time series for real per capita consumption and disposable
income in Canada since 1981. It is clear that the two variables tend to move together over
time, although the relationship is not exact. The vertical distance between the two lines is
the amount of saving done by households, and the figure shows that household saving as
a share of disposable income has been declining over this period. In the early 1980s,
household saving was roughly 25 percent of disposable income, whereas by 2008 it was
less than 5 percent. What determines the amount of their disposable income that house-
holds decide to consume and the amount they decide to save? The factors that influence
this decision are summarized in the consumption function and the saving function.

The Consumption Function The consumption function relates the total
desired consumption expenditures of all households to the several factors that deter-
mine it. The key factors influencing desired consumption are assumed to be

disposable income
wealth
interest rates
expectations about the future

In building our simple macro model, we emphasize the role of disposable income in
influencing desired consumption; but as we will see, changes in the other variables are
also important.

closed economy An

economy that has no

foreign trade in goods,

services, or assets.

saving All disposable

income that is not spent 

on consumption.

consumption function

The relationship between

desired consumption

expenditure and all the

variables that determine it;

in the simplest case, the

relationship between

desired consumption

expenditure and disposable

income.

Practise with Study Guide

Chapter 21, Exercise 1.

21_raga_ch21.qxd  1/28/10  10:47 PM  Page 520



CHAPTER 21 : THE S IMPLEST  SHORT-RUN MACRO MODEL 521

The assumption that desired consumption is related to disposable income is not
surprising. As income rises, households naturally want to spend more, both now and in
the future. For example, if a household s monthly disposable income permanently
increases from $3000 to $3500, its monthly consumption will also increase, but prob-
ably by less than the full $500 increase. The remainder will be added to its monthly
saving money that will accumulate and help finance future vacations, education,
home purchases, or even retirement.

The consumption function has an interesting history in economics. Extensions in
Theory 21-1 discusses consumption behaviour in two hypothetical households and
illustrates a debate regarding the importance of current disposable income in determin-
ing consumption. As the discussion shows, however, our simple assumption that
desired consumption is positively related to current disposable income is a good
approximation of the behaviour of the average household and therefore is suitable for
explaining aggregate behaviour.

Holding constant other determinants of desired consumption, an increase in dis-
posable income is assumed to lead to an increase in desired consumption.

Per capita consumption and disposable income move broadly together over time. The relationship between consump-
tion and disposable income is not exact, but they clearly move broadly together. The vertical distance between the lines
is household saving, which as a share of income has been declining since 1981.

(Source: Based on authors  calculations using data from Statistics Canada, CANSIM database. Disposable income:
Series V691566. Consumption expenditure: Series V691578. Population: Series V466668. Conversion from nominal
to real values based on CPI: Series V737344.)

FIGURE 21-1 Consumption and Disposable Income in Canada, 1981 2008
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Part (i) of Figure 21-2 illustrates a hypothetical consumption function. The first
two columns of the table show the value of desired consumption (C) associated with
each value of disposable income (YD). There is clearly a positive relationship. The fig-
ure plots these points and connects them with a smooth line. In this hypothetical econ-
omy, the equation of the consumption function is

C * 30 + 0.8YD

In words, this equation says that if disposable income is zero, desired aggregate consump-
tion will be $30 billion, and that for every one-dollar increase in YD, desired consumption
rises by 80 cents.

The $30 billion is said to be autonomous consumption because it is autonomous
(or independent) of the level of income. The 0.8YD is called induced consumption
because it is induced (or brought about) by a change in income. In part (i) of Figure 21-2,
the autonomous part of desired consumption is the vertical intercept of the consump-
tion function. The induced part of consumption occurs as disposable income changes
and we move along the consumption function.

Both desired consumption and desired saving are assumed
to rise as disposable income rises. Line C in part (i) of the
figure relates desired consumption expenditure to dispos-
able income by plotting the data from the second column
of the accompanying table. The consumption function cuts
the 45 line at the break-even level of disposable income.
Note that the level of autonomous consumption is $30 bil-
lion. The slope of the consumption function is equal to the
marginal propensity to consume, which is shown in the
table to be 0.8.

The relationship between desired saving and dispos-
able income is shown in part (ii) by line S, which plots the
data from the third column of the table. The vertical dis-
tance between C and the 45 line in part (i) is by definition
the height of S in part (ii); that is, any given level of dispos-
able income must be either consumed or saved. Note that
the level of autonomous saving is $30 billion.

FIGURE 21-2 The Consumption and Saving Functions
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Disposable Desired Desired 
Income Consumption Saving APC * MPC *

(YD) (C) (S) C /YD ,YD ,C ,C/,YD

0 30 30
30 24 0.8

30 54 24 1.80
120 96 0.8

150 150 0 1.00
150 120 0.8

300 270 30 0.90
150 120 0.8

450 390 60 0.87
75 60 0.8

525 450 75 0.86
75 60 0.8

600 510 90 0.85
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Though it may seem natural to assume that a house-
hold s current consumption depends largely on its cur-
rent disposable income, much debate and research has
surrounded the issue of how to model consumption
behaviour. To see what is involved, consider two quite
different households.

The first household is short-sighted and spends
everything it receives and puts nothing aside for a rainy
day. When some overtime work results in a large pay-
cheque, the members of the household go out and spend
it. When it is hard to find work, the household s pay-
cheque is small and its members reduce their expendi-
tures. This household s monthly expenditure is therefore
exactly equal to its current monthly disposable income.

The second household is forward-looking. Its
members think about the future as much as the present
and make plans that stretch over their lifetimes. They
put money aside for retirement and for the occasional
rainy day when disposable income may fall temporarily.
An unexpected windfall of income will be saved. An
unexpected shortfall of income will be cushioned by
spending some of the accumulated savings that were put
aside for just such a rainy day. In short, this household s
monthly expenditure will be closely related to its perma-
nent monthly disposable income the average monthly
income it expects over its lifetime. Fluctuations in its
current monthly income will have little effect on its cur-
rent consumption expenditure. Economists refer to this
behaviour as consumption smoothing.

The figure shows the difference between our two
sample households, short-sighted and forward-looking,
and how their respective consumption expenditure is
related to their current disposable income. We assume
that disposable income, YD, fluctuates over time, as
shown by the solid blue line. CSS is the consumption
path of the short-sighted household and is the same as

the path of disposable income. CFL is the consumption
path for the forward-looking household and is flat.

John Maynard Keynes (1883 1946), the famous
English economist who developed much of the basic the-
ory of macroeconomics, populated his theory with house-
holds whose current consumption expenditure depended
mostly on their current income. But these households are
not as extreme as the short-sighted households we just
discussed. Keynes did not assume that households never
saved. He simply assumed that their current level of
expenditure and saving depended on their current level of
income. To this day, a consumption function based on this
assumption is called a Keynesian consumption function.

In the 1950s, two U.S. economists, Franco
Modigliani and Milton Friedman, both of whom were
subsequently awarded Nobel Prizes in economics, ana-
lyzed the behaviour of forward-looking households.
Their theories, which Modigliani called the life-cycle the-
ory and Friedman called the permanent-income theory,
explain some observed consumer behaviour that cannot
be explained by the Keynesian consumption function.

The differences between the theories of Keynes, on
the one hand, and Friedman and Modigliani, on the other,
are not as great as they might seem at first. To see why this
is so, let us return to our two imaginary households.

Even the extremely short-sighted household may be
able to do some consumption smoothing in the face of
income fluctuations. Most households have some money
in the bank and some ability to borrow, even if it is just
from friends and relatives. As a result, every change in
income need not be matched by an equal change in con-
sumption expenditures.

In contrast, although the forward-looking house-
hold wants to smooth its pattern of consumption, it
may not have the borrowing capacity to do so. Its bank
may not be willing to lend money for consumption
when the security consists of nothing more than the
expectation that the household s income will be higher
in later years. As a result, the household s consumption
expenditure might fluctuate with its current income
more than it would want.

The foregoing discussion suggests that the consump-
tion expenditure of both types of households will fluctu-
ate to some extent with their current disposable incomes
and to some extent with their expectations of future dis-
posable income. Moreover, in any economy there will be
households of both types, and aggregate consumption will
be determined by a mix of the two types. The consump-
tion behaviour for the average household in such an econ-
omy is shown in the figure as the path C*. Consumption
fluctuates in response to changes in disposable income,
rising when income rises and falling when income falls.

EXTENSIONS IN THEORY 21-1

The Theory of the Consumption Function
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524 PART 8 : THE ECONOMY IN THE SHORT RUN

We now go on to examine the properties of the consumption function in more
detail.

AVERAGE AND MARGINAL PROPENSITIES TO CONSUME. To discuss the consump-
tion function concisely, economists use two technical expressions.

The average propensity to consume (APC) is desired consumption expenditure
divided by disposable income:

APC * C/YD

The fourth column of the table in Figure 21-2 shows the APC calculated from the data
in the table. Note that APC falls as disposable income rises.

The marginal propensity to consume (MPC) relates the change in desired con-
sumption to the change in disposable income that brought it about. MPC is the change
in desired consumption divided by the change in disposable income:

MPC * +C/+YD

where the Greek letter +, delta, means a change in.  The last column of the table in
Figure 21-2 shows the MPC that corresponds to the data in the table. Note that in this
simple example, the MPC is constant and equal to 0.8. [28]

THE SLOPE OF THE CONSUMPTION FUNCTION. The consumption function shown in
Figure 21-2 has a slope of +C/+YD, which is, by definition, the marginal propensity to
consume. The positive slope of the consumption function shows that the MPC is posi-
tive; increases in income lead to increases in desired consumption expenditure. The
constant slope of the consumption function shows that the MPC is the same at any
level of disposable income.

THE 45 LINE. Figure 21-2(i) contains a line that is constructed by connecting all
points where desired consumption (measured on the vertical axis) equals disposable
income (measured on the horizontal axis). Because both axes are given in the same
units, this line has a positive slope equal to 1; that is, it forms an angle of 45 with the
axes. The line is therefore called the 45 line.

The 45 line is a useful reference line. In part (i) of Figure 21-2, the consumption
function cuts the 45 line at what is called the break-even level of income in this
example, at $150 billion. When the consumption function is above the 45 line, desired
consumption exceeds disposable income. In this case, desired saving must be negative;
households are financing their consumption either by spending out of their accumulated
saving or by borrowing funds. When the consumption function is below the 45 line,
desired consumption is less than disposable income and so desired saving is positive;
households are paying back debt or accumulating assets. At the break-even level of dis-
posable income, desired consumption exactly equals disposable income and so desired
saving is zero.

The Saving Function Households decide how much to consume and how much
to save. As we have said, this is only a single decision how to divide disposable
income between consumption and saving. Therefore, once we know the relationship
between desired consumption and disposable income, we automatically know the rela-
tionship between desired saving and disposable income.

There are two saving concepts that are exactly parallel to the consumption
concepts of APC and MPC. The average propensity to save (APS) is the proportion of

average propensity to

consume (APC) Desired

consumption divided by

the level of disposable

income.

marginal propensity to

consume (MPC) The

change in desired

consumption divided by

the change in disposable

income that brought it

about.

average propensity to

save (APS) Desired saving

divided by disposable

income.
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disposable income that households want to save, computed by dividing desired saving
by disposable income:

APC * S/YD

The marginal propensity to save (MPS) relates the change in desired saving to the
change in disposable income that brought it about:

MPS * ,S/,YD

There is a simple relationship between the saving and the consumption propensi-
ties. APC and APS must sum to 1; and MPC and MPS must also sum to 1. Because all
disposable income is either spent or saved, it follows that the fractions of income con-
sumed and saved must account for all income (APC + APS * 1). It also follows that
the fractions of any increment to income consumed and saved must account for all of
that increment (MPC + MPS * 1). [29]

Look back at the table in Figure 21-2 and calculate APC and APS for yourself by com-
puting C/YD and S/YD for each row in the table. You will notice that the sum of APC and
APS is always 1. Similarly, calculate MPC and MPS by computing ,C/,YD and ,S/,YD

for each row in the table. You will also notice that MPC and MPS always add to 1.
Part (ii) of Figure 21-2 shows the saving function in our simple model. Notice that

it is positively sloped, indicating that increases in disposable income are assumed to
lead to an increase in desired saving. Note also that the amount of desired saving is
always equal to the vertical distance between the consumption function and the 45
line. When desired consumption exceeds income, desired saving is negative; when
desired consumption is less than income, desired saving is positive.

Shifts of the Consumption Function Earlier we said that desired consump-
tion is assumed to depend on four things disposable income, wealth, interest rates,
and households  expectations about the future. In Figure 21-2, we illustrate the most
important relationship between desired consumption and disposable income. In this
diagram, changes in disposable income lead to movements along the consumption
function. Changes in the other three factors will lead to shifts of the consumption func-
tion. Let s see why.

A CHANGE IN HOUSEHOLD WEALTH. Household wealth is the value of all accumu-
lated assets minus accumulated debts. The most common types of household assets are
savings accounts, mutual funds (portfolios of stocks or bonds), Registered Retirement
Savings Plans (RRSPs), and the ownership of homes and cars. The most common house-
hold debts are home mortgages, car loans, and outstanding lines of credit from banks.

What happens to desired consumption if household wealth increases? Suppose, for
example, that a rising stock market (often called a bull  market) leads to an increase
in aggregate household wealth. To the extent that this increase in wealth is expected to
persist, less current income needs to be saved for the future, and households will there-
fore tend to spend a larger fraction of their current income. The consumption function
will shift up, and the saving function down, as shown in Figure 21-3. Current estimates
suggest that an increase in aggregate wealth of $1 billion leads to an increase in desired
aggregate consumption of approximately $50 million.

An increase in household wealth shifts the consumption function up; a decrease in
wealth shifts the consumption function down.

marginal propensity to

save (MPS) The change in

desired saving divided by

the change in disposable

income that brought it

about.
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526 PART 8 : THE ECONOMY IN THE SHORT RUN

A CHANGE IN INTEREST RATES. Household con-
sumption can be divided into consumption of durable
and non-durable goods. Durable goods are goods
that deliver benefits for several years, such as cars and
household appliances. Non-durable goods are con-
sumption goods that deliver benefits to households
for only short periods of time, such as groceries,
restaurant meals, and clothing. Since many durable
goods are also expensive, many of them are purchased
on credit that is, households borrow in order to
finance their purchases.

The cost of borrowing, as we discussed in Chap-
ter 19, is the interest rate. A fall in the interest rate
reduces the cost of borrowing and generally leads to
an increase in desired consumption expenditure,
especially of durable goods. That is, for any given
level of disposable income, a fall in the interest rate
leads to an increase in desired consumption; the con-
sumption function shifts up and the saving function
shifts down, as shown in Figure 21-3.

A fall in interest rates usually leads to an increase
in desired consumption at any level of disposable
income; the consumption function shifts up. A
rise in interest rates shifts the consumption func-
tion down.

A CHANGE IN EXPECTATIONS. Households  expecta-
tions about the future are important in determining
their desired consumption. Suppose, for example, that
large numbers of households become pessimistic
about the future state of the economy and about their
own employment prospects. In many cases, these fears
will lead households to increase their current saving in
anticipation of rough economic times (possibly unem-
ployment) ahead. But increasing their current saving
implies a reduction in current consumption (at the
given level of disposable income). The result will be a
downward shift in the consumption function.

The reverse also tends to be true. Favourable
expectations about the future state of the economy
will lead many households to increase their current
desired consumption and reduce their current desired
saving. The result will be an upward shift in the con-
sumption function and a downward shift in the sav-
ing function.

Expectations about the future state of the economy influence desired consumption.
Optimism leads to an upward shift in the consumption function; pessimism leads
to a downward shift in the consumption function.

FIGURE 21-3 Shifts in the Consumption

Function

Changes in wealth, interest rates, or expectations
about the future shift the consumption function. In
part (i), line C0 reproduces the consumption function
from Figure 21-2(i). The consumption function then
shifts up by $60 billion, so with disposable income of
$300 billion, for example, desired consumption rises
from $270 billion to $330 billion.

The saving function in part (ii) shifts down by
$60 billion, from S0 to S1. At a disposable income of
$300 billion, for example, desired saving falls from
$30 billion to $30 billion.
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Summary It is useful to summarize what we have learned so far about the con-
sumption function. As you will soon see, it will play a crucial role in our simple model
of national income determination. The main points are as follows:

1. Desired consumption is assumed to be positively related to disposable income. In
a graph, this relationship is shown by the positive slope of the consumption func-
tion, which is equal to the marginal propensity to consume (MPC).

2. There are both autonomous and induced components of desired consumption. A
movement along the consumption function shows changes in consumption
induced by changes in disposable income. A shift of the consumption function
shows autonomous changes in consumption.

3. An increase in household wealth, a fall in interest rates, or greater optimism about
the future are all assumed to lead to an increase in desired consumption and thus
an upward shift of the consumption function.

4. By definition, all disposable income is either consumed or saved. Therefore, there
is a saving function associated with the consumption function. Any event that
causes the consumption function to shift must also cause the saving function to
shift by an equal amount in the opposite direction.

w w w . m y e c o n l a b . c o m

Is our simple theory of the consumption function supported by empirical
evidence? For some Canadian data on aggregate consumption and disposable
income, look for The Consumption Function in Canada in the Additional Topics
section of this book s MyEconLab.

ADDITIONAL TOPICS

Desired Investment Expenditure

Our simple macroeconomic model has only consumption and investment. Having
spent considerable time discussing desired consumption expenditure, we are now ready
to examine the determinants of desired investment. Recall from Chapter 20 the three
categories of investment:

inventory investment
residential investment
new plant and equipment

Investment expenditure is the most volatile component of GDP, and changes in
investment are strongly associated with aggregate economic fluctuations. As shown in
Figure 21-4, total investment in Canada fluctuates around an average of about 20 per-
cent of GDP. In each of the last two recessions (1982 and 1991), investment as a share
of GDP fell by approximately five percentage points. In contrast, consumption, gov-
ernment purchases, and net exports are much smoother over the business cycle, each
typically changing by less than one percentage point. An important part of our under-
standing of business cycles will therefore rely on our understanding of the fluctuations
in investment.
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528 PART 8 : THE ECONOMY IN THE SHORT RUN

What explains such fluctuations in investment? Here we examine three important
determinants of aggregate investment expenditure:

the real interest rate
changes in the level of sales
business confidence

Let s now examine these in turn.

Desired Investment and the Real Interest Rate The real interest rate
represents the real opportunity cost of using money (either borrowed money or
retained earnings) for investment purposes. A rise in the real interest rate therefore
reduces the amount of desired investment expenditure. This relationship is most easily
seen if we separate investment into three components: inventories, residential construc-
tion, and new plant and equipment.

INVENTORIES. Changes in inventories represent only a small percentage of private
investment in a typical year. As shown by the bottom line in Figure 21-4, inventory
investment has been between 2 percent and 2 percent of GDP over the past 30 years.
(Inventory investment of 2 percent in a year means that inventories fall by 2 percent of
GDP.) But the average amount of inventory investment is not an adequate measure of its
importance. Since inventory investment is one of the more volatile elements of total
investment, it has an important influence on fluctuations in investment expenditure.

When a firm ties up funds in inventories, those same funds cannot be used else-
where to earn income. As an alternative to holding inventories, the firm could lend the

FIGURE 21-4 The Volatility of Investment, 1981 2008

The major components of investment fluctuate considerably as a share of GDP. The recessions of the early 1980s and
early 1990s are evident from the reductions in all components of investment.
(Source: Based on authors  calculations using data from Statistics Canada s CANSIM database. Series V498662,
V49863, and V498804 are the three components of investment. They are shown here as a fraction of current dollar
GDP, series V498086.)
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money out at the going rate of interest. Hence, the higher
the real rate of interest, the higher the opportunity cost of
holding an inventory of a given size; the higher the oppor-
tunity cost, the smaller the inventories that will be desired.

RESIDENTIAL CONSTRUCTION. Expenditure on residen-
tial housing is also volatile. Most houses are purchased
with money that is borrowed by means of mortgages. Inter-
est on the borrowed money typically accounts for more
than one-half of the purchaser s annual mortgage pay-
ments; the remainder is repayment of the original loan,
called the principal. Because interest payments are such a
large part of mortgage payments, variations in interest rates
exert a substantial effect on the demand for housing.

NEW PLANT AND EQUIPMENT. The real interest rate is
also a major determinant of investment in new plant and
equipment. When interest rates are high, it is expensive for
firms to borrow funds that can be used to build new plants or purchase new equip-
ment. Similarly, firms with cash on hand can earn high returns on interest-earning
assets, again making investment in plant and equipment a less attractive alternative.
Thus, high real interest rates lead to a reduction in desired investment in plant and
equipment, whereas low real interest rates increase desired investment.

The real interest rate reflects the opportunity cost associated with investment,
whether it is investment in inventories, residential construction, or plant and
equipment. The higher the real interest rate, the higher the opportunity cost of
investment and thus the lower the amount of desired investment.

Figure 21-4 shows these three components of investment since 1981. Inventory
investment is clearly the smallest of the three but in relative terms is actually the most
volatile. Note that the three components move broadly together. They all fell in the
1981 1982 recession and again in the 1990 1991 recession.

Desired Investment and Changes in Sales Firms hold inventories to meet
unexpected changes in sales and production, and they usually have a target level of
inventories that depends on their normal level of sales. Because the size of inventories
is related to the level of sales, the change in inventories (which is part of current invest-
ment) is related to the change in the level of sales.

For example, suppose a firm wants to hold inventories equal to 10 percent of its
monthly sales. If normal monthly sales are $100 000, it will want to hold inventories
valued at $10 000. If monthly sales increase to $110 000, it will want to increase its
inventories to $11 000. Over the period during which its stock of inventories is being
increased, there will be a total of $1000 of new inventory investment.

The higher the level of sales, the larger the desired stock of inventories. Changes in
the rate of sales therefore cause temporary bouts of investment (or disinvestment)
in inventories.

Changes in sales have similar effects on investment in plant and equipment. For
example, if there is a general increase in consumers  demand for products that is
expected to persist and that cannot be met by existing capacity, investment in new

The largest part of investment by firms is in new plants
and equipment, such as this expansion of a pulp mill in
British Columbia.
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530 PART 8 : THE ECONOMY IN THE SHORT RUN

plant and equipment will be needed. Once the new plants
have been built and put into operation, however, the rate
of new investment will fall.

Desired Investment and Business Confi-
dence Investment takes time. When a firm invests, it
increases its future capacity to produce output. If it can sell
the new output profitably, the investment will prove to be
a good one. If the new output does not generate profits,
the investment will have been a bad one. When it under-
takes an investment, the firm does not know if it will turn
out well or badly it is betting on a favourable future that
cannot be known with certainty.

When firms expect good times ahead, they will want
to invest now so that they have a larger productive capac-
ity in the future ready to satisfy the greater demand. When
they expect bad times ahead, they will not invest because
they expect no payoff from doing so.

Investment depends on firms  expectations about the
future state of the economy. Optimism about the
future leads to more desired investment; pessimism
leads to less desired investment.

Desired Investment as Autonomous Expendi-
ture We have seen that desired investment is influenced

by many things, and a complete discussion of the determination of national income is
not possible without including all of these factors.

For the moment, however, our goal is to build the simplest model of the aggregate
economy in which we can examine the interaction of actual national income and
desired aggregate expenditure. To build this simple model, we begin by treating desired
investment as autonomous that is, we assume it to be unaffected by changes in
national income. Figure 21-5 shows the investment function as a horizontal line.

It is important not to confuse the assumption that desired investment is
autonomous with respect to national income (which we are making) with the assump-
tion that it is constant (which we are not making). As we have said, investment is the
most volatile component of aggregate expenditure, and it will therefore be important
in our model that investment be able to change; shocks to firms  investment behaviour
will end up being an important explanation for fluctuations in national income. Our
assumption that investment is autonomous with respect to national income (and hence
the I function in Figure 21-5 is horizontal) is mainly a simplifying one. But the assump-
tion does reflect the fact that investment is an act undertaken by firms for future bene-
fit, and thus the current level of GDP is unlikely to have a significant effect on desired
investment.

The Aggregate Expenditure Function

The aggregate expenditure (AE) function relates the level of desired aggregate expendi-
ture to the level of actual income. (In both cases we mean real as opposed to nominal
variables.) In the simplified economy of this chapter, in which there is no government

The Conference Board of

Canada publishes regular

surveys of business and

consumer confidence. Visit

its website:

www.conferenceboard.ca.

FIGURE 21-5 Desired Investment as

Autonomous Expenditure

In this simple macro model, desired investment is
assumed to be autonomous with respect to cur-
rent national income. In this example, the level of
desired investment is $75 billion. However,
changes in interest rates or business confidence
will lead to upward or downward shifts in the
investment function.
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and no international trade, desired aggregate expenditure is just equal to desired con-
sumption plus desired investment, C + I.

AE * C + I

The table in Figure 21-6 shows how the AE function can be calculated, given the
consumption function from Figure 21-2 on page 522 and the investment function from
Figure 21-4 on page 528. In this specific case, all of desired investment expenditure is
autonomous, as is the $30 billion of consumption that would be desired if national
income were equal to zero. Total autonomous expenditure is therefore $105 billion
induced expenditure is just equal to induced consumption, which is equal to the MPC

times disposable income (0.8 * YD). Furthermore, since our simple model has no gov-
ernment and no taxes, disposable income, YD, is equal to national income, Y. Hence,
desired aggregate expenditure can be written as:

AE * $105 billion + (0.8)Y

The Marginal Propensity to Spend The fraction of any increment to national
income that people spend on purchasing domestic output is called the economy s
marginal propensity to spend. The marginal propensity to spend is measured by the
change in desired aggregate expenditure divided by the change in national income that
brings it about, or ,AE/,Y. This is the slope of the aggregate expenditure function. In
this book, the marginal propensity to spend is denoted by the symbol z, which is a num-
ber greater than zero and less than 1. For the example given in Figure 21-6, the marginal
propensity to spend is 0.8. If national income increases by a dollar, 80 cents will go into
increased desired (consumption) expenditure; 20 cents will go into increased desired

FIGURE 21-6 The Aggregate Expenditure Function
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The aggregate expenditure function relates desired aggregate expenditure to actual national income. The curve AE in
the figure plots the data from the first and last columns of the accompanying table. Its intercept, which in this case is
$105 billion, shows the sum of autonomous consumption and autonomous investment. The slope of AE is equal to the
marginal propensity to spend, which in this simple economy is just the marginal propensity to consume.

Desired
Consumption Desired Desired

National Expenditure Investment Aggregate
Income (C * 30+ Expenditure Expenditure

(Y) 0.8- Y) (I* 75) (AE* C + I)

30 54 75 129
150 150 75 225
300 270 75 345
450 390 75 465
525 450 75 525
600 510 75 585
900 750 75 825

marginal propensity to

spend The change in

desired aggregate

expenditure on domestic

output divided by the

change in national income

that brought it about.
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532 PART 8 : THE ECONOMY IN THE SHORT RUN

saving. The marginal propensity to spend should not be
confused with the marginal propensity to consume.

The marginal propensity to spend is the amount of
extra total expenditure induced when national
income rises by $1, whereas the marginal propen-
sity to consume is the amount of extra consumption
expenditure induced when households  disposable
income rises by $1.

In the simple model of this chapter, the marginal
propensity to spend is equal to the marginal propensity
to consume. In later chapters, however, when we add
government and international trade to the model, the
marginal propensity to spend will differ from the mar-
ginal propensity to consume. Both here and in later
chapters, it is the more general measure the marginal
propensity to spend that is important for determining
equilibrium national income.

21.2 Equilibrium National Income
We have constructed an AE function that combines the spending plans of households
and firms. The function shows, for any given level of actual national income, the level of
desired aggregate spending. We are now ready to see what determines the equilibrium
level of national income. When something is in equilibrium, there is no tendency for it to
change. Any conditions that are required for something to be in equilibrium are called
equilibrium conditions. We will see that the distinction between desired and actual
expenditure is central to understanding the equilibrium conditions for national income.

In this chapter and the next, we make an important assumption that influences the
nature of equilibrium. In particular, we assume that firms are able and willing to produce
any amount of output that is demanded of them and that changes in their production lev-
els do not require a change in their product prices. In this setting, we say that output is
demand determined. This is an extreme assumption, and we will relax it in Chapter 23
when we discuss the determination of the price level. Until then, however, it is a very use-
ful assumption that allows us to more easily understand how our macro model works.

Table 21-1 illustrates the determination of equilibrium national income for our
simple model economy. Suppose firms are producing a final output of $300 billion, and
thus actual national income is $300 billion. According to the table, at this level of
actual national income, desired aggregate expenditure is $345 billion. If firms persist in
producing a current output of only $300 billion in the face of desired aggregate expen-
diture of $345 billion, one of two things will happen.

One possibility is that households and firms will be unable to spend the extra
$45 billion that they would like to spend, so lines or waiting lists of unsatisfied cus-
tomers will appear. These shortages will send a signal to firms that they could increase
their sales if they increased their production. When the firms do increase their produc-
tion, actual national income rises. Of course, the individual firms are interested only in
their own sales and profits, but their individual actions have as their inevitable conse-
quence an increase in GDP.

Changes in firms  accumulated inventories often signal
changes in desired aggregate expenditure and eventually
induce firms to change their production decisions.

Practise with Study Guide

Chapter 21, Exercise 3.
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A more realistic possibility is that all spenders will
spend everything that they wanted to spend. But since
desired expenditure exceeds the actual amount of out-
put, this is possible only if some sales come from the
producers  accumulated inventories. In our example,
the fulfillment of plans to purchase $345 billion worth
of goods in the face of a current output of only $300 bil-
lion will reduce inventories by $45 billion. As long as
inventories last, more goods can be sold than are
currently being produced. But since firms want to
maintain a certain level of inventories, they will eventu-
ally increase their production. Once again, the conse-
quence of each individual firm s decision to increase
production is an increase in actual national income.
Thus, the final response to an excess of desired aggre-
gate expenditure over actual output is a rise in national
income.

For any level of national income at which desired
aggregate expenditure exceeds actual income, there
will be pressure for actual national income to rise.

Next consider the $900 billion level of actual national income in Table 21-1. At
this level of output, desired expenditure on domestically produced goods is only
$825 billion. If firms persist in producing $900 billion worth of goods, $75 billion
worth must remain unsold. Therefore, inventories must rise. However, firms will not
allow inventories of unsold goods to rise indefinitely; sooner or later, they will reduce
the level of output to the level of sales. When they reduce their level of output, national
income will fall.

For any level of income at which desired aggregate expenditure is less than actual
income, there will be pressure for national income to fall.

Finally, look at the national income level of $525 billion in Table 21-1. At this
level, and only at this level, desired aggregate expenditure is equal to actual national
income. Purchasers can fulfill their spending plans without causing inventories to
change. There is no incentive for firms to alter output. Because everyone wants to pur-
chase an amount equal to what is actually being produced, output and income will
remain steady; they are in equilibrium.

The equilibrium level of national income occurs where desired aggregate expendi-
ture equals actual national income.

In other words, the equilibrium condition for our simple model of national income
determination is

AE * Y

As we will now see, the combination of our AE function and this condition will
determine the equilibrium level of national income.

CHAPTER 21 : THE S IMPLEST  SHORT-RUN MACRO MODEL 533

TABLE 21-1 Equilibrium National Income

Actual
National Desired Aggregate
Income Expenditure

(Y) (AE* C + I) Effect

30 129

150 225 Inventories are falling; 

300 345 firms increase output

450 465

525 525 Equilibrium income

600 585 Inventories are rising; 

900 825 firms reduce output

National income is in equilibrium when desired
aggregate expenditure equals actual national income.
The data are from Figure 21-6.

*
+
+
,
+
+
-

*
,
-
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534 PART 8 : THE ECONOMY IN THE SHORT RUN

Consider Figure 21-7. The line labelled AE graphs
the specific aggregate expenditure function that we have
been working with throughout this chapter. The 45
line (AE * Y) graphs the equilibrium condition that
desired aggregate expenditure equals actual national
income. Anywhere along the 45 line, the value of
desired aggregate expenditure, which is measured on
the vertical axis, is equal to the value of actual national
income, which is measured on the horizontal axis.

Graphically, equilibrium occurs at the level of
income at which the AE line intersects the 45 line. This
is the level of income at which desired aggregate expen-
diture is just equal to actual national income. In Figure
21-7, the equilibrium level of national income (real
GDP) is Y0.

To understand how Figure 21-7 illustrates eco-
nomic behaviour, consider some level of real GDP
below Y0. At this level of income, the AE curve lies
above the 45 line, indicating that desired spending
exceeds actual output. The vertical distance between
AE and the 45 line reflects the size of this excess
demand. As we said earlier, this excess demand may
lead to a reduction in inventories and eventually lead
firms to increase their production. Conversely, at any
level of GDP above Y0, the AE curve is below the 45
line, indicating that desired spending is less than actual
output. The vertical distance between the curves in this

case shows the size of the excess supply, which may lead to an accumulation of inven-
tories and an eventual decrease in firms  production. Only when real GDP equals Y0

is desired spending equal to actual output, thus providing firms with no incentive to
change their production.

Now that we have explained the meaning of equilibrium national income, we
will go on to examine the various forces that can change this equilibrium. We will
then be well on our way to understanding some of the sources of short-run fluctua-
tions in real GDP.

FIGURE 21-7 Equilibrium National Income
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Equilibrium national income is that level of national
income where desired aggregate expenditure equals
actual national income. If actual national income is
below Y0, desired aggregate expenditure will exceed
national income, and output will rise. If national
income is above Y0, desired aggregate expenditure
will be less than national income, and production will
fall. Only when national income is equal to Y0 will
the economy be in equilibrium, as shown at E0.

Practise with Study Guide

Chapter 21, Exercise 2.

w w w . m y e c o n l a b . c o m

A different, but equivalent, way of thinking about the equilibrium level of
national income involves comparing desired saving with desired investment.
For more details, look for Investment, Saving, and Equilibrium GDP in the
Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS
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21.3 Changes in Equilibrium
National Income

Figure 21-7 shows that the equilibrium level of national income occurs where the AE
function intersects the 45 line. Through the adjustment in firms  inventories and pro-
duction levels, the level of actual national income will adjust until this equilibrium
level is achieved. Because the AE function plays a central role in determining equilib-
rium national income, you should not be surprised to hear that shifts in the AE func-
tion are central to explaining why the equilibrium level of national income changes.

Shifts of the AE Function

The AE function shifts when one of its components shifts that is, when there is a
shift in the consumption function or in the investment function. As we have already
mentioned, both the consumption function and the investment function will shift if
there is a change in interest rates or expectations of the future state of the economy.
A change in household wealth is an additional reason for the consumption function
to shift. Let s now consider what happens when there is an upward shift in the AE
function.

Upward Shifts in the AE Function Suppose households experience an
increase in wealth and thus increase their desired levels of consumption spending at
each level of disposable income. Or suppose firms  expectations of higher future sales
lead them to increase their planned investment. What is the effect of such events on
national income?

Because any increase in autonomous expenditure shifts the entire AE function
upward, the same analysis applies to each of the changes mentioned. Two types of shifts
in AE can occur. First, if the same addition to expenditure occurs at all levels of income,
the AE function shifts parallel to itself, as shown in part (i) of Figure 21-8. Second, if
there is a change in the marginal propensity to spend, the slope of the AE function
changes, as shown in part (ii) of Figure 21-8.

Figure 21-8 shows that an upward shift in the AE function increases equilibrium
national income. After the shift in the AE curve, income is no longer in equilibrium at
its original level because at that level desired aggregate expenditure exceeds actual
national income. Given this excess demand, firms  inventories are being depleted and
firms respond by increasing production. Equilibrium national income rises to the
higher level indicated by the intersection of the new AE curve with the 45 line.

Downward Shifts in the AE Function What happens to national income if
there is a decrease in the amount of consumption or investment expenditure desired at
each level of income? These changes shift the AE function downward, as shown in Fig-
ure 21-8 by the movement from the dashed AE curve to the solid AE curve. An equal
reduction in desired expenditure at all levels of income shifts AE parallel to itself. A fall
in the marginal propensity to spend out of national income reduces the slope of the AE
function. In both cases, the equilibrium level of national income decreases; the new
equilibrium is found at the intersection of the 45 line and the new AE curve.

Practise with Study Guide

Chapter 21, Short-Answer

Question 2.
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536 PART 8 : THE ECONOMY IN THE SHORT RUN

The Results Restated We have derived two
important general propositions from our simple model
of national income determination:

1. A rise in the amount of desired aggregate expendi-
ture at each level of national income will shift the
AE curve upward and increase equilibrium national
income.

2. A fall in the amount of desired aggregate expenditure
at each level of national income will shift the AE curve
downward and reduce equilibrium national income.

In addition, part (ii) of Figure 21-8 suggests a third gen-
eral proposition regarding the effect of a change in the
slope of the AE function:

3. An increase in the marginal propensity to spend, z,
steepens the AE curve and increases equilibrium
national income. Conversely, a decrease in the mar-
ginal propensity to spend flattens the AE curve and
decreases equilibrium national income.

FIGURE 21-8 Shifts in the Aggregate Expenditure Function
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(ii) A change in the slope of AE
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(i) A parallel shift in AE
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Upward shifts in the AE function increase equilibrium income; downward shifts decrease equilibrium income. In parts
(i) and (ii), the AE function is initially AE0 with equilibrium national income equal to Y0.

In part (i), a parallel upward shift in the AE curve from AE0 to AE1 reflects an increase in desired expenditure at
each level of national income. For example, at Y0, desired expenditure rises from e0 to e*1 and therefore exceeds actual
national income. Equilibrium is reached at E1, where income is Y1. The increase in desired expenditure from e*1 to e1,
represented by a movement along AE1, is an induced response to the increase in income from Y0 to Y1.

In part (ii), a non-parallel upward shift in the AE curve from AE0 to AE2 reflects an increase in the marginal
propensity to spend. This leads to an increase in equilibrium national income. Equilibrium is reached at E2, where
national income is equal to Y2.

Changes in household wealth, such as those created by large
swings in stock-market values, are predicted to lead to
changes in households  desired consumption expenditure, 
thus changing the equilibrium level of national income.
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The Multiplier

We have learned how specific changes in the AE function
cause equilibrium national income to rise or fall. We
would now like to understand what determines the size
of these changes. A measure of the magnitude of such
changes is provided by the multiplier. A change in
autonomous expenditure increases equilibrium national
income by a multiple of the initial change in autonomous
expenditure. That is, the change in national income is
larger than the initial change in desired expenditure.

The multiplier is the change in equilibrium national
income divided by the change in autonomous
expenditure that brought it about. In the simple
macro model, the multiplier is greater than 1.1

To see why the multiplier is greater than 1 in this
model, consider a simple example. Imagine what would
happen to national income if Kimberley-Clark decided
to spend an additional $500 million per year on the
construction of new paper mills. Initially, the construc-
tion of the paper mills would create $500 million worth
of new national income and a corresponding amount of
income for households and firms on which the initial
$500 million is spent. But this is not the end of the story.
The increase in national income of $500 million would
cause an induced increase in desired consumption.

Electricians, masons, and carpenters who would
gain new income directly from the building of the paper
mills would spend some of it on food, clothing, enter-
tainment, cars, TVs, and other commodities. When out-
put expanded to meet this demand, new incomes would
be created for workers and firms in these industries.
When they, in turn, spent their newly earned incomes, output would rise further. More
income would be created, and more expenditure would be induced. Indeed, at this
stage, we might wonder whether the increases in income would ever come to an end.
To deal with this concern, we need to consider the multiplier in somewhat more precise
terms.

Let autonomous expenditure be denoted by A. Now consider an increase in
autonomous expenditure of *A, which in our example was $500 million per year.
Remember that *A stands for any increase in autonomous expenditure; this could be
an increase in investment or in the autonomous component of consumption. The AE
function shifts upward by *A. National income is no longer in equilibrium because
desired aggregate expenditure now exceeds actual national income. Equilibrium is
restored by a movement along the new AE curve.

FIGURE 21-9 The Simple Multiplier
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An increase in autonomous aggregate expenditure
increases equilibrium national income by a multiple
of the initial increase. The initial equilibrium is at E0,
where AE0 intersects the 45 line. At this point,
desired aggregate expenditure, e0, is equal to actual
national income, Y0. An increase in autonomous
expenditure of *A then shifts the AE function
upward to AE1.

Equilibrium occurs when income rises to Y1. Here
desired expenditure, e1, equals national income, Y1.
The increase in desired expenditure from e+1 to e1
represents the induced increase in expenditure that
occurs as national income rises. Because *Y is
greater than *A, the simple multiplier is greater than
1 (*Y/*A , 1).

1 In this chapter and the next, we assume that firms can readily change their output in response to changes
in demand (perhaps because there is some unemployed labour and capital). This assumption of demand-

determined output is central to the result of a multiplier greater than one. We relax this assumption in later
chapters.
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538 PART 8 : THE ECONOMY IN THE SHORT RUN

The simple multiplier measures the change in equilibrium national income that
occurs in response to a change in autonomous expenditure when the price level is con-
stant (reflecting the assumption that output is demand determined). We refer to it as

simple  because we have simplified the situation by assuming that the price level is
fixed (an assumption we will remove in Chapter 23). Figure 21-9 illustrates the simple
multiplier and makes clear that it is greater than 1. Applying Economic Concepts 21-1
provides a numerical example.

The Size of the Simple Multiplier The size of the simple multiplier depends
on the slope of the AE function that is, on the marginal propensity to spend, z.

As shown in Figure 21-10, a high marginal propensity to spend means a steep AE
curve. The expenditure induced by any initial increase in income is large, with the
result that the final rise in income is correspondingly large. By contrast, a low marginal
propensity to spend means a relatively flat AE curve. The expenditure induced by the
initial increase in income is small, and the final rise in income is not much larger than
the initial rise in autonomous expenditure that brought it about.

The larger the marginal propensity to spend, the steeper the AE function and thus
the larger the simple multiplier.

simple multiplier The

ratio of the change in

equilibrium national

income to the change in

autonomous expenditure

that brought it about,

calculated for a constant

price level.

Consider an economy that has a marginal propensity to
spend out of national income of 0.80. Suppose an
increase in business confidence leads many firms to
increase their investment in new buildings and factories.
Specifically, suppose desired investment increases by
$1 billion per year. National income initially rises by
$1 billion, but that is not the end of it. The factors of
production that received the first $1 billion spend
$800 million. This second round of spending generates
$800 million of new income. This new income, in turn,
induces $640 million of third-round spending, and so it
continues, with each successive round of new income
generating 80 percent as much in new expenditure.
Each additional round of expenditure creates new
income and yet another round of expenditure.

The table carries the process through 10 rounds.
Students with sufficient patience (and no faith in mathe-
matics) may compute as many rounds in the process as
they want; they will find that the sum of the rounds of
expenditures approaches a limit of $5 billion, which is
five times the initial increase in expenditure. [30]

Notice that most of the total change in national
income occurs in the first few rounds. Of the total

change of $5 billion, 68 percent ($3.4 billion) occurs
after only five rounds of activity. By the end of the tenth
round, 89 percent ($4.5 billion) of the total change has
taken place.

APPLYING ECONOMIC CONCEPTS 21-1

The Multiplier: A Numerical Example

Increase in Cumulative
Expenditure Total

Round of Spending (millions of dollars)

1 (initial increase) 1000.0 1000.0
2 800.0 1800.0
3 640.0 2440.0
4 512.0 2952.0
5 409.6 3361.6
6 327.7 3689.3
7 262.1 3951.4
8 209.7 4161.1
9 167.8 4328.9

10 134.2 4463.1
11 to 20 combined 479.3 4942.4
All others 57.6 5000.0

Practise with Study Guide

Chapter 21, Short-Answer

Question 4.
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We can derive the precise value of the simple multiplier by using elementary alge-
bra. (The formal derivation is given in Extensions in Theory 21-2.) The result is

Simple Multiplier

For the simple model we have developed in this chapter, z 0.8 and so the simple mul-
tiplier 1*(1  0.8) 1*0.2 5. In this model, therefore, a $1 billion increase in
autonomous expenditure leads to a $5 billion increase in equilibrium national income.

Recall that z is the marginal propensity to spend out of national income and is
between zero and 1. The smallest simple multiplier occurs when z equals zero. In this
case, (1  z) equals 1 and so the multiplier equals 1. On the other hand, if z is very
close to 1, (1  z) is close to zero and so the multiplier becomes very large. The rela-
tionship between the slope of the AE function (z) and the size of the multiplier is shown
in Figure 21-10.

A Realistic Estimate for the Simple Multiplier To estimate the size of the
simple multiplier in an actual economy, we need to estimate the value of the marginal
propensity to spend out of national income in that economy. Evidence suggests that the
Canadian value is much smaller than the 0.8 that we used in our example, in large part

1
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FIGURE 21-10 The Size of the Simple Multiplier
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(ii) Intermediate case

The larger the marginal propensity to spend out of national income (z), the steeper is the AE curve and the larger is the
simple multiplier. In each part of the figure, the initial AE function is AE0, equilibrium is at E0, with income Y0. The
AE curve then shifts upward to AE1 as a result of an increase in autonomous expenditure of A. A is the same in
each part. The new equilibrium in each case is at E1.

In part (i), the AE function is horizontal, indicating a marginal propensity to spend of zero (z 0). The change in
equilibrium income Y is only the increase in autonomous expenditure because there is no induced expenditure by the
people who receive the initial increase in income. The simple multiplier is then equal to 1, its minimum possible value.

In part (ii), the AE curve slopes upward but is still relatively flat (z is low). The increase in equilibrium national
income to Y2 is only slightly greater than the increase in autonomous expenditure that brought it about. The simple
multiplier is slightly greater than 1.

In part (iii), the AE function is quite steep (z is high). Now the increase in equilibrium income to Y3 is much larger
than the increase in autonomous expenditure that brought it about. The simple multiplier is much larger than 1.
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540 PART 8 : THE ECONOMY IN THE SHORT RUN

because our simple model currently has no taxation by government or spending on
foreign goods and services. Both of these important elements (which we discuss in the
next chapter) reduce the amount of each new dollar of income that is spent on domes-
tic output that is, they reduce the value of z. For the current Canadian economy, a
realistic estimate of z is about 0.20. Hence, a realistic estimate of the simple multiplier
in Canada is approximately 1*(1  0.20) 1*0.80 1.25.

Economic Fluctuations as Self-Fulfilling Prophecies

Expectations about the future play an important role in macroeconomics. We said earlier
that households  and firms  expectations about the future state of the economy influence
desired consumption and desired investment. But as we have just seen, changes in desired
aggregate expenditure will, through the multiplier process, lead to changes in national
income. This link between expectations and national income suggests that expectations
about a healthy economy can actually produce a healthy economy what economists
call a self-fulfilling prophecy.

Imagine a situation in which many firms begin to feel optimistic about future eco-
nomic prospects. This optimism may lead them to increase their desired investment,

Basic algebra is all that is needed to derive the exact
expression for the simple multiplier. Readers who feel at
home with algebra may want to follow this derivation.
Others can skip it and rely on the graphical and numer-
ical arguments that have been given in the text.

First, we derive the equation for the AE curve.
Desired aggregate expenditure comprises autonomous
expenditure and induced expenditure. In the simple
model of this chapter, autonomous expenditure is equal
to investment plus autonomous consumption. Induced
expenditure is equal to induced consumption. Hence,
we can write

AE zY A [1]

where A is autonomous expenditure and zY is induced
expenditure, z being the marginal propensity to spend
out of national income. In the simple model of this
chapter, with no government and no international trade,
z is equal to the marginal propensity to consume.

Now we write the equation of the 45 line,

AE Y [2]

which states the equilibrium condition that desired aggre-
gate expenditure equals actual national income. Equa-
tions 1 and 2 are two equations with two unknowns, AE

and Y. To solve them, we substitute Equation 1 into
Equation 2 to obtain

Y zY A [3]

Equation 3 can be easily solved to get Y expressed in
terms of A and z. The solution is

Y [4]

Equation 4 tells us the equilibrium value of Y in
terms of autonomous expenditures and the marginal
propensity to spend out of national income. Now con-
sider a $1 increase in A. The expression Y A*(1  z)
tells us that if A changes by one dollar, the resulting
change in Y will be 1*(1  z) dollars. Generally, for
a change in autonomous spending of A, the resulting
change in Y will be

Y [5]

Dividing through by A gives the value of the
multiplier:

Simple Multiplier [6]
1

1 z

Y

A

A

1 z

A

1 z

EXTENSIONS IN THEORY 21-2

The Algebra of the Simple Multiplier
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thus shifting up the economy s AE function. As we have seen, however, any upward
shift in the AE function will lead to an increase in national income. Such good  eco-
nomic times will then be seen by firms to have justified their initial optimism. Many
firms in such a situation may take pride in their ability to predict the future but this
would be misplaced pride. The truth of the matter is that if enough firms are optimistic
and take actions based on that optimism, their actions will create the economic situa-
tion that they expected.

Now imagine the opposite situation in which many firms begin to feel pessimistic
about future economic conditions. This pessimism may lead them to scale down or
cancel planned investment projects. Such a decline in planned investment would shift
the AE function down and lead to a decrease in national income. The bad  economic
times will then be seen by the firms as justification for their initial pessimism, and many
will take pride in their predictive powers. But again their pride would be misplaced; the
truth is that sufficient pessimism on the part of firms will tend to create the conditions
that they expected.

The aggregate consequences of pessimism on the part of both firms and consumers
were an important contributing factor to the global recession that started in late 2008.
In many countries, including Canada, the events surrounding the financial crisis of
2007 2008 led to a shattering of economic optimism. Measures of business and con-
sumer confidence fell by more than had been observed in decades, and this decline in
confidence partly explained the large declines in investment and household consump-
tion that occurred at the time and lasted for more than a year. As we will see in later
chapters, governments took actions to replace this drop in private-sector demand with
increases in government spending.

Summary

Desired aggregate expenditure (AE) is equal to desired
consumption plus desired investment plus desired gov-
ernment purchases plus desired net exports. It is the
amount that economic agents want to spend on pur-
chasing the national product.

AE * C + I + G + (X , IM)

The relationship between disposable income and con-
sumption is called the consumption function. The con-
stant term in the consumption function is autonomous
expenditure. The part of consumption that responds to
income is called induced expenditure.
A change in disposable income leads to a change in
desired consumption and desired saving. The respon-

siveness of these changes is measured by the marginal
propensity to consume (MPC) and the marginal propen-
sity to save (MPS), both of which are positive and sum
to 1, indicating that all disposable income is either
consumed or saved.
Changes in wealth, interest rates, or expectations about
the future lead to a change in autonomous consump-
tion. As a result, the consumption function shifts.
Firms  desired investment depends, among other things,
on real interest rates, changes in sales, and business con-
fidence. In our simplest model of the economy, invest-
ment is treated as autonomous with respect to changes
in national income.

21.1 Desired Aggregate Expenditure L 1 2

Equilibrium national income is defined as that level of
national income at which desired aggregate expendi-
ture equals actual national income. At incomes above

equilibrium, desired expenditure is less than national
income. In this case, inventories accumulate and firms
will eventually reduce output. At incomes below

21.2 Equilibrium National Income L 3
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542 PART 8 : THE ECONOMY IN THE SHORT RUN

equilibrium, desired expenditure exceeds national
income. In this case, inventories are depleted and firms
will eventually increase output.

Equilibrium national income is represented graphically
by the point at which the aggregate expenditure (AE)
curve cuts the 45 line that is, where desired aggregate
expenditure equals actual national income.

Equilibrium national income is increased by a rise in
either autonomous consumption or autonomous invest-
ment expenditure. Equilibrium national income is
reduced by a fall in these desired expenditures.
The magnitude of the effect on national income of
shifts in autonomous expenditure is given by the multi-
plier. It is defined as Y* A, where A is the change in
autonomous expenditure.
The simple multiplier is the multiplier when the price
level is constant. The simple multiplier Y* A

1*(1  z), where z is the marginal propensity to spend

out of national income. The larger is z, the larger is the
simple multiplier.
It is a basic prediction of our simple macro model that
the simple multiplier is greater than 1.
Expectations play an important role in the determination
of national income. Optimism can lead households and
firms to increase desired expenditure, which, through the
multiplier process, leads to increases in national income.
Pessimism can similarly lead to decreases in desired
expenditure and national income.

21.3 Changes in Equilibrium National Income L 4

Study Exercises

1. Fill in the blanks to make the following statements
correct.

a. The equation for actual national income from the
expenditure side is written as: GDP ___________.

b. The equation for desired aggregate expenditure is
written as: AE ___________.

c. National income accounts measure ___________
expenditures in four broad categories. National
income theory deals with ___________ expenditure
in the same four categories.

d. The equation for a simple consumption function is
written as C a bY. The letter a represents the
___________ part of consumption. The letters bY
represent the ___________ part of consumption.
When graphing a consumption function, the verti-
cal intercept is given by the letter ___________, and
the slope of the function is given by the letter
___________.

e. In the simple macro model of this chapter, all
investment is treated as ___________ expenditure,

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com

Key Concepts
Desired versus actual expenditure
The consumption function
Average and marginal propensities to

consume
Average and marginal propensities to

save

Effect on national income of shifts in
the AE curve

The simple multiplier
The size of the multiplier and slope of

the AE curve

The aggregate expenditure (AE)
function

Marginal propensity to spend
Equilibrium national income
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meaning that it is unaffected by changes in national
income.

f. The aggregate expenditure function in the simple
macro model of this chapter is written as AE

___________ and is graphed with ___________ on the
vertical axis and ___________ on the horizontal axis.

g. An example of an aggregate expenditure function is
AE $47 billion  0.92Y. Autonomous expendi-
ture is ___________ and the marginal propensity to
spend out of national income is ___________. In
the simple model in this chapter, the marginal
propensity to spend is the same as the marginal
propensity to consume because ___________.

2. Fill in the blanks to make the following statements
correct.

a. If actual national income is $200 billion and
desired aggregate expenditure is $180 billion,
inventories may begin to ___________, firms will
___________ the level of output, and national
income will ___________.

b. If actual national income is $200 billion and
desired aggregate expenditure is $214 billion,
inventories may begin to ___________, firms will
___________ the level of output, and national
income will ___________.

c. If households experience an increase in wealth that
leads to an increase in desired consumption, the AE

curve will shift ___________. Equilibrium national
income will ___________ to the level indicated by
the intersection of the AE curve with the
___________ line.

d. When autonomous desired expenditure increases
by $10 billion, national income will increase by
___________ than $10 billion. The magnitude of
the change in national income is measured by the
___________.

e. The larger is the marginal propensity to spend, the
___________ is the multiplier. Where z is the mar-
ginal propensity to spend, the multiplier is equal to
___________.

3. Consider the following table showing aggregate con-
sumption expenditures and disposable income. All val-
ues are expressed in billions of constant dollars.

Desired
Disposable Consumption

Income (YD) (C) APC C/YD MPC C/ YD

0 150
100 225
200 300
300 375
400 450
500 525
600 600
700 675
800 750

a. Compute the average propensity to consume for
each level of income and fill in the table.

b. Compute the marginal propensity to consume for
each successive change in income and fill in the
table.

c. Plot the consumption function on a scale diagram.
What is its slope?

4. This question relates to desired saving, and is based on
the table from Question 3.

a. Compute desired saving at each level of disposable
income. Plot the saving function on a scale dia-
gram. What is its slope?

b. Show that the average propensity to save plus the
average propensity to consume must equal 1.

5. In the chapter we explained at length the difference
between desired expenditures and actual expenditures.

a. Is national income accounting based on desired or
actual expenditures? Explain.

b. Suppose there were a sudden decrease in desired
consumption expenditure. Explain why this would
lead to an equally sudden increase in actual invest-
ment expenditure. Which type of investment would
rise?

c. Illustrate the event from part (b) in a 45 -line dia-
gram. Illustrate the increase in actual investment.

6. Consider the following diagram of the AE function
and the 45 line.

a. Suppose the level of actual national income is Y1.
What is the level of desired aggregate expenditure?
Is it greater or less than actual output? Are inven-
tories being depleted or accumulated?

b. If actual income is Y1, explain the process by which
national income changes toward equilibrium.

c. Suppose the level of actual national income is Y2.
What is the level of desired aggregate expenditure?
Is it greater or less than actual output? Are inven-
tories being depleted or accumulated?

Actual National Income
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d. If actual income is Y2, explain the process by which
national income changes toward equilibrium.

7. Consider a simple model like the one developed in this
chapter. The following equations show the levels of
desired consumption and investment:

C * 500 + 0.9Y

I * 100

Y C I AE 

0 

2 000 

4 000 

6 000 

8 000 

10 000

a. Complete the table above.
b. What is the equilibrium level of national income in

this model? Why?

8. Suppose you are given the following information for
an economy without government spending, exports,
or imports. C is desired consumption, I is desired
investment, and Y is income. C and I are given by:

C * 1400 + 0.8Y

I * 400

a. What is the equation for the aggregate expenditure
(AE) function?

b. Applying the equilibrium condition that Y * AE,
determine the level of equilibrium national income.

c. Using your answer from part (b), determine the val-
ues of consumption, saving, and investment when
the economy is in equilibrium.

9. Consider an economy characterized by the following
equations:

C * 500 + 0.75Y + 0.05W

I * 150

where C is desired consumption, I is desired invest-
ment, W is household wealth, and Y is national
income.

a. Suppose wealth is constant at W * 10 000. Draw
the aggregate expenditure function on a scale dia-
gram along with the 45 line. What is the equilib-
rium level of national income?

b. The marginal propensity to spend in this economy
is 0.75. What is the value of the simple multiplier?

c. Using your answer from part (b), what would be
the change in equilibrium national income if
desired investment increased to 250? Can you
show this in your diagram?

d. Now suppose household wealth increases from
10 000 to 15000. What happens to the AE function
and by how much does national income change?

10. The Paradox of Thrift  is a famous idea in macro-
economics one that we will discuss in later chapters.
The basic idea is that if every household in the econ-
omy tries to increase its level of desired saving, the
level of national income will fall and they will end up
saving no more than they were initially. Use the model
and diagrams of this chapter to show how an
(autonomous) increase in desired saving would reduce
equilibrium income and lead to no change in aggregate
saving. (Though it is not essential, you may find it use-
ful to see Investment, Saving, and Equilibrium GDP in
the Additional Topics section of MyEconLab.)

Discussion Questions
1. Relate the following newspaper headlines to shifts in

the C, S, I, and AE functions and to changes in equi-
librium national income.

a. Revival of consumer confidence leads to increased
spending.

b. High mortgage rates discourage new house
purchases.

c. Concern over future leads to a reduction in
inventories.

d. Accelerated depreciation allowances in the
new federal budget set off boom on equipment
purchases.

e. Consumers spend as stock market soars.

2. Why might an individual s marginal propensity to con-
sume be higher in the long run than in the short run?
Why might it be lower? Is it possible for an individual s
average propensity to consume to be greater than 1 in
the short run? In the long run? Can a country s average
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propensity to consume be greater than 1 in the short
run? In the long run?

3. Explain why a sudden, unexpected fall in consumer
expenditure would initially cause an increase in actual
investment expenditure by firms.

4. In the simple model of this chapter, aggregate invest-
ment was assumed to be autonomous. The simple
multiplier was 1/(1 - z), where z was the marginal

propensity to spend. With autonomous investment,
the marginal propensity to spend is simply the mar-
ginal propensity to consume. Now suppose that
investment is not completely autonomous. That is,
suppose that I * I* + mY, where I* is autonomous
investment and m is the marginal propensity to
invest  (m , 0). Explain how this modification to the
simple model changes the simple multiplier.
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22 Adding Government
and Trade to the
Simple Macro Model

L LEARNING OBJECTIVES

In this chapter you will learn

1 how government purchases and tax

revenues are related to national income.

2 how exports and imports are related to

national income.

3 how to distinguish between the marginal

propensity to consume and the marginal

propensity to spend.

4 why the presence of government and

foreign trade reduces the value of the

simple multiplier.

5 how government can use fiscal policy to

influence the level of national income.

In Chapter 21, we developed a simple short-run

model of national income determination in a closed

economy with fixed prices. In this chapter, we add a

government and a foreign sector to that model. In

Chapter 23, we will expand the model further to

explain the determination of the price level.

Adding government to the model allows us to

study fiscal policy, the government s use of its taxing

and spending powers to affect the level of national

income. Adding foreign trade allows us to examine

some ways in which external events affect the

Canadian economy. Fortunately, the key elements of

the previous chapter s theory of income determination

are unchanged even after government and the foreign

sector are incorporated.
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22.1 Introducing Government
A government s fiscal policy is defined by its plans for taxes and spending. Government
spending and taxation influence national income in both the short and the long run.
Our discussion of fiscal policy begins in this chapter; we go into more detail in Chapter 24
and again in Chapter 32.

Government Purchases

In Chapter 20, we distinguished between government purchases of goods and services and
government transfer payments. The distinction bears repeating here. When the govern-
ment hires a bureaucrat, buys office supplies, or purchases fuel for the Canadian Forces, it
is adding directly to the demands for the economy s current output of goods and services.
Hence, desired government purchases, G, are part of aggregate desired expenditure.

The other part of government spending, transfer payments, also affects desired
aggregate expenditure but only indirectly. Consider welfare or employment-insurance
benefits, for example. These government expenditures place no direct demand on the
nation s production of goods and services since they merely transfer funds from tax-
payers to the recipients. However, when recipients spend some of these payments on
consumption, their spending is part of aggregate expenditure. Thus, government trans-
fer payments do affect aggregate expenditure but only through the effect these transfers
have on households  disposable income.

In this chapter we make the simple assumption that the level of government pur-
chases, G, is autonomous with respect to the level of national income. As GDP rises or
falls, the level of the government s transfer payments will generally change, but we
assume that G does not automatically change just because GDP changes. We then view
any change in G as a result of a government policy decision.

Net Tax Revenues

Taxes reduce households  disposable income relative to national income. In contrast,
transfer payments raise disposable income relative to national income. For the purpose
of calculating the effect of government policy on desired consumption expenditure, it is
the net effect of the two that matters.

Net taxes are defined as total tax revenue received by the government minus total
transfer payments made by the government, and it is denoted T. (For the remainder of
this chapter, the term taxes  means net taxes  unless stated otherwise.) Because
transfer payments are smaller than total tax revenues, net tax revenues are positive.
Disposable income is therefore substantially less than national income. (It was about
two-thirds of Canadian GDP in 2010.)

In the model in this chapter, we assume that net tax revenues vary directly with the
level of national income, but that the tax rate is an autonomous policy variable. As
national income rises, a tax system with given tax rates will yield more revenue (net of
transfers). For example, when income rises, people will pay more income tax in total
even though the tax rates are unchanged. In addition, when income rises, the govern-
ment generally reduces its transfers to households. We will use the following simple
form for government net tax revenues, T:

T * tY

fiscal policy The use of

the government s tax and

spending policies to

achieve government

objectives.

net taxes Total tax revenue

minus transfer payments,

denoted T.
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where t is the net tax rate or the marginal propensity to tax the increase in net tax
revenue generated when national income increases by $1.

It may be tempting to think of t as the income-tax rate, but note that we are trying
to represent in a simple way what in reality is a complex tax and transfer structure that
includes, in addition to several different types of financial transfers to households, the
taxation of personal income, corporate income, overall expenditures, the value of
property, and expenditure on specific products. For that reason, we avoid associating t
with any specific type of tax or transfer. Instead, in what follows we simply refer to t as
the net tax rate.

The Budget Balance

The budget balance is the difference between total government revenue and total gov-
ernment expenditure; equivalently, it equals net tax revenue minus government pur-
chases, T  G. When net revenues exceed purchases, the government has a budget
surplus. When purchases exceed net revenues, the government has a budget deficit.
When the two amounts are equal, the government has a balanced budget.

When the government runs a budget deficit, it must borrow the excess of spending
over revenues. It does this by issuing additional government debt (bonds or treasury
bills). When the government runs a surplus, it uses the excess revenue to buy back
outstanding government debt. Budget deficits and government debt are the principal
topics of Chapter 32.

Provincial and Municipal Governments

Many people are surprised to learn that the combined activities of the many Canadian
provincial and municipal governments account for more purchases of goods and ser-
vices than does the federal government. The federal government raises about the same
amount of tax revenue as do the provincial and municipal governments combined but
transfers a considerable amount of its revenue to the provinces.

When measuring the overall contribution of government to desired aggregate
expenditure, all levels of government must be included.

As we proceed through this chapter discussing the role of government in the deter-
mination of national income, think of the government  as the combination of all levels
of government federal, provincial, territorial, and municipal.

Summary

Before introducing foreign trade, let s summarize how the presence of government
affects our simple model.

1. All levels of government add directly to desired aggregate expenditure through
their purchases of goods and services, G. Later in this chapter when we are con-
structing the aggregate expenditure (AE) function for our model, we will include
G and we will treat it as autonomous expenditure.

PART 8 : THE ECONOMY IN THE SHORT RUN548

net tax rate The increase

in net tax revenue

generated when national

income rises by one dollar.

Also called the marginal

propensity to tax.

budget surplus Any

excess of current revenue

over current expenditure.

budget deficit Any

shortfall of current revenue

below current expenditure.

The federal Department of

Finance designs and

implements Canada s fiscal

policy. See its website:

www.fin.gc.ca.

Practise with Study Guide

Chapter 22, Exercise 1.
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2. Governments also collect tax revenue and make transfer payments. Net tax rev-
enues are denoted T and are positively related to national income. Since T does not
represent any expenditure on goods and services, it is not included directly in the
AE function. T will enter the AE function indirectly, however, through its effect on
disposable income (YD) and consumption. Recall that YD Y  T and that desired
consumption depends on YD.

22.2 Introducing Foreign Trade

Of all the goods and services produced in Canada in a given year, roughly 35 percent
are exported. A similar value of goods and services is imported into Canada every year.
Thus, although net exports may contribute only a few percent to Canada s GDP in a
typical year, foreign trade is tremendously important to Canada s economy.

Canada imports all kinds of goods and services, from French wine and Peruvian
anchovies to Swiss financial and American architectural services. Canada also exports
a variety of goods and services, including timber, nickel, automobiles, engineering ser-
vices, computer software, flight simulators, and commuter jets. U.S. Canadian trade is
the largest two-way flow of trade between any two countries in the world today.

Net Exports

Exports depend on spending decisions made by foreign households and firms that pur-
chase Canadian products. Typically, exports will not change as a result of changes in
Canadian national income. We therefore treat exports as autonomous expenditure.

Imports, however, depend on the spending decisions of Canadian households and
firms. Almost all consumption goods have an import content. Canadian-made cars, for
example, use large quantities of imported com-
ponents in their manufacture. Canadian-made
clothes most often use imported cotton or wool.
And most restaurant meals contain some imported
fruits, vegetables, or meats. Hence, as consump-
tion rises, imports will also increase. Because con-
sumption rises with national income, we also get a
positive relationship between imports and national
income. In this chapter, we use the following sim-
ple form for imports:

IM mY

where m is the marginal propensity to import, the
amount that desired imports rise when national
income rises by $1.

In our simple model, net exports can be
described by the following simple equation:

NX X mY

549CHAPTER 22 : ADDING GOVERNMENT AND TRADE TO THE S IMPLE  MACRO MODEL

Practise with Study Guide

Chapter 22, Short-Answer

Question 1 and Exercise 3.

marginal propensity to

import The increase in

import expenditures

induced by a $1 increase

in national income.

Denoted by m.

International trade is very important for the Canadian economy.
More than $2.5 billion worth of goods and services flows across the
Canada U.S. border every day, much of it in trucks like these.
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Since exports are autonomous with respect to
Y but imports are positively related to Y, we see
that net exports are negatively related to national
income. This negative relationship is called the net
export function. Data for a hypothetical economy
with autonomous exports and with imports that
are 10 percent of national income (m * 0.1) are
illustrated in Figure 22-1. In this example, exports
form the autonomous component and imports the
induced component of desired net exports.

Shifts in the Net Export Function

The net export function is drawn under the
assumption that everything affecting net exports,
except domestic national income, remains con-
stant. The two major factors that must be held
constant are foreign national income and interna-
tional relative prices. A change in either factor will
shift the net export function. Notice that anything
affecting Canadian exports will shift the net export
function parallel to itself, upward if exports
increase and downward if exports decrease. Also
notice that anything affecting the proportion of
income that Canadian consumers want to spend
on imports will change the slope of the net export
function. Let s now explore some of these changes
in detail.

Changes in Foreign Income An increase
in foreign income, other things being equal, will
lead to an increase in the quantity of Canadian
goods demanded by foreign countries that is, to
an increase in Canadian exports. This change
causes the X curve to shift upward and therefore
the NX function also to shift upward, parallel to
its original position. A fall in foreign income leads
to a reduction in Canadian exports and thus to a
parallel downward shift in the net export function.

Changes in International Relative
Prices Any change in the prices of Canadian
goods relative to those of foreign goods will cause
both imports and exports to change. These
changes will shift the net export function.

Consider what happens with a rise in Cana-
dian prices relative to those in foreign countries.
The increase in Canadian prices means that for-
eigners now see Canadian goods as more expensive
relative both to goods produced in their own coun-
try and to goods imported from countries other

FIGURE 22-1 The Net Export Function

Net exports fall as national income rises. The data are
hypothetical. In part (i), exports are constant at $72 bil-
lion while imports rise with national income; the mar-
ginal propensity to import is assumed to be 0.10.
Therefore, net exports, shown in part (ii), decline with
national income. The slope of the import function in
part (i) is equal to the marginal propensity to import.
The slope of the net export function in part (ii) is the
negative of the marginal propensity to import.

Actual Net
National Exports Imports Exports

Income (Y) (X) (IM * 0.1Y) (NX * X + IM)

0 72 0 72
300 72 30 42
600 72 60 12
720 72 72 0
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than Canada. As a result, the value of Canadian exports
will fall.1 The X curve shifts down in Figure 22-2. Simi-
larly, Canadians will see imports from foreign countries
become cheaper relative to the prices of Canadian-made
goods. As a result, they will shift their expenditures
toward foreign goods and away from Canadian goods.
That is, Canadians will spend a higher fraction of national
income on imports the IM curve in Figure 22-2 will
rotate up. The combination of these two effects is that the
net export function shifts downward and becomes
steeper. A fall in Canadian prices relative to foreign prices
would have the opposite effect, shifting the X function up
and the IM function down, and thus shifting the NX
function up.

A rise in Canadian prices relative to those in other
countries reduces Canadian net exports at any level of
national income. A fall in Canadian prices increases
net exports at any level of national income.

The most important cause of a change in interna-
tional relative prices is a change in the exchange rate. A
depreciation of the Canadian dollar means that foreign-
ers must pay less of their money to buy one Canadian
dollar, and Canadian residents must pay more Canadian
dollars to buy a unit of any foreign currency. As a result,
the price of foreign goods in terms of Canadian dollars
rises, and the price of Canadian goods in terms of for-
eign currency falls. This reduction in the relative price
of Canadian goods will cause a shift in expenditure
away from foreign goods and toward Canadian goods.
Canadian residents will import less at each level of
Canadian national income, and foreigners will buy
more Canadian exports. The net export function thus
shifts upward.

An example may help to clarify the argument. Sup-
pose something causes the Canadian dollar to depreci-
ate relative to the euro (the common currency in the European Union). The
depreciation of the Canadian dollar leads Canadians to switch away from French
wines and German cars, purchasing instead more B.C. wine and Ontario-made cars.
This reduction in imports is reflected by the downward rotation of the IM curve. The
depreciation of the Canadian dollar relative to the euro also stimulates Canadian
exports. Quebec furniture and Maritime vacations now appear cheaper to Europeans
than previously, and so their expenditure on such Canadian goods increases. This
increase in Canadian exports is reflected by an upward shift in the X curve. The over-
all effect is that the net export function shifts up and becomes flatter.

1 The rise in Canadian prices leads to a reduction in the quantity of Canadian goods demanded by foreigners.

But in order for the value of Canadian exports to fall, the price elasticity of demand for Canadian exports

must exceed 1 (so that the quantity reduction dominates the price increase). Throughout this book, we make

this realistic assumption.

FIGURE 22-2 Shifts in the Net Export
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Changes in international relative prices shift the NX
function. A rise in Canadian prices relative to foreign
prices lowers exports from X to X' and raises the
import function from IM to IM'. This shifts the net
export function downward from NX to NX'. A fall
in Canadian prices has the opposite effect.

For lots of interesting

information on Canada s

international trade, go to

the website for the

Department of Foreign

Affairs and International

Trade: www.dfait.gc.ca.
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One final word of caution regarding prices, exchange rates, and net exports. It is
important to keep in mind that the simple model in this chapter treats prices and
exchange rates as exogenous variables. That is, though we can discuss what happens if
they change, we do not yet explain where these changes come from. Of course, in the
actual economy the price level and the exchange rate are key macroeconomic variables
that we want to understand. In the next chapter, the price level becomes endogenous in
our model and we therefore consider why it changes. In Chapter 35, we explain in
detail what causes the exchange rate to change. For now, however, keep in mind that
the price level and the exchange rate are exogenous variables we can explain what
happens in our model if they change but we cannot use the current simple version of
our model to explain why they change.

Summary

How does the presence of foreign trade modify our basic model? Let s summarize.

1. Foreign firms and households purchase Canadian-made goods. Changes in foreign
income and international relative prices (including exchange rates) will affect
Canadian exports (X), but we assume that X is autonomous with respect to
Canadian national income. When we construct the economy s aggregate expenditure
(AE) function, we will include X since it represents expenditure on domestic goods.

2. All components of domestic expenditure (C, I, and G) include some import con-
tent. Since C is positively related to national income, imports (IM) are also related
positively to national income. When we construct the economy s AE function,
which shows the desired aggregate expenditure on domestic products, we will sub-
tract IM because these expenditures are on foreign goods.

22.3 Equilibrium National Income
As in Chapter 21, equilibrium national income is the level of income at which desired
aggregate expenditure equals actual national income. The addition of government and
net exports changes the calculations that we must make but does not alter the meaning
of equilibrium or the basic workings of the model.

Desired Consumption and National Income

When net taxes (taxes net of transfers) are positive, disposable income (YD) is less than
national income (Y). We take several steps to determine the relationship between con-
sumption and national income in the presence of taxes.

1. First, assume that the net tax rate, t, is 10 percent, so that net tax revenues are
10 percent of national income:

T * (0.1)Y
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2. Disposable income must therefore be 90 percent of national income:

YD Y T (0.9)Y

3. The consumption function we used last chapter is given as

C 30 (0.8)YD

which tells us that the MPC out of disposable income is 0.8.

4. We can now substitute (0.9)Y for YD in the consumption function. By doing so, we get

C 30 (0.8)(0.9)Y

* C 30 (0.72)Y

We can therefore express desired consumption as a function of YD or as a different
function of Y. In this example, 0.72 is equal to the MPC times (1  t), where t is the net
tax rate. So, whereas 0.8 is the marginal propensity to consume out of disposable
income, 0.72 is the marginal propensity to consume out of national income.

In the presence of taxes, the marginal propensity to consume out of national
income is less than the marginal propensity to consume out of disposable income.

The AE Function

In Chapter 21, the only components of desired aggregate expenditure were consump-
tion and investment. We now add government purchases and net exports. The separate
components in their general form are

C a bYD consumption
I autonomous investment
G autonomous government purchases
T tY net tax revenues
X autonomous exports
IM mY imports

Our first step in constructing the AE function is to express desired consumption in
terms of national income. By using the four steps from above, we write desired con-
sumption as

C a b(1 t)Y

Now we sum the four components of desired aggregate expenditure:

AE = C + I + G + (X  IM)

= a + b(1 - t)Y + I + G + (X - mY)

AE = [a + I + G + X] + [b(1 - t) - m]Y

Autonomous Induced
expenditure expenditure

Practise with Study Guide

Chapter 22, Exercise 2.

+ , , - , , . + , , - , , .
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In this last equation, we can see the distinction between autonomous aggregate
expenditure and induced aggregate expenditure. The first set of square brackets brings
together all the autonomous parts of expenditure. The second set of square brackets
brings together all the parts of expenditure that change when national income
changes the induced part of consumption and imports. This second term in square
brackets shows how much total desired spending changes when national income
changes by one dollar the marginal propensity to spend out of national income.

Figure 22-3 graphs the AE function for our hypothetical economy in which we
assume that desired investment is $75 billion and the level of government purchases is
$51 billion. Notice that the slope of the AE function measures the change in desired
aggregate expenditure (AE) that comes about from a $1 increase in national income
(Y). This is the marginal propensity to spend out of national income and is equal to
b(1  t)  m.

Note that, unlike in Chapter 21, the marginal propensity to spend out of national
income is not simply equal to the marginal propensity to consume. To understand why,
suppose the economy produces $1 of extra national income and that the response to
this is governed by the relationships in Figure 22-3. Because 10 cents is collected by the
government as net taxes, 90 cents becomes disposable income, and 80 percent of this

Practise with Study Guide

Chapter 22, Exercises 4, 6, 

and 7.

The aggregate expenditure function is the sum of desired
consumption, investment, government purchases, and
net export expenditures. The autonomous components
of desired aggregate expenditure are desired investment,
desired government purchases, desired export expendi-
tures, and the constant term in desired consumption
expenditure. These sum to $228 billion in the given
example and this sum is the vertical intercept of the AE
curve. The induced component is (b(1  t)  m)Y, which
in our example is equal to (0.8(0.9)  0.1)Y 0.62Y.

The equation for the AE function is AE 228 
0.62Y. The slope of the AE function, AE/ Y, is 0.62,
indicating that a $1 increase in Y leads to a 62-cent
increase in desired expenditure. This is the marginal
propensity to spend on domestic output. The equilib-
rium level of national income is $600 billion, the level
of Y where the AE function intersects the 45 line.

FIGURE 22-3 The Aggregate Expenditure Function
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Point (Y) (C 30 0.72Y) (I 75) (G 51) (X IM 72 0.1Y) G X IM)

A 0 30 75 51 72 228
B 150 138 75 51 57 321
C 300 246 75 51 42 414
D 600 462 75 51 12 600
E 900 678 75 51 18 786
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amount (72 cents) is spent on consumption. However, 10 cents of all expenditure goes
to imports, so expenditure on domestic goods rises by only 62 cents (72  10). Hence,
z, the marginal propensity to spend, is 0.62. In algebraic terms,

z b(1 t) m

(0.8)(1 0.1) 0.1

0.72 0.1

0.62

Equilibrium National Income

As in Chapter 21, we are assuming (for now) that firms are able and willing to produce
whatever level of output is demanded of them at a constant price level. When output is
demand determined in this way, the equilibrium level of national income is that level of
national income where desired aggregate expenditure (along the AE function) equals
the actual level of national income. As also was true in Chapter 21, the 45 line shows
the equilibrium condition the collection of points where Y AE. Thus, the equilib-
rium level of national income in Figure 22-3 is at point D, where the AE function inter-
sects the 45 line.

Suppose national income is less than its equilibrium amount. The forces leading
back to equilibrium are exactly the same as those described in Chapter 21. When
households, firms, foreign demanders, and governments try to spend at their desired
amounts, they will try to purchase more goods and services than the economy is cur-
rently producing. Hence, some of the desired expenditure must either be frustrated or
take the form of purchases of inventories of goods that were produced in the past. As
firms see their inventories being depleted, they will increase production, thereby
increasing the level of national income.

The opposite sequence of events occurs when national income is greater than
desired aggregate expenditure. Now the total of desired household consumption, busi-
ness investment, government purchases, and net foreign demand on the economy s pro-
duction is less than national output. Firms will notice that they are unable to sell all
their output. Their inventories will be rising, and sooner or later they will seek to
reduce the level of output until it equals the level of sales. When they do, national
income will fall.

Finally, when national income is equal to desired aggregate expenditure ($600 bil-
lion in Figure 22-3), there is no pressure for output to change. Desired consumption,
investment, government purchases, and net exports just add up to national output.

w w w . m y e c o n l a b . c o m

An alternative (but equivalent) approach to determining the equilibrium level
of national income is based on the relationship between national saving and
the accumulation of national assets. For more details, look for The Saving

Investment Approach to Equilibrium in an Open Economy with Government in the
Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS
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22.4 Changes in Equilibrium
National Income

Changes in any of the components of desired aggregate expenditure will cause changes
in equilibrium national income. In Chapter 21, we investigated the consequences of
shifts in the consumption function and in the investment function. Here we take a first
look at fiscal policy the effects of changes in government spending and taxation. We
also consider shifts in the net export function. First, we explain why the simple multi-
plier is reduced by the presence of taxes and imports.

The Multiplier with Taxes and Imports

In Chapter 21, we saw that the simple multiplier, the amount by which equilibrium
real GDP changes when autonomous expenditure changes by one dollar, was equal to
1*(1  z), where z is the marginal propensity to spend out of national income. In the
simple model of Chapter 21, with no government and no international trade, z was
simply the marginal propensity to consume out of disposable income. But in the more
complex model of this chapter, which contains both government and foreign trade, we
have seen that the marginal propensity to spend out of national income is slightly
more complicated.

The presence of imports and taxes reduces the marginal propensity to spend out of
national income and thus reduces the value of the simple multiplier.

Let s be more specific. In Chapter 21, the marginal propensity to spend, z, was just
equal to the marginal propensity to consume. Let Y be the change in equilibrium real
GDP brought about by a change in autonomous spending, A. We then have the fol-
lowing relationships:

Without Government and Foreign Trade:

z = MPC

Simple multiplier = =

=

In our example, the MPC was 0.8 and so the simple multiplier was equal to 5.

Simple multiplier = 1*(1 - 0.8) = 1*0.2 = 5

In our expanded model with government and foreign trade, the marginal propen-
sity to spend out of national income must take account of the presence of net taxes and
imports, both of which reduce the value of z.

1

1 MPC

1

1 z
Y

A
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With Government and Foreign Trade:

z = MPC(1 - t) - m

Simple multiplier = =

=

In our example, t = 0.1 and m = 0.1. This makes the simple multiplier equal to 2.63.

Simple multiplier = 1*{1 - [0.8(1 - 0.1) - 0.1]} = 1*[1 - (0.72 - 0.1)] 
= 1*(1 - 0.62) = 2.63

What is the central point here? Because net taxes and imports both increase in
response to an increase in national income, every increase in GDP induces a smaller
increase in desired expenditure on domestically produced goods than would be the case
in the simpler world with no taxes or imports. The result is that the overall change in
equilibrium GDP is lower.

The higher is the marginal propensity to import, the lower is the simple multiplier.
The higher is the net tax rate, the lower is the simple multiplier.

Applying Economic Concepts 22-1 examines what the size of the simple multiplier is
likely to be in the Canadian economy. You may be surprised at the result!

Net Exports

Earlier in this chapter, we discussed the determinants of net exports and of shifts in the
net export function. As with the other elements of desired aggregate expenditure, if the
net export function shifts upward, equilibrium national income will rise; if the net
export function shifts downward, equilibrium national income will fall.

Generally, exports themselves are autonomous with respect to domestic national
income. Foreign demand for Canadian products depends on foreign income, on foreign
and Canadian prices, and on the exchange rate, but it does not depend on Canadian
income. Export demand could also change because of a change in tastes. Suppose for-
eign consumers develop a taste for Canadian-made furniture and desire to consume
$1 billion more per year of these goods than they had in the past. The net export function
(and the aggregate expenditure function) will shift up by $1 billion, and equilibrium
national income will increase by $1 billion times the simple multiplier.

Fiscal Policy

In Chapter 19 we introduced the concept of potential GDP, the level of GDP that
would exist if all factors of production were fully employed. Deviations of actual GDP
(Y) from potential GDP (Y*) usually create problems. When Y - Y*, factor incomes
are low and unemployment of factors is high; when Y . Y*, rising costs create infla-
tionary pressures. To reduce these problems, governments often try to stabilize the level
of real GDP close to Y*. Any attempt to use government policy in this manner is called
stabilization policy, and here we focus on stabilization through fiscal policy. In

1 
,

1* [MPC(1 - t) - m]

1
,
1* z

+Y
,
+A

stabilization policy Any

policy designed to reduce

the economy s cyclical

fluctuations and thereby

stabilize national income.
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Chapters 24 and 32, we examine various issues of fiscal policy in more detail, includ-
ing why the real-world practice of fiscal policy is more complicated than our simple
model suggests.

Fiscal policy involves the use of government spending and taxation, often moti-
vated by the desire to alter national income and hence employment. Because govern-
ment purchases increase desired aggregate expenditure and taxation decreases it, the
directions of the required changes in spending and taxation are generally easy to deter-
mine once we know the direction in which the government wants to change national
income. But the timing and magnitude of the changes are more difficult issues. The
issue of timing is difficult because it takes an uncertain amount of time before fiscal
policies have an effect on real GDP. The issue of magnitude is difficult because the level
of potential output is not measured directly and can only be estimated imperfectly.

The basic idea of fiscal stabilization policy follows from what we have already
learned. A reduction in net tax rates or an increase in government purchases shifts the

In our macro model, the simple multiplier  expresses the
overall change in equilibrium national income resulting
from an increase in desired autonomous spending. But to
the extent that increases in output are only possible in the
short run by increasing the level of employment, the mul-
tiplier can also tell us something about the total change in
employment that will result from an initial increase in
spending. And this is the way we usually hear about the
effects of the multiplier in the popular press.

Imagine you are listening to a news story on the
radio or TV about a recent announcement by the gov-
ernment to increase its annual spending by $5 billion on
the repairs of highways and bridges. Rather than claim-
ing that the $5 billion increase in spending will lead to
an overall increase in national income by several times
this amount, the official making the announcement is
likely to speak in terms of the number of jobs created
in the economy as a result of the new government
spending. For example, the official might claim that this
new spending will directly create 5000 new jobs and
that an additional 10 000 new jobs will be created indi-
rectly. With such a claim, the government official
appears to believe that the simple multiplier is equal to
3 the total increase in employment (and output) will
be three times the direct increase. Is a simple multiplier
of 3 a realistic estimate for Canada?

In the simple model we have developed in this chap-
ter, we have used values for key parameters that are sim-
ple to work with but not necessarily realistic. In particular,
we assumed values of t and m that are well below their
actual values. To find a realistic estimate for the multiplier
in Canada, we need to use more realistic values for the net
tax rate (t) and the marginal propensity to import (m). In
Canada a reasonable value for t is 0.3, the approximate

share of combined government net taxation in GDP.
Imports into Canada are close to 35 percent of GDP and
so m = 0.35 is a reasonable value. If we use these more
realistic values for t and m, and continue the reasonable
assumption that the marginal propensity to consume out
of disposable income is 0.8, the implied value of z is

z = MPC(1 - t) - m
= 0.8(1 - 0.3) - 0.35 = 0.21

and so the implied value of the simple multiplier is

Simple multiplier = 1/(1 - z ) = 1/0.79 = 1.27

Two main lessons emerge from this analysis:

1. Net taxes and imports reduce the size of the simple

multiplier.

2. Realistic values of t and m in Canada suggest a sim-

ple multiplier that is much closer to 1 than to 2 and

certainly far below the value of 5 that we used in

the very simple model of Chapter 21.

So the next time you hear a government official make
claims about how new spending plans are likely to have
large effects on the level of employment and economic
activity, think about what the implied value of the simple
multiplier must be in order for the claims to be reason-
able. The analysis here suggests that the simple multiplier
in Canada is probably only moderately greater than 1.*

* In the next two chapters we will see that once we allow for
a price level that can adjust to changes in demand, the multi-
plier gets even smaller.

APPLYING ECONOMIC CONCEPTS 22-1

How Large Is Canada s Simple Multiplier?
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AE curve upward, setting in motion the multiplier
process that tends to increase equilibrium national
income. An increase in tax rates or a decrease in gov-
ernment purchases shifts the AE curve downward and
tends to decrease equilibrium income.

If the government targets Y* as its desired level
of real GDP, it can alter net taxes or purchases, or
both, in an attempt to push the economy toward that
target. First, suppose real GDP is well below Y*. In
this case, the government would like to increase real
GDP. The available fiscal tools are to raise govern-
ment purchases, or to increase disposable income by
lowering tax rates or increasing transfer payments.
Second, suppose the economy is overheated,
meaning that real GDP is above Y*. What can the
government do? The fiscal tools at its command are
to reduce government purchases or to reduce dispos-
able income by raising tax rates or reducing transfer
payments. Each of these measures has a depressing
effect on real GDP.

Figure 22-4 illustrates the two situations: one in which the government s objective
is to increase the level of real GDP, and the other in which the government s objective is

Changes in government purchases and tax rates can have signifi-
cant effects on desired aggregate expenditure and thus on equi-
librium national income.

FIGURE 22-4 The Use of Fiscal Stabilization Policy
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Stabilization policy can be used to bring national income closer to the level of potential GDP, Y*. In parts (i) and (ii),
Y* is the level of potential GDP, where all factors of production are fully employed. In part (i), the initial equilibrium
is at E0 where national income is Y0, which is less than Y*; this is a recessionary gap. The government could increase
purchases, reduce taxes, or raise transfer payments to shift the AE function upward to AE' and thus increase equilib-
rium national income. In part (ii), the initial equilibrium is at E1 where national income is Y1, which is greater than Y*;
this is an inflationary gap. The government could reduce purchases, increase taxes, or reduce transfer payments to shift
the AE function downward to AE' and thus reduce equilibrium national income.
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to reduce the level of real GDP. In both cases, the target level of real GDP is the level
of potential GDP, Y*, at which there is full employment. Let s now examine these two
fiscal tools government purchases and taxation in a little more detail.2

Changes in Government Purchases Suppose the government decides to
reduce its purchases of all economic consulting services, thus eliminating $100 million
per year in spending. Planned government purchases (G) would fall by $100 million,
shifting AE downward by the same amount. How much would equilibrium income
change? This amount can be calculated by using the simple multiplier. Government
purchases are part of autonomous expenditure, so a change in government purchases
of *G will lead to a change in equilibrium national income equal to the simple multi-
plier times *G. In this example, equilibrium income will fall by $100 million times the
simple multiplier. Earlier we argued that a realistic value for the simple multiplier in
Canada is about 1.25. Using this value in our example, the effect of the $100 million
reduction in G is to reduce equilibrium national income by $125 million.

Increases in government purchases would have the opposite effect. If the govern-
ment increases its spending by $1 billion on new highways, equilibrium national
income will rise by $1 billion times the simple multiplier.

Changes in Tax Rates If tax rates change, the
relationship between disposable income and national
income changes. As a result, the relationship between
desired consumption and national income also
changes. Consequently, a change in tax rates will
cause a change in z, the marginal propensity to spend
out of national income.

Consider first a decrease in tax rates. If the gov-
ernment decreases its net tax rate so that it collects
5 cents less out of every dollar of national income,
disposable income rises in relation to national
income. Hence, consumption also rises at every level
of national income. This increase in consumption
results in an upward rotation of the AE curve that
is, an increase in the slope of the curve, as shown in
Figure 22-5. The result of this shift will be an increase
in equilibrium national income.

A rise in tax rates has the opposite effect. A rise
in tax rates causes a decrease in disposable income,
and hence consumption expenditure, at each level of
national income. This results in a downward rotation
of the AE curve and decreases the level of equilibrium
national income.

Note that when the AE function rotates, as hap-
pens if anything causes z to change, the simple multi-
plier is not used to tell us about the resulting change
in equilibrium national income. The simple multiplier
is only useful to tell us how much equilibrium

Practise with Study Guide

Chapter 22, Exercise 5 and

Extension Exercise E1.

2 The government would rarely attempt to reduce the level of GDP. But in a situation where real GDP is
above potential output and also growing more quickly, it may try to reduce the growth rate of GDP, thus
closing the gap between real GDP and potential output.

FIGURE 22-5 The Effect of Changing the
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Changing taxes changes equilibrium income by rotat-
ing the AE curve. A reduction in the net tax rate
rotates the AE curve from AE0 to AE1. The new curve
has a steeper slope because the lower net tax rate with-
draws a smaller amount of national income from the
desired consumption flow. Equilibrium income rises
from Y0 to Y1. An increase in the net tax rate has the
opposite effect.
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national income changes in response to a change in autonomous desired spending
that is, in response to a parallel shift in the AE function.

w w w . m y e c o n l a b . c o m

Governments can also combine an increase in government purchases with an
increase in tax revenues in such a way that the budget is left unchanged. How
do such balanced budget changes affect the level of national income? To see
more details on this type of fiscal policy, look for What Is the Balanced Budget
Multiplier? in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

22.5 Demand-Determined Output
In this and the preceding chapter, we have discussed the determination of the four cat-
egories of aggregate expenditure and have seen how they simultaneously determine
equilibrium national income in the short run. An algebraic exposition of the complete
model is presented in the appendix to this chapter.

Our macro model is based on three central concepts, and it is worth reviewing
them.

Equilibrium National Income The equilibrium level of national income is that
level at which desired aggregate expenditure equals actual national income. If actual
national income exceeds desired expenditure, firms will eventually reduce production,
causing national income to fall. If actual national income is less than desired expendi-
ture, firms will eventually increase production, causing national income to rise.

The Simple Multiplier The simple multiplier measures the change in equilib-
rium national income that results from a change in the autonomous part of desired
aggregate expenditure. The simple multiplier is equal to 1/(1  z), where z is the mar-
ginal propensity to spend out of national income. In the model of Chapter 21, in which
there is no government and no international trade, z is simply the marginal propensity
to consume out of disposable income. In our expanded model that contains both gov-
ernment and foreign trade, z is reduced by the presence of net taxes and imports. To
review:

Simple multiplier = 1/(1 - z)

Closed economy with no government: z = MPC
Open economy with government: z = MPC(1 - t) - m

Demand-Determined Output The model that we have examined is con-
structed for a given price level that is, the price level is assumed to be constant. This
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assumption of a given price level is related to another assumption that we have been
making. We have been assuming that firms are able and willing to produce any amount
of output that is demanded without requiring any change in prices. When this is true,
national income depends only on how much is demanded that is, national income is
demand determined. Things get more complicated if firms are either unable or unwill-
ing to produce enough to meet all demands without requiring a change in prices. We
deal with this possibility in Chapter 23 when we consider supply-side influences on
national income.

There are two situations in which we might expect national income to be demand
determined. First, when there are unemployed resources and firms have excess capac-
ity, firms will often be prepared to provide whatever is demanded from them at
unchanged prices. In contrast, if the economy s resources are fully employed and firms
have no excess capacity, increases in output may be possible only with higher unit
costs, and these cost increases may lead to price increases.

The second situation occurs when firms are price setters. Readers who have stud-
ied some microeconomics will recognize this term. It means that the firm has the abil-
ity to influence the price of its product, either because it is large relative to the market
or, more usually, because it sells a product that is differentiated to some extent from the
products of its competitors. Firms that are price setters often respond to changes in
demand by altering their production and sales, at least initially, rather than by adjust-
ing their prices. Only after some time has passed, and the change in demand has per-
sisted, do such firms adjust their prices. This type of behaviour corresponds well to our
short-run macro model in which changes in demand lead to changes in output (for a
given price level).

Our simple model of national income determination assumes a constant price
level. In this model, national income is demand determined.

In the following chapters, we expand the model by making the price level an
endogenous variable. In other words, movements in the price level are explained within
the model. We do this by considering the supply side of the economy that is, those
things that influence firms  abilities to produce output, such as technology and factor
prices. When we consider the demand side and the supply side of the economy simulta-
neously, we will see that changes in desired aggregate expenditure usually cause both
prices and real GDP to change.

Summary

Government desired purchases, G, are assumed to be
part of autonomous aggregate expenditure. Taxes
minus transfer payments are called net taxes and affect
aggregate expenditure indirectly through households
disposable income. Taxes reduce disposable income,
whereas transfers increase disposable income.

The budget balance is defined as net tax revenues minus
government purchases, (T  G). When (T  G) is pos-
itive, there is a budget surplus; when (T  G) is nega-
tive, there is a budget deficit.

22.1 Introducing Government L 1
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Exports are foreign purchases of Canadian goods, and
do not depend on Canadian national income. Desired
imports are assumed to increase as national income
increases. Hence, net exports decrease as national
income increases.
Changes in international relative prices lead to shifts in
the net export function. A depreciation of the Canadian

dollar implies that Canadian goods are now cheaper rel-
ative to foreign goods. This leads to a rise in exports
and a fall in imports, shifting the net export function
up. An appreciation of the Canadian dollar has the
opposite effect.

22.2 Introducing Foreign Trade L 2

As in Chapter 21, national income is in equilibrium
when desired aggregate expenditure equals actual
national income. The equilibrium condition is

Y AE, where AE C I G (X IM)

The slope of the AE function in the model with govern-
ment and foreign trade is z MPC (1  t)  m, where
MPC is the marginal propensity to consume out of dis-
posable income, t is the net tax rate, and m is the mar-
ginal propensity to import.

22.3 Equilibrium National Income L 3

The presence of taxes and net exports reduces the value
of the simple multiplier. With taxes and imports, every
increase in national income induces less new spending
than in a model with no taxes or imports.
An increase in government purchases shifts up the AE
function and thus increases the equilibrium level of
national income. A decrease in the net tax rate makes

the AE function rotate upward and increases the equi-
librium level of national income.
An increase in exports can be caused by an increase in
foreign demand for Canadian goods, a fall in the
Canadian price level, or a depreciation of the Canadian
dollar. An increase in exports shifts the AE function up
and increases the equilibrium level of national income.

22.4 Changes in Equilibrium National Income L 4 5

Our simple model of national income determination is
constructed for a given price level. That prices are
assumed not to change in response to an increase in
desired expenditure reflects a related assumption that
output is demand determined.

Output may be demand determined in two situations: if
there are unemployed resources, or if firms are price
setters.

22.5 Demand-Determined Output

Key Concepts
Taxes, transfers, and net taxes
The budget balance
The net export function

Fiscal policy and equilibrium income
Demand-determined output

Calculation of the simple multiplier in
an open economy with government

Stabilization policy
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Study Exercises

1. Consider the following table showing national
income and government net tax revenues in billions
of dollars. Assume that the level of government pur-
chases is $155 billion.

Actual National Net Tax Budget Balance
Income (Y) Revenues (T) (T  G)

100 45
200 70
300 95
400 120
500 145
600 170
700 195
800 220

a. Compute the government s budget balance for each
level of national income and fill in the table.

b. What is the value of the net tax rate? Explain what
this rate represents.

c. Suppose the government decides to increase the
level of its purchases of goods and services by
$15 billion. What happens to the budget balance
for any level of national income?

2. Consider the following table showing national income
and imports in billions of dollars. Assume that the
level of exports is $300 billion.

Actual National Net Exports 
Income (Y) Imports (IM) (X IM)

100 85
200 120
300 155
400 190
500 225
600 260
700 295
800 330

a. Compute the level of net exports for each level of
national income and fill in the table.

b. Plot the net export function on a scale diagram.
Explain why it is downward sloping.

c. What is the value of the marginal propensity to
import? Explain what it represents.

d. Suppose one of Canada s major trading partners
experiences a significant recession. Explain how this
affects the net export function in your diagram.

3. Each of the following headlines describes an event that
will have an effect on desired aggregate expenditure.
What will be the effect on equilibrium national
income? In each case, describe how the event would be
illustrated in the 45 line diagram.

a. Minister takes an axe to the armed forces.
b. Russia agrees to buy more Canadian wheat.
c. High-tech firms to cut capital outlays.
d. Finance minister pledges to cut income-tax rates.
e. U.S. imposes import restrictions on Canadian

lumber.
f. U.S. housing collapse means smaller market for

B.C. lumber.
g. Weak dollar spurs exports from Ontario manu-

facturers.
h. Prime minister promises burst of infrastructure

spending.

4. The following diagram shows desired aggregate
expenditure for the economy of Sunset Island. The AE

curve assumes a net tax rate (t) of 10 percent,
autonomous exports of $25 billion, and a marginal
propensity to import (m) of 15 percent.
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SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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a. What is the level of desired investment expendi-
ture (I)?

b. What is the level of government purchases (G)?
c. What is the autonomous portion of consumption?
d. What is total autonomous expenditure?
e. Starting from equilibrium national income of

$250 billion, suppose government purchases
decreased by $25 billion. Describe the effect on the
AE curve and on equilibrium national income.

f. Starting from equilibrium national income of
$250 billion, suppose the net tax rate increased
from 10 percent to 30 percent of national income.
Describe the effect on the AE curve and on equilib-
rium national income.

g. Starting from equilibrium national income of
$250 billion, suppose investment increased by
$50 billion. Describe the effect on the AE curve
and on equilibrium national income.

h. Starting from equilibrium national income of
$250 billion, suppose the marginal propensity to
import fell from 15 percent to 5 percent of national
income. Describe the effect on the AE curve and on
equilibrium national income.

5. The economy of Sunrise Island has the following features:

fixed price level
no foreign trade
autonomous desired investment (I) of $20 billion
autonomous government purchases (G) of $30 billion
autonomous desired consumption (C) of $15 billion
marginal propensity to consume out of disposable
income of 0.75
net tax rate of 0.20 of national income

a. Write an equation expressing consumption as a
function of disposable income.

b. Write an equation expressing net tax revenues as a
function of national income.

c. Write an equation expressing disposable income as
a function of national income.

d. Write an equation expressing consumption as a
function of national income.

e. What is the marginal propensity to spend out of
national income?

f. Calculate the simple multiplier for Sunrise Island.

6. The following table shows alternative hypothetical
economies and the relevant values for the marginal
propensity to consume out of disposable income
(MPC), the net tax rate (t), and the marginal propen-
sity to import, m.

Simple
Multiplier 

Economy MPC t m z 1/(1 z)

A 0.75 0.2 0.15
B 0.75 0.2 0.30
C 0.75 0.4 0.30
D 0.90 0.4 0.30

a. Recall that z, the marginal propensity to spend out
of national income, is given by the simple expression
z MPC(1  t)  m. By using this expression, com-
pute z for each of the economies and fill in the table.

b. Compare Economies A and B (they differ only by
the value of m). Which one has the larger multi-
plier? Explain why the size of the multiplier
depends on m.

c. Compare Economies B and C (they differ only by
the value of t). Which one has the larger multiplier?
Explain why the size of the multiplier depends on t.

d. Compare Economies C and D (they differ only by
the value of MPC). Which one has the larger mul-
tiplier? Explain why the size of the multiplier
depends on MPC.

7. This question is based on the Additional Topic The
Saving-Investment Approach to Equilibrium in an
Open Economy with Government, which is found on
this book s MyEconLab. Consider the diagram below
that shows the national saving function and the
national asset formation function.

a. Explain why the national asset formation function
is downward sloping. What determines its slope?

b. Explain why the national saving function is
upward sloping. What determines its slope?

c. Suppose the government decided to increase its
level of purchases. How would this policy change
be illustrated in the diagram? What would happen
to national income?

d. Suppose domestic firms decided to increase their
desired investment. How would this change be
illustrated in the diagram? What would happen to
national income?

e. Suppose the Canadian government reduced net-tax
rates. How would this change be illustrated in the
diagram? What would happen to national income?

8. This question requires you to solve a macro model
algebraically. Reading the appendix to this chapter
will help you to answer this question. But, just in case,
we lead you through it step by step. The equations for
the model are as follows:

i) C a bYD Consumption
ii) I I0 Investment (autonomous)
iii) G G0 Government purchases

(autonomous)
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iv) T tY Net tax revenue
v) X X0 Exports (autonomous)
vi) IM mY Imports

a. Step 1: Recall that YD Y  T. By using this fact,
substitute the tax function into the consumption
function and derive the relationship between
desired consumption and national income.

b. Step 2: Sum the four components of desired aggre-
gate expenditure (C, I, G, NX). This is the aggregate
expenditure (AE) function. Collect the autonomous
terms separately from the induced terms.

c. Step 3: Recall the equilibrium condition, Y AE.

Form the equation Y AE, where AE is your
expression for the AE function from part (b).

d. Step 4: Now collect terms and solve for Y. This is
the equilibrium value of national income.

e. Step 5: Suppose the level of autonomous expendi-
ture, which we could call A, rises by A. What is the
effect on the level of equilibrium national income?

9. This question repeats the exercise of Question 8, but
for specific numerical values. The equations of the
model are

C 50 0.7YD T (0.2)Y
I 75 X 50
G 100 IM (0.15)Y

a. Compute the AE function and plot it in a diagram.
What is total autonomous expenditure?

b. What is the slope of the AE function?
c. Compute the equilibrium level of national income.
d. Suppose X rises from 50 to 100. How does this

affect the level of national income?
e. What is the simple multiplier in this model?

Discussion Questions
1. The Canadian federal government embarked on a sig-

nificant path of deficit reduction in the mid-1990s.
What fiscal measures were at its disposal? Why might
a reduction of 10 percent in government expenditure
accomplish much less than a 10-percent decrease in
the deficit, at least in the first instance?

2. In the 2009 federal budget, the minister of finance pre-
sented a plan to stimulate a slowing economy. What
fiscal tools were at his disposal? Would $5 billion of
new spending have the same effect as $5 billion in
reduced personal income taxes?

3. For many years in Canada it was typical for the fed-
eral government s forecasts of its own budget surplus
to be less than the forecasts made by private-sector
economists. Much of the discrepancy seemed to be
accounted for by assumptions about the state of the
economy over the coming year. How do assumptions
about the economy affect estimates of the budget
deficit or surplus?

4. Classify each of the following government activities as
either government purchases or transfers.

a. Welfare payments for the poor
b. Payments to teachers in public schools

c. Payments to teachers at a military college
d. Payments on account of hospital and medical care
e. Public Health Service vaccination programs

5. The trade deficit that the United States has with China
has received much attention in recent years. Given an
economy in equilibrium, what is the relationship
between saving and investment if the government bud-
get remains balanced but there exists a trade deficit?
What additional role must foreigners play in this situ-
ation? Can you explain why this situation is viewed by
many Americans as troublesome? Do you agree with
them?

6. In Chapter 20 we examined how national income was
measured. By using the expenditure approach, we
showed that GDP is always equal to the sum of con-
sumption, investment, government purchases, and net
exports. In Chapters 21 and 22 we examined the deter-

mination of national income. We showed that equilib-
rium national income occurs when actual national
income equals the sum of desired consumption, invest-
ment, government purchases, and net exports. Does
this mean that national income is always at its equilib-
rium level? Explain the important difference between
actual  and desired  expenditures.
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We start with the definition of desired aggregate
expenditure:

AE C I G (X  IM) [1]

For each component of AE, we write down a behav-
ioural function.

C a bYD (consumption function) [2]

I I0 (autonomous investment) [3]

G G0 (autonomous government purchases) [4]

X X0 (autonomous exports) [5]

IM mY (imports) [6]

where a is autonomous consumption spending, b is the
marginal propensity to consume, and m is the marginal
propensity to import. Obviously, the behavioural
functions for investment, government purchases, and
exports are very simple: These are all assumed to be
independent of the level of national income.

Before deriving aggregate expenditure, we need
to determine the relationship between national
income (Y) and disposable income (YD), because it is
YD that determines desired consumption expenditure.
YD is defined as income after net taxes. In Chapter 22
we examined a very simple linear tax of the form

T tY [7]

Taxes must be subtracted from national income to
obtain disposable income:

YD Y  tY Y(1  t) [8]

Substituting Equation 8 into the consumption func-
tion allows us to write consumption as a function of
national income.

C a b(1  t)Y [9]

Now we can add up all the components of desired
aggregate expenditure, substituting Equations 3, 4,
5, 6, and 9 into Equation 1:

AE a b(1  t)Y I0 G0 X0  mY [10]

Equation 10 is the AE function, which shows desired
aggregate expenditure as a function of actual
national income.

In equilibrium, desired aggregate expenditure
must equal actual national income:

AE Y [11]

Equation 11 is the equilibrium condition for our
model. It is the equation of the 45 line in the figures
in this chapter.

To solve for the equilibrium level of national
income, we want to solve for the level of Y that sat-
isfies both Equations 10 and 11. That is, solve for the
level of Y that is determined by the intersection of the
AE curve and the 45 line. Substitute Equation 11
into Equation 10:

Y a b(1  t)Y I0 G0 X0  mY [12]

Group all the terms in Y on the right-hand side, and
subtract them from both sides:

Y Y[b(1  t)  m] a I0 G0 X0 [13]

Y  Y[b(1  t)  m] a I0 G0 X0 [14]

Notice that [b(1  t)  m] is exactly the marginal
propensity to spend out of national income, defined
earlier as z. When national income goes up by one
dollar, only 1  t dollars go into disposable income,
and only b of that is spent on consumption.
Additionally, m is spent on imports, which are not
expenditures on domestic national income. Hence
[b(1  t)  m] is spent on domestic output.

Substituting z for [b(1  t)  m] and solving
Equation 14 for equilibrium Y yields

Y [15]

Notice that the numerator of Equation 15 is total
autonomous expenditure, which we call A. Hence,
Equation 15 can be rewritten as

Y [16]
A

1 z

a I0 G0 X0

1 z

An Algebraic Exposition of
the Simple Macro Model

Appendix to Chapter

22
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Notice also that if autonomous expenditure rises by
some amount A,Y will rise by A/(1  z). So, the
simple multiplier is 1/(1  z).

The Algebra Illustrated

The numerical example that was carried through
Chapters 21 and 22 can be used to illustrate the pre-
ceding exposition. In that example, the behavioural
equations are:

C 30 0.8YD [17]

I 75 [18]

G 51 [19]

X  IM 72  0.1Y [20]

T 0.1Y [21]

From Equation 8, disposable income is given by Y(1
 t) 0.9Y. Substituting this into Equation 17 yields

C 30 0.72Y

as in Equation 9.

Now, recalling that in equilibrium AE Y, we
add up all the components of AE and set the sum
equal to Y, as in Equation 12:

Y 30 0.72Y 75 51 72  0.1Y [22]

Collecting terms yields

Y 228 0.62Y

Subtracting 0.62Y from both sides gives

0.38Y 228

and dividing through by 0.38, we have

Y 600

This can also be derived by using Equation 16.
Autonomous expenditure is 228, and z, the marginal
propensity to spend out of national income, is 0.62.
Thus, from Equation 16, equilibrium income is 228/
(1  0.62) 600, which is exactly the equilibrium
we obtained in Figure 22-3 on page 554.

228

0.38
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23
L LEARNING OBJECTIVES

In this chapter you will learn

1 why an exogenous change in the price level

shifts the AE curve and changes the equi-

librium level of real GDP.

2 how to derive the aggregate demand (AD)

curve and what causes it to shift.

3 the meaning of the aggregate supply (AS)

curve and why it shifts when technology or

factor prices change.

4 how to define macroeconomic equilibrium.

5 how aggregate demand and aggregate

supply shocks affect equilibrium real GDP

and the price level.

In Chapters 21 and 22, we developed a simple model

of national income determination. We saw that

changes in wealth, interest rates, the government s fis-

cal policies, or expectations about the future lead to

changes in desired aggregate expenditure. Through

the multiplier process, such changes in desired expen-

diture caused equilibrium national income to change.

The simple model in Chapters 21 and 22 had a

constant price level. We assumed that firms were pre-

pared to provide more output when it was demanded

without requiring an increase in prices. In this sense,

we said that output was demand determined.

The actual economy, however, does not have a

constant price level. Rather than assuming it is con-

stant, we would like to understand what causes it to

change. We therefore expand our model to make the

price level an endogenous variable one that is

explained within the model.

We make the transition to a variable price level in

three steps. First, we study the consequences for

national income of exogenous changes in the price

level changes that happen for reasons that are not

explained by our model of the economy. We ask how

changes in the price level affect desired aggregate

expenditure. That is, we examine the demand side of

the economy. Second, we examine the supply side by

exploring the relationship among the price level, the

prices of factor inputs, and the level of output pro-

ducers would like to supply. Finally, we examine the

concept of macroeconomic equilibrium that com-

bines both the demand and the supply sides to deter-

mine the price level and real GDP simultaneously.

Output and Prices
in the Short Run
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23.1 The Demand Side 
of the Economy

Consider the macro model in Chapter 22. What happens to equilibrium GDP in that
model when the price level changes for some exogenous reason? To find out, we need
to understand how a change in the price level affects desired aggregate expenditure.

Exogenous Changes in the Price Level

The AE curve shifts in response to a change in the price level. This shift occurs because
a change in the price level affects desired consumption expenditures and desired net
exports. These are the changes on which we will focus in this chapter. (In later chap-
ters, we will see that changes in the price level will also change interest rates and thus
shift the AE curve for an additional reason.)

Changes in Consumption You might think it is obvious that a fall in the price
level leads to an increase in desired consumption for the simple reason that the demand
curves for most individual products are negatively sloped. As we will see in a few
pages, however, this logic is incorrect in the context of an aggregate model our focus
here is on the aggregate price level rather than on the prices of individual products. The
relationship between the price level and desired consumption has to do with how
changes in the price level lead to changes in household wealth and thus to changes in
desired spending.

Much of the private sector s total wealth is held in the form of assets with a fixed
nominal value. The most obvious example is money itself. We will discuss money in
considerable detail in Chapters 27 and 28, but for now just note that most individuals
and businesses hold money in their wallets, in their cash registers, or in their bank
accounts. What this money can buy its real value depends on the price level. The
higher the price level, the less a given amount of money can purchase. For this reason,
a rise in the domestic price level lowers the real value of money holdings. Similarly, a
reduction in the price level raises the real value of money holdings.

A rise in the price level lowers the real value
of money held by the private sector. A fall in
the price level raises the real value of money
held by the private sector.

Other examples of assets that have fixed
nominal values include government and corporate
bonds. The bondholder has lent money to the
issuer of the bond and receives a repayment from
the issuer when the bond matures. What happens
when there is a change in the price level in the
intervening period? A rise in the price level means
that the repayment to the bondholder is lower in
real value than it otherwise would be. This is a
decline in wealth for the bondholder. However,
the issuer of the bond, having made a repayment

Changes in the price level cause changes in the real value of cash held
by households and firms. This change in wealth leads to changes in
the amount of desired consumption expenditure.
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of lower real value because of the increase in the price level, has experienced an
increase in wealth. In dollar terms, the bondholder s reduction in wealth is exactly off-
set by the issuer s increase in wealth.

Changes in the price level change the wealth of bondholders and bond issuers, but
because the changes offset each other, there is no change in aggregate wealth.1

In summary, a rise in the price level leads to a reduction in the real value of the pri-
vate sector s wealth. And as we saw in Chapter 21, a reduction in wealth leads to a
decrease in autonomous desired consumption and thus to a downward shift in the AE
function. A fall in the domestic price level leads to a rise in wealth and desired con-
sumption and thus to an upward shift in the AE curve.

Changes in Net Exports When the domestic price level rises (and the exchange
rate remains unchanged), Canadian goods become more expensive relative to foreign
goods. As we saw in Chapter 22, this change in international relative prices causes
Canadian consumers to reduce their purchases of Canadian-made goods, which have
now become relatively more expensive, and to increase their purchases of foreign goods,
which have now become relatively less expensive. At the same time, consumers in other
countries reduce their purchases of the now relatively
more expensive Canadian-made goods. We saw in
Chapter 22 that these changes cause a downward
shift in the net export function.

A rise in the domestic price level (with a constant
exchange rate) shifts the net export function
downward, which causes a downward shift in
the AE curve. A fall in the domestic price level
shifts the net export function upward and hence
the AE curve upward.

Changes in Equilibrium GDP

Because it causes downward shifts in both the net
export function and the consumption function, an
exogenous rise in the price level causes a downward
shift in the AE curve, as shown in Figure 23-1. When
the AE curve shifts downward, the equilibrium level
of real GDP falls.

Conversely, with a fall in the price level, Canadian
goods become relatively cheaper internationally, so
net exports rise. Also, the purchasing power of nomi-
nal assets increases, so households spend more. The
resulting increase in desired expenditure on Canadian

1 Some economists argue that in the case of government bonds, there will be a change in aggregate wealth

when the price level changes. The argument relies on changes in the wealth of the bond issuers (governments)

not being recognized by taxpayers, the individuals who are ultimately responsible for repaying government

debt. We discuss government debt in Chapter 32.

FIGURE 23-1 Desired Aggregate Expenditure

and the Price Level
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An exogenous change in the price level causes the AE
curve to shift and equilibrium GDP to change. At the ini-
tial price level, the AE curve is given by the solid line AE0,
and hence equilibrium is at E0 with real GDP equal to Y0.
An increase in the price level causes the AE curve to shift
downward to the dashed line, AE1. As a result, equilib-
rium changes to E1 and equilibrium GDP falls to Y1.
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goods causes the AE curve to shift upward. The equilibrium level of real GDP there-
fore rises.

A CHANGE OF LABELS. In Chapters 21 and 22 the horizontal axis was labelled
Actual National Income  because we wanted to emphasize the important difference

between actual income and desired expenditure. Notice in Figure 23-1, however, that
we have labelled the horizontal axis Real GDP.  We use GDP rather than national
income but these two words have the same meaning. It is still actual, as opposed to
desired, but we leave that off, also for simplicity. Finally, we add real because from this
chapter onward the price level will be changing and thus it is necessary to distinguish
changes in nominal GDP from changes in real GDP.

The Aggregate Demand Curve

We have just seen, in the simple model from Chapters 21 and 22, that the price level
and real equilibrium GDP are negatively related to each other. This negative relation-
ship can be shown in an important new concept, the aggregate demand curve.

Recall that the AE curve is drawn with real GDP on the horizontal axis and desired
aggregate expenditure on the vertical axis, and that it is plotted for a given price level.
We are now going to let the price level vary and keep track of the various equilibrium
points that occur as the AE function shifts. By doing so we can construct an aggregate
demand (AD) curve that shows the relationship between the price level and the equilib-
rium level of real GDP. It will be plotted with the price level on the vertical axis and
real GDP on the horizontal axis. Because the horizontal axes of both the AE and the
AD curves measure real GDP, the two curves can be placed one above the other so that
the levels of GDP on both can be compared directly. This is shown in Figure 23-2.

Now let us see how the AD curve is derived. Given a value of the price level, P0,
equilibrium GDP is determined in part (i) of Figure 23-2 at the point where the AE0

curve crosses the 45 line. The equilibrium level of real GDP is Y0. Part (ii) of the figure
shows the same equilibrium level of GDP, Y0, plotted against the price level P0. The
equilibrium point in part (i), E0, corresponds to point E0 on the AD curve in part (ii).

As the price level rises to P1, the AE curve shifts down to AE1 and the equilibrium
level of real GDP falls to Y1. This determines a second point on the AD curve, E1. By
joining these points, we trace out the AD curve.

For any given price level, the AD curve shows the level of real GDP for which
desired aggregate expenditure equals actual GDP.

Note that because the AD curve relates equilibrium GDP to the price level, changes
in the price level that cause shifts in the AE curve are simply movements along the AD
curve. A movement along the AD curve thus traces out the response of equilibrium
GDP to a change in the price level.2

The AD Curve Is Not a Micro Demand Curve! Figure 23-2 provides us
with sufficient information to establish that the AD curve is negatively sloped.

aggregate demand (AD)

curve A curve showing

combinations of real GDP

and the price level that

make desired aggregate

expenditure equal to actual

national income.

2 Our discussion of Figure 23-2 is for an economy open to international trade, and we emphasized the reduc-

tion of consumption and net exports that occurs in response to a rise in the price level. In a closed economy,

however, the second effect is absent, resulting in a steeper AD curve than what is shown in Figure 23-2.

Practise with Study Guide

Chapter 23, Exercise 1.
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1. A rise in the price level causes the AE curve to shift
downward and hence leads to a movement upward
and to the left along the AD curve, reflecting a fall
in the equilibrium level of GDP.

2. A fall in the price level causes the AE curve to shift
upward and hence leads to a movement downward
and to the right along the AD curve, reflecting a rise
in the equilibrium level of GDP.

In Chapter 3, we saw that demand curves for indi-
vidual goods, such as coffee, MP3 players, and auto-
mobiles, are negatively sloped. However, the reasons
for the negative slope of the AD curve are different
from the reasons for the negative slope of individual
demand curves used in microeconomics. Why is this
the case?

A micro  demand curve describes a situation in
which the price of one commodity changes while the
prices of all other commodities and consumers  dollar
incomes are constant. Such an individual demand curve
is negatively sloped for two reasons. First, as the price
of the commodity falls, the purchasing power of each
consumer s income will rise, and this rise in real income
will lead to more units of the good being purchased.
Second, as the price of the commodity falls, consumers
buy more of that commodity and fewer of the now rela-
tively more expensive substitutes.

The first reason does not apply to the AD curve
because the dollar value of national income is not being
held constant as the price level changes and we move
along the AD curve. The second reason applies to the AD
curve but only in a limited way. A change in the price
level does not change the relative prices of domestic
goods and thus does not cause consumers to substitute
between them. However, a change in the domestic price
level (for a given exchange rate) does lead to a change in
international relative prices and thus to some substitution
between domestic and foreign products; this is the link
between the price level and net exports that we discussed
earlier.

To summarize, the AD curve is negatively sloped
for two reasons:

1. A fall in the price level leads to a rise in private-
sector wealth, which increases desired consump-
tion and thus leads to an increase in equilibrium
GDP.

2. A fall in the price level (for a given exchange rate)
leads to a rise in net exports and thus leads to an
increase in equilibrium GDP.

FIGURE 23-2 Derivation of the AD Curve
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Equilibrium GDP is determined by the AE curve for each
given price level; the level of equilibrium GDP and its
associated price level are then plotted to yield a point on
the AD curve. When the price level is P0, the AE curve is
AE0, and hence equilibrium GDP is Y0, as shown in
part (i). Plotting Y0 against P0 yields the point E0 on the
AD curve in part (ii).

An increase in the price level to P1 causes the AE
curve to shift downward to AE1 and causes equilibrium
GDP to fall to Y1. Plotting this new level of GDP against
the higher price level yields a second point, E1, on the AD
curve. A further increase in the price level to P2 causes
the AE curve to shift downward to AE2, and thus causes
equilibrium GDP to fall to Y2. Plotting P2 and Y2 yields
a third point, E2, on the AD curve.

A change in the price level causes a shift of the AE
curve but a movement along the AD curve.
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574 PART 8 : THE ECONOMY IN THE SHORT RUN

In later chapters, after we have discussed interest rates in detail, we will introduce
a third reason for the negative slope of the AD curve.

Shifts in the AD Curve What can cause the
AD curve to shift? For a given price level, any event
that leads to a change in equilibrium GDP will cause
the AD curve to shift. The event could be a change in
government policy, such as the level of government
purchases or taxation (or, as we will see later, a policy-
induced change in interest rates). Or the event could
be something beyond the government s control, such
as a change in households  consumption expenditure,
firms  investment behaviour, or foreigners  demand
for Canadian exports.

Figure 23-3 shows a shift in the AD curve.
Because the AD curve plots equilibrium GDP as a
function of the price level, anything that alters equi-
librium GDP at a given price level must shift the AD
curve. In other words, any change other than a
change in the price level that causes the AE curve to
shift will also cause the AD curve to shift. Such a shift
is called an aggregate demand shock.

For example, in the 2002 2007 period, strong
economic growth in the United States and elsewhere
led to an increase in demand for Canadian-produced
raw materials. This increase in demand caused an
upward shift in Canada s net export function. This
event, taken by itself, would shift Canada s AE func-
tion upward and thus would shift Canada s AD curve
to the right.

Beginning in 2008, however, a dramatic slow-
down in world economic growth, caused in large part
by the collapse of the U.S. housing market and the
resulting worldwide financial crisis, led to a reduc-
tion in foreign demand for Canadian products. There
was also an associated reduction in both investment
and consumption expenditure in Canada, driven
partly by the pessimism that accompanied the crisis.
The overall effect was a downward shift in the AE
curve and thus a leftward shift of the AD curve.

For a given price level, an increase in autonomous
aggregate expenditure shifts the AE curve upward
and the AD curve to the right. A fall in
autonomous aggregate expenditure shifts the AE
curve downward and the AD curve to the left.

Remember the following important point. In
order to shift the AD curve, the change in autonomous
expenditure must be caused by something other than a
change in the domestic price level. As we saw earlier in
this chapter, a change in aggregate expenditure caused

aggregate demand shock

Any shift in the aggregate

demand curve.

FIGURE 23-3 The Simple Multiplier and

Shifts in the AD Curve

AE
1

Real GDP

D
es

ir
ed

 A
g
g
re

g
a
te

 E
x

p
en

d
it

u
re

AE = Y

AE
0

45

0

E0

E
1

Y
1

Real GDP

P
ri

ce
 L

ev
el

Y
00

(ii) Aggregate demand

AD1

AD
0

(i) Aggregate expenditure

*A

*Y

E
1

E
0

P
0

Y
1

Y
0

A change in autonomous expenditure changes equilib-
rium GDP for any given price level. The simple multi-
plier measures the resulting horizontal shift in the AD
curve. The original AE curve is AE0 in part (i). Equi-
librium is at E0, with GDP of Y0 at price level P0. This
yields point E0 on the curve AD0 in part (ii).

The AE curve in part (i) then shifts upward from
AE0 to AE1 because of an increase in autonomous
desired expenditure of *A. Equilibrium GDP now rises
to Y1, with the price level still constant at P0. Thus, the
AD curve in part (ii) shifts to the right to point E1,
indicating the higher equilibrium GDP of Y1 associated
with the same price level P0. The size of the horizontal
shift, *Y, is equal to the simple multiplier times *A.
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by a change in the domestic price level leads to a movement along (not a shift of) the AD
curve.

The Simple Multiplier and the AD Curve We saw in Chapters 21 and 22
that the simple multiplier measures the size of the change in equilibrium national
income in response to a change in autonomous expenditure when the price level is held
constant. It follows that this multiplier gives the size of the horizontal shift in the AD
curve in response to a change in autonomous expenditure, as illustrated in Figure 23-3.

The simple multiplier measures the horizontal shift in the AD curve in response to
a change in autonomous desired expenditure.

If the price level remains constant and producers are willing to supply everything
that is demanded at that price level, the simple multiplier will also show the change in
equilibrium income that will occur in response to a change in autonomous expendi-
ture. This mention of producers  willingness to supply output brings us to a discussion
of the supply side of the economy.

23.2 The Supply Side 
of the Economy

So far, we have explained how the equilibrium level of GDP is determined when the
price level is taken as given and how that equilibrium changes as the price level is
changed exogenously. We are now ready to take the important next step: adding an
explanation for changes in the price level. To do this, we need to take account of the
supply decisions of firms.

The Aggregate Supply Curve

Aggregate supply refers to the total output of goods and services that firms would like
to produce. The aggregate supply (AS) curve relates the price level to the quantity of
output that firms would like to produce and sell on the assumption that technology
and the prices of all factors of production remain constant. What does the AS curve
look like?

The Positive Slope of the AS Curve To study the slope of the AS curve, we
need to see how costs are related to output and then how prices are related to output.

COSTS AND OUTPUT. Suppose firms want to increase their output above current levels.
What will this do to their costs per unit of output usually called their unit costs? The
aggregate supply curve is drawn on the assumption that technology and the prices of all
factors of production remain constant. This does not, however, mean that unit costs will
be constant. As output increases, less efficient standby plants may have to be used, and
less efficient workers may have to be hired, while existing workers may have to be paid
overtime rates for additional work. For these and other similar reasons, unit costs will
tend to rise as output rises, even when technology and input prices are constant. (Readers

aggregate supply (AS)

curve A curve showing the

relation between the price

level and the quantity of

aggregate output supplied,

for given technology and

factor prices.

unit cost Cost per unit of

output, equal to total cost

divided by total output.
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576 PART 8 : THE ECONOMY IN THE SHORT RUN

who have studied microeconomics will recognize the law
of diminishing returns as one reason that costs rise in the
short run as firms squeeze more output out of a fixed
quantity of capital equipment.)

PRICES AND OUTPUT. To consider the relationship
between price and output, we need to consider firms
that sell in two distinct types of markets: those in
which firms are price takers and those in which firms
are price setters.

Some industries, especially those that produce raw
materials, contain many individual firms. In these cases,
each firm is too small to influence the market price,
which is set by the overall forces of demand and supply.
Each firm must accept whatever price is set by the mar-
ket. Such firms are said to be price takers. When the
market price changes, these firms will react by altering
their level of production.

If their unit costs rise with output, price-taking firms will produce more only if
price increases. They will produce less if the price falls.

Many other industries, including most of those that produce manufactured products,
contain few enough firms that each can influence the market price of its product. Most
firms in these industries sell products that differ from one another, although all are simi-
lar enough to be thought of as a single product produced by one industry. For example,
no two kinds of automobiles are exactly the same, but all are sufficiently alike that we
have no trouble talking about the automobile industry and its product, automobiles. In
such cases, each firm must quote a price at which it is prepared to sell each of its prod-
ucts; that is, the firm is a price setter. If the demand for the output of price-setting firms
increases sufficiently to take their outputs into the range in which their unit costs rise,
these firms will not increase their outputs unless they can pass at least some of these extra
costs on through higher prices. When demand falls, they will reduce output, and compe-
tition among them will tend to cause a reduction in prices whenever their unit costs fall.

Price-setting firms will increase their prices when they expand their output into the
range where unit costs are rising. They will eventually decrease their prices if a
reduction in their output leads to a reduction in unit costs.

This is the basic behaviour of firms in response to the changes in demand and
prices when technology and factor prices are constant, and it explains the slope of the
AS curve, such as the one shown in Figure 23-4.

The actions of both price-taking and price-setting firms cause the price level and
the supply of output to be positively related the aggregate supply (AS) curve is
positively sloped.

The Increasing Slope of the AS Curve In Figure 23-4 we see that at low
levels of GDP the AS curve is relatively flat, but as GDP rises the AS curve gets progres-
sively steeper. What explains this shape?

For many firms, increases in output will drive up their unit
costs. As a result, they will be prepared to supply more output
only at a higher price. This behaviour gives rise to an upward-
sloping AS curve.
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When output is low (below potential output), firms
typically have excess capacity some plant and equip-
ment are idle. When firms have excess capacity, only a
small increase in the price of their output may be needed
to induce them to expand production. Indeed, if firms
have enough excess capacity, they may be willing to sell
more at their existing prices when the demand for their
product increases. In this case, output is truly demand
determined up to the level at which costs begin to rise.
Once output is pushed above normal capacity, however,
unit costs tend to rise quite rapidly. Many higher-cost
production methods may have to be adopted such as
standby capacity, overtime, and extra shifts. These higher-
cost production methods will not be used unless the sell-
ing price of the output has risen enough to cover them.
The more output is expanded beyond normal capacity,
the more that unit costs rise and hence the larger is the rise
in price that is necessary to induce firms to increase out-
put. This increasing slope of the AS curve is sometimes
called the first asymmetry in the behaviour of aggregate
supply. (The second will be discussed in the next chapter.)

As we will see later in this chapter, the shape of the
AS curve is crucial for determining how the effect of an
aggregate demand shock is divided between a change in
the price level and a change in real GDP.

Shifts in the Aggregate Supply Curve

For a given level of output, anything that changes firms
production costs will cause the AS curve to shift. Two
sources of such changes are of particular importance: changes in the prices of inputs
and changes in productivity. Input prices can, however, change for two different rea-
sons. First, input prices may change because of things that are internal to our model.
For example, if a rise in production increases the demand
for inputs and thus bids up their prices, this will shift the
AS curve upward and to the left. This shift is endogenous
to our macro model, and we will discuss shifts of this type
in Chapter 24. Second, input prices may change because
of forces unconnected to our model exogenous forces.
For example, the world price of oil may rise and since this
will raise the input prices of virtually all firms, it will also
shift the AS curve upward and to the left. Shifts in the AS
curve caused by such exogenous forces are called
aggregate supply shocks. Let s now examine these shocks
in more detail.

Changes in Input Prices When factor prices
change, the AS curve shifts. If factor prices rise, firms will
find the profitability of their current production reduced.
For any given level of output to be produced, an increase in
the price level will be required. If prices do not rise, firms
will react by decreasing production. For the economy as a

FIGURE 23-4 The Aggregate Supply Curve
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The AS curve is positively sloped, indicating that
firms will provide more aggregate output only at a
higher price level. The AS curve is drawn for a given
level of technology and factor prices. At price level
P0, firms are prepared to produce and supply output
equal to Y0. An expansion of their output to Y1 leads
to an increase in unit costs, and thus firms are pre-
pared to supply Y1 only at a higher price level, P1.

The higher is the level of output, the faster unit
costs tend to rise with each extra increment to out-
put. This explains why the AS curve becomes steeper
as output rises.

aggregate supply shock

Any shift in the aggregate

supply (AS) curve caused

by an exogenous force.

Changes in the prices of raw materials such as the lumber
shown here lead to changes in firms  production costs.
Such changes cause shifts in the AS curve.
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578 PART 8 : THE ECONOMY IN THE SHORT RUN

whole, there will be less output supplied at each price
level than before the increase in factor prices. Or, to
put it another way, there will be a higher price level for
each level of output than before the increase in factor
prices. Thus, if factor prices rise, the AS curve shifts
upward (and to the left). This is a decrease in aggre-
gate supply and is shown in Figure 23-5.

Similarly, a fall in factor prices causes the AS curve
to shift downward (and to the right). There will be
more output supplied at each price level. Or, to put the
same point differently, the same amount of output will
be supplied at a lower price level. This is an increase in
aggregate supply. A dramatic example of such a reduc-
tion in factor prices occurred in 1997 and 1998 when
the world prices of raw materials fell by an average of
30 percent. In the many countries that use raw materi-
als as inputs in manufacturing, the AS curves shifted to
the right. The opposite happened in 2002 2008 when
energy and other commodity prices increased dramati-
cally, thus shifting the AS curves to the left.

Changes in Productivity If labour productiv-
ity rises that is, each worker can produce more with
a given amount of effort and other resources the
unit costs of production will fall. Lower costs typi-
cally lead to lower prices, as competing firms cut
prices in attempts to raise their market shares. That
the same output can now be sold at a lower price
causes a shift in the AS curve downward and to the
right. This shift is an increase in aggregate supply. A
reduction in productivity leads to an increase in firms
costs and shifts the aggregate supply curve to the left,
as illustrated in Figure 23-5.

A change in either factor prices or productivity will shift the AS curve because any
given output will be supplied at a different price level than previously. An increase
in factor prices or a decrease in productivity shifts the AS curve to the left; an
increase in productivity or a decrease in factor prices shifts the AS curve to the right.

23.3 Macroeconomic Equilibrium
We are now ready to see how both real GDP and the price level are simultaneously
determined by the interaction of aggregate demand and aggregate supply. To begin, we
assume that input prices and technology are constant.

The equilibrium values of real GDP and the price level occur at the intersection of the
AD and AS curves, as shown by the pair Y0 and P0 that arises at point E0 in Figure 23-6.
The combination of real GDP and price level that is on both the AD and the AS curves is
called a macroeconomic equilibrium.

FIGURE 23-5 Shifts in the AS Curve
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For any given level of output, anything that increases
firms  costs will shift the AS curve upward (and to
the left). Starting from (P0, Y0), a rise in input prices
or a reduction in productivity would increase firms
unit costs. Firms would be prepared to continue sup-
plying output of Y0 only at the higher price level P1.
Or, at the initial price level P0, firms would now be
prepared to supply output of only Y1. In either case,
the AS curve has shifted up (or to the left) from AS0
to AS1. This is called a reduction in aggregate supply.

A fall in input prices or an increase in produc-
tivity would cause the AS curve to shift down (and to
the right). This is an increase in aggregate supply.

Practise with Study Guide

Chapter 23, Exercise 2.
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To see why the point (Y0, P0) is the only macroeco-
nomic equilibrium, first consider what Figure 23-6
shows would happen if the price level were below P0. At
this lower price level, the desired output of firms, as
given by the AS curve, is less than desired aggregate
expenditure there is an excess demand for goods.
Conversely, at a price level above P0, the desired output
by firms exceeds desired aggregate expenditure there
is an excess supply of goods.

Only at the combination of real GDP and price level
given by the intersection of the AS and AD curves
are demand behaviour and supply behaviour
consistent.

Macroeconomic equilibrium thus requires that two
conditions be satisfied. The first is familiar to us because
it comes from Chapters 21 and 22. At the prevailing price
level, desired aggregate expenditure must be equal to
actual GDP that is, households are just willing to buy
all that is produced. The AD curve is constructed in such
a way that this condition holds everywhere along it. The
second requirement for macroeconomic equilibrium is
introduced by consideration of aggregate supply. At the
prevailing price level, firms must want to produce the
prevailing level of GDP, no more and no less. This condi-
tion is fulfilled everywhere along the AS curve. Only
where the two curves intersect are both conditions ful-
filled simultaneously.

Changes in the Macroeconomic
Equilibrium

The aggregate demand and aggregate supply curves
can now be used to understand how various shocks
to the economy change both real GDP and the price
level.

As indicated earlier, a shift in the AD curve is called an aggregate demand
shock. A rightward shift in the AD curve is an increase in aggregate demand; it
means that at all price levels, expenditure decisions will now be consistent with a
higher level of real GDP. This is called a positive shock. Similarly, a leftward shift in
the AD curve is a decrease in aggregate demand that is, at all price levels, expendi-
ture decisions will now be consistent with a lower level of real GDP. This is called a
negative shock.

Also as indicated earlier, a shift in the AS curve caused by an exogenous force is
called an aggregate supply shock. A rightward shift in the AS curve is an increase in
aggregate supply; at any given price level, more real GDP will be supplied. This is a
positive shock. A leftward shift in the AS curve is a decrease in aggregate supply; at any
given price level, less real GDP will be supplied. This is a negative shock.

FIGURE 23-6 Macroeconomic Equilibrium
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Macroeconomic equilibrium occurs at the intersec-
tion of the AD and AS curves and determines the
equilibrium values for real GDP and the price level.
Given the AD and AS curves in the figure, macroeco-
nomic equilibrium occurs at E0.

If the price level were equal to P1, the desired
output of firms would be Y1. However, at P1, the
level of output that is consistent with expenditure
decisions would be Y2. Hence, when the price level is
less than P0, the desired output of firms will be less
than the level of real GDP that is consistent with
expenditure decisions. Conversely, for any price level
above P0, the desired output of firms exceeds the
level of output that is consistent with expenditure
decisions.

The only price level at which the supply deci-
sions of firms are consistent with desired expenditure
is P0. At P0, firms want to produce Y0. When they do
so, they generate a real GDP of Y0; when real GDP
is Y0, decision makers want to spend exactly Y0,
thereby purchasing the nation s output. Hence, all
decisions are consistent with each other.

Practise with Study Guide

Chapter 23, Exercise 3.
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580 PART 8 : THE ECONOMY IN THE SHORT RUN

Aggregate demand and supply shocks are labelled according to their effect on real
GDP. Positive shocks increase equilibrium GDP; negative shocks reduce equilib-
rium GDP.

Let s now examine aggregate demand and supply shocks in detail.

Aggregate Demand Shocks

Figure 23-7 shows the effects of an increase in aggregate demand a positive AD
shock. This increase could have occurred because of, say, increased investment or gov-
ernment purchases, an increase in foreigners  demand for Canadian goods, or an
increase in household consumption resulting from a reduction in personal income
taxes or an increase in transfer payments. (Remember that each of these events causes
the AE curve to shift up, and therefore the AD curve to shift to the right.) Whatever the
cause, the increase in aggregate demand means that more domestic output is demanded
at any given price level. As is shown in the figure, the increase in aggregate demand
causes both the price level and real GDP to rise in the new macroeconomic equilibrium.
Conversely, a decrease in demand causes both the price level and real GDP to fall.

Aggregate demand shocks cause the price level and real GDP to change in the same
direction; both rise with an increase in aggregate demand, and both fall with a
decrease in aggregate demand.

The Multiplier When the Price Level Varies We saw earlier in this chapter
that the simple multiplier gives the size of the horizontal shift in the AD curve in
response to a change in autonomous expenditure. If the price level remains constant

and firms supply all that is demanded at the existing
price level (as would be the case with a horizontal AS
curve), the simple multiplier gives the increase in
equilibrium national income.

But what happens in the more usual case in
which the AS curve slopes upward? As can be seen in
Figure 23-7, when the AS curve is positively sloped, the
change in real GDP caused by a change in autonomous
expenditure is no longer equal to the size of the hori-
zontal shift in the AD curve. Part of the expansionary
impact of an increase in demand is dissipated by a rise
in the price level, and only part is transmitted to a rise
in real GDP. Of course, an increase in output does
occur; thus, a multiplier may still be calculated, but its
value is not the same as that of the simple multiplier.

When the AS curve is upward sloping, an aggre-
gate demand shock leads to a change in the price
level. As a result, the multiplier is smaller than
the simple multiplier.

Why is the multiplier smaller when the AS curve
is positively sloped? The answer lies in the behaviour

FIGURE 23-7 Aggregate Demand Shocks

P
0

P
1

Y
0

Real GDP

P
ri

c
e
 L

e
v
e
l

0

AS

E
1

Y
1

AD
0

AD
1

E
0

Shifts in aggregate demand cause the price level and
real GDP to move in the same direction. An increase
in aggregate demand shifts the AD curve to the right,
from AD0 to AD1. Macroeconomic equilibrium
moves from E0 to E1. The price level rises from P0 to
P1, and real GDP rises from Y0 to Y1, reflecting a
movement along the AS curve.

Practise with Study Guide

Chapter 23, Extension 

Exercise E1.
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that is summarized by the AE curve. To understand
this, it is useful to think of the final change in real GDP
as occurring in two stages, as shown in Figure 23-8.

First, with a constant price level, an increase in
autonomous expenditure shifts the AE curve upward
(from AE0 to AE+1). This increase in autonomous expen-
diture is shown in part (ii) by a shift to the right of the
AD curve. The movement marked is the end of the first
stage, but is not the end of the whole story.

In the second stage we must take account of the rise
in the price level that occurs because of the positive slope
of the AS curve. As we saw earlier in this chapter, a rise in
the price level, via its effect on net exports and desired
consumption, leads to a downward shift in the AE curve
(from AE+1 to AE1). This second shift of the AE curve
partly counteracts the initial rise in real GDP and so
reduces the size of the multiplier. The second stage shows
up as a downward shift of the AE curve in part (i) of Fig-
ure 23-8 and a movement upward and to the left along
the new AD curve, as shown by arrow  in part (ii).

The Importance of the Shape of the AS
Curve We have now seen that the shape of the AS
curve has important implications for how the effects of
an aggregate demand shock are divided between
changes in real GDP and changes in the price level. Fig-
ure 23-9 highlights the price level and GDP effects of
aggregate demand shocks by considering these shocks in
the presence of an AS curve with three distinct ranges.

Over the flat range, any change in aggregate demand
leads to no change in prices and, as seen earlier, a response
of output equal to that predicted by the simple multiplier.

Over the intermediate range, along which the AS
curve is positively sloped, a shift in the AD curve gives
rise to appreciable changes in both real GDP and the
price level. Because of the increase in the price level,
the multiplier in this case is positive, but smaller than
the simple multiplier.

Over the steep range, very little more can be pro-
duced, no matter how large the increase in demand.
This range deals with an economy near its capacity con-
straints. Any change in aggregate demand leads to a
sharp change in the price level and to little or no change
in real GDP. The multiplier in this case is nearly zero.

The effect of any given shift in aggregate demand will
be divided between a change in real output and a
change in the price level, depending on the conditions
of aggregate supply. The steeper the AS curve, the
greater the price effect and the smaller the output
effect.

FIGURE 23-8 The Multiplier When the

Price Level Varies
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An increase in autonomous expenditure causes the
AE curve to shift upward, but the rise in the price
level causes it to shift part of the way down again.
Hence, the multiplier is smaller than when the price
level is constant. Originally, equilibrium is at point E0
in both part (i) and part (ii). Desired aggregate expen-
diture then shifts by *A to AE+1, shifting the AD
curve to AD1. These shifts are shown by arrow in
both parts. But the adjustment is not yet complete.

The shift in the AD curve raises the price level
to P1 because the AS curve is positively sloped. The
rise in the price level shifts the AE curve down to
AE1, as shown by arrow  in part (i). This is shown
as a movement along the new AD curve, as indicated
by arrow in part (ii). The new equilibrium is thus
at E1. The amount Y0Y1 is *Y, the actual increase in
real GDP. The multiplier, adjusted for the effect of
the price increase, is the ratio *Y/*A in part (i).
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582 PART 8 : THE ECONOMY IN THE SHORT RUN

Extensions in Theory 23-1 deals with the special
case of a horizontal AS curve sometimes called a
Keynesian AS curve. In that case, the aggregate sup-
ply curve determines the price level, and the AD
curve determines real GDP.

Reconciliation with Previous Analysis
One of the central points of this chapter is that aggre-
gate demand shocks typically lead to changes in both
the price level and the level of real GDP. Furthermore,
with a vertical AS curve, such aggregate demand
shocks will result in no change in real GDP, but only
a change in the price level. How do we reconcile this
possibility with the analysis of Chapters 21 and 22,
where shifts in AE always change real GDP? The
answer is that each AE curve is drawn on the
assumption that there is a constant price level. An
upward shift in the AE curve shifts the AD curve to
the right. However, a positively sloped AS curve
means that the price level rises, and this rise shifts the
AE curve back down, offsetting some of its initial
rise. This process was explained in Figure 23-8.

It is instructive to consider an extreme version of
Figure 23-8, one with a vertical AS curve. If you draw
this diagram for yourself, you will note that an
increase in autonomous expenditure shifts the AE
curve upward, thus raising the amount demanded.
However, a vertical AS curve means that output can-
not be expanded to satisfy the increased demand.
Instead, the extra demand merely forces prices up,
and as prices rise, the AE curve shifts down again.
The rise in prices continues until the AE curve is back

to where it started. Thus, the rise in prices offsets the expansionary effect of the origi-
nal shift and consequently leaves both real aggregate expenditure and equilibrium real
GDP unchanged.

A vertical AS curve, however, is quite unrealistic. Most economists agree that the
AS curve is shaped something like the one shown in Figure 23-9 that is, relatively flat
for low levels of GDP and becoming steeper as GDP rises.

We now complete our discussion of changes in the macroeconomic equilibrium by
discussing supply shocks.

Aggregate Supply Shocks

A negative aggregate supply shock, shown by a shift to the left in the AS curve, means
that less real output will be supplied at any given price level. A positive aggregate sup-
ply shock, shown by a shift to the right in the AS curve, means that more real output
will be supplied at any given price level.

Figure 23-10 illustrates the effects on the price level and real GDP of a negative
aggregate supply shock. This could have occurred because of, say, an increase in the
world price of important inputs, such as oil, copper, or iron ore. As can be seen from
the figure, following the decrease in aggregate supply, the price level rises and real GDP

FIGURE 23-9 The Effects of Increases 
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The effect of increases in aggregate demand is divided
between increases in real GDP and increases in the
price level, depending on the slope of the AS curve.
Because of the increasing slope of the AS curve,
increases in aggregate demand up to AD0 have virtu-
ally no impact on the price level. Successive further
increases bring larger price increases and relatively
smaller output increases. By the time aggregate
demand is at AD4 or AD5, virtually all of the effect is
on the price level.

Practise with Study Guide

Chapter 23, Exercises 4 and 5.

23_raga_ch23.qxd  1/30/10  3:13 AM  Page 582
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falls. Conversely, a positive aggregate supply shock leads to an increase in real GDP
and a decrease in the price level.

Aggregate supply shocks cause the price level and real GDP to change in opposite
directions. With an increase in supply, the price level falls and GDP rises; with a
decrease in supply, the price level rises and GDP falls.

Oil-price increases provided three major examples of negative aggregate supply
shocks, the first two during the 1970s and the third between 2002 and 2008. The econ-
omy is especially responsive to changes in the price for oil because, in addition to being
used to produce energy, oil is an input into plastics and many other materials that are
widely used in manufacturing. Massive increases in oil prices occurred during

In this box, we consider an extreme version of the AS
curve that is horizontal over some range of real GDP. It
is called the Keynesian aggregate supply curve, after
John Maynard Keynes (1883 1946), who in his famous
book The General Theory of Employment, Interest and
Money (1936) pioneered the study of the behaviour of
economies under conditions of high unemployment.
Despite its name, this curve does not describe Keynes s
own views on the behaviour of the price level. It is
instead the version of aggregate supply used by many of
Keynes s followers in their early attempts to express
Keynes s work in a formal model something Keynes
himself did not do.

The behaviour that gives rise to the Keynesian AS
curve can be described as follows. When real GDP is
below potential GDP, individual firms are operating
with excess capacity. They then respond to changes in
demand by altering output while keeping prices con-
stant. In other words, they will supply whatever they
can sell at their existing prices as long as they are pro-
ducing below their normal capacity.*

Under these circumstances, the economy has a hor-
izontal AS curve, indicating that any output up to
potential output will be supplied at the going price level.
The amount that is actually produced is then deter-
mined by the position of the AD curve, as shown in the
figure. Thus, real GDP is said to be demand determined.
If demand rises enough so that firms are trying to
squeeze more than normal output out of their plants,
their costs will rise and so will their prices. Hence, the
horizontal Keynesian AS curve applies only to levels of
GDP below potential GDP.

This special case of a horizontal AS curve corre-
sponds to the macro model that we developed in Chap-
ters 21 and 22. Recall that in that simple model we
assumed a constant price level. In other words, if the AS
curve is horizontal, our macro model in this chapter is
exactly the same as the simple version in Chapters 21
and 22. In this case, a change in autonomous expendi-
ture, *A, will lead to increases in equilibrium GDP equal
to *A times the simple multiplier. (In Figure 23-3 on
page 574 this is exactly the distance of the horizontal
shift in the AD curve in response to any given *A.)

* There is considerable evidence that many firms do behave

like this for short periods of time. One possible explanation for

this behaviour is that changing prices frequently is too costly,

so firms set the best possible (profit-maximizing) prices when

output is at normal capacity and then do not change prices in

the face of short-term fluctuations in demand.
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The Keynesian AS Curve
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584 PART 8 : THE ECONOMY IN THE SHORT RUN

1973 1974 and 1979 1980, caused by the successful
efforts of the OPEC countries to form a cartel and
restrict the output of oil. These increases in the price
of oil caused leftward shifts in the AS curve in most
countries. Real GDP fell while the price level rose.
(We will discuss shortly the more recent oil-price
increases that occurred in the 2002 2008 period.)

Commodity prices have provided an important
recent example of a positive aggregate supply shock.
The Southeast Asian countries of Indonesia,
Malaysia, Thailand, and South Korea are all signifi-
cant users of raw materials. When their economies
plunged into a major recession in 1997 and 1998, the
world demand for raw materials fell, and the prices
of such goods fell as a result. From 1997 to 1998, the
average price of raw materials fell by approximately
30 percent.

Though these were clearly bad economic times
for much of Southeast Asia, the reduction in raw
materials prices was a positive aggregate supply
shock for countries that used raw materials as inputs
for production. In countries like Canada, the United
States, and most of Western Europe, the AS curves
shifted to the right. The effect was to increase real
GDP and reduce the price level.3

A Word of Warning

We have discussed the effects of aggregate demand
and aggregate supply shocks on the economy s price
level and real GDP. Students are sometimes puzzled,
however, because some events would appear to be
both demand and supply shocks. How do we analyze
such complicated shocks? For example, when the
world price of oil rises, as it did significantly between
2002 and 2008, this is a negative supply shock
because oil is an important input to production for
many firms. But for Canada, which produces and
exports oil, doesn t the increase in the world price of
oil also imply an increase in export revenue? And
doesn t this imply a positive demand shock?

The answer to both questions is yes. An increase
in world oil prices is indeed a negative aggregate sup-
ply shock to any country that uses oil as an input
(which means most countries). But for those countries

FIGURE 23-10 A Negative Aggregate

Supply Shock
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Aggregate supply shocks cause the price level and
real GDP to move in opposite directions. The origi-
nal equilibrium is at E0, with GDP of Y0 appearing
in both parts of the figure. The price level is P0 in
part (ii), and at that price level, the desired aggregate
expenditure curve is AE0 in part (i).

A negative aggregate supply shock now shifts
the AS curve in part (ii) to AS1. At the original price
level of P0, firms are now only willing to supply Y*1.
The fall in supply causes a rise in the price level. The
new equilibrium is reached at E1, where the AD
curve intersects AS1. At the new and higher equilib-
rium price level of P1, the AE curve has shifted down
to AE1, as shown in part (i).

3 Actually, it is more accurate to say that this shock reduced the price level compared with what it otherwise

would have been. Because of ongoing inflation, the causes of which we will discuss in Chapters 29 and 30,

the price level in Canada rarely falls. But we have been assuming throughout this chapter that there is no

ongoing inflation, and in that setting a positive AS shock like the one described in the text would indeed

cause the price level to fall.
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In the summer of 1997, the currencies of several coun-
tries in Southeast Asia plummeted (relative to the U.S.
and Canadian dollars) as their central banks were no
longer able to peg  their exchange rates. In Chapter 35
we will discuss how such pegged exchange rates oper-
ate. For now, the important point is that, for various
reasons, banks, firms, and households in these countries
had accumulated a large stock of debt denominated in
foreign currencies, especially U.S. dollars. The sudden
depreciations of their currencies in some cases by
70 percent in just a few days led to dramatic increases
in the amount of domestic income required to pay the
interest on this debt. Financial institutions went bank-
rupt, manufacturing firms were unable to access credit,
workers were laid off, and economic output fell sharply.
By late in 1997, the economies of Malaysia, Indonesia,
Thailand, South Korea, and the Philippines were suffer-
ing major recessions.

How did this Asian crisis affect Canada? It had off-
setting positive and negative effects on the level of eco-
nomic activity in Canada. The events in Asia generated
both a negative aggregate demand shock and a positive
aggregate supply shock for Canada.

To understand the demand side of the story, we
must recognize that these Asian economies are impor-

tant users of raw materials. When their level of eco-
nomic activity declined sharply, so too did their demand
for raw materials. Indeed, average raw materials prices
fell by roughly 30 percent between 1997 and 1998. But
raw materials are an important export for Canada. The
decline in the world s demand for raw materials implied
a reduction in demand for Canadian goods. As a result,
Canadian producers of copper, pork, newsprint, lumber,
iron ore, and many other raw materials suffered signifi-
cantly. In terms of our macroeconomic model, the
demand part of the Asian crisis is represented as a left-
ward shift of the Canadian AD curve.

But the story does not end there. Also important to
Canada is the fact that many Canadian manufacturing
firms use raw materials as inputs for their production of
car parts, pre-fabricated houses and trailers, electrical
equipment, and so on. A dramatic reduction in the
prices of raw materials implies a reduction in costs for
manufacturing firms. This is a positive aggregate supply
shock, and is illustrated by a rightward shift of the
Canadian AS curve.

What is the overall effect on the Canadian econ-
omy? The effect of each shock taken separately is to
reduce the price level so the overall effect is unambigu-
ously a lower price level.* In contrast, the effect on real
GDP would appear to be ambiguous since the AD
shock reduces GDP whereas the AS shock increases it.
But this is not quite right. Since Canada is a net exporter
of raw materials (it exports more raw materials than it
imports), it must experience a decrease in national
income when these prices fall. In other words, the net
effect of the negative demand shock and the positive
supply shock is to reduce Canadian GDP. The figure is
therefore drawn with the AD shock being larger than
the AS shock and so the new equilibrium level of GDP,
Y1, is lower than in the initial equilibrium, Y0.

*Recall footnote 3 on page 584. We are assuming in this

analysis that there is no ongoing inflation, so a positive AS

shock or a negative AD shock reduces the price level. A more

accurate description for the Canadian economy in 1998, with

some ongoing inflation, is that the price level fell below what it

otherwise would have been. This appears as a reduction in the

rate of inflation.
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586 PART 8 : THE ECONOMY IN THE SHORT RUN

that also produce and export oil like Canada a rise in the price of oil generates an
increase in income to domestic oil producers and is thus a positive aggregate demand
shock. It is no surprise that the economies of the oil-producing regions of Canada, espe-
cially Alberta, Saskatchewan, and Newfoundland and Labrador, were booming during
the 2002 2008 period, when the price of oil increased from about U.S.$30 per barrel to
more than U.S.$75 per barrel (and was very briefly at almost $U.S.150 per barrel).

A complete analysis of the macroeconomic effect of a rise in world oil prices must
consider both a leftward shift of the AS curve and, for those countries that produce oil,
a rightward shift of the AD curve. The equilibrium price level will certainly increase, but
the overall effect on real GDP will depend on the relative importance of the demand-side
and supply-side effects.

Our discussion here has been about the macroeconomic effects of oil-price
increases, but the central message is more general:

Many economic events especially changes in the world prices of raw materials
cause both aggregate demand and aggregate supply shocks in the same economy.
The overall effect on real GDP in that economy depends on the relative importance
of the two separate effects.

This general principle should be kept in mind whenever our AD/AS macro model
is used to analyze the macroeconomy. Lessons from History 23-1 uses our model to
interpret the effects of the 1997 1998 Asian economic crisis on the Canadian economy.
As you will see in that discussion, the Asian crisis generated both AD and AS shocks
for Canada.

w w w . m y e c o n l a b . c o m

The increase in the world price of oil from 2002 to 2008 was dramatic, but
many observers were surprised at its modest impact on the Canadian
economy. For more information on how changes in oil prices affect Canada
and why the negative AS effect is smaller now than in the 1970s, look for 
Oil Prices and the Canadian Economy in the Additional Topics section of this
book s MyEconLab.

ADDITIONAL TOPICS

Summary

The AE curve shows desired aggregate expenditure for
each level of GDP at a particular price level. Its intersec-
tion with the 45 line determines equilibrium GDP for
that price level. Equilibrium GDP thus occurs where
desired aggregate expenditure equals actual GDP. A
change in the price level causes a shift in the AE curve:
upward when the price level falls and downward when

the price level rises. This leads to a new equilibrium
level of real GDP.
The AD curve plots the equilibrium level of GDP that
corresponds to each possible price level. A change in
equilibrium GDP following a change in the price level is
shown by a movement along the AD curve.

23.1 The Demand Side of the Economy L 1 2

For information on OPEC,

see its website: 

www.opec.org.
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A rise in the price level lowers exports and lowers
autonomous consumption expenditure. Both of these
changes reduce equilibrium GDP and cause the AD
curve to have a negative slope.

The AD curve shifts horizontally when any element of
autonomous expenditure changes, and the simple mul-
tiplier measures the size of the shift.

Firms  unit costs usually rise when their output rises, and
thus they are willing to supply more output only at
higher prices. As a result, the AS curve is upward sloping.
Each AS curve is drawn for given levels of factor (input)
prices and productivity.

An increase in productivity or a decrease in factor prices
shifts the AS curve to the right. This is an increase in
aggregate supply. A decrease in productivity or an
increase in factor prices shifts the AS curve to the left.
This is a decrease in aggregate supply.

23.2 The Supply Side of the Economy L 3

Macroeconomic equilibrium refers to equilibrium val-
ues of real GDP and the price level, as determined by the
intersection of the AD and AS curves. Shifts in the AD
and AS curves, called aggregate demand and aggregate
supply shocks, change the equilibrium values of real
GDP and the price level.
When the AS curve is positively sloped, an aggregate
demand shock causes the price level and real GDP to
move in the same direction. When the AS curve is flat,
shifts in the AD curve primarily affect real GDP. When
the AS curve is steep, shifts in the AD curve primarily
affect the price level.
In the usual case with a positively sloped AS curve, a
demand shock leads to a change in the price level. As a

result, the multiplier is smaller than the simple multi-
plier in Chapter 22.
An aggregate supply shock moves equilibrium GDP
along the AD curve, causing the price level and real
GDP to move in opposite directions. A leftward shift in
the AS curve causes a reduction in real GDP and an
increase in the price level. A rightward shift causes an
increase in real GDP and a fall in the price level.
Some events are both aggregate supply and aggregate
demand shocks. Changes in the world prices of raw mate-
rials, for example, shift the AS curve. If the country (like
Canada) is also a producer of such raw materials, there
will also be a shift in the AD curve. The overall effect then
depends on the relative sizes of the separate effects.

23.3 Macroeconomic Equilibrium L 4 5

Key Concepts
Effects of an exogenous change in the

price level
Relationship between the AE and AD

curves

The multiplier when the price level
varies

Aggregate supply shocks

Negative slope of the AD curve
Positive slope of the AS curve
Macroeconomic equilibrium
Aggregate demand shocks

Study Exercises

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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1. Fill in the blanks to make the following statements
correct.

a. In the simple macro model of the previous two
chapters, the price level was _________. In the
macro model of this chapter, the price level is
_________.

b. A change in the price level shifts the AE curve
because the price level change affects desired
_________ and desired _________.

c. A rise in the price level causes a(n) ________ in
households  wealth, which leads to a _________ in
desired consumption, which causes the AE curve to
shift _________. A fall in the price level causes a(n)
________ in households  wealth, which leads to a
_______ in desired consumption, which causes the
AE curve to shift _________.

d. A rise in the domestic price level causes net exports
to ________, which causes the AE curve to shift
________. A fall in the domestic price level causes
net exports to ________, which causes the AE curve
to shift ________.

e. Equilibrium GDP is determined by the position of
the AE function for each given price level. An equi-
librium point for a particular price level corre-
sponds to one point on the _________ curve.

f. A rise in the price level causes a downward shift of
the ________ curve and a movement upward along
the ________ curve.

g. An increase in autonomous expenditure, with no
change in the price level, causes the AE curve to
_________ and causes the AD curve to ________.

2. Fill in the blanks to make the following statements
correct.

a. The ________ curve relates the price level to the
quantity of output that firms would like to produce
and sell.

b. Each aggregate supply curve is drawn under the
assumption that _________ and _________ remain
constant.

c. The aggregate supply curve is upward sloping
because firms will produce more output only if
price ________ to offset higher unit costs.

d. The aggregate supply curve is relatively flat when
GDP is below potential output because firms typi-
cally have _________ and are able to expand pro-
duction without much increase in unit costs.

e. The aggregate supply curve is relatively steep when
GDP is above potential output because firms are
operating above _________ and _________ are ris-
ing rapidly.

f. The aggregate supply curve shifts in response to
changes in _________ and changes in _________.
These are known as supply _________.

3. Fill in the blanks to make the following statements
correct.

a. Macroeconomic equilibrium occurs at the intersec-
tion of ________ and ________, and determines
equilibrium levels of _________ and ________.

b. A positive AD shock will cause the price level to
________ and real GDP to _________. A negative
AD shock will cause the price level to _________
and real GDP to _________.

c. A positive AS shock will cause the price level to
_________ and real GDP to _________. A negative
AS shock will cause the price level to _________
and real GDP to _________.

d. In previous chapters, the simple multiplier mea-
sured the change in real GDP in response to a
change in autonomous expenditure when the price
level was constant. When the price level varies, the
multiplier is _________ than the simple multiplier.

e. An increase in autonomous government spending is
a _________ AD shock, which will initially cause
a(n) _________ shift of the AE curve and a(n)
_________ shift of the AD curve. Given an upward-
sloping aggregate supply curve, there will be a
_________ in the price level, which leads to a partial
_________ shift of the AE curve.

4. Consider the effects of an exogenous increase in the
domestic price level. For each of the assets listed,
explain how the change in the price level would affect
the wealth of the asset holder. Then explain the effect
on aggregate (private sector) wealth.

a. Cash holdings
b. Deposits in a bank account
c. A household mortgage
d. A corporate bond that promises to pay the bond-

holder $10 000 on January 1, 2011
e. A government bond that promises to pay the

holder $10 000 on January 1, 2011

5. Consider the following simplified AE function:

AE  350 0.8Y 0.1 (M/P)

where AE is desired aggregate expenditure, Y is real
GDP, M is the private sector s nominal wealth, and P is
the price level. Suppose that M is constant and equal
to 6000.

a. Explain why the expression for AE above makes
sense. Why do M and P enter the AE function?

b. Fill in the table below:

P M/P AE

1 6000 950 0.8Y
2
3
4
5
6
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c. Plot each of the AE functions one for each price
level on the same scale 45 -line diagram.

d. Compute the level of equilibrium national income
(Y) for each of the values of P. For example, when
P  1, AE  950 0.8Y. Thus the equilibrium
level of Y is such that Y  950 0.8Y, which
implies Y  4750.

e. Plot the pairs of price level and equilibrium
national income on a scale diagram with P on the
vertical axis and Y on the horizontal axis.

6. Consider the following diagram showing the AD
curves in two different economies. One economy is
Autarkland it does not trade with the rest of the
world (autarky is a situation in which a country does
not trade with other countries). The other economy is
Openland it exports to and imports from the rest of
the world.

a. Explain why an increase in the domestic price level
(for a given exchange rate) reduces net exports in
Openland. How would you illustrate this with the
AE curve in the 45 -line diagram?

b. Explain why the AD curve is steeper in Autarkland
than in Openland.

c. If there are never any net exports in Autarkland,
why isn t the AD curve vertical? Explain what
other aspect of the economy generates a down-
ward-sloping AD curve.

7. The economy of Neverland has the following AD and
AS schedules. Denote YAD as the level of real GDP along
the AD curve; let YAS be the level of real GDP along the
AS curve. GDP is shown in billions of 2002 dollars.

Price Level YAD YAS

90 1100 750
100 1000 825
110 900 900
120 800 975
130 700 1050
140 600 1125

Y

P

AD
AUTARKLAND

AD
OPENLAND

a. Plot the AD and AS curves on a scale diagram.
b. What is the price level and level of real GDP in

Neverland s macroeconomic equilibrium?
c. Suppose the level of potential output in Neverland

is $950 billion. Is the current equilibrium level of
real GDP greater than or less than potential? How
does one refer to this particular output gap?

8. Each of the following events is either a cause or a
consequence of a shift in the AD or AS curve in
Canada. Identify which it is and, if it is a cause,
describe the effect on equilibrium real GDP and the
price level.

a. OPEC s actions significantly increased the world
price of oil in 1979 1980.

b. During 1996 2001, Canadian real GDP was grow-
ing at a healthy pace but inflation showed no signs
of rising.

c. World commodity prices increased sharply from
2002 to 2008. Many of these commodities are both
produced in Canada and used as important inputs
for Canadian firms.

d. The end of the Cold War led to large declines in
defence spending in many countries (including
Canada).

e. Several provinces lowered their personal income
tax rates in the late 1990s.

f. The federal government increased its level of gov-
ernment purchases (G) in the early 2000s.

g. The beginning of a recession in the United States in
2008 led to a large reduction in the demand for
many Canadian exports.

9. The following diagrams show the AD and AS curves
in two different economies.

a. Explain what aspect of firms  behaviour might give
rise to the horizontal AS curve in Economy A.

b. Explain what aspect of firms  behaviour gives rise
to the upward-sloping AS curve in Economy B.

c. In which economy is output demand determined?
Explain.

d. Consider the effects of an increase in autonomous
expenditure. Which economy has the larger multi-
plier? Explain your reasoning.

YEconomy B

P

AD
B

AS
B

YEconomy A

P

AD
A

AS
A
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590 PART 8 : THE ECONOMY IN THE SHORT RUN

multiplier is the change in equilibrium real GDP
when some autonomous component of expendi-
ture, like G, changes by $1 if the price level is held
constant.)

b. Explain the various terms in the AS curve. Explain
why the price of oil enters negatively.

c. Solve for the equilibrium value of real GDP and the
price level.

d. Using your solution to part (c), what is the effect of
a change in G on equilibrium Y and P?

e. Using your solution to part (c), what is the effect of
a change in POIL on equilibrium Y and P?

10. This question involves algebraically solving the system
of two equations given by the AD and AS curves. The
equations for the curves are given by:

AD: YAD  710  30P 5G

AS: YAS  10 5P  2POIL

where Y is real GDP, P is the price level, G is the level of
government purchases, and POIL is the world price of oil.

a. Explain the various terms in the AD curve. What is
the value of the simple multiplier? (Hint: the simple

Discussion Questions
1. This chapter discussed the meaning of aggregate

demand and aggregate supply shocks, and several
examples were given of each. But some shocks can be
both demand-side shocks and supply-side shocks.
Consider the prices of many commodities, such as
lumber, newsprint, oil, copper, grains, and iron ore.
The prices of such commodities are determined in
world markets and are subject to significant fluctua-
tions from year to year. For example, in 2002 2008,
there was a significant increase in the prices of many
such commodities. Explain how such a rise in com-
modity prices can lead to both an increase in Cana-
dian aggregate demand and a fall in Canadian
aggregate supply. How would you determine the net
effect on real GDP and the price level?

2. Show the effects on the price level and real GDP of a
major union wage settlement that significantly
increases wages. Is this a supply shock, a demand
shock, or both?

3. In the following table are the combinations of output
and price level given by real GDP and the CPI, respec-
tively, for some recent years. Treat each pair as if it is
the intersection of an AD and an AS curve. Plot these
data. Then think about the possible shifts in the AD or

AS curves that could have caused them. Is it possible
to know what the underlying shifts are? Why or why
not?

Real GDP (billions
Year CPI (2002 100) of 2002 dollars)

1998 91.3 991.0
1999 92.9 1045.8
2000 95.4 1100.5
2001 97.8 1120.1
2002 100.0 1152.9
2003 102.8 1174.6
2004 104.7 1211.2
2005 107.0 1247.8
2006 109.1 1283.4
2007 111.5 1315.9
2008 114.1 1321.4

4. Beginning in 2006, the Canadian government reduced
both personal and corporate income taxes. Explain
the effects of such a policy on the macroeconomic
equilibrium. Is this a demand-side or a supply-side
policy? Explain.
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24
L LEARNING OBJECTIVES

In this chapter you will learn

1 why output gaps cause wages and other

factor prices to change.

2 how induced changes in factor prices affect

firms  costs and shift the AS curve.

3 why real GDP gradually returns to potential

output following an AD or AS shock.

4 why lags and uncertainty place limitations

on the use of fiscal stabilization policy.

In the previous three chapters, we developed a

model of the short-run determination of the equilib-

rium levels of real GDP and the price level. In this

chapter, we discuss how this short-run macroeco-

nomic equilibrium evolves, through an adjustment

process in which wages and other factor prices

change, into a long-run equilibrium, in which real

GDP is equal to potential output, Y *. In the next two

chapters we examine theories explaining why Y *

increases over many years what we call long-run

economic growth. Before we proceed, however, we

will define carefully our assumptions regarding the

short run, the adjustment process, and the long run.

PART 9 The Economy in the Long Run

From the Short Run
to the Long Run:
The Adjustment 
of Factor Prices
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592 PART 9 : THE ECONOMY IN THE LONG RUN

The Short Run

These are the defining characteristics of the short run in our macroeconomic model:

Factor prices are assumed to be exogenous; they may change, but any change is
not explained within the model.
Technology and factor supplies are assumed to be constant (and therefore Y* is
constant).

With these assumptions, the short-run macroeconomic equilibrium is determined
by the intersection of the AD and AS curves, both of which are subject to shocks of
various kinds. The level of real GDP fluctuates around a constant level of potential out-
put, Y*. This version of our macroeconomic model is convenient to use when analyz-
ing the economy over short periods. Even though factor prices, technology, and factor
supplies are rarely constant, even over short periods of time, the simplifying assump-
tion that they are constant in our short-run model allows us to focus on the most
important changes over this time span: the fluctuations of real GDP relative to the level
of potential output what economists call business cycles.

The Adjustment of Factor Prices

As we will see in detail in this chapter, our theory of the adjustment process that takes
the economy from the short run to the long run is based on the following assumptions:

Factor prices are assumed to adjust in response to output gaps.
Technology and factor supplies are assumed to be constant (and therefore Y* is
constant).

This chapter will explain our model s prediction that deviations of real GDP from
potential output cause wages and other factor prices to adjust. It will also explain how
this adjustment is central to the economy s evolution from its short-run equilibrium to
its long-run equilibrium. Note that, as in the short-run version of the model, the adjust-
ment process is assumed to take place with a constant level of potential output.

Our theory of the macroeconomic adjustment process is useful for examining how
the effects of shocks or policies differ in the short and long runs. As we will see, the
assumption that potential output is constant leads to the prediction that AD or AS
shocks have no long-run effect on real GDP; output eventually returns to Y*.

In reality, neither technology nor factor supplies are constant over time; the level of
potential output is continually changing. Our assumption throughout much of this
chapter of a constant value for Y* is a simplifying one, allowing us to focus on the
adjustment process that brings the level of real GDP back to potential output.

The Long Run

As we will see in Chapters 25 and 26, these are defining characteristics of the long run
in our macro model:

Factor prices are assumed to have fully adjusted to any output gap.
Technology and factor supplies are assumed to be changing.

A central prediction of our model is that, after factor prices have fully adjusted,
real GDP will return to the level of potential output. The second assumption above
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implies that the level of potential output is changing (and typically growing). Thus, in
the long-run version of our macroeconomic model, our focus is not on the nature of
business cycles but rather on the nature of economic growth where technological
change and the growth of factor supplies play key roles.

The economy is probably never in  the long run in the sense that factor prices
have fully adjusted to all AD and AS shocks. This is because such shocks are not iso-
lated events but instead events that occur more-or-less continually. So, before the full
adjustment to one shock is complete, another shock occurs and sets the adjustment
process in motion again. Nonetheless, the long-run version of our model is very useful
for examining some issues. For example, if we want to understand why our children s
material standard of living will be significantly greater than our grandparents , we
should not focus on short-run issues of AD or AS shocks and stabilization policies; the
effects of particular shocks will disappear after a few years. Instead, we will gain more
understanding if we abstract from short-run issues and focus on why Y* increases dra-
matically over periods of several decades.

Summary

The three states of the economy central to macroeconomic analysis are summarized in
Table 24-1. Note for each state the assumptions made regarding factor prices and the
level of potential output and the implied causes of output changes. As we proceed
through this chapter and the next two, you may find it useful to refer back to this
table.

You already know from Chapter 23 how the short-run version of our macro model
works. And now that you have a sketch of what is meant by the adjustment process

TABLE 24-1 Three Macroeconomic States

The Adjustment
The Short Run Process The Long Run

Factor prices are
exogenous

Technology and
factor supplies (and
therefore Y*) are
constant/exogenous

AD/AS shocks cause
Y to fluctuate around
a constant Y*

Allows for analysis of
the fluctuations of Y
around Y*

Factor prices are
flexible/endogenous

Technology and
factor supplies (and
therefore Y*) are
constant/exogenous

Following AD or AS
shocks, Y eventually
returns to Y*

Allows for analysis of
the adjustment
process from the
short-run equilibrium
to the long-run
equilibrium

Factor prices are fully
adjusted/endogenous

Technology and
factor supplies (and
therefore Y*) are
changing/endogenous

Changes in Y*
determine changes 
in Y

Allows for analysis 
of the nature of
economic growth;
why Y* increases over
long periods of time

Assumptions

Changes
in Real
GDP

Why We
Study This
State
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594 PART 9 : THE ECONOMY IN THE LONG RUN

and the long run, we are ready to fill in the details. In this chapter we will see how this
adjustment process takes the economy from its short-run equilibrium to its long-run
equilibrium. To repeat, we make the following important assumptions for our theory
of the macroeconomic adjustment process:

Factor prices are assumed to adjust in response to output gaps.
Technology and factor supplies are assumed to be constant (and therefore Y* is
constant).

24.1 The Adjustment Process
We develop our theory of the adjustment process by examining the relationship among
output gaps, factor markets, and factor prices. We begin by understanding the broad
outline of how this process works. We then go on to discuss how well it works in
greater detail.

Potential Output and the Output Gap

Recall that potential output is the total output that can be produced when all produc-
tive resources land, labour, and capital are being used at their normal rates of uti-
lization. When a nation s actual output diverges from its potential output, the
difference is called the output gap.

Although growth in potential output has powerful effects from one decade to the
next, its change from one year to the next is small enough that we ignore it when study-
ing the year-to-year behaviour of real GDP and the price level. In this chapter, there-
fore, we view variations in the output gap as determined solely by variations in actual
GDP around a constant level of potential GDP. (In Chapter 26 we will examine why
potential output changes over periods of several years.)

Figure 24-1 shows real GDP being determined in the short run by the intersection
of the AD and AS curves. Potential output is assumed to be constant, and it is shown
by identical vertical lines in the two parts of the figure. In part (i), the AD and AS
curves intersect to produce an equilibrium real GDP less than potential output. The
result, as we saw in Chapter 19, is called a recessionary gap because recessions are
often characterized as having GDP below potential output. In part (ii), the AD and AS
curves intersect to produce an equilibrium real GDP above potential output, resulting
in what is called an inflationary gap. The way in which an inflationary output gap puts
upward pressure on prices will become clear in the ensuing discussion.

Factor Prices and the Output Gap

We make two key assumptions in our macro model regarding factor prices and the out-
put gap. First, when real GDP is above potential output, there will be pressure on fac-
tor prices to rise because of a higher than normal demand for factor inputs. Second,
when real GDP is below potential output, there will be pressure on factor prices to fall
because of a lower than normal demand for factor inputs. These relationships are
assumed to hold for the prices of all factors of production, including labour, land, and
capital equipment.
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CHAPTER 24: FROM THE SHORT RUN TO THE LONG RUN 595

Before we examine the detailed relationship between factor prices and output gaps,
it is worth noting that even in the absence of an output gap, the presence of ongoing
inflation influences factor prices, especially wages. Wage contracts often allow for
changes in the price level that are expected to occur during the life of the contract. For
the discussion in this chapter, however, we make the simplifying assumption that the
price level is expected to be constant (and therefore inflation is expected to be zero);
hence changes in money wages are also expected to
be changes in real wages. We will discuss inflation in
considerable detail in Chapters 29 and 30.

Output Above Potential, Y *Y* Here is the
reasoning behind our first assumption. Sometimes
the AD and AS curves intersect where real GDP
exceeds potential, as illustrated in part (ii) of Fig-
ure 24-1. Because firms are producing beyond their
normal capacity output, there is an unusually large
demand for all factor inputs, including labour.
Labour shortages will emerge in some industries and
among many groups of workers. Firms will try to bid
workers away from other firms in order to maintain
the high levels of output and sales made possible by
the boom conditions.

As a result of these tight labour-market condi-
tions, workers will find that they have considerable
bargaining power with their employers, and they will
put upward pressure on wages. Firms, recognizing that demand for their goods is
strong, will be anxious to maintain a high level of output. To prevent their workers

The output gap is the difference between actual GDP and potential GDP, Y Y*. Potential output is shown by the
vertical line at Y*. A recessionary gap, shown in panel (i), occurs when actual output is less than potential GDP. An
inflationary gap, shown in panel (ii), occurs when actual output is greater than potential output.

FIGURE 24-1 Output Gaps in the Short Run
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When output is above potential, the excess demand for labour
tends to push up wages.
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596 PART 9 : THE ECONOMY IN THE LONG RUN

from either striking or quitting and moving to other employers, firms will be willing to
accede to some of these upward pressures.

The boom that is associated with an inflationary gap generates a set of
conditions high profits for firms and unusually large demand for labour that
tends to cause wages (and other factor prices) to rise.

This increase in factor prices will increase firms  unit costs. As unit costs increase,
firms will require higher prices in order to supply any given level of output, and the AS
curve will therefore shift up. This shift has the effect of reducing equilibrium real GDP
and raising the price level. Real GDP moves back toward potential and the inflationary
gap begins to close.

In our model, factor prices are assumed to continue rising as long as some infla-
tionary gap remains. In other words, they will continue rising until the AS curve shifts
up to the point where the equilibrium level of GDP is equal to potential GDP. At this
point, there is no more pressure for factor prices to rise, firms  costs are stable, and the
AS curve stops shifting.

Output Below Potential, Y * Y* Here is the reasoning behind our second
assumption regarding factor prices. Sometimes the AD and AS curves intersect where
real GDP is less than potential, as illustrated in part (i) of Figure 24-1. Because firms
are producing below their normal-capacity output, there is an unusually low demand
for all factor inputs, including labour. There will be labour surpluses in some industries
and among some groups of workers. Firms will have below-normal sales and not only
will resist upward pressures on wages but also may seek reductions in wages.

The slump that is associated with a recessionary gap generates a set of
conditions low profits for firms and low demand for labour that tends to cause
wages (and other factor prices) to fall.1

When it occurs, this reduction in factor prices will reduce firms  unit costs. As unit
costs fall, firms require a lower price in order to supply any given level of output, and
the AS curve therefore shifts down. This shift has the effect of increasing equilibrium
real GDP and reducing the price level. Real GDP moves back toward potential and the
recessionary gap begins to close.

In our model, wages and other factor prices are assumed to fall as long as some
recessionary gap remains. As factor prices fall, the AS curve shifts down, and this
process continues until the equilibrium level of GDP is equal to potential output. At
this point, there is no longer pressure for factor prices to fall, firms  unit costs are sta-
ble, and the AS curve stops shifting.

Downward Wage Stickiness At this stage, we encounter an important asym-
metry in the economy s aggregate supply behaviour. Boom conditions (an inflationary
gap), along with labour shortages, cause wages and unit costs to rise. The experience of

1 Because of ongoing inflation and productivity growth, nominal wages rarely fall, even when there is a low

demand for labour. But remember that in this chapter, to allow us to focus on the adjustment process, we are

assuming that technology is constant and expected inflation is zero. Thus nominal (and real) wages and other

factor prices are assumed to fall when real GDP is below potential output. With some ongoing inflation in

our model, the assumption would be modified so that nominal wages rise less than prices, thus implying a

reduction in real wages.
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many developed economies, however, suggests that the downward pressures on wages
during slumps (recessionary gaps) often do not operate as strongly or as quickly as
the upward pressures during booms. Even when wages do fall, they tend to fall more
slowly than they would rise in an equally sized inflationary gap. This downward wage
stickiness implies that the downward shift in the AS curve and the downward pressure
on the price level are correspondingly slight.2

Both upward and downward adjustments to wages and unit costs do occur, but
there are differences in the speed at which they typically operate. Booms can cause
wages to rise rapidly; recessions usually cause wages to fall only slowly.

The Phillips Curve The factor-price adjustment process that we have been dis-
cussing was explored many years ago in a famous study of wages and unemployment
in the United Kingdom. A. W. Phillips observed that wages tend to fall in periods of
high unemployment and rise in periods of low unemployment. The resulting negative
relationship between unemployment and the rate of change in wages has been called
the Phillips curve ever since. Extensions in Theory 24-1 discusses the Phillips curve and
its relationship to the aggregate supply (AS) curve.

Inflationary and Recessionary Gaps Now it should be clear
why the output gaps are named as they are. When real GDP exceeds
potential GDP, there will normally be rising unit costs, and the AS curve
will be shifting upward. This will in turn push the price level up and cre-
ate temporary inflation. The larger the excess of real GDP over potential
GDP, the greater the inflationary pressure. The term inflationary gap
emphasizes this salient feature of the economy when Y * Y*.

When actual output is less than potential output, as we have seen,
there will be unemployment of labour and other productive resources.
Unit costs will tend to fall slowly, leading to a slow downward shift in
the AS curve. Hence, the price level will be falling only slowly so that
unemployment will be the output gap s most obvious result. The term
recessionary gap emphasizes this salient feature that high rates of unem-
ployment occur when Y + Y*.

Potential Output as an Anchor

We have just argued that there is pressure on wages and other factor
prices to change when output is above or below potential. When they
occur, these changes in factor prices lead to changes in firms  unit costs
that shift the AS curve and change the equilibrium level of GDP. More-
over, we assumed that this process of factor-price adjustment will con-
tinue as long as some output gap remains, coming to a halt only when
the equilibrium level of GDP is equal to potential GDP, Y*. This leads to
an important prediction from our macroeconomic model regarding the
distinction between the short-run and long-run effects of aggregate
demand and supply shocks.

Potential output acts like an anchor for the
level of real GDP. Following aggregate
demand or supply shocks that push real
GDP below or above potential, the adjust-
ment of factor prices brings real GDP back
to potential output.

2 This is the second asymmetry in aggregate supply that we have encountered. The first involves the chang-

ing slope of the AS curve, discussed in Chapter 23.

24_raga_ch24.qxd  1/29/10  12:41 PM  Page 597



598 PART 9 : THE ECONOMY IN THE LONG RUN

Following an aggregate demand or supply shock, the short-run equilibrium level of
output may be different from potential output. Any output gap is assumed to cause
wages and other factor prices to adjust, eventually bringing the equilibrium level of
output back to potential. In this model, therefore, the level of potential output acts
like an anchor  for the economy.

We now go on to examine our theory of the factor-price adjustment process in
greater detail, illustrating it for the cases of positive and negative shocks to aggregate
demand and supply. We will also examine this factor-price adjustment process follow-
ing changes in fiscal policy. The idea that Y* acts as an anchor  for the economy will
become clear: Shocks of various kinds may cause output to rise above or fall below Y*
in the short run, but the adjustment of factor prices to output gaps ensures that output
eventually returns to Y*.

EXTENSIONS IN THEORY 24-1

The Phillips Curve and the Adjustment Process

* Recall that we are assuming productivity to be constant so

that changes in wages imply changes in unit labour costs. When

productivity is growing, however, recessionary output gaps

cause unit labour costs to fall. This requires only that wages are

growing more slowly than productivity, not actually falling.

Phillips curve Originally, a

relationship between the

unemployment rate and

the rate of change of

money wages. Now often

drawn as a relationship

between GDP and the rate

of change of money wages.

In the 1950s, Professor A. W. Phillips of the London
School of Economics was conducting pioneering
research on macroeconomic policy. In his early models,
he related the rate of inflation to the difference between
actual and potential output. Later he investigated the
empirical underpinnings of this equation by studying
the relationship between the rate of increase of wages
and the level of unemployment. He studied these vari-
ables because unemployment data were available as far
back as the mid-nineteenth century, whereas very few
data on output gaps were available when he did his
empirical work. In 1958, he reported that a stable rela-
tionship had existed between these two variables for
100 years in the United Kingdom. This relationship
came to be known as the Phillips curve. The Phillips
curve provided an explanation, rooted in empirical
observation, of the speed with which wage changes
shifted the AS curve by changing firms  unit costs.

In the form in which it became famous, the Phillips
curve related wage changes to the level of unemploy-
ment. But we can express the same information in a
slightly different way. Note that unemployment and
output gaps are negatively related a recessionary gap
is associated with high unemployment, and an inflation-
ary gap is associated with low unemployment. We can
therefore create another Phillips curve that plots wage
changes against output (rather than against unemploy-
ment). Both figures show the same information.

When output equals Y* the corresponding unem-
ployment rate is sometimes called the natural rate of
unemployment, and is denoted U*. Inflationary gaps
(when Y * Y* and U + U*) are associated with

increases in wages. Recessionary gaps (when Y + Y*
and U * U*) are associated with decreases in wages.*
Thus, a Phillips curve that plots wage changes against
real GDP is upward sloping, whereas a Phillips curve
that plots wage changes against the unemployment rate
is downward sloping. Both versions of the Phillips curve
are shown in the accompanying figure.

When output is at potential, all factors are being
used at their normal rates of utilization. There is neither
upward nor downward pressure on wages (or other fac-
tor prices) because there is neither an excess demand
nor an excess supply of labour. Hence, the Phillips curve
cuts the horizontal axis at Y* (and at U*). This is how
Phillips drew his original curve.

The Phillips curve is not the same as the AS curve.
The AS curve has the price level on the vertical axis
whereas the Phillips curve has the rate of change of wages
on the vertical axis. How are the two curves related? The
economy s location on the Phillips curve indicates how the
AS curve is shifting as a result of the existing output gap.

For example, consider an economy that begins at
point A in all three diagrams; there is no output gap
and wages are therefore stable. Now, suppose a positive
aggregate demand shock causes real GDP to increase to
Y1 (and unemployment to fall to U1) and thus produces
an inflationary gap. The excess demand for labour puts
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upward pressure on wages and the economy moves
along the Phillips curve to point B, where wages begin
rising. The increase in wages increases unit costs and
causes the AS curve to shift up. Thus, each point on the
Phillips curve determines the rate at which the AS curve
is shifting. To complete the example, note that as the
AS curve shifts up, the level of GDP will fall back
toward Y* and the inflationary gap will begin to close.
The economy moves back along the Phillips curve
toward point A. When all adjustment is complete, the
new equilibrium will be at point C in part (iii) of the
figure, with output equal to Y* and the price level and
nominal wages higher than initially. On the Phillips
curve, the economy will be back at point A, where real
GDP equals Y* and wages are constant (but at a higher
level than before the demand shock occurred).

Note that the convex shape of the Phillips curve is
not accidental it reflects the adjustment asymmetry we

mentioned in the text. The convexity of the Phillips
curve implies that an inflationary gap of a given amount
will lead to faster wage increases than an equally sized
recessionary gap will lead to wage reductions. In other
words, an inflationary gap will cause the AS curve to
shift up more quickly than a recessionary gap will cause
the AS curve to shift down.

Finally, you might be wondering what would hap-
pen if the Phillips curve were to shift. And what would
cause such a shift? As we will see in Chapter 30 when
we discuss the phenomenon of sustained inflation, an
important cause of shifts of the Phillips curve is changes
in firms and households expectations of future infla-
tion. In this chapter, however, we have assumed that
expected inflation is zero. But whether there is
expected inflation or not, the Phillips curve embodies
the factor-price adjustment process that is the focus of
this chapter.

24.2 Aggregate Demand and 
Supply Shocks

We can now study the consequences of aggregate demand and aggregate supply
shocks in our model, distinguishing between the immediate effects of AD and AS
shocks and the longer-term effects, after factor prices have adjusted fully. It is neces-
sary to examine expansionary and contractionary shocks separately because the
adjustment of factor prices is not symmetrical for the two cases. Let s begin with
demand shocks.
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600 PART 9 : THE ECONOMY IN THE LONG RUN

A positive AD shock first raises prices and output along the AS curve. It then induces a shift of the AS curve that fur-
ther raises prices but lowers output along the new AD curve. In part (i), the economy is in equilibrium at E0, at its level
of potential output, Y*, and price level P0. The AD curve then shifts from AD0 to AD1. This moves equilibrium to E1,
with income Y1 and price level P1, and opens up an inflationary gap.

In part (ii), the inflationary gap results in an increase in wages and other factor prices, shifting the AS curve upward.
As this happens, output falls and the price level rises along AD1. Eventually, when the AS curve has shifted to AS1, out-
put is back to Y* and the inflationary gap has been eliminated. However, the price level has risen to P2. The long-run
result of the aggregate demand shock is therefore a higher price level with no change in real GDP.

FIGURE 24-2 The Adjustment Process Following a Positive Aggregate Demand Shock
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Expansionary AD Shocks

Suppose the economy starts with a stable price level and real GDP equal to potential
GDP, as shown by the initial equilibrium in part (i) of Figure 24-2. Now suppose this
situation is disturbed by an increase in autonomous expenditure, perhaps caused by
an upturn in business confidence and a resulting boom in investment spending. Fig-
ure 24-2(i) shows the effects of this aggregate demand shock in raising both the price
level and real GDP. The AD curve shifts from AD0 to AD1, the economy moves along
the AS curve, and real GDP rises above Y*. An inflationary gap opens up.

We have assumed that an inflationary gap leads to increases in wages, which cause
unit costs to rise. The AS curve begins to shift up as firms respond to the higher input
costs by increasing their output prices. As seen in part (ii) of the figure, the upward
shift of the AS curve causes a further rise in the price level, but this time the price rise is
associated with a fall in output (along the AD1 curve).

The cost increases (and the consequent upward shifts of the AS curve) continue
until the inflationary gap has been removed that is, until in part (ii) real GDP returns
to Y*. Only then is there no excess demand for labour, and only then do wages and
unit costs, and hence the AS curve, stabilize.

The adjustment in wages and other factor prices eventually eliminates any boom
caused by a demand shock; real GDP returns to its potential level.

Practise with Study Guide

Chapter 24, Exercises 1 and 2.
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Contractionary AD Shocks

Suppose again that the economy starts with stable prices and real GDP equal to potential,
as shown in part (i) of Figure 24-3. Now assume there is a decline in aggregate demand.
This negative aggregate demand shock might be a reduction in investment expenditure,
or perhaps a decline in the world demand for Canadian lumber or automobiles.

The first effects of the decline are a fall in output and some downward adjustment
of prices, as shown in part (i) of the figure. As real GDP falls below potential, a reces-
sionary gap is created, and unemployment rises. At this point we must analyze two sep-
arate cases. The first occurs when wages fall quickly in response to the excess supply of
labour. The second occurs when wages fall only slowly.

Flexible Wages Suppose wages (and other factor prices) fell quickly in response to
the recessionary gap. The AS curve would therefore shift quickly downward as the
lower wages led to reduced unit costs.

As shown in part (ii) of Figure 24-3, the economy would move along the new AD
curve, with falling prices and rising output, until real GDP was quickly restored to
potential, Y*. We conclude that if wages were to fall rapidly whenever there was unem-
ployment, the resulting shift in the AS curve would quickly eliminate recessionary gaps.

Flexible wages that fall rapidly in the presence of a recessionary gap provide an
automatic adjustment process that pushes the economy back quickly toward
potential output.

Practise with Study Guide

Chapter 24, Exercise 6.

A negative AD shock first lowers the price level and GDP along the AS curve and then induces a (possibly slow) shift
of the AS curve that further lowers prices but raises output along the new AD curve. In part (i), the economy is in equi-
librium at E0, at its level of potential output, Y*, and price level P0. The AD curve then shifts to AD1, moving equilib-
rium to E1, with income Y1 and price level P1, and opens up a recessionary gap.

Part (ii) shows the adjustment back to potential output that occurs from the supply side of the economy. The fall 
in wages shifts the AS curve downward. Real GDP rises, and the price level falls further along the new AD curve.
Unless wages are completely rigid, the AS curve eventually reaches AS1, with equilibrium at E2. The price level stabi-
lizes at P2 when real GDP returns to Y*, closing the recessionary gap.

FIGURE 24-3 The Adjustment Process Following a Negative Aggregate Demand Shock
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602 PART 9 : THE ECONOMY IN THE LONG RUN

Sticky Wages As we noted earlier, the experience of most economies suggests that
wages typically do not fall rapidly in response to even large recessionary gaps. It is
sometimes said that wages are sticky  in the downward direction. This does not mean
that wages never fall, only that they tend to fall much more slowly in a recessionary
gap than they rise in an equally sized inflationary gap. When wages are sticky, the
analysis is the same as when wages are flexible, and thus Figure 24-3 tells the correct
story. The significant difference, however, is that the AS curve shifts more slowly when
wages are sticky and thus recessionary gaps may not be removed by the adjustment
process for a long time. In such cases, the recessionary gap is usually closed as the
result of an eventual expansion in aggregate demand that occurs for reasons discussed
later in this chapter in Extensions in Theory 24-2 on page 604.

If wages are downwardly sticky, the economy s adjustment process is sluggish and
thus recessionary gaps may not be eliminated quickly.3

The weakness of the adjustment process following a negative demand shock does
not mean that recessionary gaps must always be prolonged. Rather, this weakness

means that speedy recovery back to potential output
must be generated mainly from the demand side. If
wages are downwardly sticky and the economy is to
avoid a persistent recessionary gap, a quick recovery
requires a rightward shift of the AD curve. This often
happens when private-sector demand revives. But it also
raises the possibility that government stabilization pol-
icy can be used to accomplish such a rightward shift in
the AD curve. This is an important and contentious
issue in macroeconomics, one to which we will return
often throughout the remainder of this book.

The difference in the speed of adjustment of wages
(and other factor prices) is the important asymmetry in
the behaviour of aggregate supply that we noted earlier in
this chapter. This asymmetry helps to explain two key
facts about the Canadian economy. First, high unemploy-
ment can persist for quite long periods without causing

decreases in wages and prices of sufficient magnitude to remove the unemployment. An
example is the 1991 1995 period when unemployment was high and output was consid-
erably below potential. Second, booms, along with labour shortages and production
beyond normal capacity, do not persist for long periods without causing increases in
wages and the price level. The periods 1987 1990, 1999 2001, and 2004 2007 all dis-
played output above potential and pressure on wages and prices to rise.

Aggregate Supply Shocks

We have discussed the economy s adjustment process that returns real GDP to Y* fol-
lowing an aggregate demand shock. The same adjustment process operates following
an aggregate supply shock.

3 The causes of downward wage stickiness have been hotly debated among macroeconomists for years. We

discuss several possible reasons in Chapter 31 when examining the causes of cyclical unemployment.

The slow downward adjustment of wages and prices when
output is below potential means that the recessionary effects
of negative shocks sometimes persist for long periods.

24_raga_ch24.qxd  1/29/10  12:41 PM  Page 602



CHAPTER 24: FROM THE SHORT RUN TO THE LONG RUN 603

Consider an economy that has a stable price level and real GDP at its potential
level, as illustrated by point E0 in part (i) of Figure 24-4. Suppose there is an increase in
the world price of an important input, such as oil. An increase in the price of oil
increases unit costs for firms and causes the AS curve to shift upward. Real GDP falls
and the price level increases a combination often called stagflation. The short-run
equilibrium is at point E1 in Figure 24-4. With the opening of a recessionary gap, the
economy s adjustment process comes into play, though sticky wages reduce the speed
of this adjustment.

In our macro model, the recessionary gap caused by the negative supply shock
causes firms to shut down and workers to be laid off. The excess supply of labour (and
other factors) eventually pushes wages down and begins to reverse the initial increase
in unit costs caused by the increase in the price of oil. This adjustment is shown in part
(ii) of the figure. As wages fall, the AS curve shifts back toward its starting point, and
real GDP rises back toward its potential level, Y*. Eventually, the economy returns to
its initial point, E0. Note, however, that relative prices will have changed when the
economy returns to E0. The price level is back to P0, its starting point, but real wages
are lower while the relative price of oil is higher.

We leave it to the reader to analyze the adjustment process following a positive
aggregate supply shock. The logic of the analysis is exactly the same as illustrated in
Figure 24-4, except that the initial shift in the AS curve is to the right, creating an infla-
tionary gap.

Exogenous changes in input prices cause the AS curve to shift, creating an output
gap. The adjustment process then reverses the initial AS shift and brings the econ-
omy back to potential output and the initial price level.

A negative AS shock caused by an increase in input prices causes real GDP to fall and the price level to rise. The econ-
omy s adjustment process then reverses the AS shift and returns the economy to its starting point. The economy begins
at point E0 in part (i). The increase in the price of oil increases unit costs and causes the AS curve to shift up to AS1.
Real GDP falls to Y1 and the price level rises to P1. A recessionary gap is created. In part (ii), the excess supply of
labour associated with the recessionary gap causes wages to fall, possibly slowly. As wages fall, unit costs fall and so
the AS curve shifts back down to AS0. The economy is finally in long-run equilibrium at Y* and P0, its starting point.

FIGURE 24-4 The Adjustment Process Following a Negative Aggregate Supply Shock
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604 PART 9 : THE ECONOMY IN THE LONG RUN

In this chapter we have emphasized the adjustment of wages to output gaps, and
how this adjustment process returns real GDP to Y* following AD or AS shocks. How-
ever, there are additional forces in the economy that also help to explain how real GDP
changes over the business cycle. Extensions in Theory 24-2 examines the dynamics of
the business cycle in more detail.

Long-Run Equilibrium

Following any AD or AS shocks, we have assumed that the adjustment process contin-
ues until real GDP returns to Y*. The economy is said to be in a state of long-run

In earlier chapters we described the business cycle as the
ebb and flow of economic activity that alternately tends
to create recessionary and inflationary output gaps. In
this chapter, we have seen that the factor-price adjust-
ment process tends to eliminate such output gaps when-
ever they appear. The business cycle itself provides an
additional set of pressures that reinforces the adjustment
of factor prices and helps to return real GDP to Y*.

During the expansionary phase of the business
cycle, real GDP is growing; as the peak of the cycle is
reached, real GDP is typically well above Y* and unem-
ployment is low. Expectations of rising sales and profits
created during the economic expansion often lead to
gains in stock-market prices that are not justified by
current earnings; in addition, firms may undertake cap-
ital investments based on the assumption that the eco-
nomic expansion will continue. As real GDP rises
further above Y*, however, bottlenecks and shortages
eventually arise and restrict further expansion, thus
slowing the growth rate of real GDP. When growth
slows in this way, there is often a drastic revision in
firms  expectations. A sell-off of stocks may cause their
prices to tumble, thereby reducing consumers  wealth
and confidence and hence causing them to curtail their
consumption expenditures. The slowdown in growth,
combined with the collapse of confidence, can lead
firms to reduce their desired investment. These reduc-
tions in household consumption and business invest-
ment work, through the economy s multiplier process,
to reduce real GDP. Thus, even in the absence of wage
increases, an economic expansion usually contains the
seeds of its own demise; real GDP tends to move back
toward Y*.

Once underway, the economic downturn tends to
feed on itself as confidence wanes even further, leading
to more cuts in investment and consumer spending. The

downturn often overshoots Y*, creating a recessionary
gap. A trough is eventually reached, in which real GDP
is well below Y* and unemployment is high. At this
point, the pace of economic activity begins to rise.
Stocks of durable consumer goods, such as automobiles
and home appliances, that were not replaced during
the downturn eventually become depleted or obsolete
enough that normal replacement expenditures recover,
leading to an increase in the demand for such goods.
Similarly, much of firms  replacement investment that
has been put off during the economic downturn can be
postponed no longer and investment expenditure recov-
ers. The resulting recovery in both household and
business spending can cause a revival of favourable
expectations concerning the future, leading to further
increases in spending. The increases in household con-
sumption and business investment work, through the
economy s multiplier process, to increase real GDP.
Thus, even in the absence of falling wages, an economic
downturn is usually followed by a recovery with real
GDP rising back toward Y*.

In summary, we should note two distinct forces
that tend to return real GDP to Y*. During an inflation-
ary gap, both rising wages (which shift the AS curve to
the left) and the intrinsic dynamics of the business
cycle (which shift the AD curve to the right) are power-
ful forces. However, since wages are quite slow to
adjust in the downward direction, the business cycle
dynamics typically play a much larger role than the
wage-adjustment process in bringing about a recovery
from a recession. In this chapter, we have concentrated
on understanding how the wage-adjustment process
works. It must be remembered, however, that its
strength is asymmetric, strong in removing an inflation-
ary gap but much weaker in removing a recessionary
one.

EXTENSIONS IN THEORY 24-2

The Business Cycle: Additional Pressures for Adjustment
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CHAPTER 24: FROM THE SHORT RUN TO THE LONG RUN 605

equilibrium when factor prices are no longer adjusting
to output gaps. As we have seen, wages and other factor
prices are assumed to be stable only when the level of
real GDP is equal to potential output, Y*. Thus, in our
model, the economy is in its long-run equilibrium when
the intersection of the AD and AS curves occurs at Y*.

The value of Y* depends on real variables, such as
the labour force, capital stock, and the level of technol-
ogy, but is independent of nominal variables, such as the
price level. In other words, the level of output that firms
will produce in the long run is independent of the price
level. The vertical line at Y* that we have seen in our
diagrams is therefore sometimes called a long-run
aggregate supply curve the relationship between the
price level and the amount of output supplied by firms
after all factor prices have adjusted to output gaps. This
vertical line is also sometimes called a Classical aggre-
gate supply curve because the Classical economists were
mainly concerned with the behaviour of the economy in
long-run equilibrium.4

Figure 24-5 shows an AD/AS diagram without the
usual upward-sloping AS curve. It is useful to omit this
curve if our focus is on the state of the economy after all
factor prices have fully adjusted and output has
returned to Y*. We can use this diagram to examine
how shocks affect the economy s long-run equilibrium.

As shown in part (i) of Figure 24-5, any shift in the
AD curve will cause a change in the price level in the
long run but will not affect the level of potential output,
Y*. In our model, the only way that real GDP can
change in the long run (after factor prices have fully
adjusted) is for the level of Y* to change, as in part (ii)
of the figure.

In the long run, real GDP is determined solely by
Y*; the role of aggregate demand is only to deter-
mine the price level.

We will discuss the long-run behaviour of the econ-
omy in detail in Chapters 25 and 26. There we develop
theories explaining why Y* grows over extended peri-
ods of time and why this growth is important for deter-
mining our material living standards.

FIGURE 24-5 Changes in Long-Run
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Potential output determines the long-run equilibrium
value of real GDP. Given Y*, aggregate demand deter-
mines the long-run equilibrium value of the price level.
In both parts of the figure, the initial long-run equilib-
rium is at E0, so the price level is P0 and real GDP is Y0*.

In part (i), a shift in the AD curve from AD0 to
AD1 moves the long-run equilibrium from E0 to E1.
This raises the price level from P0 to P1 but leaves
real GDP unchanged at Y0* in the long run.

In part (ii), an increase in potential output from
Y0* to Y1* moves the long-run equilibrium from E0
to E2. This raises real GDP from Y0* to Y1* and low-
ers the price level from P0 to P2.

4 The Classical school of economic thought began with Adam Smith (1723 1790) and was developed

through the work of David Ricardo (1772 1823), Thomas Malthus (1766 1834), and John Stuart Mill

(1806 1873). These economists emphasized the long-run behaviour of the economy. Beginning in the middle

of the nineteenth century, Neoclassical economists devoted much time and effort to studying short-term fluc-

tuations. The General Theory of Employment, Interest and Money (1936), written by John Maynard Keynes

(1883 1946), was in a long tradition of the study of short-term fluctuations. Where Keynes differed from the

Neoclassical economists was in approaching the issues from a macroeconomic perspective that emphasized

fluctuations in expenditure. Each of the economists mentioned in this footnote, along with several others, is

discussed in more detail in the timeline at the back of the book.
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606 PART 9 : THE ECONOMY IN THE LONG RUN

24.3 Fiscal Stabilization Policy

In Chapter 22, we briefly considered the basic concepts of fiscal stabilization policy.
In principle, this policy can be used to stabilize real GDP at or near potential output.
In the remainder of this chapter, we look into taxing and spending as tools of fiscal
stabilization policy. We will return to more advanced issues of fiscal policy in
Chapter 32.

w w w . m y e c o n l a b . c o m

Though macroeconomists tend to focus on fluctuations in real GDP when
describing business cycles, there is no single best  measure of the changes
in economic activity. For a detailed description of several popular measures
including GDP growth, housing starts, and capacity utilization look for
Several Measures of Economic Fluctuations in Canada in the Additional Topics section
of this book s MyEconLab.

ADDITIONAL TOPICS

Because increases in government purchases (G) increase aggregate demand and
increases in taxation (T) decrease aggregate demand, the direction of the required
changes in spending and taxation is generally easy to determine once we know the
direction of the desired change in real GDP. For example, if output is currently below
potential, a fiscal policy designed to increase real GDP will include an increase in G, a
decrease in T, or both. However, the timing, magnitude, and mixture of the changes are
more difficult issues.

There is no doubt that the government can exert a major influence on real GDP.
Prime examples are the massive increases in military spending during major wars.
Canadian federal expenditure during the Second World War rose from 12.2 percent of
GDP in 1939 to 41.8 percent in 1944. At the same time, the unemployment rate fell
from 11.4 percent to 1.4 percent. Economists agree that the increase in government
spending helped to bring about the rise in output and the associated fall in unemploy-
ment. More recently, the Canadian government dramatically increased spending in an
effort to dampen the effects of the major global recession that began in late 2008. Most
economists agree that this fiscal stimulus  contributed significantly to real GDP
growth in the 2009 2010 period.

In the heyday of activist  fiscal policy, from about 1945 to about 1970, many
economists were convinced that the economy could be stabilized adequately just by
varying the size of the government s taxes and expenditures. That day is past. Today,
economists are more aware of the many limitations of fiscal policy.

The Basic Theory of Fiscal Stabilization

In our macroeconomic model, a reduction in tax rates or an increase in government
purchases will shift the AD curve to the right, causing an increase in real GDP. An
increase in tax rates or a cut in government expenditure will shift the AD curve to the
left, causing a decrease in real GDP.

For information on the

federal Department of

Finance, the ministry in

charge of fiscal policy, see

www.fin.gc.ca.
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How Fiscal Stabilization Works A more detailed look at how fiscal stabiliza-
tion works will help to show some of the complications that arise when implementing
fiscal policy.

CLOSING A RECESSIONARY GAP. A recessionary gap is shown in Figure 24-6; the
economy s short-run equilibrium is at point E0 with real GDP below Y*. Such a reces-
sionary gap can be closed in three ways, returning real GDP to Y*. First, as often hap-
pens in practice, private-sector demand recovers and the AD curve shifts to the right, as
shown in part (ii) of the figure. If such a recovery does not occur rapidly, the economy s
adjustment process will come into play. The excess supply of factors at E0 will eventu-
ally cause wages and other factor prices to fall, shifting the AS curve downward and
restoring output to Y*, as shown in part (i) of the figure. However, as we also dis-
cussed, because of the stickiness of wages, this process may take a long time. Policy-
makers may not be prepared to wait the time necessary for the recessionary gap to
correct itself. The government can instead use expansionary fiscal policy to shift the
AD curve to the right and close the recessionary gap. It would do this by reducing tax
rates, increasing transfers, or increasing the level of government purchases.

The advantage of using fiscal policy rather than allowing the economy s adjust-
ment process to operate is that it may substantially shorten what might otherwise be a
long recession. One disadvantage is that the use of fiscal policy may stimulate the econ-
omy just before private-sector spending recovers on its own. As a result, the economy
may overshoot its potential output, and an inflationary gap may open up. In this case,
fiscal policy that is intended to promote economic stability can actually cause
instability.

Practise with Study Guide

Chapter 24, Exercises 3 and 5,

and Extension Exercise E1.

A recessionary gap may be closed by a (slow) downward shift of the AS curve or an increase in aggregate demand.
Initially, equilibrium is at E0, with real GDP at Y0 and the price level at P0. There is a recessionary gap.

As shown in part (i), the gap might be removed by a shift in the AS curve to AS1, as will eventually happen when
wages and other factor prices fall in response to excess supply. The shift in the AS curve causes a movement down and
to the right along AD0 to a new equilibrium at E1, achieving potential output Y* and lowering the price level to P1.

As shown in part (ii), the gap might also be removed by a shift of the AD curve to AD1, caused by an expansionary
fiscal policy or a recovery of private-sector spending. The shift in the AD curve causes a movement up and to the right
along AS0. This movement shifts the equilibrium to E2, raising output to Y* and the price level to P2.

FIGURE 24-6 The Closing of a Recessionary Gap
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608 PART 9 : THE ECONOMY IN THE LONG RUN

CLOSING AN INFLATIONARY GAP. An inflationary gap is illustrated in Figure 24-7; the
economy s short-run equilibrium is at point E0, with real GDP above Y*. There are
three ways such an inflationary gap may be closed, returning real GDP to Y*. First, pri-
vate-sector demand may fall, thus shifting the AD curve to the left. If this does not
occur rapidly, the economy s adjustment process will come into play; excess demand for
factors will cause wages and other factor prices to rise, shifting the AS curve upward
and gradually restoring output to Y*. Alternatively, the government can use a contrac-
tionary fiscal policy to shift the AD curve to the left and close the inflationary gap. The
government would do this by increasing tax rates or reducing its level of purchases.

The advantage of using a contractionary fiscal policy to close the inflationary gap
is that it avoids the inflationary increase in prices that would otherwise occur. One dis-
advantage is that if private-sector expenditures fall because of natural causes, real GDP
may be pushed below potential, thus opening up a recessionary gap.

This discussion leads to a key proposition:

When the economy s adjustment process is slow to operate, or produces undesirable
side effects, such as rising prices, there is a potential stabilization role for fiscal policy.

The Paradox of Thrift Suppose you have a good job but you are sufficiently
unsure about your economic future that you decide to increase the fraction of dispos-
able income that you save. Your increased saving today would not influence your
current income but these funds would accumulate and be useful in the future if your

An inflationary gap may be removed by an upward shift of the AS curve or by a leftward shift of the AD curve. Ini-
tially, equilibrium is at E0, with real GDP at Y0 and the price level at P0. There is an inflationary gap.

As shown in part (i), the gap might be removed by a shift in the AS curve to AS1, as will happen when wages and
other factor prices rise in response to the excess demand. The shift in the AS curve causes a movement up and to the
left along AD0. This movement establishes a new equilibrium at E1, reducing output to its potential level Y* and rais-
ing the price level to P1.

As shown in part (ii), the gap might also be removed by a shift in the AD curve to AD1 caused by, for example, a
contractionary fiscal policy. The shift in the AD curve causes a movement down and to the left along AS0. This move-
ment shifts the equilibrium to E2, lowering income to Y* and the price level to P2.

FIGURE 24-7 The Closing of an Inflationary Gap
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economic situation changed for the worse.
Most people would agree that a decision
to increase your saving in these circum-
stances would be prudent.

But what would happen if many peo-
ple did the same thing at the same time?
In our macroeconomic model, an increase
in the country s total desired saving
would shift the AD curve to the left and
reduce the equilibrium level of real GDP
in the short run. Thus, frugality on the
part of individuals, which may seem to be
prudent behaviour for each individual
taken separately, ends up reducing short-
run real GDP. This phenomenon is known
as the paradox of thrift the paradox
being that what may be good for any indi-
vidual when viewed in isolation ends up
being undesirable for the economy as a
whole.

The policy implication of this phenom-
enon is that a major and persistent
recession can be battled by encouraging
governments, firms, and households to reduce their saving and therefore increase their
spending. In times of unemployment and recession, a greater desire to save will only
make things worse. This result goes directly against the idea that we should tighten our
belts when times are tough. The notion that it is not only possible but even desirable to
spend one s way out of a recession touches a sensitive point with people raised on the
belief that success is based on hard work and frugality; as a result, the idea often arouses
great hostility.

As is discussed in Lessons from History 24-1, the implications of the paradox of
thrift were not generally understood during the Great Depression of the 1930s. Most
governments, faced with depression-induced reductions in tax revenues, reduced their
expenditures to balance their budgets. As a result, many economists argue that the fiscal
policies at the time actually made things worse. When Nobel Prize winning economist
Milton Friedman (many years later) said, We are all Keynesians now, he was referring
to the general acceptance of the view that the government s budget is much more than
just the revenue and expenditure statement of a very large organization. Whether we like
it or not, the sheer size of the government s budget inevitably makes it a powerful tool for
influencing the economy.

The paradox of thrift applies to shifts in aggregate demand that have been
caused by changes in saving (and hence spending) behaviour. That is why it applies
only in the short run, when the AD curve plays an important role in the determina-
tion of real GDP.

The paradox of thrift does not apply after factor prices have fully adjusted and the
economy has achieved its new long-run equilibrium. Remember that in the long run,
aggregate demand does not influence the level of real GDP output is determined only
by the level of potential output, Y*. In the long run, the more people and government
save, the larger is the supply of funds available for investment. As we will see in Chap-
ter 26, this increase in the pool of available funds will reduce interest rates and encour-
age more investment by firms. The greater rate of investment leads to a higher rate of
growth of potential output.

When the Canadian economy entered a significant recession in the fall of
2008, Canadian households and firms responded by decreasing their level
of spending. Governments generally understood that such frugality on the
part of the private sector generated a need for greater public spending, thus
stimulating aggregate demand and dampening the overall effects of the
recession.
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610 PART 9 : THE ECONOMY IN THE LONG RUN

The Great Depression, which is usually dated as begin-
ning with the massive stock-market crash on October
29, 1929, was one of the most dramatic economic
events of the twentieth century. As the accompanying
figure shows, Canadian real GDP plummeted by almost
30 percent from its peak in 1929 to its low point in
1933. The price level actually fell beginning in 1930
and declined by about 20 percent over the next five
years. The unemployment rate increased from 3 percent
of the labour force in 1929 to an unparalleled 19.3 per-
cent four years later. To put these numbers in perspec-
tive, by today s standards a very serious recession (like
the most recent one that began in late 2008) sees real
GDP fall by 2 3 percent, the unemployment rate rise to
9 10 percent, and prices continue rising but perhaps at
a slower rate. The economic events of the 1930s cer-
tainly deserve to be called the Great Depression!

The Great Depression was not just a catastrophic
event that happened exogenously its depth and dura-
tion were made worse by some fundamental mistakes in
policy. Failure to understand the implication of the para-
dox of thrift led many countries to adopt disastrous fis-
cal policies during the Great Depression. In addition,
failure to understand the role of automatic stabilizers has
led many observers to conclude, erroneously, that fiscal
expansion was tried in the Great Depression but failed.
Let us see how these two misperceptions are related.

The Paradox of Thrift in Action

In 1932, Canadian Prime Minister R. B. Bennett said,
We are now faced with the real crisis in the history of

Canada. To maintain our credit we must practise the
most rigid economy and not spend a single cent.  His
government that year at the deepest point in the reces-
sion brought down a budget based on the principle of
trying to balance revenues and expenditures, and it
included increases in tax rates.

In the same year, Franklin Roosevelt was elected
U.S. president on a platform of fighting the Great
Depression with government policies. In his inaugural
address he urged, Our great primary task is to put peo-
ple to work. . . . [This task] can be helped by insistence
that the federal, state, and local governments act forth-
with on the demand that their costs be drastically
reduced. . . .

Across the Atlantic, King George V told the British
House of Commons in 1931, The present condition of
the national finances, in the opinion of His Majesty s
ministers, calls for the imposition of additional
taxation and for the effecting of economies in public
expenditure.

As the paradox of thrift predicts, these policies
tended to worsen, rather than cure, the Depression.

Interpreting the Deficits in the 1930s

In general, governments can have a budget deficit for
two different reasons. First, a government might
increase its level of purchases without increasing its tax
revenues. Such a deficit-financed increase in govern-
ment spending represents an expansion in aggregate
demand. Second, a government might leave its
purchases unchanged but have lower tax revenues. If

LESSONS FROM HISTORY 24-1

Fiscal Policy in the Great Depression

The paradox of thrift the idea that an increase in saving reduces the level of real
GDP is only true in the short run. In the long run, the path of real GDP is deter-
mined by the path of potential output. The increase in saving has the long-run
effect of increasing investment and therefore increasing potential output.

Automatic Fiscal Stabilizers The fiscal policies that we have been discussing
are referred to as discretionary because the government uses its discretion in changing
its taxation or its purchases in an attempt to change the level of real GDP. However,
even if the government makes no active decisions regarding changes in its purchases or
taxation, the mere existence of the government s tax-and-transfer system will act as an
automatic stabilizer for the economy. Let s see how this works.
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When we first introduced government to our macro model in Chapter 22, we made
the assumptions that government purchases (G) were autonomous with respect to
national income but that government net tax revenues (T) were positively related to
national income. Specifically, we assumed that

T * tY

where t is the net tax rate. This positive relationship between T and Y has an important
implication for the stability of the economy in response to shocks to autonomous
expenditure.

For example, consider a shock that shifts the AD curve to the right and thus
increases the short-run level of real GDP. As real GDP increases, tax revenues rise and,
as there are fewer low-income households and unemployed persons requiring
assistance, transfer payments fall. The rise in net tax revenues (taxes minus transfers)

the lower tax revenues are caused by a policy decision
to reduce tax rates, then this policy also represents an
expansion in aggregate demand. But if the decline in
tax revenues is caused by a fall in real GDP with
unchanged tax rates, the existing budget deficit does
not represent an expansion in aggregate demand. These
distinctions are central to interpreting the budget
deficits of the 1930s.

Government budget deficits did increase in the
1930s, but they were not the result of a program of
deficit-financed public expenditure. Rather, they were
the result of the fall in tax revenues, brought about by
the fall in real GDP as the economy sank into depres-
sion. The various governments did not advocate pro-
grams of massive deficit-financed spending to shift the
AD curve to the right. Instead, they hoped that a small
amount of government spending in addition to numer-
ous policies designed to stabilize prices and to restore
confidence would lead to a recovery of private invest-
ment expenditure that would substantially shift the
AD curve. To have expected a massive revival of
private investment expenditure as a result of the
puny increase in aggregate demand that was instituted
by the federal government now seems hopelessly
na ve.

When we judge these policies from the viewpoint of
modern theory, their failure is no mystery. Indeed, Profes-
sor E. Cary Brown of MIT, after a careful study for the
United States, concluded, Fiscal policy seems to have
been an unsuccessful recovery device in the thirties not
because it did not work, but because it was not tried.
Once the massive, war-geared expenditure of the 1940s
began, output responded sharply and unemployment all
but evaporated. A similar pattern occurred in Canada, as
seen clearly in the figure.

The performance of the Canadian and U.S.
economies from 1930 to 1945 is well explained by the
macroeconomic theory that we have developed in the
last few chapters. It is clear that the governments did
not effectively use fiscal policy to stabilize their
economies. War brought the Depression to an end
because war demands made acceptable a level of gov-
ernment expenditure sufficient to remove the recession-
ary gap. Had the Canadian and American
administrations been able to do the same in the early
1930s, it might have ended the waste of the Great
Depression many years sooner.
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612 PART 9 : THE ECONOMY IN THE LONG RUN

dampens the extent to which the rise in national income leads to induced increases in
spending (and then, through the multiplier process, to further increases in real GDP).
In other words, the tax-and-transfer system reduces the value of the multiplier and thus
acts as an automatic stabilizer for the economy. In the absence of the tax-and-transfer
system, the multiplier would be larger and thus any given positive shock would lead to
a larger shift in the AD curve and thus to a larger increase in real GDP.

The same is true in the presence of a negative AD shock. As real GDP declines in
response to the shock, government s net tax revenues fall, thus dampening the extent to
which the fall in Y leads to induced reductions in spending and thus further reductions
in output.

Even in the absence of discretionary fiscal stabilization policy, the presence of net taxes
that vary with national income provides the economy with an automatic stabilizer.

At the end of Chapter 22 we argued that realistic Canadian values for our model s
key parameters are as follows:

marginal propensity to consume (MPC) * 0.8
net tax rate (t) * 0.3
marginal propensity to import (m) * 0.35

The implied value of z, the marginal propensity to spend on national income, is
therefore

z *MPC(1 + t) + m

* (0.8)(0.7) + 0.35 * 0.21

As a result, a realistic value for the simple multiplier in Canada is

Simple multiplier * 1/(1 + z) * 1/0.79 * 1.27

The lower is the net tax rate, the larger is the simple multiplier and thus the less
stable is real GDP in response to shocks to autonomous spending. For example, if
the net tax rate were reduced to 20 percent (t * 0.20), the value of z would rise to
0.29 and the simple multiplier would rise to 1/(1 + 0.29) * 1/0.71 * 1.41. The
larger multiplier implies that a shock to autonomous expenditure would result in a
larger shift in the AD curve and thus a larger total change in GDP that is, the
economy would be less stable. Therefore, whatever benefits might arise from a
reduction in the net tax rate (and we will see later that lower tax rates may tend to
increase the economy s long-run growth rate), one drawback is that the tax reduc-
tion would lead to the economy being less stable following shocks to autonomous
expenditure.5

The great advantage of automatic fiscal stabilizers is that they are automatic.
As long as the tax-and-transfer system is in place (and there is no sign of its imminent
disappearance!) some stability is provided without anyone having to make active
decisions about fiscal policy. As we see next, the sorts of decisions required for suc-
cessful discretionary fiscal policy are not simple, and some attempts to provide stabil-
ity through discretionary fiscal policy may actually reduce the stability of the
economy.

5 We have said that automatic stabilizers reduce the multiplier so that a given change in autonomous expenditures

leads to a smaller shift in the AD curve than would otherwise be the case. It is also true that the same automatic

stabilizers lead to a steeper AD curve; the result is that real GDP is more stable in the presence of AS shocks.

automatic stabilizers

Elements of the tax-and-

transfer system that reduce

the responsiveness of real

GDP to changes in

autonomous expenditure.
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CHAPTER 24: FROM THE SHORT RUN TO THE LONG RUN 613

Practical Limitations of Discretionary Fiscal Policy

According to our earlier discussion of fiscal stabilization policy, returning the economy
to potential output would appear to be a simple matter of changing taxes and govern-
ment spending, in some combination. Why do so many economists believe that such
policies would be as likely to harm as help ? Part of the answer is that the practical
use of discretionary fiscal policy is anything but simple.

Decision and Execution Lags To change fiscal policy requires making changes
in taxes and government expenditures. The changes must be agreed on by the Cabinet
and passed by Parliament. The political stakes in such changes are generally very large;
taxes and spending are called bread-and-butter issues  precisely because they affect
the economic well-being of almost everyone. Even if economists agreed that the econ-
omy would be helped by, say, a tax cut, politicians would likely spend a good deal of
time debating whose taxes should be cut and by how much. If the assessment by econ-
omists was that an increase in government spending was desirable, the lengthy political
debate would then be about what type of spending should increase and whether it
should focus on particular industries or regions. The delay between the initial recogni-
tion of a recessionary or inflationary gap and the enactment of legislation to change fis-
cal policy, which may be several months long, is called a decision lag.

Once policy changes are agreed on, there is still an execution lag, adding time
between the enactment of the legislation and the implementation of the policy action.
Furthermore, once the new policies are in place, it will usually take still more time for
their economic consequences to be felt. Because of these lags, it is quite possible that by
the time a given policy decision has any impact on the economy, circumstances will
have changed such that the policy is no longer appropriate.

Both decision lags and execution lags were apparent in the fiscal response to the
major recession that began in late 2008. The economies of many countries, including
Canada s, experienced a very rapid slowdown in late 2008, driven largely by the global
financial crisis that began a year earlier. However, the slowdown was so rapid that it
created a great deal of confusion among economists and politicians. And in many
countries it was not clear which fiscal actions would be necessary, or when. In Canada,
the situation was even more complicated because of a federal election campaign, which
understandably distracted many politicians from focusing on the economy.

When the Conservatives were re-elected and passed an early budget in January
2009, the execution lags soon became apparent. The budget contained a combination
of increased spending on infrastructure and selected tax reductions. This infrastructure
spending, however, was to be shared between the federal and provincial governments.
It soon became apparent that the negotiations between the different levels of
government often driven by political concerns slowed the process, and the spending
occurred later than initially intended.

Temporary Versus Permanent Tax Changes To make matters even more
frustrating, changes in taxation that are known to be temporary are generally less
effective than measures that are expected to be permanent. For example, if households
know that an announced tax cut will last only a year, they may recognize that the effect
on their long-run consumption possibilities is small and may choose to save their tax-
cut-induced increase in disposable income rather than spend it. If so, the effect of the
tax cut on aggregate demand will be nil. Thus, the more closely household consump-
tion expenditure is related to lifetime income rather than to current income, the smaller
will be the effects on current consumption of tax changes that are known to be of short
duration. Or, to use the language that we used when introducing the consumption

decision lag The period of

time between perceiving

some problem and

reaching a decision on

what to do about it.

execution lag The time

that it takes to put policies

in place after a decision

has been made.
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614 PART 9 : THE ECONOMY IN THE LONG RUN

function in Chapter 21, the more forward-looking are households, the smaller will be
the effects of what are perceived to be temporary changes in taxes.

The Role of Discretionary Fiscal Policy Attempts to use discretionary fiscal
policy to fine tune  the economy are thus fraught with difficulties. Fine tuning refers
to the use of fiscal (and monetary) policy to offset virtually all fluctuations in private-
sector spending so as to keep real GDP at or near its potential level. However, neither
economic nor political science has yet advanced far enough to allow policymakers to
undo the consequences of every aggregate demand or supply shock. Nevertheless,
many economists still argue that when a recessionary gap is large enough and persists
for long enough, gross tuning may be appropriate. Gross tuning refers to the use of fis-
cal and monetary policy to remove large and persistent output gaps. Other economists
believe that fiscal policy should not be used for economic stabilization under any cir-
cumstances. Rather, they would argue, tax and spending behaviour should be the out-
come of public choices regarding the long-term size and financing of the public sector
and should not be altered for short-term considerations. We return to these debates in
Chapter 32.

The global economic slowdown that began in 2008 led Canada and many other
countries to significantly increase government spending in an effort to stimulate their
slumping economies. See Applying Economic Concepts 24-1 for a discussion of the
Canadian federal budget of 2009.

Fiscal Policy and Growth

Fiscal policy has both short-run and long-run effects on the economy. Its short-run
effects, which we have discussed in this chapter, are reflected by shifts in the AD curve
and changes in the level of GDP. However, the theory presented here predicts that the
adjustment of factor prices will eventually bring real GDP back to Y* so that the long-
run effects of any given fiscal policy will depend on the policy s effects on Y*. In both
of the following examples, to highlight the difference between the short-run and long-
run effects of the policies, we imagine starting in a macroeconomic equilibrium with
real GDP equal to Y*.

Increases in Government Purchases A fiscal expansion created by an
increase in government purchases (G) will shift the AD curve to the right and increase
real GDP in the short run. As factor prices rise in response to the inflationary output
gap, output will return back to Y* but at a higher price level. As we will see in detail in
later chapters, even though real GDP may return to Y*, the composition of output will
be altered. From the national-income accounting we saw in Chapter 20, we know that
Y * Ca + Ia + Ga + NXa, where the a  subscripts denote the actual components of
aggregate expenditure. If real GDP returns to Y* after factor prices have fully adjusted,
then the rise in Ga must be equal to the fall in Ca + Ia + NXa. In this case we say that
the increase in government purchases has crowded out  private expenditures. Of par-
ticular concern is the possibility that private investment in plant and equipment will be
reduced. If investment is crowded out, there will be a slower rate of accumulation of
physical capital, and this will likely lead to a reduction in the future growth rate of
potential output.6

fine tuning The attempt to

maintain output at its

potential level by means of

frequent changes in fiscal

or monetary policy.

gross tuning The use of

macroeconomic policy to

stabilize the economy such

that large deviations from

potential output do not

persist for extended

periods of time.

Practise with Study Guide

Chapter 24, Exercise 4.

6 Since some of the rise in Ga may be government investment in such things as roads or power plants or other

productivity-enhancing infrastructure, the overall effect on the path of Y* depends on the productivity of the

new public investment compared with that of the private investment that was crowded out.
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CHAPTER 24: FROM THE SHORT RUN TO THE LONG RUN 615

Even though an increase in government purchases may have no effect on the cur-
rent level of potential output, the crowding out of private investment may reduce
the future growth rate of potential output.

In this situation, the short-run stimulative benefits of the fiscal expansion need to
be weighed against the possible long-run costs of lower growth. If the economy is cur-
rently in a deep recession and the economy s adjustment process is slow, the gain in
short-run economic activity may well outweigh the costs of slower growth. After all,
part of Keynes s central message was that the state of the world at potential output is
not very interesting to members of a society who are a long way from it.

The analysis is slightly different, however, if the fiscal expansion is undertaken
when real GDP is initially well below Y*. In an ideal situation, the increase in govern-
ment purchases is just enough to increase real GDP back to Y* and is then reduced as

A major global recession began in the closing months of
2008, with a large number of developed economies
experiencing reductions in real GDP. The proximate
cause of the recession was the collapse in U.S. housing
prices, which started in 2006 and continued for three
years. This collapse led to massive declines in the values
of home mortgages and related financial securities that
had been purchased by banks and other financial insti-
tutions around the world. What began as a U.S. housing
problem therefore soon became a global financial crisis.
The financial crisis and associated bank failures led to a
sharp decline in the flow of credit, which is an essential
input to most firms who need credit to finance their
operations and capital purchases. It was only a matter
of time before production and employment were
affected in most countries.

The sharp decline in U.S. and global economic
activity soon affected the Canadian economy. Canadian
exports declined sharply in 2008 and 2009 across many
industries but especially in the forestry and auto sectors,
which are closely connected with the housing and auto
sectors in the United States. Real GDP declined at an
annual rate of more than 5 percent during the first
half of 2009. Over this same short period, more than
300 000 Canadian jobs were lost and the unemploy-
ment rate increased by over three percentage points.

The remarkable synchronized nature of the global
recession was testimony to the importance of financial
markets, and especially the flow of credit, in the opera-
tion of modern economies. It also led to an unprece-
dented coordination among the leaders of the world s
major economies. In late 2008 in Washington, D.C., the
leaders of the G20 countries (the largest developed and
developing countries) met and agreed to implement a

package of measures designed to restore financial and
economic stability. Central to their discussion was the
stated need to take fiscal actions (increased government
spending and/or reduced taxes) to provide economic
stimulus of approximately 1 2 percent of GDP.

In January 2009, the Canadian government re-
sponded to these economic events with a budget aimed
at stimulating the economy, both to dampen the pace of
economic decline (by shifting the AD curve to the right)
and to offer some protection to those Canadians who
would most likely bear the burden of the recession
unemployed workers and low-income households.

The government accepted the majority view among
economists (and discussed in Chapter 22) that direct
government spending on goods and services provides
more stimulus to the economy than does an equal dollar
amount of tax reductions. The primary focus of the bud-
get was therefore on infrastructure spending for public
projects at all levels of government, social housing, uni-
versities and colleges, and First Nations. The desire to
protect the unemployed and low-income households led
to the adoption of some targeted income-tax reductions
and expansions of the employment-insurance program.
The infrastructure and income-tax measures involved
partnering with the provincial and territorial govern-

ments, thus increasing the scale of the fiscal stimulus.
Overall, the federal government s 2009 budget pro-

posed approximately $23 billion of stimulus measures
for the 2009 2010 fiscal year and $17 billion for the
following year. Including the proposed partnering mea-
sures taken by lower levels of government, the total
stimulus values were approximately $30 billion and $22
billion in the two fiscal years, an average across the two
years of about 1.7 percent of annual GDP.

APPLYING ECONOMIC CONCEPTS 24-1

Canada s Fiscal Response to the 2008 2009 Recession
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616 PART 9 : THE ECONOMY IN THE LONG RUN

private consumption and investment expenditure recover. In this case, the fiscal policy
has put to work resources that would otherwise have been idle and it has no crowding
out effect because it is reduced as private expenditure recovers. There is then a short-
term gain from raising real GDP above what it would otherwise have been. There may
even be some long-term gain to growth if the increased government expenditure was
on productive assets, such as infrastructure. Of course, this is an ideal situation. If the
government expenditure does not fall as private expenditure recovers, the situation
becomes the first case with an expansionary fiscal policy combined with an economy
already at Y*. In this case, the short-run simulative benefits of the fiscal expansion
need to be weighed against the long-run costs.

Reductions in Taxes A fiscal expansion created by a reduction in taxes is a little
more complicated to analyze because there are likely to be longer-term, supply-side
effects. The short-run demand-side effects are straightforward. Reductions in the GST
rate or in the corporate or personal income-tax rates that are thought to be long-
lasting will increase both investment and consumption spending and shift the AD curve
to the right. The level of real GDP will rise in the short run. As wages and other factor
prices increase, however, the level of output will gradually return to Y*.

What is the long-run effect of lower taxes on the level of potential output? Lower
corporate income-tax rates make investment more profitable to firms, and any increase
in investment will tend to increase the future growth rate of potential output. Lower
GST rates and personal income-tax rates may have a similar effect. To the extent that
high tax rates discourage work effort, reductions in tax rates will lead to increases in
the labour force and consequent increases in the level of potential output.

Reductions in tax rates generate a short-run demand stimulus and may also gener-
ate a longer-run increase in the level and growth rate of potential output.

If reduced tax rates do lead to a higher growth rate of potential output, there
would appear to be no clear tradeoff between the short-run and long-run effects of the
fiscal expansion. The economy benefits in the short run from the increase in economic
activity and in the long run from the increase in the growth rate. The absence of a
tradeoff may, however, be illusory. Even though the growth rate of potential output is
higher, the reduced tax revenues lead to fewer resources under the command of govern-
ment. This means less public spending on many of the things that citizens value, such
as national parks, public education, health care, roads, bridges, airports, other infra-
structure, and research and development.

Another extreme possibility, however, is that the reduction in tax rates leads to such
a significant increase in potential output that the government s tax revenues actually
increase. (We saw this possibility in Chapter 18 with the Laffer curve, the relationship
between tax rates and total tax revenues.) In this case, the tax reduction unleashes such
a flood of investment and work effort that the increase in national income is sufficient
to more than offset the reduction in tax rates, thus leaving the government able to fund
more worthwhile public spending than before. This idea is central to what is often
called supply side economics, as popularized during the early 1980s by advisors to
U.S. President Ronald Reagan and British Prime Minister Margaret Thatcher. More
recently, the central idea that tax reductions may significantly stimulate economic activ-
ity and growth played an important role in the policies of former premiers Ralph Klein
of Alberta and Mike Harris of Ontario, as well as in the tax cuts implemented in 2004
by former U.S. President George W. Bush. In these cases, there is ample evidence that
the tax cuts helped to generate significant increases in economic activity; there is little
or no evidence, however, that they led to increases in government tax revenue.
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Potential output, Y*, is the level of real GDP at which
all factors of production are being used at their normal
rates of utilization.
The output gap is the difference between potential out-
put and the actual level of real GDP, the latter deter-
mined by the intersection of the AD and AS curves.
An inflationary gap means that Y is greater than Y*,
and hence there is excess demand in factor markets. As
a result, wages and other factor prices rise, causing
firms  unit costs to rise. The AS curve shifts upward,
and the price level rises.

Summary

24.1 The Adjustment Process L12

A recessionary gap means that Y is less than Y*, and
hence there is excess supply in factor markets. Wages
and other factor prices fall but perhaps very slowly. As
firms  unit costs fall, the AS curve gradually shifts
downward, eventually returning output to potential.
In our macro model, the level of potential output, Y*,
acts as an anchor  for the economy. Given the short-
run equilibrium as determined by the AD and AS
curves, wages and other factor prices will adjust, shift-
ing the AS curve, until output returns to Y*.

24.2 Aggregate Demand and Supply Shocks L3

Beginning from a position of potential output, an
expansionary demand shock creates an inflationary
gap, causing wages and other factor prices to rise.
Firms  unit costs rise, shifting the AS curve upward and
bringing output back toward Y*.
Beginning from a position of potential output, a con-
tractionary demand shock creates a recessionary gap.
Because factor prices tend to be sticky downward, the
adjustment process tends to be slow, and a recessionary
gap tends to persist for some time.
Aggregate supply shocks, such as those caused by
changes in the prices of inputs, lead the AS curve to
shift, changing real GDP and the price level. But the

economy s adjustment process reverses the shift in AS,
tending eventually to bring the economy back to its ini-
tial level of output and prices.
In the short run, macroeconomic equilibrium is deter-
mined by the intersection of the AD and AS curves. In
the long run, the economy is in equilibrium only when
real GDP is equal to potential output. In the long run,
the price level is determined by the intersection of the
AD curve and the vertical Y* curve.
Shocks to the AD or AS curves can change real GDP in
the short run. Only changes in the level of potential out-
put can change output in the long run.

24.3 Fiscal Stabilization Policy L4

In principle, fiscal policy can be used to stabilize output
at Y*. To remove a recessionary gap, governments can
shift AD to the right by cutting taxes or increasing
spending. To remove an inflationary gap, governments
can pursue the opposite policies.
In the short run, increases in desired saving on the part
of firms, households, and governments lead to reduc-
tions in real GDP. This phenomenon is called the para-
dox of thrift. In the long run, the paradox of thrift does
not apply, and increased saving will lead to increased
investment and economic growth.
Because government tax and transfer programs tend to
reduce the size of the multiplier, they act as automatic
stabilizers. When real GDP changes, disposable income
changes by less because of taxes and transfers.
Discretionary fiscal policy is subject to decision lags and
execution lags that limit its ability to take effect quickly.

Some economists argue that these limitations are so
severe that discretionary fiscal policy should never be
used for stabilization because it will end up increasing
instability. Others argue that the economy s adjustment
process works so slowly that discretionary fiscal policy
can play a useful role in stabilizing the economy.
Fiscal policy has different effects in the short and long
run. In the short run, a fiscal expansion created by an
increase in government purchases (G) will increase real
GDP. In the long run, the rise in G will crowd out  pri-
vate spending. If private investment is crowded out, the
growth rate of potential output may be reduced.
In the short run, a fiscal expansion created by a reduc-
tion in income taxes has a similar effect on real GDP. In
the long run, if the tax reduction leads to more invest-
ment and work effort, there will be a positive effect on
the level and growth rate of potential output.
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1. Fill in the blanks to make the following statements
correct.

a. In our short-run macro model, it is assumed that
factor prices are ___________ and the level of
potential output is ___________. Changes in real
GDP are caused by fluctuations in ___________
and ___________.

b. During the adjustment process highlighted in this
chapter, the central assumption is that factor prices
are ___________ and responding to ___________.
Potential output is assumed to be ___________, and
acts as a(n) ___________ for real GDP following
AD or AS shocks.

2. Fill in the blanks to make the following statements
correct.

a. When actual GDP is higher than potential GDP, we
say that there is a(n) ___________ gap. When
actual GDP is less than potential GDP we say there
is a(n) ___________ gap.

b. An inflationary gap leads to excess demand for
labour, which causes wages and thus ___________
costs to rise. Firms require higher ___________ in
order to supply any level of output, and so the AS
curve shifts ___________.

c. A recessionary gap leads to excess supply of labour,
which causes wages and thus ___________ costs to
fall. Firms reduce ___________ for any level of
output supplied, and so the AS curve shifts
___________.

Key Concepts
The output gap and factor prices
Inflationary and recessionary gaps
Asymmetry of wage adjustment:

flexible and sticky wages
The Phillips curve

Potential output as an anchor  for
the economy

Short-run versus long-run effects of
AD and AS shocks

Fiscal stabilization policy

The paradox of thrift
Decision lags and execution lags
Automatic stabilizers
Fine tuning and gross tuning
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d. The downward adjustment of wages in response to
a recessionary gap is much ___________ than the
upward adjustment of wages in response to
a(n) ___________ gap. Economists refer to this
phenomenon as ___________.

3. Fill in the blanks to make the following statements
correct.

a. Beginning with output equal to potential, suppose
there is a sudden increase in demand for Canadian
exports. This is a(n) ___________ shock to the
Canadian economy, which will result in the
___________ curve shifting to the ___________ and
the opening of a(n) ___________ gap. Firms  unit
costs will start to ___________ and the
___________ curve will shift ___________. Long-
run equilibrium will be restored at ___________
output and ___________ price level.

b. Beginning with output equal to potential, suppose
there is a drop in business confidence and invest-
ment falls. This is a(n) ___________ shock to the
Canadian economy, which shifts the ___________
curve to the left and creates a(n) ___________ gap.
Unit costs will start to ___________ and the
___________ curve will shift ___________. Long-
run equilibrium will (slowly) be restored at
___________ output and ___________ price level.

c. Beginning with output equal to potential, suppose
there is a large and sudden increase in the price of
electricity. This is a(n) ___________ shock to
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the Canadian economy, which will result in the
___________ curve shifting ___________ and
the opening of a(n) ___________ gap. If wages are
downwardly sticky the economy s ___________
process could be very slow and the ___________
will persist for a long time.

d. Beginning with output equal to potential, sup-
pose there is a large and sudden decrease in the
price of electricity. This is a(n) ___________
shock to the Canadian economy, which will result
in the ___________ curve shifting ___________
and the opening of a(n) ___________ gap. Unit
costs will start to ___________ and the
___________ curve will shift ___________, restor-
ing equilibrium at ___________ output and
___________ price level.

4. Fill in the blanks to make the following statements
correct.

a. In the long run, total output is determined only
by ___________. In the long run, aggregate demand
determines the ___________.

b. Permanent increases in real GDP are possible only
if ___________ is increasing.

c. Suppose illiteracy in Canada were eliminated,
and the school dropout rate were reduced to zero.
The effect would be a permanent ___________ in
productivity and a(n) ___________ in potential 
output.

d. A reduction in corporate income tax is likely to
make ___________ more attractive and thus shift
the ___________ curve to the right. The result is
a(n) ___________ in the short-run level of real
GDP. In the long run, the greater rate of
___________ by firms will lead to a greater rate of
growth of ___________.

5. The following diagram shows two economies, A and
B. Each are in short-run equilibrium at point E, where
the AD and AS curves intersect.

a. Explain why in Economy A wages and other factor
prices will begin to rise, and why this will increase
firms  unit costs.

b. Following your answer in part (a), show the effect
on the AS curve. Explain what happens to real
GDP and the price level.

c. Explain why in Economy B wages and other factor
prices will begin to fall, and why this will decrease
firms  unit costs.

d. Following your answer in part (c), show the effect
on the AS curve. Explain what happens to real
GDP and the price level.

6. The table shows several possible situations for the
economy in terms of output gaps and the rate of
change of wages. Real GDP is measured in billions of
dollars. Assume that potential output is $800 billion.

Rate of Shift of AS
Output Wage Curve

Situation Real GDP Gap Change (*/0/+)

A 775 +2.0%
B 785 +1.2%
C 795 +0.2%
D 800 0.0%
E 805 1.0%
F 815 2.4%
G 825 4.0%
H 835 5.8%

a. Compute the output gap (Y + Y*) for each situa-
tion and fill in the table.

b. Explain why wages rise when output is greater than
potential but fall when output is less than potential.

c. For each situation, explain whether the economy s
AS curve is shifting up, shifting down, or station-
ary. Fill in the table.

d. Plot the Phillips curve on a scale diagram for this
economy. (See Extensions in Theory 24-1 on
pages 598 599 for a review of the Phillips curve.)

7. Consider an economy that is in equilibrium with out-
put equal to Y*. There is then a significant reduction
in the world s demand for this country s goods.

a. Illustrate the initial equilibrium in a diagram.
b. What kind of shock occurred aggregate demand

or aggregate supply? Show the effects of the shock
in your diagram.

c. Explain the process by which the economy will
adjust back toward Y* in the long run. Show this
in your diagram.

d. Explain why policymakers may want to use a fiscal
expansion to restore output back to Y* rather than
wait for the process you described in part (c). What
role does downward wage stickiness play in the
policymakers  thinking?

8. Consider an economy that is in equilibrium with out-
put equal to Y*. There is then a significant reduction
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620 PART 9 : THE ECONOMY IN THE LONG RUN

in the world price of an important raw material, such
as iron ore.

a. Illustrate the initial equilibrium in a diagram.
b. What kind of shock occurred aggregate demand

or aggregate supply? Show the effects of the shock
in your diagram.

c. Explain the process by which the economy will
adjust back toward Y* in the long run. Show this
in your diagram.

d. Is there a strong case for using a fiscal contraction
to return output to Y*? Explain why or why not.

9. In our discussion of automatic fiscal stabilizers, we
argued that income taxes and transfers increased the
stability of real GDP in the face of AD and AS shocks.
Recall from Chapter 22 that the simple multiplier is
given by 1*[1 * MPC(1 * t) * m].

a. Explain how the size of the simple multiplier is
related to the slope of the AD curve. (You may
want to review the relationship between the AE
curve and the AD curve, as discussed in
Chapter 23.)

b. Explain how the slope of the AD curve affects the
stability of real GDP in the presence of AS shocks.

c. Now explain how the size of the simple multiplier
is related to the size of the shift in the AD curve for
any given change in autonomous expenditure.

d. For any given AS curve, show how the size of the
AD shift affects the stability of real GDP.

e. Finally, explain how the economy s automatic
stabilizers depend on the sizes of MPC, t, and m.

10. The following diagram shows the AD, AS, and Y*
curves for an economy. Suppose the economy begins
at point A. Then the government increases its level of
purchases (G).

Discussion Questions
1. Discuss the following two statements in terms of

short-run versus long-run outcomes.

a. Starting from potential output, an increase in gov-
ernment spending can produce more output and
employment at the cost of a once-and-for-all rise in
the price level.

b. Increased government spending can never lead to
a permanent increase in output.

2. Politicians are sometimes accused of adopting policies
that bring short-term gain at the cost of long-term
pain,  whereas statesmen offer short-term pain to
buy long-term gain.  What policies that shift aggre-
gate demand or aggregate supply curves might come
under one or the other of these descriptions?

3. If downward flexibility of money wages would allow
the economy s adjustment process to eliminate reces-
sionary gaps quickly, why do workers usually resist
wage cuts during times of economic slump?

4. Which of the following would be automatic
stabilizers?

a. Employment-insurance payments
b. Cost-of-living escalators in government contracts

and pensions
c. Income taxes
d. Free university tuition for unemployed workers

after six months of unemployment, provided that
they are under 30 years old and have had five or
more years of full-time work experience since high
school

5. During 1998 and 1999, the Canadian economy was
experiencing a sufficiently high rate of growth of real
GDP that many economists predicted an increase in
inflation. Yet inflation declined slightly. At the same
time, world commodity prices continued their decline
that had begun in mid-1997. Explain the behaviour
of the Canadian economy high growth and falling
inflation in terms of aggregate demand and
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a. Describe the short-run effects of this fiscal
expansion.

b. Describe the adjustment process, and the new long-
run equilibrium for the economy.

c. Explain how the composition of real GDP has
changed from the initial to the new long-run
equilibrium.

d. Repeat (a), (b), and (c) for a fiscal expansion gen-
erated by a reduction in the net tax rate.
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CHAPTER 24: FROM THE SHORT RUN TO THE LONG RUN 621

aggregate supply curves. What role, if any, is played by
the falling commodity prices? What role is played by
the U.S. economy, which at this point was experienc-
ing very strong growth?

6. In 2007 2008 Prime Minister Stephen Harper
announced cuts to personal and corporate income-tax
rates. He argued that these policies would provide nec-
essary stimulus for an economy that then appeared to
be entering a recession.

a. Does a reduction in personal income taxes produce
a demand-side or a supply-side stimulus to the
economy? Explain.

b. Discuss the likely time frame for each possible
effect on the Canadian economy.

c. By late 2008, the economy was slowing dramati-
cally. Why might many commentators at that time
have argued that the tax cuts did not address the
immediate needs of the Canadian economy?
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25 The Difference
Between Short-
Run and Long-Run
Macroeconomics

L LEARNING OBJECTIVES

In this chapter you will learn

1 why economists think differently about

short-run and long-run changes in

macroeconomic variables.

2 that any change in real GDP can be decom-

posed into changes in factor supply, the

utilization rate of factors, and productivity.

3 why short-run changes in GDP are mostly

caused by changes in factor utilization,

whereas long-run changes in GDP are

mostly caused by changes in factor supplies

and productivity.

4 that macroeconomic policies will only have

a long-run effect on output if they influence

factor supplies or productivity.

In Chapters 21, 22, and 23, we developed a model of

the economy in the short run. In Chapter 24, we

extended this model to show how the economy

evolves, through a process of factor-price adjust-

ment, from its short-run equilibrium to its long-run

equilibrium. There we saw how the level of potential

output, Y*, acts as an anchor  for the economy.

Aggregate demand or supply shocks can lead to

short-run deviations of real GDP from Y*, but the

economy s adjustment process ensures that real GDP

returns to Y* in the long run. We are now set to exam-

ine why Y* grows over periods of many years a

process that we call long-run economic growth.

In this chapter, we focus on the distinction

between the short run and the long run in macroeco-

nomics. This distinction becomes especially impor-

tant when policymakers try to evaluate the effects of

various policies. Different economists will sometimes

use different time frames for the evaluation of any

given policy. For example, one economist may say

that a fiscal expansion is desirable because it will

provide stimulus to an economy with high unemploy-

ment;  another economist may claim that it will have

negative effects on the economy s long-run growth.

These two views may be entirely consistent with each

other (as we saw at the end of the previous chapter),

but the observer is left confused because it is not

clear in the debate whether the discussion is about

the short-run or the long-run effects of the policy.

In this chapter, we seek to clarify the distinction

between short-run GDP fluctuations and long-run

GDP growth. With this distinction firmly in place, we

will be ready for the detailed discussion of long-run

economic growth in the next chapter.

25_raga_ch25.qxd  1/29/10  12:01 PM  Page 622



CHAPTER 25: SHORT-RUN AND LONG-RUN MACROECONOMICS 623

25.1 Two Examples from 
Recent History

We begin with two examples of the difference between short-run and long-run macro-
economic relationships. Though the specific examples date from the 1990s, the princi-
ples involved apply more generally.

Inflation and Interest Rates in Canada

In the early 1990s, Canada s central bank (the Bank of Canada) embarked on a policy
designed to reduce the rate of inflation. For reasons that we will see in detail in Chap-
ters 29 and 30, the Bank s policy was controversial. When his term expired in 1994, the
Bank s governor, John Crow, was replaced by his senior deputy governor, Gordon
Thiessen. Though Thiessen was committed to following Crow s policy of reducing
inflation, he was equally committed to explaining the policy to an often-skeptical pub-
lic. As we will see, the explanation relies crucially on making the distinction between
short-run and long-run macroeconomic relationships.

In April 1995, Governor Thiessen was interviewed on CBC Radio. Thiessen was
asked about the Bank s policy of reducing inflation, from about 6 percent a few years
earlier, and maintaining it since then between 1 percent and 3 percent annually.
Thiessen argued that the high nominal interest rates of the past were caused mostly by
high inflation. The main reason for this connection between inflation and nominal
interest rates is that inflation erodes the value of money. Lenders need to be compen-
sated for the inflation-induced fall in the real value of their money between the time
they lend it and the time that they are repaid. This requires charging a nominal interest
rate high enough to cover the effects of inflation. Thus, higher inflation pushes up
interest rates; lower inflation pushes them down.

At this point, the interviewer had no problem with Thiessen s line of argument, as
he easily recalled the time back in 1981 when inflation was at an all-time high of
12 percent and mortgage rates at Canada s banks were an astounding 20 percent! In
contrast, by 1995, the rate of inflation was down to just over 2 percent and mortgage
rates were only 8 percent. So periods of high inflation did indeed appear to coincide
with periods of high interest rates.

Thiessen then started the next part of his argument. He stated that in order to
reduce the rate of inflation the Bank of Canada had to reduce the growth rate of the
money supply. This action, he admitted, would tighten up credit-market conditions
and push up interest rates. Understandably confused at this point, the interviewer
asked the inevitable question: How can a policy that raises interest rates be a necessary
part of a policy designed to reduce both inflation and interest rates?

Thiessen understood the apparent contradiction and was ready with his answer.
He stressed that the key to answering the question is to understand the different short-
run and long-run effects of monetary policy. Thiessen argued that, in the short run, a
policy by the Bank of Canada to reduce the growth rate of money will make credit
scarcer (as we will see in detail in Chapter 28). This greater scarcity of credit causes
both nominal and real interest rates to rise. Firms will reduce their investment in new
factories, machines, and warehouses, and households will purchase fewer big-ticket
items, such as cars, ski vacations, and furniture. Such reductions in expenditure will
lead, through the multiplier process that we have already seen, to a reduction in real
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GDP. But as firms scale back their production and real GDP falls, workers get laid off
and the unemployment rate increases the economy enters a recession. In short, the
Bank of Canada s contractionary monetary policy shifts the AD curve to the left and
generates a reduction in GDP. When we examine the detailed workings of monetary
policy in later chapters, we will see that a monetary policy designed to reduce inflation
is usually effective precisely because it creates a temporary recession.

So much for the short-run effects of the Bank s policy. What happens as wages and
other factor prices adjust and the economy therefore starts to approach its new long-run
equilibrium? As we saw in Chapter 24, the excess supply of labour that is a key part of
the unemployment and recession puts downward pressure on wages. In other words,
wages start to increase at a slower rate than before and maybe even begin to fall. As wage
growth declines, the pressure on prices to rise also declines. That is, the rate of inflation
falls. As inflation falls, and the rate of erosion of money s value falls with it, nominal
interest rates will also fall. In the new long-run equilibrium, both inflation and nomi-
nal interest rates will be lower than before the policy was initiated. As Gordon Thiessen
said in the interview, The best way to get low interest rates is to get low inflation.

The details of monetary policy will be discussed in Chapters 28 and 29, and this
argument will be repeated in considerable detail. At that time, we will more clearly see
the difference between the short-run and long-run effects of monetary policy. Economists
have a special term to reflect this difference. In the long run, economists say that money
is neutral meaning that changes in the money supply have no long-run effect on real
variables, such as GDP, employment, and investment, but do have an effect on nominal
variables, such as the price level or the rate of inflation. This long-run neutrality of
money is another way of stating that changes in the money supply do not change the level
of potential output, Y*. In the short run, however, economists say that money is not neu-
tral because changes in the money supply affect real variables. In other words, monetary
policy shifts the AD curve and generates short-run changes in real GDP. Understanding
this difference is crucial to understanding most debates about monetary policy.

Saving and Growth in Japan

For the entire decade of the 1990s, the Japanese economy showed very little growth.
Many economists argued that an important part of the solution to Japan s economic
malaise was for its firms and consumers to spend more. One problem with Japan, they

argued, was that its firms and consumers saved too
much. On the other hand, many of these same econo-
mists acknowledged that Japan s remarkable economic
success in the 40 years following the Second World War
high growth rates of real GDP and low unemployment
was to a significant extent due to its high saving rate.
But if too much  saving was an important reason for
Japan s economic slump during the 1990s, how could
high saving also have been a primary reason for its
remarkable economic success over four decades? How
can both of these views be correct?

Once again, the key to understanding this apparent
contradiction is to recognize that the short-run effect of
saving is different from its long-run effect. We saw this
distinction in Chapter 24 when we discussed the para-
dox of thrift,  but it is worth repeating. In the short
run, with factor prices and technology more or less
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The high private saving rate in Japan is one reason that the
Japanese economic recovery in the late 1990s was so slow.
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constant, an increase in households  desire to save, perhaps caused by some uncertainty
about future economic events, implies a reduction in expenditure. Uncertainty leads
firms to spend less on investment goods; households spend less on all sorts of consumer
goods. This reduction in expenditure leads, through the usual multiplier process, to a
reduction in output. In terms of our macro model, the AD curve shifts to the left and
real GDP falls. Increased saving in the short run, therefore, can be one reason why an
economy, such as Japan s, enters or remains in an economic slump.

But if an increase in firms  and households  saving can cause a recession, how can
a high saving rate also help to explain Japan s many years of healthy economic growth?
The answer is that in the long run, after wages and factor prices adjust to the recession-
ary gap, greater saving leads to a larger pool of financial capital. This larger pool of
available funds drives down the price of credit the interest rate and makes firms
investment projects more profitable. More investment in factories, machines, and
warehouses leads to a higher level of potential output, and it is to this higher level of
potential output that the economy converges in the long run. This long-run relation-
ship among saving, investment, and growth explains the striking correlation that we
will see in the next chapter countries with high long-run investment rates tend to be
countries with high rates of long-run per capita GDP growth.

Economists have special terminology to describe this difference between the short
run and the long run. Economists say that national income in the short run is largely
demand determined, meaning that changes in demand will lead to changes in output in
the same direction. Thus, an increase in the desire to save, which is a reduction in the
desire to spend, leads to less total spending and a reduction in national income. Even
though aggregate supply (AS ) shocks also affect output in the short run (as we saw in
Chapters 23 and 24), the term demand determined reflects the fact that the position of
the aggregate demand (AD) curve is important for determining the level of real GDP. In
the long run, however, economists say that national income is supply determined,
meaning that sustained increases in output will be possible only if the level of potential
output increases; the position of the AD curve has no effect on real GDP in the long
run. Increases in potential output require either more factors of production (such as
labour and capital) or technological change that improves productivity.

A Need to Think Differently

These two examples from recent history suggest that a complete understanding of macro-
economics requires an understanding of both the short run and the long run. Such an
understanding, in turn, requires us to think differently about short-run and long-run
behaviour. It is one thing to say that macroeconomic variables behave differently over the
short run than over the long run; it is quite another to understand why this is the case.

In this chapter, we emphasize the distinction between viewing short-run changes in
GDP as deviations of output from potential, and long-run changes in GDP as changes
in the level of potential output. We introduce a simple method of GDP accounting that
clarifies this distinction and also shows us the various sources of short-run and long-
run changes in GDP.1

625CHAPTER 25: SHORT-RUN AND LONG-RUN MACROECONOMICS

1 It is worth emphasizing the different use of the terms short run  and long run  in macroeconomics and

in microeconomics. In microeconomics, the short run for a firm or industry is the span of time during which

the amount of physical capital is constant; the long run is the period of time during which firms are able to

adjust their capital stock. In macroeconomics, however, the key distinction relates to whether wages and

other factor prices have fully adjusted to excess demand or supply (the output gap) in the aggregate economy.

Economists take wages and other factor prices to be given in the short run, but fully adjusted to the output

gap in the long run.
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626 PART 9 : THE ECONOMY IN THE LONG RUN

25.2 Accounting for Changes in GDP

The simplest illustration of the distinction between short-run and long-run changes
in economic activity is the behaviour of real GDP over time, as shown in Figure 25-1.
The figure shows the path of Canadian real GDP and potential GDP, beginning from
1985. Actual GDP is measured by Statistics Canada. Potential GDP is the level of
output that the economy produces when all factors of production are being utilized
at their normal  rates. But Statistics Canada can t tell us the value of potential GDP
because it is not an observed variable it must be estimated. The value of potential
GDP is estimated by combining three pieces of information: the amounts of available
factors of production (such as the labour force and the capital stock); an estimate
of these factors  normal  rates of utilization; and an estimate of each factor s
productivity.

Figure 25-1 shows two different types of changes in GDP. First, some changes
involve departures of actual GDP from potential GDP. For example, notice that actual
GDP is equal to potential GDP at point A in 1990. As the Canadian economy then
entered a major recession, actual GDP dropped below potential GDP to point B in 1992.
An economic recovery then took place, eventually taking actual GDP back to potential
GDP at point C in 1999. Such changes in GDP are what economists call short-run
changes in GDP they involve primarily the opening and then closing of an output gap.

The second type of change in GDP involves
changes in potential GDP, with little or no change
in the output gap. For example, the change in
actual GDP from point A in 1990 to point D in
2008 represents entirely a change in potential
GDP. We know this because the output gap in
both years was zero (that is, in both 1990 and
2008 GDP was equal to potential GDP). Such
changes in GDP are what economists call long-
run changes in GDP they involve a change in
potential GDP, with little or no change in the
output gap.

When studying long-run trends in GDP,
economists focus on the change in poten-
tial output. When studying short-run fluc-
tuations, economists focus on the change
in the output gap.

Figure 25-1 may make us wonder whether
short-run changes in GDP have a different
cause than long-run changes. In our macro
model this is certainly the case; output is deter-
mined in the short run by the AD and AS
curves but in the long run only by the level of
Y*. To explore the different causes of changes
in GDP, we turn to a very simple accounting
framework that applies to all changes in GDP.

FIGURE 25-1 Actual and Potential GDP

in Canada, 1985 2008
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Long-run changes in GDP are reflected by changes in the
level of potential GDP. Short-run changes in GDP are
shown mostly by changes in the output gap.

(Source: Actual GDP: Statistics Canada CANSIM data-
base, Series V1992067. Potential GDP: based on authors
calculations using data on the output gap from www.
bankofcanada.ca.)

Practise with Study Guide

Chapter 25, Exercise 1.
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GDP Accounting: The Basic Principle

Suppose we could break down any change in GDP into its component parts. By under-
standing how each component changes, we can then gain some insights into how short-
run changes differ from long-run changes. To break up GDP into the parts we want to
study, we do the following obvious but useful things. First, we write

GDP * GDP

This is obviously true! Next, we multiply the right-hand side of the equation by F/F,
where F is the economy s total available stock of factors, such as land, labour, and cap-
ital. This gives

GDP * F + (GDP/F)

Next, we multiply the right-hand side by FE/FE, where FE is the number of the econ-
omy s factors that are employed. After re-ordering the terms, we have

GDP * F + (FE/F) + (GDP/FE) (25-1)

It may seem like we have done nothing useful since we have simply twice multiplied the
right-hand side of an obviously true equation by one. But, in fact, Equation 25-1 is very
useful when thinking about the different sources of GDP changes.

First, however, note that Equation 25-1 implies that we have added together units of
labour and land and capital to get a meaningful number for the economy s available fac-
tors,  F. This is not actually possible since different factors are measured in different units.
For example, we can t add together six workers and five machines and two hectares of
land to get a total of 13 factors. In the next section, we will focus on a single factor to
avoid this problem. For now, however, our point is simplified by thinking about the econ-
omy s total available factors, F, and the number of those factors that are employed, FE.

To make the discussion less cumbersome, let s name the three components of
Equation 25-1.

1. F is the economy s factor supply; it is the total amount of all factors of production
that the economy currently possesses.

2. FE/F is the factor utilization rate; it is the fraction of the total supply of factors that
is actually used or employed at any time.

3. GDP/FE is a simple measure of productivity because it shows the amount of out-
put (GDP) per unit of input employed (FE).

Note that Equation 25-1 does nothing more than separate any change in GDP into
a change in one or more of the three components, F, FE/F, or GDP/FE. For example,
Canadian GDP increased dramatically in the 50 years between 1950 and 2000. Also,
Canadian GDP increased by only a few percentage points from 2007 to 2010. In
both cases, the increase in GDP can be attributed to changes in one or more of the
three components either the factor supply (F) increased, the factor utilization rate
(FE/F) increased, or the level of productivity (GDP/FE) increased.

Any change in GDP can be decomposed into a change in factor supply, a change in
factor utilization, and a change in productivity.
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628 PART 9 : THE ECONOMY IN THE LONG RUN

The usefulness of this accounting exercise becomes clear when we recognize that
two of these components, factor supply and productivity, change mostly over long peri-
ods of time, whereas the third component, factor utilization, changes mostly over
shorter periods. This points us toward a better understanding of the difference between
short-run and long-run changes in GDP. We discuss each component in turn.

The Long Run: Factor Supply Two main factors of production labour and
capital account for most of the change in the economy s factor supply, F.

LABOUR. The economy s supply of labour can increase for two main reasons. First, pop-
ulation can increase. An increase in population can be caused, in turn, either by greater
immigration, an increase in birth rates, or a decrease in the mortality rate. The second
way to increase the economy s supply of labour is to increase the fraction of the popula-
tion that chooses to seek employment. This fraction is called the labour-force participa-
tion rate. In Canada, the labour-force participation rate is currently about 66 percent. It
has increased steadily from the 1960s, mostly because of the increase in the participation
rate of married women and the coming-of-age of the baby-boom generation.

No matter how the economy s supply of labour increases, the important point for
our purposes is that such changes are mostly long-run changes. Population growth,
through whatever means, is a very gradual process. Changes in labour-force participa-
tion also tend to be gradual. As a result, the economy s supply of labour does not usu-
ally change significantly from year to year. Over a period of many years, however, the
increase in the supply of labour can be very substantial.

CAPITAL. The economy s supply of physical capital machines, factories, and
warehouses increases for one reason. Firms that choose to purchase or build such
investment goods today are accumulating physical capital that will be used to produce
output in the future. Thus, today s flow of investment expenditure adds to the econ-
omy s stock of physical capital.2

As is the case for labour, the economy s stock of physical capital changes only very
gradually. This is not to be confused with the very dramatic swings in investment that
are often observed over the course of the business cycle. The difference is that invest-
ment is the flow that contributes to the stock of capital. But the economy s capital
stock is so large compared with the annual flow of investment expenditure that even
dramatic swings in the annual flow of investment generate almost imperceptible
changes in the stock of capital.

Changes in the economy s supply of labour and capital occur gradually, but over
periods of many years their growth is considerable. As a result, changes in factor
supply are important for explaining long-run changes in output but relatively
unimportant for explaining short-run changes.

The Long Run: Productivity The economy s level of productivity (GDP/FE) is
a measure of the average amount of output that is produced per unit of input. In prac-
tice, there are several possible measures of productivity, each one measuring some-
thing slightly different. Although there is more than one measure of productivity,
Equation 25-1 uses the concept of output per employed factor, GDP/FE. An increase in
productivity is called productivity growth. Productivity growth is an important source

Practise with Study Guide

Chapter 25, Short-Answer

Question 2.

Practise with Study Guide

Chapter 25, Short-Answer

Question 3.

2 The part of investment that represents a change in inventories does not add to the economy s capital stock,

but this component of investment is typically quite small (though volatile).
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of long-term increases in per capita income and thus in rising living standards, and we
will say much more about it in Chapter 26.

The economy s level of productivity changes only slowly over time. For example,
the average rate of productivity growth in Canada over the past few decades has been
about 1.5 percent per year. Such low growth rates do not lead to significant changes in
GDP or living standards over short periods of time but can generate huge improve-
ments in living conditions over many years. For example, you may barely notice a
2 percent increase in your income from one year to the next, but you would surely
notice the doubling that this annual growth rate would produce if it were sustained
over 35 years. [31]

The economy s level of productivity changes only gradually from year to year but
grows substantially over periods of many years. As a result, productivity growth is
very important for explaining long-run changes in output but less important for
explaining short-run changes.

The Short Run: Factor Utilization In Chapters 21 to 23 we examined in
detail the behaviour of the economy in the short run. Here we review some of these
now-familiar concepts but express them in a way that helps us to understand our cen-
tral equation decomposing the changes in real GDP.

The factor utilization rate (FE/F) is the last remaining component from our equa-
tion. Recall that it is simply the fraction of the total supply of factors that is employed.
An immediate question comes to mind: Why would firms ever use fewer factors than are
available to them? The answer has to do with how firms respond to changes in the
demand for their product. When a firm s sales start dropping off, it must make a choice.
It can continue producing at the current rate and let its inventories build up. Or it can
reduce its rate of production. For a firm that is interested in maximizing profits, there is
a limit to the amount of costly inventories it will be prepared to accumulate. Eventually,
a reduction in demand for its product leads the firm to reduce its output and, in turn,
reduce its employment of factors. Workers are laid off and equipment and other physi-
cal capital are used less intensively, thus lowering the value of FE/F for the economy.

Similarly, a firm that is faced with a sudden increase in demand for its product has
two alternatives. It can continue with its previous rate of production and satisfy the
increased demand by letting its inventories run down. Or it can increase its rate of pro-
duction by hiring more available workers and machines. Since profit-maximizing firms
do not want to miss an opportunity to make a profitable sale, as would happen if the
stockpile of inventories gets fully depleted, eventually the increase in demand leads
them to increase production and hire more factors. Extra workers are hired, existing
workers work overtime, and machines and other physical capital are used more inten-
sively, thus increasing FE/F for the economy.

These responses by firms to changes in demand are only the firms  short-run
responses. A low factor utilization rate describes excess supply in the factor markets. As
we saw in Chapter 24, such a situation of excess supply typically causes some down-
ward pressure on wages and other factor prices. This reduction of factor prices, in turn,
reduces firms  costs, shifts the AS curve downward, and puts downward pressure on
product prices. Similarly, in the case of the increase in demand, the situation of a high
factor utilization rate describes excess demand in factor markets. Such excess demand
causes upward pressure on wages and other factor prices. As factor prices rise, firms
costs increase, the AS curve shifts upward, and there is upward pressure on the price
level. As we saw in Chapter 24, this process of factor-price adjustment in response to
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630 PART 9 : THE ECONOMY IN THE LONG RUN

output gaps continues in our model until output returns to potential, at which point all
factors of production are being used at their normal  rates of utilization.3

The factor utilization rate fluctuates in response to short-run changes in output
caused by aggregate demand or aggregate supply shocks. Over time, however,
excess supply or excess demand for factors causes an adjustment in factor prices
that brings the factor utilization rate back to its normal  level.

What do we mean by a normal  factor utilization rate? In Chapter 19 we briefly
discussed the fact that even when the economy is at potential output, some unemploy-
ment still exists. The rate of unemployment when real GDP is equal to potential output
is often called the natural rate of unemployment. This natural  or normal  rate of
unemployment is the rate of unemployment against which we compare the actual
unemployment rate to judge whether the labour market has excess supply or excess
demand. That is, if unemployment is above the natural rate, there is an excess supply
of labour; if unemployment is below the natural rate, there is an excess demand for
labour. For physical capital, the utilization rate is called the capacity utilization rate
because the amount of physical capital largely determines the productive capacity of a
given plant or factory. As with labour, so too is there a natural  or normal  capacity
utilization rate for capital.

Changes in the factor utilization rate are important for explaining short-run
changes in GDP. But after factor prices have fully adjusted, GDP returns to Y* and
the factor utilization rate returns to its normal  level. As a result, changes in the
factor utilization rate are not important for explaining long-run changes in GDP.

GDP Accounting: An Application

We made some strong statements in the previous section regarding the relative impor-
tance of short-run versus long-run changes in productivity, factor supplies, and factor uti-
lization. Are these statements supported by the evidence? In this section, we apply the
accounting exercise from Equation 25-1 to Canadian GDP data to illustrate the basic
arguments. Unfortunately, we cannot use exactly the same equation because, as we noted
then, it is not possible to add units of labour together with units of physical capital and
units of land. By using exactly the same intuition as earlier, however, we can express the
GDP accounting equation in terms of a single factor of production labour. Letting L be
the labour force and E be the number of individuals employed, the new equation is4

GDP * L + (E/L) + (GDP/E) (25-2)

The basic interpretation of Equation 25-2 is the same as for Equation 25-1, except
now the discussion relates only to labour. The labour force (L) is the supply of labour.

3 The normal  rates of factor utilization are not constant over time. Changes in taxes, individuals  prefer-

ences for work, and technology may all affect the long-run normal  rate of factor utilization. In Chapter 31

we address this issue for labour when we discuss changes in the NAIRU (non-accelerating inflation rate of

employment).

4 We get this equation by beginning with GDP * GDP. We then multiply the right-hand side by E/E and then

by L/L.
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The employment rate (E/L) is the fraction of the labour force actually employed (which
is equal to one minus the unemployment rate). And the measure of productivity in
this case, labour productivity is GDP/E.

Figure 25-2 shows the behaviour of these three components for Canada beginning
in 1960. Each variable is expressed as an index number, with the value in 1960 set
equal to 100. Expressing each variable in this way makes it easy to see each variable s
percentage change over the five decades. Note that the vertical scale is different for
each of the three variables. We do this intentionally so that we can see whatever trend
and volatility exist for each variable separately. If we used the same vertical scale for
graphing productivity and employment that we use for graphing the labour force, we
would barely notice the fluctuations that do exist in these two variables.

The first panel in the figure shows the growth of the Canadian labour force. From
1960 to 2008, the index number increased from 100 to 287, an increase of 187 percent.
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FIGURE 25-2 Three Sources of Changes in GDP
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The sources of long-run changes in GDP differ from
the sources of short-run changes in GDP. Panel (i) shows
the upward trend in the Canadian labour force. Panel
(ii) shows the upward trend in productivity, measured as
GDP per worker. Both show substantial growth over the
long run, but relatively small short-run fluctuations.
Panel (iii) shows the employment rate, the fraction of the
labour force that is employed. It shows almost no long-
run trend but considerable short-run fluctuations.

(Source: All data for figures are authors  calculations
using data from Statistics Canada CANSIM database.
Labour force: Series V2091051. Employment: Series
V2091072. Real GDP: Series V1992067.)
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632 PART 9 : THE ECONOMY IN THE LONG RUN

It is clear from the graph that any short-run fluctuations in the Canadian labour force
are dwarfed in importance by the long-run upward trend.

Now look at the second panel, showing the growth of Canadian labour productiv-
ity. The level of GDP per person employed, expressed as an index number, increases
from 100 in 1960 to 180 in 2008, an increase of 80 percent. Like the labour force, the
level of labour productivity has its short-run fluctuations, but it is clear that the over-
riding change the upward trend takes place over many years.

Finally, consider the third panel, showing the Canadian employment rate the uti-
lization rate of labour. Compared with the other two variables graphed in Figure 25-2,
the employment rate shows much more short-run volatility and much less long-run
change. The employment rate (expressed as an index number) is almost exactly the
same in 2008 as it was in 1960. There is very little change over the long run, but con-
siderable changes are occurring over shorter periods of time.

Summing Up

To summarize, we can decompose any change in GDP into changes in factor supply,
the factor utilization rate, and productivity. But these three components typically
contribute to GDP changes over different spans of time. In particular, factor supply and
productivity typically change only gradually and hence are important for explaining
long-run changes in GDP but are not usually helpful in explaining short-run changes in
GDP. In contrast, the factor utilization rate is quite volatile over short periods of time
but returns to its normal level over several years. Thus, changes in the factor utilization
rate are important for explaining short-run changes in GDP but are not of much
importance for explaining long-run changes.

w w w . m y e c o n l a b . c o m

Canada and many other developed economies experienced a productivity
slowdown  in the early 1970s. And in recent years, many economists have
expressed concern about Canada s slow rate of productivity growth compared
with that of its major trading partners, especially the United States. For more
information on Canada s recent productivity performance, and what can be
done about it, look for Understanding and Addressing Canada s Productivity

Challenges in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

25.3 Policy Implications
Economists think differently about short-run and long-run macroeconomic relation-
ships. When thinking about short-run fluctuations, economists focus on understanding
why actual GDP deviates from potential GDP. As we have seen in previous chapters,
such changes in real GDP are caused by aggregate demand and aggregate supply
shocks. When thinking about long-run growth, however, economists focus on under-
standing why potential GDP changes over time. As we have said, such long-run growth

Practise with Study Guide

Chapter 25, Exercises 2 and 3.
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CHAPTER 25: SHORT-RUN AND LONG-RUN MACROECONOMICS 633

has its source in the growth of factor supplies and productivity. Thus, in understanding
long-run growth, economists focus on what causes factor supplies and productivity to
change.

When studying short-run fluctuations, economists focus on the deviations of
actual output from potential output. When studying long-run growth, economists
focus on changes in potential output.

Through the development of our macro model in the previous four chapters, we have
a better understanding of what causes the AD and AS curves to shift, and thus a better
understanding of the causes of short-run fluctuations in real GDP. Our picture of the
short run will be more fully developed after we discuss monetary policy and interest rates
in Chapters 27 and 28, and exchange rates and international trade in Chapter 35.

What we have not yet done, however, is discuss in detail why potential output
grows substantially over long periods of time, thereby improving average living stan-
dards from one generation to the next. In the next chapter we explore the issue of long-
run economic growth, focusing on the importance of capital accumulation and
technological change.

Before we do that, however, it is worth returning to a point that we raised at the
beginning of this chapter that the distinction between the short run and the long run
has an important implication for the role and effectiveness of various macroeconomic
policies.

We have discussed in this chapter how changes in demand may cause actual GDP
to depart from potential GDP. For example, firms may feel optimistic about the future
and increase their investment expenditure, thereby increasing the overall level of
demand. Or the government may increase its purchases of goods and services, thus
adding to demand. Or foreigners may decide to increase their demand for Canadian
goods, thus adding to the overall demand for goods produced by Canadian firms. All
of these changes would increase the overall level of demand in the economy and, in the
short run, would lead actual GDP to rise above potential GDP. Conversely, any
decrease in the demand for goods would, in the short run, cause actual GDP to fall
below potential GDP.

In the long run, however, the economy has an adjustment process that tends to
return the factor utilization rate to its normal  level. As we saw in Chapter 24,
when actual GDP is above potential GDP, there is an excess demand for factors. This
causes factor prices to rise and thus the AS curve to shift upward, bringing actual
GDP back to potential. Conversely, when actual GDP is less than potential GDP,
there is an excess supply of factors. This tends to cause factor prices to fall (though
perhaps slowly) and thus the AS curve to shift downward, thereby bringing actual
GDP back to potential.

This adjustment process that brings the economy back to the level of potential out-
put in the long run implies a stark result regarding the effects of macroeconomic policy:

Fiscal and monetary policies affect the short-run level of GDP because they alter
the level of demand and thus the position of the AD curve. But unless they are able
to affect the level of potential output, Y*, they will have no long-run effect on
GDP.

As we saw in the previous chapter, fiscal policy can have important effects on
the level of potential output both through changes in government purchases and
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634 PART 9 : THE ECONOMY IN THE LONG RUN

investment and through changes in personal and corporate taxes. In Chapters 28 and
29 we will explore monetary policy in detail and will see that it has few if any effects
on the level of potential output.

Looking Ahead

The discussion in this chapter has focused on one topic the difference between the
short run and the long run in macroeconomics. We have shown that short-run move-
ments in GDP are mostly accounted for by changes in the factor utilization rate. For
example, as economic events cause the AD or AS curves to shift, output will deviate
from Y* and the factor utilization rate will change. In contrast, long-run changes in
GDP are mostly accounted for by growth in factor supplies and productivity, which
lead to increases in Y*. This difference forces economists to think differently about
macroeconomic relationships that exist over a few months as compared to those that
exist over several years.

In the previous four chapters we examined in detail the behaviour of the economy
in the short run, and the adjustment process that brings the economy from a short-run
equilibrium to a long-run equilibrium. We are now ready to take the next step and
examine the causes of long-run economic growth.

Summary

Macroeconomic variables behave differently over the
short run and over the long run. One example: A mon-
etary policy designed to reduce inflation and nominal
interest rates in the long run requires an increase in inter-
est rates in the short run. Another example: An increase
in households  or firms  saving rates will reduce the level

of output in the short run, but it will increase output in
the long run.
In the short run, there is some adjustment of output and
employment but little adjustment of wages and prices.
In the long run, full adjustment of wages and prices is
assumed to take place.

25.1 Two Examples from Recent History L 1

All changes in GDP can be accounted for by changes in
one or more of the following three variables:
1. Supply of factors
2. Factor utilization rates
3. Factor productivity
Long-run changes in GDP are caused mostly by changes
in factor supplies and factor productivity; the utilization

rate of factors does not change significantly over the
long run.
Short-run changes in GDP are caused mostly by changes
in the factor utilization rate; factor supplies and produc-
tivity have relatively minor short-run fluctuations.

25.2 Accounting for Changes in GDP L 2 3

When studying short-run fluctuations, economists focus
on changes in the output gap and tend to ignore changes
in potential output. When studying long-run fluctua-
tions, economists focus on changes in potential output
and ignore changes in the output gap.

Fiscal and monetary policies affect GDP in the short
run because they affect the level of demand, and thus
the position of the AD curve. Any long-run effect
on real GDP comes through their effect on potential
GDP.

25.3 Policy Implications L 4
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Key Concepts
Short-run fluctuations
Long-run trends

Factor supplies
Factor utilization rates
Productivity

Changes in the output gap versus
changes in potential output

Accounting for changes in GDP

Study Exercises

1. Fill in the blanks to make the following statements
correct.

a. Short-run changes in real GDP are caused by
___________ and ___________ shocks, with little
or no change in _________. In the short run,
_________ prices and the level of _________ are
assumed to be constant.

b. Long-run trends in GDP involve changes in
_________ output. Short-run fluctuations in GDP
involve changes in the _________ with little or no
change in _________.

c. Any change in GDP is caused by changes in at least
one of the following three component parts:
_________, _________, and _________.

d. Long-run changes in GDP are caused mainly by
changes in ___________ and ___________. Short-
run changes in GDP are caused mainly by changes
in _________.

e. The economy s adjustment process returns the
_________ rate to its normal  level in the long
run.

f. Fiscal and monetary policies alter the level of out-
put in the short run by causing the _________ curve
to shift. There will be a long-run effect on output
only if _________ changes.

2. Consider Economies A, B, and C for which you are
given data for the factor supply (F), the numbers of
factors employed (FE), and the GDP, for two different
time periods.

Time 

Economy Period F FE GDP FE/F GDP/FE

A Period 1 1000 800 $100 000 _____ _____

Period 2 1300 1040 $155 000 _____ _____

B Period 1 2000 1800 $225 000 _____ _____

Period 2 2000 1500 $187 500 _____ _____

C Period 1 6500 6175 $399 000 _____ _____

Period 2 6500 6175 $665 000 _____ _____

a. For each economy, and for each period, calculate
the factor utilization rate (FE/F) and a measure of
productivity (GDP/FE). Fill in the table.

b. For each economy, and for each period, use the
numbers from the table to substitute into
Equation 25-1 (GDP * F * FE/F + GDP/FE).

c. For each economy, describe whether you think the
economy has experienced a short-run or a long-run
change in GDP from Period 1 to Period 2. Explain.

d. Do you detect an important difference between
Economies A and C? Explain.

3. Using the basic equation of GDP accounting that we
developed in this chapter (GDP * F + FE/F + GDP/FE),
calculate the economy s GDP in each of the following
cases.

a. Factor supply is 4 million units, the factor utiliza-
tion rate is 0.85, and the GDP per unit of input
employed is $150.

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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b. Factor supply is 1.25 million units, the factor uti-
lization rate is 0.9, and the GDP per unit of input
employed is $110.

c. Factor supply is 250 million units, the factor uti-
lization rate is 0.92, and the GDP per unit of input
employed is $185.

4. Consider the data below for a hypothetical country.

Real GDP
(billions of 
constant Labour Force Employment

Year dollars) (millions of people)

1960 100 1.5 1.4
1965 130 1.6 1.45
1970 175 1.75 1.55
1975 250 1.95 1.65
1980 230 2.15 1.85
1985 265 2.40 2.0
1990 300 2.70 2.2
1995 340 3.0 2.8
2000 375 3.3 3.05
2005 410 3.6 3.4
2010 450 3.95 3.7

a. Using the definitions in the chapter, compute the
employment rate and the level of productivity
(measured as GDP per worker) for each year.

b. For each five-year period, compute the percentage
change in the labour force, the employment rate,
and the level of productivity. Compute the same
three things over the entire 50-year period.

c. Compute the percentage change in real GDP over
each five-year period. Do it also for the entire 
50-year period.

d. Based on Equation 25-2 (page 630), it can be
shown that the percentage change in real GDP is
approximately equal to the percentage change in
the labour force plus the percentage change in the
employment rate plus the percentage change in the
level of productivity. Compare the sum of your
answers from part (b) with your answers from
part (c). Are they close?

e. For each five-year period, what fraction of the per-
centage change in GDP is accounted for by the
change in the employment rate?

f. Over the entire 50-year period, what fraction of the
percentage change in GDP is accounted for by the
change in the employment rate?

5. Go to Statistics Canada s website (www.statcan.gc.ca)
and look for data on capacity utilization rates in
Canadian industries. The capacity utilization rate is
the fraction of the capital stock that is utilized or
employed. How has this variable changed over the
past several decades? Contrast the short-run versus the
long-run movements.

6. At the beginning of the chapter we discussed the short-
run and long-run effects of an increase in desired saving
(as applied to Japan s economy). Based on what you
learned in Chapter 24 regarding the economy s adjust-
ment process, use the AD/AS model to do the following:

a. Show the short-run effects of an increase in desired
saving (assuming that the economy is initially in a
long-run equilibrium with Y * Y*).

b. Describe the adjustment process that brings the
economy to its new long-run equilibrium.

c. Compare the initial and the new long-run equilib-
rium. What is the long-run effect of the increase in
desired saving?

Discussion Questions
1. Figure 25-1 on page 626 shows the path of actual

GDP and the path of potential GDP. The chapter men-
tioned that the economy has an adjustment mecha-
nism that brings actual GDP back to potential.

a. Describe this adjustment process, and how it
relates to the concept of market-clearing.

b. If, following the implementation of some policy,
actual GDP eventually returns to potential GDP,
does this mean that policy can have no long-run
effect on GDP?
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L LEARNING OBJECTIVES

In this chapter you will learn

1 about the costs and benefits of economic

growth.

2 the four fundamental determinants of

growth in real GDP.

3 the main elements of Neoclassical growth

theory.

4 about new growth theories based on

endogenous technical change and 

increasing returns.

5 why resource exhaustion and environmental

degradation create serious challenges for

public policy directed at sustaining 

economic growth.

Most economists agree that economic growth is the

single most powerful engine for generating long-term

increases in material living standards. What happens

to our living standards over time depends largely on

the growth in real GDP in relation to the growth in

population that is, it depends on the growth of real

per capita GDP. Growth in real per capita GDP does

not necessarily make everybody in Canada materially

better off in the short term. But it does increase the

average standard of living over the long term.

What determines the long-run growth rate of per

capita GDP in Canada? Is this something that is

beyond our control, or are there some government

policies that can stimulate economic growth? If there

are, what are the costs of such policies, and are the

benefits worth the costs?

In this chapter we examine this important issue

of economic growth, beginning with some basic con-

cepts and then moving on to explore the costs and

benefits of growth. In the remainder of the chapter

we consider various theories of economic growth and

then go on to examine the idea that there may be

limits to growth imposed by resource exhaustion

and environmental degradation. 

Long-Run
Economic Growth
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638 PART 9 : THE ECONOMY IN THE LONG RUN

26.1 The Nature of Economic Growth

Figure 26-1 shows the paths of three variables in the Canadian economy since 1960,
each of which relates to long-run economic growth. Each variable is expressed as an
index number, which takes a value of 100 in 1960. The first is real GDP, which shows
an overall growth from 1960 to 2008 of 417 percent, an average annual growth rate of
3.7 percent. Though real GDP is an accepted measure of the amount of annual
economic activity, it is not a good measure of average material living standards because
it does not take into account the growth in the population more income is not neces-
sarily better if more people have to share it. The second variable shown is the index of
real per capita GDP. It shows an overall growth of 178 percent between 1960 and
2008, an annual average growth rate of 2.3 percent.

As we will see in this chapter, one of the most important reasons that both GDP
and per capita GDP increase over many years is growth in productivity. The third vari-
able provides one measure of productivity; it is an index of real GDP per employed
worker. Its overall growth for 1960 to 2008 is 80 percent, an average annual growth
rate of 1.4 percent. Therefore, the average Canadian worker produced 80 percent more
in 2008 than in 1960.

The three variables in Figure 26-1 show different aspects of economic growth, a
term that economists usually reserve for describing sustained or long-run increases in
real GDP. This chapter will discuss each of these three aspects of economic growth
real GDP, real per capita GDP, and productivity.

FIGURE 26-1 Three Aspects of Economic Growth
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Real GDP, real per capita GDP, and productivity have all grown substantially over the past half-century. Each variable
shown is an index number with 1960 * 100. Real GDP has grown faster than real per capita GDP because the popu-
lation has grown. Real per capita GDP has grown faster than real GDP per worker because the level of employment
has grown faster than the population.

(Source: All variables are based on authors  calculations, using data from Statistics Canada, CANSIM database. Real GDP:
Series V1992067. Employment: Series V2091072. Population: Series V2062809.)
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The average annual growth rates shown in Figure 26-1 may seem small, especially
those for the measure of productivity. It is important to realize, however, that because
these growth rates are sustained for many years, they have a profound influence on
material living standards from one generation to the next. Table 26-1 illustrates the
cumulative effect of what appear to be very small differences in growth rates. Notice
that if one country grows faster than another, the gap in their respective living
standards will widen progressively. If, for example, Canada and France start from the
same level of income but Canada grows at 3 percent per year while France grows at
2 percent per year, Canada s income will be twice France s in 72 years. [31] You may
not care much whether the economy grows at 2 percent or 3 percent per year, but
your children and grandchildren certainly will.

We now examine in more detail the benefits and
costs of economic growth.

Benefits of Economic Growth

The benefits of economic growth in particular,
increases in income may appear obvious. It cer-
tainly appears that way to the pro-growth author of
the open letter in Applying Economic Concepts 26-1.
But it is important to distinguish between the
increases in average living standards that economic
growth brings more or less automatically, and the
reduction in poverty that economic growth makes
possible but that may still require active policy to
make a reality.

Rising Average Material Living Standards
Economic growth is a powerful means of improving
average material living standards. A family that is
earning $48 000 today can expect an income of about
$58 500 within 10 years (in constant dollars) if it
experiences a 2 percent annual growth rate in its income. If it has a 4 percent growth
rate, its income in 10 years will be $71 050.

A family often finds that an increase in its income can lead to changes in the pat-
tern of its consumption extra money buys important amenities of life and also allows
more saving for the future. Similarly, economic growth that raises average income
tends to change the whole society s consumption patterns, shifting away from tangible
goods and toward services. In Canada and other rich, developed countries services
account for roughly 70 percent of aggregate consumption, whereas this ratio is signifi-
cantly lower in poorer, developing countries.

Another example of how economic growth can improve living standards involves
environmental protection. In developing countries, most resources are devoted to pro-
viding basic requirements of life, such as food, shelter, and clothing. These countries
typically do not have the luxury  of being concerned about environmental degrada-
tion. Some people in richer societies may consider this a short-sighted view, but the fact
is that the concerns associated with hunger today are much more urgent than the con-
cerns associated with future environmental problems. In contrast, richer countries are
wealthy enough that they can more easily afford to provide the basic requirements of
life and devote significant resources to environmental protection. Economic growth

Practise with Study Guide

Chapter 26, Exercise 1.

TABLE 26-1 The Cumulative Effect of 

Economic Growth

Annual Growth Rate

Year 1% 2% 3% 5% 7%

0 100 100 100 100 100
10 111 122 135 165 201
30 135 182 246 448 817
50 165 272 448 1 218 3 312
70 201 406 817 3 312 13 429

100 272 739 2 009 14 841 109 660

Small differences in income growth rates make enor-
mous differences in levels of income over a few
decades. Let income be 100 in year 0. At a growth
rate of 3 percent per year, it will be 135 in 10 years,
448 after 50 years, and more than 2000 in a century.
Notice the difference between 2 percent and 3 per-
cent growth even small differences in growth rates
make big differences in future income levels.
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Dear Citizen:
You live in the world s first civilization that is

devoted principally to satisfying your needs rather than
those of a privileged minority. Past civilizations have
always been based on leisure and high consumption for
a tiny upper class, a reasonable living standard for a
small middle class, and hard work with little more than
subsistence consumption for the great mass of people.

The continuing Industrial Revolution that began
about 250 years ago is based on mass-produced goods
for you, the ordinary citizen. It ushered in a period of
sustained economic growth that has dramatically raised
consumption standards of ordinary citizens. Consider a
few examples that were not available to your eighteenth
century ancestors: travel, live and recorded music, art,
good food, universal literacy, inexpensive books, and a
genuine chance to be educated. In addition, modern
medical practices have eliminated a host of health
scourges that killed and maimed vast numbers of your
predecessors, resulting in a great increase in your life
expectancy over that of your grandparents and great-
grandparents. Finally, there is leisure to provide time
and energy to enjoy the thousands of goods and services
of the modern developed economy.

Would any ordinary family seriously prefer to go
back to the world of 150 or 500 years ago in its same
relative social and economic position? Surely the answer
is no. However, for those with incomes in the top 1 or
2 percent of the income distribution, economic growth
has destroyed much of their privileged consumption
position. They must now vie with the masses when they
visit the world s beauty spots and be annoyed, while
lounging on the terrace of a palatial mansion, by the
sound of charter flights carrying ordinary people to
inexpensive holidays in faraway places. Many of the

rich lament the loss of exclusive rights to luxury con-
sumption, and it is not surprising that they find their
intellectual apologists.

Whether they know it or not, the anti-growth econo-
mists are not the social revolutionaries they think they are.
They say that growth has produced wasteful consump-
tion of all kinds of frivolous products that add nothing to
human happiness. They also argue that growth has led
to pollution and is placing the world s scarce natural
resources under extreme stress. However, the democratic
solution to pollution is not to go back to the time when so
few people consumed that pollution was trivial but rather
to learn to control the pollution that mass consumption
tends to create. And the solution must involve better man-
agement of the world s resources, not a decision to leave
them unused altogether.

It is only through further growth that the average
citizen will be able to enjoy consumption standards (of
travel, culture, medical and health care, and so on) now
available only to people in the top 25 percent of the
income distribution which includes the intellectuals
who earn large royalties from the books they write in
which they denounce growth. If you think that extra
income confers little real benefit, just ask those in the
top 25 percent to trade incomes with average citizens.

Ordinary citizens, do not be deceived by disguised
elitist doctrines. Remember that the very rich and the
elite have much to gain by stopping growth and even
more by rolling it back, but you have everything to gain
by letting it go forward.

Onward!

A. N. Optimist

APPLYING ECONOMIC CONCEPTS 26-1

An Open Letter from a Supporter of the Growth Is Good  School

provides the higher incomes that often lead to a demand for a cleaner environment,
thus leading to higher average living standards that are not directly captured by mea-
sures of per capita GDP.

Alleviation of Poverty Not everyone benefits equally from growth. Many of the
poorest members of the population are not even in the labour force and hence are
unlikely to share in the higher wages that, along with profits, are the primary means by
which the gains from growth are distributed. For this reason, even in a growing econ-
omy, redistribution policies will be needed if poverty is to be reduced.
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A rapid growth rate makes the alleviation of poverty easier politically. If existing
income is to be redistributed, someone s standard of living will actually have to be low-
ered. However, when there is economic growth and when some of the increment in
income is redistributed (through active government policy), it is possible to reduce
income inequalities while simultaneously allowing all incomes to rise. It is much easier
for a rapidly growing economy to be generous toward its less fortunate citizens or
neighbours than it is for a static economy.

Costs of Economic Growth

Applying Economic Concepts 26-2 contains an open letter from an anti-growth advo-
cate who argues that we are caught up in a never-ending search for more  and as a
result are losing sight of the real values that guided our ancestors. You may or may not
accept this particular line of argument, but it is important to recognize that economic
growth does have some real costs. Let s see what they are.

Dear Citizen:
You live in a world that is being despoiled by a

mindless search for ever-higher levels of material con-
sumption at the cost of all other values. Once upon a
time, men and women knew how to enjoy creative work
and to derive satisfaction from simple activities. Today,
many workers are just a mindless cog in assembly lines
that turn out more and more goods that the advertisers
must work overtime to persuade the worker to consume.

Statisticians count the increasing flow of material
output as a triumph of modern civilization. You wake
to the hum of your air conditioner, watch the shopping
channel while you dress for work, brew your chemically
treated decaffeinated coffee, and eat your bread baked
from super-refined flour; you climb into your car to sit
in vast traffic jams on exhaust-polluted highways.

Television commercials tell you that by consuming
more, you are happier, but happiness lies not in increas-
ing consumption but in increasing the ratio of satisfac-
tion of wants to total wants. Because the more you
consume, the more the advertisers persuade you that
you want to consume, you are almost certainly less
happy than the average citizen in a small town in 1900,
whom we can visualize sitting on the family porch, sip-
ping lemonade, and enjoying the antics of the children
as they jump rope by using pieces of old clothesline.

Today, the landscape is dotted with endless factories
that produce the plastic trivia of modern society. They

drown you in a cloud of noise, air, and water pollution.
The countryside is despoiled by strip mines, petroleum
refineries, acid rain, and polluting power plants, produc-
ing energy that is devoured insatiably by modern facto-
ries and motor vehicles. And global warming, caused by
our excessive consumption of fossil fuels, threatens to
raise the sea level by so much over the next 50 years that
anarchy will prevail as hundreds of millions of people
are dispossessed of their coastal dwellings.

Now is the time to stop this madness. We must end
this crazy rush to produce more and more output,
reduce pollution, reverse global warming, and seek jus-
tice through a more equitable distribution of existing
total income.

Many years ago, Thomas Malthus taught us that if
we do not limit population voluntarily, nature will do it
for us in a cruel and savage manner. Today, the same is
true of output: If we do not halt its growth voluntarily,
the halt will be imposed on us by a disastrous increase in
pollution and a rapid exhaustion of natural resources.

Citizens, awake! Shake off the worship of growth,
learn to enjoy the bounty that is yours already, and
reject the endless, self-defeating search for increased
happiness through ever-increasing consumption.

Upward!

B. E. Warned

APPLYING ECONOMIC CONCEPTS 26-2

An Open Letter from a Supporter of the Growth Is Bad  School
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642 PART 9 : THE ECONOMY IN THE LONG RUN

The Opportunity Cost of Economic Growth In a world of scarcity, almost
nothing is free. Growth requires heavy investment of resources in capital goods, as well
as in such activities as education. Often these investments yield no immediate return in
terms of goods and services for consumption; thus, they imply that sacrifices are being
made by the current generation of consumers.

Practise with Study Guide

Chapter 26, Exercise 3.

Economic growth, which promises more goods and services tomorrow, is achieved
by consuming fewer goods today. For the economy as a whole, this sacrifice of cur-
rent consumption is the primary cost of growth.

An example will suggest the importance of this cost. Suppose a hypothetical econ-
omy is operating at potential output and is experiencing growth in real GDP at the rate
of 2 percent per year. Its citizens consume 85 percent of the GDP and invest 15 percent.
But suppose that if they immediately decrease their consumption to 77 percent of GDP
(and increase investment to 23 percent), they will produce more capital and thus shift
at once to a 3 percent growth rate. The new growth rate can be maintained as long as
they keep saving and investing 23 percent of real GDP. Should they do it?

Figure 26-2 illustrates the choice in terms of time paths of consumption. With the
assumed figures, it takes 10 years for the actual amount of consumption to catch up to
what it would have been had no reallocation been made. In the intervening 10 years, a
good deal of consumption is lost, and the cumulative losses in consumption must be
made up before society can really be said to have broken even. It takes an additional
nine years before total consumption over the whole period is as large as it would have
been if the economy had remained on the 2 percent path. [32] Over a longer period,
however, the payoff from the growth policy becomes enormous. After 30 years,

FIGURE 26-2 The Opportunity Cost of Economic Growth
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Transferring resources from consumption to investment lowers current consumption but raises growth and therefore
future consumption. The example assumes that GDP in year 0 is 100 and that growth of 2 percent per year is possible
when consumption equals 85 percent of GDP. The consumption path in this case is shown by the red line, starting at
85 and growing by 2 percent per year. It is further assumed that to achieve a 3 percent growth rate, consumption must
fall to 77 percent of GDP. A shift from the red path to the blue path in year 0 decreases consumption for 10 years but
increases it thereafter. By year 19 the gains in consumption have made up for the losses from the first 10 years. After
30 years, consumption is 21 percent higher than it would be on the original (red) path.
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consumption in the more rapidly growing economy is
21 percent higher than in the slower-growing economy.
After 50 years, it is 48 percent higher.

Social Costs of Economic Growth A growing
economy is also a changing economy. Part of growth is
accounted for by existing firms expanding and producing
more output, hiring more workers, and using more equip-
ment and intermediate goods. But another aspect of
growth is that existing firms are overtaken and made obso-
lete by new firms, old products are made obsolete by new
products, and existing skills are made obsolete by new
skills.

CHAPTER 26 : LONG-RUN ECONOMIC  GROWTH 643

The process of economic growth renders some
machines obsolete and also leaves the skills of some
workers partly obsolete.

No matter how well trained workers are at age 25, in another 25 years many will
find that their skills are at least partly obsolete. A high growth rate usually requires
rapid adjustments in the labour force, which can cause much upset and misery to
some of the people affected by it.

It is often argued that costs of this kind are a small price to pay for the great bene-
fits that growth can bring. Even if this is true in the aggregate, these personal costs are
borne very unevenly. Indeed, many of the people for whom growth is most costly (in
terms of lost jobs or lowered incomes) share least in the fruits that growth brings.

Economic growth is often associated with the demise of
some firms and industries and the expansion of others.
Some workers will find it necessary to retrain in order to
gain employment in the expanding firms and industries.

w w w . m y e c o n l a b . c o m

We have been discussing the benefits of economic growth sustained
increases in per capita incomes. Some modern research, however, suggests
that rising income is less important for people s happiness than traditionally
thought. For more information, go to What Makes People Happy? in the
Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

Sources of Economic Growth

Economic growth has four fundamental determinants:

1. Growth in the labour force. This may be caused by growth in population or by
increases in the fraction of the population that chooses to participate in the labour
force.

2. Growth in human capital. Human capital is the term economists use to refer to the
set of skills that workers have. Human capital can increase through either formal
education or on-the-job training. Human capital can be thought of as the quality
of the labour force, but because of its importance we will treat it as a separate fac-
tor of production from labour.

human capital The set 

of skills workers acquire

through formal education

and on-the-job training.
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644 PART 9 : THE ECONOMY IN THE LONG RUN

3. Growth in physical capital. The stock of physical capital (such as factories,
machines, electronic equipment, and transportation and communications facilities)
increases only through the process of investment. We include here improvements
in the quality of the physical capital.

4. Technological improvement. This is brought about by innovation that introduces
new products, new ways of producing existing products, and new forms of orga-
nizing economic activity.

The various theories of economic growth that we explore in the remainder of this 
chapter can be viewed as theories of these different sources of growth. For example,
some theories emphasize the role of increases in physical capital in explaining growth;
others emphasize the role of increases in human capital; still others emphasize the
importance of technological improvements.

26.2 Established Theories 

of Economic Growth

In this section we discuss some of the theories of economic growth that have been used
by economists for many years. Despite the appearance of some quite different theories
in recent years (which we will see later), these established theories remain relevant and
contain important insights about the growth process. Learning these provides a solid
basis for examining the newer theories in the next section. We begin with a detailed
study of the relationship among saving, investment, and economic growth. We then
examine the precise predictions of what economists call the Neoclassical growth the-
ory. For simplicity, we assume that the economy is closed there is no trade in goods or
assets with the rest of the world.

Focus on the Long Run

In previous chapters we saw how shifts in the AD or AS curves led to changes in the
short-run equilibrium level of real GDP. The discussion in this chapter focuses instead
on the behaviour of the economy in the long run and thus on the growth rate of poten-
tial output. We assume that all factor-price adjustment has occurred, and thus real
GDP equals Y*.

The theory of economic growth is a long-run theory. It concentrates on the growth
of potential output over long periods of time, not on short-run fluctuations of out-
put around potential.

Though we will focus on the long-run behaviour of the economy, we can use some
of the insights we developed in the short-run version of our macro model. Remember
back to Chapter 21 when we were building the simplest short-run macro model (with
no government or foreign trade). The equilibrium level of real GDP in that model was
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such that real GDP was equal to desired aggregate expenditure, which in turn was
equal to desired consumption plus desired investment:

Y * C + I

We can rearrange this equilibrium condition (as we did in the Additional Topic cited in
Chapter 21) to get

Y , C * I

or

S * I

which says that, in equilibrium, desired saving equals desired investment. This is just
an alternative way to think about exactly the same equilibrium.

Recall also that in Chapter 21 we took the real interest rate as given, or exogenous.
Thus, taking the real interest rate as given in our short-run model, the condition that
desired saving equals desired investment determined the equilibrium level of real GDP.

We will now extend our model in a way that helps us to consider the long-run
behaviour of the economy. In particular, we will allow the interest rate to be an endoge-
nous variable that is, a variable whose value is explained within the model. As you
will soon see, when the interest rate is endogenous to the model, the sources of eco-
nomic growth can be clearly studied.

Fortunately, the equilibrium condition from the simple short-run model also
applies in the long run. In the long run, with real GDP equal to Y*, we can use the sav-
ing/investment equilibrium condition by turning it on its head.  That is, we can take
the level of output as given (at Y*) and use the condition that desired saving equals
desired investment to determine the equilibrium real interest rate. This long-run per-
spective of our model will tell us a great deal about the relationship among saving,
investment, and economic growth and the interest rate will play an important role.

Investment, Saving, and Growth

We now complicate our model slightly by adding a government sector that purchases
goods and services (G) and collects taxes (T). National saving is the sum of private sav-
ing and public (government) saving. Desired private saving is the difference between
disposable income and desired consumption. With real GDP equal to Y* in the long
run, desired private saving is equal to

Private saving * Y* , T , C

Public saving is equal to the combined budget surpluses of the federal, provincial, and
municipal governments:

Public saving * T , G

National saving is therefore equal to

National saving * NS * Y* , T , C + (T , G)  NS * Y* , C , G
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646 PART 9 : THE ECONOMY IN THE LONG RUN

For a given level of output in the long run, an increase in household consumption
or government purchases must imply a reduction in national saving.1

Figure 26-3 shows the supply of national saving
as a function of the real interest rate. We label the
horizontal axis Loanable Funds,  which is mea-
sured in dollars. The real interest rate is shown on the
vertical axis. The national saving (NS) curve is
upward sloping because, as we first saw in Chapter
21, an increase in the interest rate is assumed to lead
households to reduce their current consumption,
especially on big-ticket items and durable goods, such
as cars, furniture, and appliances, that are often pur-
chased on credit. Note also that the NS curve is quite
steep, in keeping with empirical evidence suggesting
that household consumption responds only modestly
to changes in the real interest rate.

Figure 26-3 also shows a downward-sloping
investment demand curve, I. As we first saw in Chap-
ter 21, all components of desired investment (plant
and equipment, inventories, and residential invest-
ment) are negatively related to the real interest rate
because, whether the investment is financed by bor-
rowing or by using the firm s retained earnings, the
real interest rate reflects the opportunity cost of using
these funds.

Our long-run model of saving and investment is
now complete. In the short-run model in Chapter 21,
the economy is in equilibrium when desired saving
equals desired investment. We have now modified
that setting in only two ways. First, we have added
government. Second, and more important, since we
are examining the economy in the long run, we are
holding real GDP constant at Y* and letting the equi-
librium condition that desired saving equal desired
investment determine the real interest rate in the mar-
ket for loanable funds.

In the long-run version of our macro model, with real GDP equal to Y*, the equi-
librium interest rate is determined where desired national saving equals desired
investment.

FIGURE 26-3 The Long-Run Connection
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In the long run, the condition that desired national
saving equals desired investment determines the
equilibrium real interest rate. Investment demand by
firms is negatively related to the real interest rate.
The supply of national (private plus public) saving is
positively related to the real interest rate, since
increases in the interest rate lead to a decline in
desired consumption (C). Notice that real GDP in
this figure is held constant at Y* since the analysis
applies to the long run.

At point E the market for loanable funds clears
and the real interest rate is i*. At this real interest
rate, the amount of investment is I*, which equals
the amount of national saving, NS*.

In Figure 26-3, equilibrium in the market for loanable funds occurs at interest rate
i* where NS * I. Imagine what would happen if the real interest rate were above i* at
i1. At this high interest rate, the amount of desired saving exceeds the amount of
desired investment, and this excess supply of loanable funds pushes down the price of

1 It appears in our NS equation that changes in taxes have no effect on the level of national saving, but this is

misleading. Changes in T may affect national saving through an indirect effect on C. For example, as we saw

at the end of Chapter 24, a reduction in taxes is likely to lead to an increase in consumption spending and

therefore to a reduction in national saving (for given values of Y* and G).
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credit the real interest rate. Conversely, if the interest rate is below i* at i2, the quan-
tity of desired investment exceeds the quantity of desired saving, and this excess
demand for loanable funds pushes up the real interest rate. Only at point E is the econ-
omy in equilibrium, with the real interest rate equal to i* and desired investment equal
to desired saving.

Let s now see how changes in the supply of saving or investment demand lead to
changes in the real interest rate and what these changes imply for the economy s long-
run economic growth.

An Increase in the Supply of National Saving Suppose the supply of
national saving increases, so that the NS curve shifts to the right, as shown in part (i) of
Figure 26-4. This increase in the supply of national saving could happen either because
household consumption (C) falls or because government purchases (G) fall (or because
T rises, which reduces C). A decline in either C or G means that national saving rises at
any real interest rate and so the NS curve shifts to the right.

The increase in the supply of national saving leads to an excess supply of loanable
funds and thus to a decline in the real interest rate. As the interest rate falls, firms
decide to undertake more investment projects and the economy moves from the initial
equilibrium E0 to the new equilibrium E1. At the new equilibrium, more of the econ-
omy s resources are devoted to investment than before, and thus the country s capital
stock is rising at a faster rate. The higher rate of investment therefore leads to a higher
future growth rate of potential output.

FIGURE 26-4 Increases in Investment Demand and the Supply of National Saving
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Changes in the supply of national saving or the demand for investment will change the equilibrium real interest rate
and the rate of growth of potential output. In part (i), the increase in the supply of national saving pushes down the
real interest rate and encourages more investment. In part (ii), the increase in the demand for investment pushes up
the real interest rate and encourages more saving. In both cases, there is an increase in the equilibrium amount of
investment (and saving) and the economy moves from E0 to E1; this higher rate of capital accumulation leads to an
increase in the economy s long-run rate of growth.
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An Increase in Investment Demand Now suppose firms demand for
investment increases so that the I curve shifts to the right, as shown in part (ii) of Fig-
ure 26-4. The increase in desired investment might be caused by technological
improvements that increase the productivity of investment goods or by a government
tax incentive aimed at encouraging investment. Whatever its cause, the increase in
investment demand creates an excess demand for loanable funds and therefore leads
to a rise in the real interest rate. The rise in the interest rate encourages households to
reduce their current consumption and increase their desired saving. At the new equi-
librium, E1, both the real interest rate and the amount of investment are higher than
at the initial equilibrium. The greater investment means faster growth in the econ-
omy s capital stock and therefore a higher future rate of growth of potential output.

In the long run, an increase in the supply of national saving reduces the real inter-
est rate and encourages more investment. The higher rate of investment leads to a
higher future growth rate of potential output.

In the long run, an increase in the demand for investment pushes up the real inter-
est rate and encourages more saving by households. The higher rate of saving (and
investment) leads to a higher future growth rate of potential output.

Summary In our macro model, which we have now extended to enable us to deter-
mine the real interest rate in long-run equilibrium, there is a close relationship among
saving, investment, and the rate of economic growth. We can see this relationship
most clearly when studying the market for loanable funds. Let s summarize our
results.

1. In long-run equilibrium, with Y * Y*, the condition that desired national saving
equals desired investment determines the equilibrium interest rate in the market for
loanable funds. This equilibrium also determines the flows of investment and saving.

2. An increase in the supply of national saving will lead to a fall in the real interest
rate and thus to an increase in the amount of investment. This is a shift of the NS
curve and a movement along the I curve.

3. An increase in the demand for investment will lead to a rise in the real interest rate
and thus to an increase in the amount of national saving. This is a shift of the I
curve and a movement along the NS curve.

4. A shift in either the NS or the I curve will lead to a change in the equilibrium real inter-
est rate and to a change in the amount of the economy s resources devoted to invest-
ment. An increase in the equilibrium amount of investment implies a greater growth
rate of the capital stock and thus a higher future growth rate of potential output.

Investment and Growth in Industrialized Countries Our model predicts
that countries with high rates of investment are also countries with high rates of real
GDP growth. To provide evidence in support of this prediction, Figure 26-5 shows data
from the most industrialized countries between 1950 and 2004. Each point in the fig-
ure corresponds to a single country and shows that country s annual average invest-
ment rate (as a percentage of GDP) plotted against the annual average growth rate in
real per capita GDP. What is clear from the figure is a positive relationship between
investment rates and growth rates, as suggested by our model.

26_raga_ch26.qxd  1/29/10  12:43 PM  Page 648



CHAPTER 26 : LONG-RUN ECONOMIC  GROWTH 649

Neoclassical Growth Theory

Recall the four fundamental sources of economic growth that we discussed at the
beginning of this section. Much of what is referred to as Neoclassical growth theory is
based on the idea that these four forces of economic growth can be connected by what
is called the aggregate production function. This is an expression for the relationship
between the total amounts of labour (L) and physical capital (K) employed, the quality

FIGURE 26-5 Cross-Country Investment and Growth Rates, 1950 2004
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There is a positive relationship between a country s investment rate (as a percentage of GDP) and its growth rate of
real per capita GDP. For each of the countries, the annual averages for investment rates and per capita GDP growth
rates are computed between 1950 and 2004. Each point represents the average values of these variables for a single
country over this 54-year period. The straight line is the line of best fit  between the growth rates and the investment
rates. Countries with high investment rates tend to be countries with high rates of economic growth.

(Source: Based on authors  calculations by using data from the Penn World Tables 6.2. The data for South Korea starts in
1953, Romania in 1960, and Germany, Hungary, and Poland in 1970. Alan Heston, Robert Summers, and Bettina Aten, Penn
World Table Version 6.2, Center for International Comparisons of Production, Income and Prices at the University of
Pennsylvania, September 2006.)

w w w . m y e c o n l a b . c o m

We have been discussing the relationship between investment and saving in a
model of a closed economy. In the reality of today s globalized financial
markets, however, billions of dollars of financial capital flow across
international boundaries every day. For more details about how our model can
be modified for an open economy, look for Investment and Saving in Globalized
Financial Markets in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

aggregate production

function The relationship

between the total amount

of each factor of

production employed in the

nation and the nation s

total GDP.
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of labour s human capital (H), the state of technology (T), and the nation s total level
of output (GDP). The aggregate production function can be expressed as

GDP * FT (L, K, H)

It is an aggregate production function because it
relates the economy s total output to the total
amount of the factors that are used to produce that
output.2 (Those who have studied microeconomics
will recall that a micro production function, such as
is discussed in Chapters 7 and 8, relates the output of
one firm to the factors of production employed by
that firm.)

The production function above indicated by
FT tells us how much GDP will be produced for
given amounts of labour and physical capital
employed, given levels of human capital, and a given
state of technology. Using the notation FT is a simple
way of indicating that the function relating L, K, and
H to GDP depends on the state of technology. For a
given state of technology (T), changes in either L, K,
or H will lead to changes in GDP. Similarly, for given
values of L, K, and H, changes in T will lead to
changes in GDP. [33]

Hong Kong is an example of an economy that has had very
high rates of investment and also very high rates of real GDP
growth.

When discussing long-run economic growth, we focus on the changes in potential
output. We therefore interpret GDP in the aggregate production function as poten-
tial output.

Properties of the Aggregate Production Function The key aspects of the
Neoclassical theory are that the aggregate production function displays diminishing
marginal returns when any one of the factors is increased on its own and constant
returns to scale when all factors are increased together (and in the same proportion).
To explain the meaning of these concepts more clearly, we will assume for simplicity
that human capital and physical capital can be combined into a single variable called
capital and that technology is held constant; we therefore focus on the effects of
changes in K or L. This is an appropriate simplification when dealing with the Neoclas-
sical theory since early versions of the theory focused on the importance of K and L;
changes in technology and human capital played very minor roles.

1. DIMINISHING MARGINAL RETURNS. To begin, suppose that the labour force
grows while the stock of capital remains constant. More and more people go to work
using a fixed quantity of capital. The amount that each new worker adds to total out-
put is called labour s marginal product. The operation of the law of diminishing mar-
ginal returns tells us that the employment of additional workers (or hours of work) will
eventually add less to total output than the previous worker did. In other words, each

Practise with Study Guide

Chapter 26, Exercise 2.

2 Natural resources (including land, forests, mineral deposits, etc.) are also important inputs to the produc-

tion process. We leave them out of this discussion only for simplicity.

law of diminishing

marginal returns The

hypothesis that if

increasing quantities of a

variable factor are applied

to a given quantity of fixed

factors, the marginal

product of the variable

factor will eventually

decrease.
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additional worker will sooner or later produce a diminishing marginal product. A sim-
ple production function is shown in Figure 26-6 and the law of diminishing marginal
returns is illustrated.

The law of diminishing returns applies to any factor that is varied while the other
factors are held constant. Hence, successive amounts of capital added to a fixed supply
of labour will also eventually add less and less to GDP.

According to the law of diminishing marginal returns, whenever equal increases of
one factor of production are combined with a fixed amount of another factor, the
increment to total production will eventually decline.

FIGURE 26-6 The Aggregate Production Function and Diminishing Marginal Returns

Units of Average Product Marginal Product
Units of Output of Labour of Labour
Labour (GDP) (GDP/L) (*GDP/*L)

(1) (2) (3) (4)

1 12.0 12.0

2 17.0 8.5

5.0

3 20.8 6.9

3.8

4 24.0 6.0

3.2

5 26.8 5.4

2.8

6 29.4 4.9

2.6

7 31.9 4.6

2.5

8 34.0 4.2

2.1

9 36.0 4.0

2.0

10 37.9 3.8

1.9

With one input held constant, the other input has a declining 
average and marginal product. We have assumed a hypothetical
aggregate production function given by: GDP + 4*KL+; we have also
assumed that K is constant and equal to 9. Column 2 shows total
output as more of the variable factor, labour, is used with a fixed
amount of capital. Total output is plotted in part (i) of the figure.
Both the average product of labour and the marginal product of
labour decline continuously. They are plotted in part (ii) of the
figure.

Units of Labour

Total output

Average product

Marginal product

(i) Total output

U
n

it
s 

o
f 

O
u

tp
u

t

(ii) Marginal and average product of labour

2 104 6 8
10

15

20

25

30

35

40

20

1

Units of Labour

U
n

it
s 

o
f 

O
u

tp
u

t

10

12

4 6 8

2

3

4

5

6

7

8

9

10

11

26_raga_ch26.qxd  1/30/10  3:25 AM  Page 651



652 PART 9 : THE ECONOMY IN THE LONG RUN

2. CONSTANT RETURNS TO SCALE. The other main property of the Neoclassical
aggregate production function is that it displays constant returns to scale. Remember that
we are assuming for simplicity that labour and capital are the only two inputs. In that
setting, the amounts of labour and capital are both changed in equal proportion; with
constant returns to scale, total output will also change by that proportion. For example, if
L and K both increase by 10 percent, then GDP will also increase by 10 percent. [34]

Economic Growth in the Neoclassical Model Now that we understand
the properties of the aggregate production function, we can examine the predictions of
the Neoclassical growth theory. Recall the four fundamental sources of growth:

1. Growth in labour force

2. Growth in human capital

3. Growth in physical capital

4. Technological improvement

What does the Neoclassical theory predict will happen when each of these ele-
ments changes? In this section, we focus on the effects of labour-force growth and the
accumulation of physical and human capital (combined), holding constant the level of
technology. In the next section, we focus on technological change.

1. LABOUR-FORCE GROWTH. Over the long term, we can associate labour-force
growth with population growth (although in the short term, the labour force can grow
if participation rates rise even though the population remains constant). As more
labour is used, more output will be produced. For a given stock of capital, however, the
law of diminishing marginal returns tells us that sooner or later, each additional unit of
labour employed will cause smaller and smaller additions to GDP. Once both the mar-
ginal product and average product of labour are falling (with each additional incre-
ment to labour), we get an interesting result. Although economic growth continues in
the sense that total output is growing, material living standards are actually falling
because average GDP per person is falling (real GDP is growing more slowly than the
population). If we are interested in growth in living standards, we are concerned with
increasing real GDP per person.

constant returns to scale

A situation in which output

increases in proportion to

the change in all inputs as

the scale of production is

increased.

Practise with Study Guide

Chapter 26, Exercise 4 and

Extension Exercise E1.

In the Neoclassical growth model with diminishing marginal returns, increases in
population (with a fixed stock of capital) lead to increases in GDP but an eventual
decline in material living standards.

2. PHYSICAL AND HUMAN CAPITAL ACCUMULATION. Consider the accumulation
of both physical and human capital. Growth in physical capital occurs whenever
there is positive (net) investment in the economy. For example, if Canadian firms
produce $100 billion of capital goods this year, and only $20 billion is for the
replacement of old, worn-out equipment, then Canada s capital stock increases by
$80 billion.

How does human capital accumulate? Human capital has several aspects. One
involves improvements in the health and longevity of the population. Of course, these
are desired as ends in themselves, but they also have consequences for both the size
and the productivity of the labour force. There is no doubt that improvements in the
health of workers tend to increase productivity per worker-hour by cutting down on

26_raga_ch26.qxd  1/29/10  12:43 PM  Page 652



CHAPTER 26 : LONG-RUN ECONOMIC  GROWTH 653

illness, accidents, and absenteeism. A second aspect
of human capital concerns technical training from
learning to operate a machine or software program to
learning how to be a scientist. This training depends on
the current state of knowledge, and advances in knowl-
edge allow us not only to build more productive physi-
cal capital but also to create more effective human
capital. Also, the longer a person has been educated, the
more adaptable and, hence, the more productive in the
long run that person is in the face of new and changing
challenges.

The accumulation of capital either physical or
human affects GDP in a manner similar to population
growth. The law of diminishing marginal returns implies
that, eventually, each successive unit of capital will add
less to total output than each previous unit of capital.

There is, however, a major contrast with the case of
labour-force growth because it is output per person that
determines living standards, not output per unit of capital. Thus, for a constant popu-
lation, increases in the stock of physical or human capital always lead to increases in
living standards because output per person increases. However, because the increases
in capital are subject to diminishing marginal returns, successive additions to the econ-
omy s capital stock bring smaller and smaller increases in per capita output.

In the Neoclassical model, capital accumulation leads to improvements in living
standards, but because of the law of diminishing marginal returns, these improve-
ments become smaller with each additional increment of capital.

If capital and labour grow at the same rate, GDP will increase. But in the Neoclas-
sical growth model with constant returns to scale, such balanced growth will not
lead to increases in per capita output and therefore will not generate improvements
in living standards.

Increases in the amount and quality of physical capital
lead to improvements in the productivity of labour. These
productivity improvements raise material living standards,
as measured by real per capita GDP.

3. BALANCED GROWTH WITH CONSTANT TECHNOLOGY. Now consider what hap-
pens if labour and capital (both human and physical capital) grow at the same rate.
This is what economists call balanced  growth. In this case, the Neoclassical assump-
tion of constant returns to scale means that GDP grows in proportion to the increases
in inputs. For example, if capital and labour both increase by 2 percent per year, then
GDP also increases by 2 percent per year. As a result, per capita output (GDP/L)
remains constant. Thus, balanced growth in labour and capital leads to growth in total
GDP but unchanged per capita GDP.

This balanced growth is not, however, the kind of growth that concerns people
interested in explaining rising living standards. Since increases in living standards are
determined largely by increases in per capita output, it is clear that balanced growth is
unable to explain rising living standards.

The Neoclassical growth theory predicts that growth in the labour force leads to
declining per capita income, and capital accumulation leads to ever-diminishing
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growth rates of per capita income. Even increases in labour and capital together cannot
explain increases in per capita income. What we observe in many countries around the
world, however, is sustained growth in real per capita incomes. How does the Neoclas-
sical theory explain this observation, if not through growth in labour or capital? The
answer is technological change, to which we now turn.

The Importance of Technological Change In Neoclassical growth theory,
technological change is assumed to be exogenous that is, it is not explained by the
theory itself. This is an important weakness of the theory because it means that the
theory is unable to explain perhaps the most important determinant of long-run
improvements in living standards. For now we focus on the importance of technologi-
cal change itself and on how it might be measured. In the next section we move beyond

Neoclassical growth theory and see some more modern
theories designed to explain the sources of technological
change.

New knowledge and inventions can contribute
markedly to the growth of potential output, even with-
out capital accumulation or labour-force growth. To
illustrate this point, suppose the proportion of a soci-
ety s resources devoted to the production of capital
goods is just sufficient to replace capital as it wears
out. If the old capital is merely replaced in the same
form, the capital stock will be constant, and there will
be no increase in the capacity to produce. However, if
there is a growth of knowledge so that as old equip-
ment wears out it is replaced by different and more
productive equipment, then productive capacity will
be growing.

The increase in productive capacity created by
installing new and better capital goods is called
embodied technical change. This term reflects the idea
that technological improvements are contained in the
new capital goods. Thus, even if the quantity of capital
may be unchanged, improvements in its quality lead to
increases in the economy s productive capacity. Embod-
ied technical change has been enormously important
through history and continues to be important today.
Consider how improvements in the quality of airplanes
have revolutionized transportation over the past 50
years, or how improvements in the quality of electronics
have revolutionized communications over the same
period. Indeed, once you start thinking about embodied
technical change, you see many examples of it around
you on a daily basis.

Less obvious but nonetheless important are techni-
cal changes that are embodied in human capital. These
are changes that result from a better-educated, more
experienced labour force; better management practices
and techniques; improved design, marketing, and orga-
nization of business activities; and feedback from user
experience leading to product improvement.

654 PART 9 : THE ECONOMY IN THE LONG RUN

embodied technical

change Technical change

that is intrinsic to the

particular capital goods 

in use.

Many improvements in technology are embodied in the capi-
tal stock, making it difficult to estimate the change in technol-
ogy independently from the change in the capital stock. Each
computer above is a single machine, yet the new laptop has
far more capabilities than the 25-year old desktop because of
its embodied technological advances.
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Many innovations are embodied in either physical or human capital. These inno-
vations cause continual changes in the techniques of production and in the nature
of what is produced. Embodied technical change leads to increases in potential
output even if the amounts of labour and capital are held constant.

Not all technological change is embodied in capital. Examples of disembodied
technical change include the development of new materials and production processes;
both are examples in which technological improvement allows for more output to be
produced from the same capital and labour. However, such disembodied technological
changes often get quickly embodied in capital as machines or skills are modified to
incorporate the latest developments. Thus, distinguishing precisely between embodied
and disembodied technological change is often difficult.

We have been discussing the benefits of technological change in terms of raising
overall living standards. Ever since the Industrial Revolution, however, some workers
have feared the effects of technological change. Technological change, after all, is often
responsible for workers losing their jobs as employers replace less efficient labour with
more efficient equipment. Lessons from History 26-1 examines the relationship
between technological progress and changes in employment. The main lesson we learn
is that technological change over the years has created far more jobs than it has
destroyed.

Can We Measure Technological Change? Technological change is obvi-
ously important. You need only look around you at the current products and pro-
duction methods that did not exist a generation ago, or even a few years ago, to
realize how the advance of technology changes our lives. But how much does tech-
nology change? Unfortunately, technology is not something that is easily measured
and so it is very difficult to know just how important it is to the process of economic
growth.

In 1957, Robert Solow, an economist at MIT who was awarded the Nobel Prize
30 years later for his research on economic growth, attempted to measure the amount
of technical change in the United States. He devised a way to infer from the data (under
some assumptions about the aggregate production function) how much of the observed
growth in real GDP was due to the growth in labour and capital and how much was
due to technical change. His method led to the creation of what is now called the

Solow residual.  The Solow residual is the amount of growth in GDP that cannot be
accounted for by growth in the labour force or by growth in the capital stock. Since
Solow was thinking about changes in GDP as having only three possible sources
changes in capital, changes in labour, and changes in technology the residual  was
naturally interpreted as a measure of technical change.

Today, economists do not view the Solow residual as a precise estimate of the
amount of technical change. One reason is that much technical change is known to be
embodied in new physical and human capital. Thus, capital accumulation and techno-
logical change are inherently connected. For example, imagine a firm that adds to its
stock of capital by purchasing two new computers. These new computers embody the
latest technology and are more productive than the firm s existing computers. In this
case, there has been an increase in the capital stock but there has also been an
increase though not easily measured in the level of technology. Solow s method
would attribute all the change in (embodied) technology to the change in the capital
stock, even though we know that a technological change has taken place. Thus, in the
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presence of embodied technical change that gets measured as increases in capital, the
Solow residual is, at best, an underestimate of the true amount of technological change.

Despite these problems, Solow s method of growth accounting  and the Solow
residual are still widely used by economists in universities and government. The Solow
residual often goes by another name the rate of growth of total factor productivity
(TFP).

From time immemorial people have observed that techno-
logical change destroys particular jobs and have worried
that it will destroy jobs in general. Should they worry?

Technological change does destroy particular jobs.
When water wheels were used to automate the produc-
tion of cloth in twelfth-century Europe, there were riots
and protests among the workers who lost their jobs. A
century ago, 50 percent of the labour force in North
America and Europe was required to produce the
required food. Today, less than 5 percent of the labour
force is needed in the high-income countries to feed all
their citizens. In other words, out of every 100 jobs that
existed in 1900, 50 were in agriculture and 45 of those
were destroyed by technological progress over the
course of the twentieth century.

Just as technological change destroys some jobs, it
also creates many new jobs. The displaced agricultural
workers did not join the ranks of the permanently
unemployed although some of the older ones may
have, their children did not. Instead they, and their chil-
dren, took jobs in manufacturing and service industries
and helped to produce the mass of new goods and
services such as automobiles, refrigerators, computers,
and foreign travel that have raised living standards
over the century.

Worries that technological change will cause gen-
eral unemployment have been recorded for centuries,
but, so far at least, there is no sign that those displaced
by technological change (or their children) are being

forced into the ranks of the permanently unemployed.
Over all of recorded history, technological change has
created more jobs than it has destroyed.

But how about today? Aren t there good reasons to
be more afraid of technological change now than in the
past? Modern technologies have two aspects that worry
some observers. First, they tend to be knowledge inten-
sive. A fairly high degree of literacy and numeracy, as well
as familiarity with computers, is needed to work with
many of these new technologies. Second, through the
process of globalization, unskilled workers in advanced
countries have come into competition with unskilled
workers everywhere in the world. Both of these forces are
decreasing the relative demand for unskilled workers in
developed countries and have led to falling relative wages
for unskilled workers in countries like Canada. If labour
markets are insufficiently flexible, this change in relative
demand may also lead to some structural unemployment.

For these reasons, some people blame the high unem-
ployment rates in Europe (and to a lesser extent, in
Canada) on the new technologies. This is hard to recon-
cile, however, with the fact that the lowest unemploy-
ment rates in the industrialized countries have (until very
recently) been recorded in the United States, the most
technologically dynamic of all countries. This suggests
that the cause of high European unemployment rates
may be not enough technological change and too much
inflexibility in labour markets rather than too much
technological change.

LESSONS FROM HISTORY 26-1

Should Workers Be Afraid of Technological Change?

w w w. m y e c o n l a b . c o m

The aging of Canada s baby-boom generation over the next three decades will
lead to a reduction in Canadian economic growth and will produce challenges
for Canadian governments. For more details, see The Economic and Fiscal

Challenges of Population Aging in the Additional Topics section of this book s
MyEconLab.

ADDITIONAL TOPICS
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26.3 New Growth Theories

In recent years, economists have developed new theories of economic growth that go
beyond the established Neoclassical theory based on diminishing marginal returns and
exogenous technical change. Economic growth is an active area of research in which
there is considerable debate over whether new theories are necessary, or whether
the established theories do an adequate job of explaining the process of long-term
economic growth.

In this section, we give a brief discussion of two strands of this new research
models that emphasize endogenous technological change and models based on increas-
ing marginal returns.

Endogenous Technological Change

In Neoclassical growth theory, innovation increases the amount of output producible
from a given level of factor inputs. But this innovation is itself unexplained. The
Neoclassical model thus views technological change as exogenous. It has profound
effects on economic variables but it is not itself influenced by economic causes. It just
happens.

Yet research by many scholars has established that technological change is respon-
sive to such economic signals as prices and profits; in other words, it is endogenous to
the economic system. Though much of the earliest work on this issue was done in
Europe, the most influential overall single study was by an American, Nathan Rosen-
berg, whose trailblazing 1982 book Inside the Black Box: Technology and Economics
argued this case in great detail.

Technological change stems from research and development
and from innovating activities that put the results of R&D into
practice. These are costly and highly risky activities, undertaken
largely by firms and usually in pursuit of profit. It is not surpris-
ing, therefore, that these activities respond to economic incen-
tives. If the price of some particular input, such as petroleum or
skilled labour, goes up, R&D and innovating activities may be
directed to altering the production function to economize on
these expensive inputs. This process is not simply a substitution of
less expensive inputs for more expensive ones within the confines
of known technologies; rather, it is the development of new tech-
nologies in response to changes in relative prices.

There are several important implications of this new under-
standing that, to a great extent, growth is achieved through costly,
risky, innovative activity that often occurs in response to eco-
nomic signals.

Learning by Doing The pioneering theorist of innovation,
Joseph Schumpeter (1883 1950), developed a model in which
innovation flowed in one direction from a pure discovery
upstream,  to more applied R&D, then to working machines,

and finally to output downstream.
In contrast, modern research shows that innovation involves

a large amount of learning by doing  at all of its stages. (We dis-
cuss this kind of learning in more detail in Chapter 33.) What is

Japanese auto firms developed an early advan-
tage over their North American competitors by
involving their production departments in all
stages of the design process.
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learned downstream then modifies what must be done upstream. The best innovation-
managing systems encourage such feedback  from the more applied steps to the purer
researchers and from users to designers.

This interaction is illustrated, for example, by the differences that existed for many
years between the Japanese automobile manufacturers and their North American com-
petitors in the handling of new models. North American design was traditionally cen-
tralized: Design production teams developed the overall design and then instructed
their production sections and asked for bids from parts manufacturers to produce
according to specified blueprints. As a result, defects in the original design were often
not discovered until production was underway, causing many costly delays and rejec-
tion of parts already supplied. In contrast, Japanese firms involved their design and
production departments and their parts manufacturers in all stages of the design
process. Parts manufacturers were not given specific blueprints for production; instead,
they were given general specifications and asked to develop their own detailed designs.
As they did so, they learned. They then fed information about the problems they were
encountering back to the main designers while the general outlines of the new model
were not yet finalized. As a result, the Japanese were able to design a new product
faster, at less cost, and with far fewer problems than were the North American firms. In
recent years, however, the North American automotive firms have adopted many of
these Japanese design and production methods.

Knowledge Transfer The diffusion of technological knowledge from those who
have it to those who want it is not costless (as it was assumed to be in Schumpeter s
model). We often tend to think that once a production process is developed, it can eas-
ily be copied by others. In practice, however, the diffusion of new technological knowl-
edge is not so simple. Firms need research capacity just to adopt the technologies
developed by others. Some of the knowledge needed to use a new technology can be
learned only through experience by plant managers, technicians, and operators.

For example, research has shown that most industrial technologies require tech-
nology-specific organizational skills that cannot be embodied  in the machines them-
selves, instruction books, or blueprints. The needed knowledge is tacit in the sense that
it cannot be taught through books and can be acquired only by experience much like
driving a car or playing a video game. Acquiring tacit knowledge requires a deliberate
process of building up new skills, work practices, knowledge, and experience.

The fact that diffusion is a costly and time-consuming process explains why new
technologies take considerable time to diffuse, first through the economy of the origi-
nating country and then through the rest of the world. If diffusion were simple and vir-
tually costless, the puzzle would be why technological knowledge and best industrial
practices did not diffuse very quickly. As it is, decades can pass before a new technolog-
ical process is diffused everywhere that it could be employed.

Market Structure and Innovation Because it is highly risky, innovation is
encouraged by strong rivalry among firms and discouraged by monopoly practices.
Competition among three or four large firms often produces much innovation, but a
single firm, especially if it serves a secure home market protected by trade barriers,
often seems much less inclined to innovate. The reduction in trade barriers over the
past several decades and the increasing globalization of markets as a result of falling
transportation and communication costs have increased international competition.
Whereas one firm in a national market might have had substantial monopoly power
three or four decades ago, today it is more likely to be in intense competition with
firms based in other countries. This greater international competition may lead to more
innovation.
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An important implication of this general idea is that policies that make firms more
competitive either by lowering protective tariffs or by reducing domestic regulations
that hamper competition are likely to have a positive effect on the amount of innova-
tion and thus on an economy s rate of growth of productivity. This is a central conclusion
in The Power of Productivity, an influential book published in 2004 by William Lewis.

Shocks and Innovation One interesting consequence of endogenous technical
change is that shocks that would be unambiguously adverse to an economy operating
with fixed technology can sometimes provide a spur to innovation that proves a bless-
ing in disguise. A sharp rise in the price of one input can raise costs and lower the value
of output per person for some time. But it may lead to a wave of innovations that
reduce the need for this expensive input and, as a side effect, greatly raise productivity.
One example is the development of fuel-efficient automobiles following large increases
in the world price of oil in the 1970s.

Sometimes individual firms will respond differently to the same economic signal.
Sometimes those that respond by altering technology will do better than those that
concentrate their efforts on substituting within the confines of known technology. For
example, in The Competitive Advantage of Nations, Harvard economist Michael
Porter tells the story of the consumer electronics industry, in which some U.S. firms
moved their operations abroad to avoid high, rigid labour costs. They continued to use
their existing technology and went where labour costs were low enough to make that
technology pay. Their Japanese competitors, however, stayed at home. They innovated
away most of their labour costs and then built factories in the United States to replace
the factories of U.S. firms that had gone abroad!

Increasing Marginal Returns

We saw earlier that Neoclassical theories of economic growth assume that investment
in capital is subject to diminishing marginal returns. New growth theories emphasize
the possibility of increasing returns that remain for considerable periods of time: As
investment in some new area, product, or production technology proceeds through
time, new increments of investment are more productive than previous increments.
Economists have noted a number of sources of increasing marginal returns. These fall
under the two general categories of market-
development costs and knowledge.

Market-Development Costs For three
reasons, there may be important costs associ-
ated with the initial development of the market.
These costs result in increasing marginal
returns to investment.

1. Investment in the early stages of develop-
ment of a country, province, or town may
create new skills and attitudes in the work-
force that are then available to all subse-
quent firms, whose costs are therefore lower
than those encountered by the initial firms.
(For those who have studied microeconom-
ics, the early firms are conferring a positive
externality on those who follow them, as
described in Chapter 16.)

The development of the electric car has been expensive for those
companies involved at early stages. As a result, there may be signi-
ficant advantages to other firms who follow the pioneers.
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2. Each new firm may find the environment more and more favourable to its invest-
ment because of the physical infrastructure that has been created by those who
came before.

3. The first investment in a new product will encounter countless production prob-
lems that, once overcome, cause fewer problems to subsequent investors.

In each of these examples, the returns to later investment are greater than the returns
to the same investment made earlier for the simple reason that the economic environment
becomes more fully developed over time. Early firms must incur costs in order to develop
various aspects of the market, but some benefits of this development are then reaped by
later firms that need not incur these costs. As a result, the investment returns for follow-
ers  can be substantially greater than the investment returns for pioneers.  In short,
doing something really new is difficult, whereas making further variations on an
accepted and developed new idea becomes progressively easier over time.

Another important issue concerns the behaviour of customers. When a new prod-
uct is developed, customers will often resist adopting it, both because they may be con-
servative and because they know that new products often experience growing pains.
Customers also need time to learn how best to use the new product they need to do
what is called learning by using.  And it may take time and using experience  before
producers get all the bugs out of the design of new products.

Slow acceptance of new products by customers is not necessarily irrational. When
a sophisticated new product comes on the market, no one is sure if it will be a success,
and the first customers to buy it take the risk that the product may subsequently turn
out to be a failure. They also incur the costs of learning how to use it effectively. Many
potential users take the not unreasonable attitude of letting others try a new product,
following only after the product s success has been demonstrated. This makes the early
stages of innovation especially costly and risky.

Successive increments of investment associated with an innovation often yield a
range of increasing marginal returns as costs that are incurred in earlier investment
expenditure provide publicly available knowledge and experience and as customer
attitudes and abilities become more receptive to new products.

Knowledge An even more fundamental aspect of the
new growth theories is the shift from the economics of
goods to the economics of ideas. Physical goods, such as
factories and machines, exist in one place at one time.
This has two consequences. First, when physical goods
are used by someone, they cannot be used by someone
else. Second, if a given labour force is provided with
more and more physical objects to use in production,
sooner or later diminishing marginal returns will be
encountered.

Ideas have different characteristics. Once someone
develops an idea, it is available for use by everyone
simultaneously. Ideas can be used by one person without
reducing their use by others. For example, if one firm
uses a truck, another firm cannot use it at the same time;
but one firm s use of a revolutionary design for a new
suspension system on a truck does not prevent other

A computer is a private good because if I own it then you cannot
also own it. But the knowledge required to build the computer is a
public good. And knowledge, unlike traditional factors of produc-
tion, is not necessarily subject to the law of diminishing returns.
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firms from using that design as well. Ideas are often not subject to the same use restric-
tions as goods. (For those who have studied microeconomics, some knowledge has
aspects that make it a public good, as we discussed in Chapter 16.) Ideas are also not
necessarily subject to diminishing marginal returns. As our knowledge increases, each
increment of new knowledge does not inevitably add less to our productive ability than
each previous increment.

New growth theories stress the importance of ideas in producing what is called
knowledge-driven growth. New knowledge provides the input that allows investment
to produce increasing rather than diminishing marginal returns. Because there are no
practical limits to human knowledge, there need be no immediate boundaries to find-
ing new ways to produce more output by using less of all inputs.

Neoclassical growth theories gave economics the name the dismal science  by
emphasizing diminishing marginal returns under conditions of given technology.
The new growth theories are more optimistic because they emphasize the unlim-
ited potential of knowledge-driven technological change.

Probably the most important contrast between these new theories and the
Neoclassical theory concerns investment and income. In the Neoclassical model,
diminishing marginal returns to investment imply a limit to the possible increase of
per capita GDP. In the new models, investment alone can hold an economy on a

sustained growth path  in which per capita GDP increases without limit, provided
that the investment embodies the results of continual advances in technological
knowledge.

26.4 Are There Limits to Growth?

Many opponents of growth argue that sustained world growth is undesirable; some
argue that it is impossible. The idea that economic growth is limited by nature is not
new. In the early 1970s, a group called the Club of Rome  published a book entitled
The Limits to Growth, which focused on the limits to
growth arising from the finite supply of natural
resources. Extrapolating from the oil shortages
caused by the OPEC cartel, the Club of Rome con-
cluded that industrialized countries faced an immi-
nent absolute limit to growth. Do such limits really
exist? We now discuss the two issues of resource
exhaustion and environmental degradation.

Resource Exhaustion

The years since the Second World War have seen a
rapid acceleration in the consumption of the world s
resources, particularly fossil fuels and basic miner-
als. World population has increased from fewer
than 2.5 billion to more than 6 billion in that period;

The development of the Alberta oil sands has significantly
increased Canada s oil-production capacity. At the same time,
it has raised concerns regarding environmental degradation,
including substantial emissions of greenhouse gases.

See the United Nations

website for international

data on economic

development: www.un.org.

Click on Economic and

Social Development  and

then go to Statistics.
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this increase alone has intensified the demand for the world s resources. Furthermore,
as people attain higher incomes, they consume more resources. Thus, not only are
there more people in the world, but many of those people are consuming increasing
quantities of resources.

The resources available today could not possibly support all of the world s
population at a standard of living equal to that of the average Canadian family at
least, not at the current level of technological development. Our current resources
and our present capacity to cope with pollution and environmental degradation
are insufficient to accomplish this rise in global living standards with present
technology.

Most economists, however, agree that absolute limits to growth, based on the
assumptions of constant technology and fixed resources, are not relevant. As empha-
sized by the new growth theories we discussed in the previous section, technology
changes continually, as do the available stocks of resources. For example, 75 years
ago, few would have thought that the world could produce enough food to feed its
present population of 6 billion people, let alone the 10 billion at which the popula-
tion is projected to stabilize sometime later this century. Yet significant advances in
agricultural methods make this task now seem feasible. Further, while existing
resources are being depleted, new ones are constantly being discovered or developed.
One example is the development of the Alberta oil sands. In the early 1970s, this
resource appeared to be far too expensive to develop and therefore an unlikely source
of economical oil. Almost four decades later, after considerable technological
improvement, the oil sands now rank among the world s largest reserves of econom-
ical petroleum.

Another consideration relates to both resource use and technological progress.
Along with advances in technological knowledge typically comes an increase in the
economy s resource efficiency a reduction in the amount of resources needed to pro-
duce one unit of output. In Canada, for example, an average dollar of real GDP is
currently produced with nearly 40 percent less energy than was the case in 1978, and
if we focus just on petroleum use, the improvement in efficiency is almost 50 percent.
More generally, every dollar s worth of real GDP produced in the world has used
steadily fewer and fewer resources over the past century, in a process often called the

de-materialization  of production. Such improvements in resource efficiency do not
eliminate the concerns about resource exhaustion, but they do underline the impor-
tance of recognizing the role of technological change when considering limits to
economic growth.

Technology is constantly advancing, and many things that seemed impossible a
generation ago will be commonplace a generation from now. Such technological
advance makes any absolute limits to economic growth less likely.

Yet there is surely cause for some concern. Although many barriers can be over-
come by technological advances, such achievements are not instantaneous and are cer-
tainly not automatic. There is a critical problem of timing: How soon can we discover
and put into practice the knowledge required to solve the problems that are made ever
more imminent by the growth in the population, the affluence of the rich nations, and
the aspirations of the billions who now live in poverty? There is no guarantee that a
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whole generation will not be caught in transition between technologies, with enormous
social and political consequences.

A final point worth noting is that the extent of resource depletion is not some-
thing that just happens.  Since natural resources are typically owned by the public,
government policy can be used to influence the rate of resource extraction if that
objective is deemed to be appropriate. If we fail to protect some key natural
resources, it will not be because we lacked the ability or the technology to do so,
only that we lacked the political will to make contentious and difficult decisions
decisions that may nonetheless be in our long-run interests.

Environmental Degradation

A much more important problem associated with economic growth is the generation
of pollution and the degradation of our natural environment. Air, water, and soil are
polluted by a variety of natural activities, and, for billions of years, the environment
has coped with them. The Earth s natural processes had little trouble coping with
the pollution generated by its 1 billion inhabitants in 1800. But the 6 billion people
who now exist put such extreme demands on the Earth s ecosystems that there are
now legitimate concerns about environmental sustainability.  Smoke, sewage,
chemical waste, hydrocarbon and greenhouse-gas emissions, spent nuclear fuel, and
a host of other pollutants threaten to overwhelm the Earth s natural regenerative
processes.

Conscious management of pollution was unnecessary when the world s popula-
tion was 1 billion people, but such management has now become a pressing
matter.

Reducing the extent of environmental degradation, however, is different from
advocating an anti-growth  position. To put it differently, there is nothing inconsis-
tent about an economy displaying both high rates of economic growth and active envi-
ronmental protection. As students of microeconomics will recognize, an important part
of a policy designed to reduce the extent of environmental degradation is to get pol-
luters (firms or households) to face the full cost of their polluting activities especially
the external costs that their activities impose on society. This often involves levying
some form of tax on polluters for every unit of pollution emitted. Although such poli-
cies, if stringently enforced, will lead to output reductions in specific industries, they
need not lead to reductions in the overall level of economic activity. And long-run eco-
nomic growth is related to growth in the overall level of economic activity, not to the
growth of specific industries.

Furthermore, many technological advances reduce the amount of pollution per
unit of output and also reduce the costs of dealing with whatever pollution
remains. Rich, advanced economies, such as Canada, the United States, and the
European Union, create less pollution per dollar of GDP and find it easier to bear
the cost of pollution clean-up than do poorer, less technologically advanced
economies.
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None of this implies that environmental issues are not serious. It is possible that
our management of these issues will be sufficiently inadequate that growth will be
impaired and our living standards will suffer by significant amounts. If this happens, it
will probably not be because we lacked the technology or know-how to solve these
problems once they were recognized. If we do create environmental disasters, more
likely it will be because we failed to respond quickly enough (if at all) to the growing
dangers as they were occurring.

Some scientists believe, for example, that we may already be too late to reverse
the forces leading to global warming and that dramatic changes in sea level are now a
virtual certainty at some point in the not-too-distant future. Others argue that it is not
too late to take significant actions that would reduce the extent of global warming.
Concerted global actions and considerable political will in many countries must be
part of the solution. Applying Economic Concepts 26-3 explores in more detail the
problem of climate change caused by greenhouse-gas emissions associated with the
burning of fossil fuels.

Conclusion

The world faces many problems. Starvation and poverty are the common lot of citizens
in many countries and are not unknown even in such countries as Canada and the
United States, where average living standards are very high. Growth has raised the
average citizens of advanced countries from poverty to plenty in the course of two
centuries a short time in terms of human history. Further growth is needed if people

Though the underlying cause of the rising global tem-
peratures observed over the past century is still
debated, the bulk of the scientific evidence points to a
clear causal link. The burning of fossil fuels leads to the
emission of carbon dioxide and other greenhouse
gases,  which accumulate in the atmosphere and
remain there for many years. This rising atmospheric
concentration of gases acts like a greenhouse to lock
in the sun s warmth, thus increasing average global
temperature.

As a result of this global warming,  the polar ice
caps have been melting significantly, the world s deserts
have been gradually increasing in size, and extreme
weather events are becoming more frequent and severe.
The melting of the Antarctic and Greenland ice caps is
predicted to cause a significant increase in sea level,
with potentially catastrophic effects for the many highly
populated island and coastal regions of Asia and Africa.
The creeping desertification and changing rainfall pat-
terns are predicted to cause significant reductions in
agricultural productivity, especially in the developing
countries. The effects of climate change will be felt by
people in many countries, but the most dramatic effects

are likely to be experienced in the lowest-income coun-
tries least prepared to shoulder the burden.

The world s annual emissions of greenhouse gases
have been increasing steadily, broadly in line with the
growth of the world economy. In the absence of policies
aimed at reducing these emissions, they are predicted to
increase by approximately 100 percent by 2050. Yet the
weight of scientific evidence suggests that in order to
stabilize the atmospheric concentration of greenhouse
gases (at a level well above today s), and thus to stabi-
lize the Earth s average temperature (at a level 1 2 C
above today s average temperature), annual emissions
will need to fall by 80 90 percent from current levels by
2050. Achieving such reductions will certainly affect the
world s economic growth.

What is the connection between global warming and
economic growth? First, modern economic growth is a
central cause of global warming. Since energy is an impor-
tant input to production for most goods and services, and
since the burning of fossil fuels is one of the most efficient
ways to produce energy, it is not surprising that a close
relationship exists between the growth of real GDP and
the growth of greenhouse-gas emissions. But reducing

APPLYING ECONOMIC CONCEPTS 26-3

Climate Change and Economic Growth
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in developing countries are to escape material poverty, and further growth would help
advanced countries to deal with many of their pressing economic problems.

Rising population and rising per capita consumption, however, put pressure on the
world s natural ecosystems, especially through the many forms of pollution. Further
growth must be sustainable growth, which must in turn be based on knowledge-driven
technological change. Past experience suggests that new technologies will use less of all
resources per unit of output. But if they are to dramatically reduce the demands placed
on the Earth s ecosystems, price and policy incentives will be needed to direct techno-
logical change in more environmentally friendly  ways. Just as present technologies
are much less polluting than the technologies of a century ago, the technologies of the
future must be made much less polluting than today s.

w w w . m y e c o n l a b . c o m

Many of the insights about the determinants of economic growth that we
explored in this chapter apply also to economic growth in the developing
countries. But the developing countries also have some unique economic and
institutional challenges, some which have plagued them for many years. For a
detailed discussion, look for Challenges Facing the Developing Countries in the
Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

emissions by reducing world GDP is probably both unre-
alistic and undesirable. As the world s population contin-
ues to grow, and the people of the developing world strive
to increase their per capita incomes to levels closer to
ours, there will inevitably be a rise in global GDP.

The more realistic way to reduce greenhouse-gas
emissions is to reduce our reliance on energy and, in
particular, our reliance on those forms of energy that
release greenhouse gases into the atmosphere. Most
economists argue that any effective policy to reduce the
world s emissions of greenhouse gases must involve
placing a price on the emission of greenhouse gases,
either through a direct tax (such as a carbon tax ) or
by directly restricting the amount of total emissions and
then allowing the distribution of emissions among firms
to be determined through the trading of costly emissions
permits (a cap-and-trade  system). Either policy
approach will increase the cost associated with emitting
greenhouse gases and thus will create incentives for
firms and households to use non-emitting forms of
energy. Incentives will also be created for the further
development of non-emitting energy sources such as
solar, wind, nuclear, and hydro electricity.

Since these policies will be effective only by imposing
costs on firms and households, their use will highlight a

second connection between economic growth and global
warming. These higher costs will lead to the adoption of
cleaner energy systems and thus a reduction of green-
house-gas emissions, but they will also lead to a reduction
in the growth rate of real GDP. Current estimates suggest
that reducing Canadian greenhouse-gas emissions by
approximately 20 percent from current levels by 2020
would lead to a reduction in real GDP by between 4 and 8
percent from the level that would otherwise exist in 2020.
This implies a reduction in the growth rate of real GDP
over this period of approximately 0.5 percent per year.

Policymakers are thus faced with difficult choices.
First, they must estimate the costs to the economy of
taking the business as usual  approach and thus expe-
riencing the predicted changes in the world climate over
the next several decades. Then they must estimate the
costs associated with taking aggressive policy actions
designed to dramatically reduce the emission of green-
house gases. Finally, they need to choose a policy
approach, appropriately weighing the costs of inaction
against the costs of action. These will be very difficult
decisions to make, partly because of the uncertainty sur-
rounding the impact of any policies and partly because
of the considerable political pressures generated by
advocates on both sides of the debate.
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Summary

Sustained increases in real GDP are due mainly to eco-
nomic growth, which continuously pushes the Y* curve
outward, thereby increasing potential output.
Growth is frequently measured by the growth rate of
potential real GDP per person. The cumulative effects of
even small differences in growth rates become very large
over periods of a decade or more.
The most important benefit of growth lies in its contri-
bution to the long-run struggle to raise average living
standards and to escape poverty. Growth also facilitates
the redistribution of income among people.

Growth, though often beneficial, is never costless. The
opportunity cost of growth is the diversion of resources
from current consumption to capital formation. For
individuals who are left behind in a rapidly changing
world, the costs are higher and more personal.
There are four fundamental determinants of growth:
increases in the labour force; increases in physical capi-
tal; increases in human capital; and improvements in
technology.

26.1 The Nature of Economic Growth L12

26.2 Established Theories of Economic Growth L 3

The long-run relationship among saving, investment,
and economic growth is most easily observed in the
market for loanable funds, in which the interest rate is
determined by the equality of desired investment and
desired national saving.
Increases in the supply of national saving will reduce the
interest rate and encourage more investment by firms,
thus increasing the rate of growth of potential output.
Increases in the demand for investment will increase the
interest rate and encourage an increase in household
saving. The higher saving (and investment) in equilib-
rium leads to a higher growth rate of potential output.
Neoclassical growth theory assumes an aggregate pro-
duction function that displays diminishing marginal
returns (when one factor is changed in isolation) and
constant returns to scale (when all factors are changed
in equal proportions).

In a balanced growth path, the quantity of labour, the
quantity of capital, and real GDP all increase at a con-
stant rate. But since per capita output is constant, living
standards are not rising.
Changes in output that cannot be accounted for by
changes in the levels of physical and human capital and
in the size of the labour force are defined to be growth
in total factor productivity (TFP). Although it is some-
times associated with technological change, TFP does
not measure all of such change because much of it is
embodied in new physical and human capital.
In the Neoclassical growth model, technological change
is assumed to be exogenous unaffected by the size of
the labour force, the size of the capital stock, or the level
of economic activity.

26.3 New Growth Theories L4

Unlike the Neoclassical growth theory, new growth the-
ories emphasize endogenous technological change that
responds to market signals, such as prices and profits.
In particular, shocks that would be adverse in a setting
of fixed technology may provide a spur to innovation
and result in technological improvements.
New growth theories also suggest that investment
embodying new technologies may be subject to increas-
ing rather than diminishing marginal returns.

Investment that embodies a continuing flow of new
technologies can explain ongoing growth in per capita
incomes caused by capital accumulation a phenome-
non difficult to explain with the Neoclassical growth
model.
Knowledge is an important input to the production
process and, because it is a public good that can be used
simultaneously by many, may not be subject to dimin-
ishing marginal returns.

There is no guarantee that the world will solve the problems of sustainable growth,
but there is nothing in modern growth theory and existing evidence to suggest that
such an achievement is impossible.
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26.4 Are There Limits to Growth? L5

The critical importance of increasing knowledge and
new technology to the goal of sustaining growth is high-
lighted by the great drain on existing natural resources
that has resulted from the explosive growth of popula-
tion and output in recent decades. Without continuing
technological change, the present needs and aspirations
of the world s population cannot come anywhere close
to being met.
Rising population and rising real incomes place pressure
on resources. Technological improvements, however, lead
to less resource use per unit of output produced and also
to the discovery and development of new resources.

The increase in population has similar effects on pollu-
tion: The Earth s environment could cope naturally with
much of human pollution 200 years ago, but the present
population is so large that pollution has outstripped
nature s coping mechanisms.
Although problems associated with environmental
degradation have been surmounted in the past, there is
no guarantee that the ones now being encountered, such
as the effects of global warming, will become objects of
policy attention before the effects can be reversed.

Key Concepts
The cumulative nature of growth
Benefits and costs of growth
The market for loanable funds and the

equilibrium interest rate
Saving, investment, and growth
Neoclassical growth theory

Endogenous technical change
Increasing marginal returns to

investment
The economics of goods and of ideas
Resource depletion and pollution

The aggregate production function
Diminishing marginal returns
Constant returns to scale
Balanced growth
Total factor productivity

Study Exercises

1. Fill in the blanks to make the following statements
correct.

a. Long-run, sustained increases in real GDP are the
result of increases in potential output, which we
call __________.

b. Increases in living standards are possible with
increases in real __________.

c. The primary cost of economic growth is the sacri-
fice of current __________ in exchange for invest-
ment that raises future __________.

d. The four fundamental determinants of growth are

 __________
 __________
 __________
 __________

2. Fill in the blanks to make the following statements
correct.

a. An increase in the interest rate leads to a(n)
__________ in the amount of national saving
because households reduce their __________.

b. An increase in the interest rate leads firms to
__________ their amount of desired investment.

c. In the long run, with output equal to potential,
equilibrium in the market for loanable funds deter-
mines the interest rate as well as the amount of
__________ and __________ in the economy.

d. Following a shift in either the supply of national
saving or the demand for investment, there will be
a change in both the equilibrium __________ and
the amount of __________ in the economy.

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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e. An increase in the amount of the economy s
resources devoted to __________ leads to an
increase in the growth rate of __________.

3. Fill in the blanks to make the following statements
correct.

a. An important aspect of Neoclassical growth theory
is that changes in the supply of one factor, all else
held constant, imply eventually __________ mar-
ginal returns to that factor.

b. In Neoclassical growth theory, an increase in the
labour force __________ total output and
__________ the level of per capita output.

c. When a new harvesting machine replaces an old
harvesting machine on a farm and is more produc-
tive than the old one, we say there has been
__________ technical change.

d. Some new growth theories are based on the
assumption that technological change is
__________ to the economic system; others are
based on the possibility that there are __________
marginal returns to investment.

e. Neoclassical growth theories are pessimistic
because they emphasize __________ returns with a
given state of __________. Modern growth theories
are more optimistic because they emphasize the
unlimited potential of __________.

4. In the text we said that, over many years, small
differences in growth rates can have large effects on
the level of income. This question will help you
understand this important point. Consider an initial
value of real GDP equal to Y0. If real GDP grows
at a rate of g percent annually, after N years real
GDP will equal Y0(1 + g)N. Now consider the fol-
lowing table. Let the initial level of GDP in all cases
be 100.

Real GDP With Alternative Growth Rates
Year 1% 1.5% 2% 2.5% 3% 3.5%

(1) (2) (3) (4) (5) (6)

0 100 100 100 100 100 100

1

3

5

10

20

30

50

a. By using the formula provided above, compute the
level of real GDP in column 1 for each year.
For example, in Year 1, real GDP will equal
100(1.01)1

* 101.
b. Now do the same for the rest of the columns.
c. In Year 20, how much larger (in percentage terms)

is real GDP in the 3-percent growth case compared
with the 1.5-percent growth case?

d. In Year 50, how much larger (in percentage terms)
is real GDP in the 3-percent growth case compared
with the 1.5-percent growth case?

5. The diagram below shows two paths for aggregate
consumption. One grows at a rate of 3 percent per
year; the other grows at 4 percent per year but begins
at a lower level.

a. Suppose the economy jumps from Path 1 to Path 2
in Year 0 because its rate of capital accumulation
increases. What is the opportunity cost in this econ-
omy for this increase in capital accumulation?

b. Suppose the economy jumps from Path 1 to Path 2
in Year 0 because its rate of R&D expenditures
increases. The greater R&D leads to technological
improvements that generate the higher growth rate.
What is the opportunity cost to this economy for
the increase in R&D expenditures?

c. Show in the figure the break-even  point for the
economy after both of the changes described
above. Explain.

6. Consider an economy in the long run with real GDP
equal to the level of potential output, Y*.

a. Draw the diagram of the market for loanable
funds. Explain the slopes of the investment demand
curve and the national saving curve.

Time

C
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0

Path 2:
4% growth

Path 1:
3% growth
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b. Suppose the government pursued a fiscal contrac-
tion by reducing the level of government purchases.
Explain what would happen to the equilibrium
interest rate, the amount of investment in the econ-
omy, and the long-run growth rate.

c. Now suppose the fiscal contraction occurs by
increasing taxes. Explain what effect this would
have on the interest rate, investment, and long-run
growth rate.

7. The Neoclassical growth theory is based on the exis-
tence of an aggregate production function showing
the relationship between labour (L), capital (K), tech-
nology (T), and real GDP (Y). The table below shows
various values for L, K, and T. In all cases, the
aggregate production function is assumed to take the
following form:

Y T  *KL+

Labour  Capital Technology Real GDP 
(L) (K) (T) (Y)

10 20 1
15 20 1
20 20 1
25 20 1

10 20 1
15 30 1
20 40 1
25 50 1

20 20 1
20 20 3
20 20 4
20 20 5

a. Compute real GDP for each case and complete the
table.

b. In the first part of the table, capital is constant but
labour is increasing. What property of the produc-
tion function is displayed? Explain.

c. In the second part of the table, capital and labour are
increasing by the same proportion. What property of
the production function is displayed? Explain.

d. What type of growth is being shown in the third
part of the table?

8. In the early 1970s the Club of Rome, extrapolating
from the rates of resource use at the time, predicted
that the supply of natural resources (especially oil)
would be used up within a few decades. Subsequent
events appear to have proven them wrong.

a. What is predicted to happen to the price of oil (and
other natural resources) as population and per capita
incomes rise?

b. Given your answer to part (a), what is the likely
response by firms and consumers who use such
resources?

c. Explain why resource exhaustion should, through
the workings of the price system, lead to technolog-
ical developments that reduce the use of the
resource.

9. Consider the market for loanable funds and the rela-
tionship among saving, investment, and the interest
rate. In what follows, assume that the economy is in a
long-run equilibrium with Y Y*.

a. Suppose the government wants to encourage
national saving. How could it do this, and what
would be the effects of such a policy? Illustrate in a
diagram.

b. Suppose instead that the government wants to
encourage investment. How might this be accom-
plished, and what would be the effects? Illustrate in
a diagram.

c. It is often heard in public debate that high interest
rates are bad for investment and growth.  Is this
true? Can you come up with a simple rule of thumb
to describe the relationship between interest rates,
investment, and growth?

Discussion Questions
1. Economic growth is often studied in macroeconomic

terms, but in a market economy, who makes the deci-
sions that lead to growth? What kinds of decisions
and what kinds of actions cause growth to occur?
How might a detailed study of individual markets be
relevant to understanding economic growth?

2. Discuss the following quote from a recent newspaper
article: Economics and the environment are not
strange bedfellows. Environment-oriented tourism is
one creative way to resolve the conflict between our
desire for a higher standard of living and the realiza-
tion that nature cannot absorb everything we throw at
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it. The growing demand for ecotourism has placed a
premium on the remaining rain forests, undisturbed
flora and fauna, and endangered species of the
world.

3. The case for economic growth is that it gives man
greater control over his environment, and conse-
quently increases his freedom.  Explain why you
agree or disagree with this statement by Nobel laure-
ate W. Arthur Lewis.

4. Dr. David Suzuki, an opponent of further economic
growth, has argued that despite the fact that in the
twentieth century the list of scientific and technologi-
cal achievements has been absolutely dazzling, the
costs of such progress are so large that negative eco-
nomic growth may be right for the future.  Policies to
achieve this include rigorous reduction of waste, a
questioning and distrustful attitude toward technolog-
ical progress, and braking demands on the globe s
resources.  Identify some of the benefits and costs of
economic growth, and evaluate Suzuki s position.
What government policies would be needed to achieve
his ends?

5. In this chapter we discussed four fundamental deter-
minants of growth in real output: increases in the
labour force; increases in the stock of physical capital;

increases in human capital; and improvements in
technology. For each of the four, give an example of a
government policy that is likely to increase growth.
Discuss also the likely cost associated with each
policy. Does one of your proposed policies appear
better (in a cost benefit sense) than the others?

6. The Solow residual has been called a measure of our
ignorance  of the causes of growth. Explain this view-
point. Is the Solow residual a good measure of techni-
cal change?

7. This question is based on the MyEconLab Additional
Topic Investment and Saving in Globalized Financial
Markets. Consider the market for loanable funds and
the long-run relationship among saving, investment,
and economic growth.

a. For a closed economy, if the government wants a
higher long-run growth rate, explain why it can
directly promote saving or investment.

b. For an open economy, explain why the amount of
investment (and growth rate of output) is unlikely
to be affected by a policy that encourages national
saving.

c. If desired saving need not be equal to desired
investment in an open economy, what accounts for
the difference?
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27
L LEARNING OBJECTIVES

In this chapter you will learn

1 about the various functions of money, and

how money has evolved over time.

2 that modern banking systems include both

privately owned commercial banks and 

government-owned central banks.

3 how commercial banks create money

through the process of taking deposits 

and making loans.

4 the various measures of the money supply.

In the next three chapters, we look at the role of

money and monetary policy. The role of money may

seem obvious money is what people use to buy

things. Yet as we will see, increasing the amount of

money circulating in Canada would not make the

average Canadian better off in the long run.

Although money allows those who have it to buy

someone else s output, the total amount of goods

and services available for everyone to buy depends

on the total output produced, not on the total

amount of money that people possess. In other

words, an increase in the quantity of money is

unlikely to increase the level of potential real GDP,

Y*, and thus unlikely to affect our long-run living

standards. However, most economists agree that

changes in the amount of money have important

short-run effects on national income. A complete

understanding of money s role in the economy

requires that we recognize the distinction between

the short run and the long run.

We begin by talking in detail about what money

is and how it evolved over the centuries to its current

form. We then examine the Canadian banking sys-

tem, which includes a central bank (the Bank of

Canada) and many commercial banks. Finally, we

explain the process whereby commercial banks cre-

ate  money, seemingly out of thin air. This money

creation process will play a central role in our dis-

cussion of how money influences the level of eco-

nomic activity, a topic we begin in the next chapter.

Money and Banking

PART 10 Money, Banking, and Monetary Policy
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27.1 The Nature of Money
What exactly is money? In this section, we describe the functions of money and briefly
outline its history.

What Is Money?

In economics, money is defined as any generally accepted medium of exchange. A
medium of exchange is anything that will be widely accepted in a society in exchange
for goods and services. Although its medium-of-exchange role is perhaps its most
important one, money also acts as a store of value and as a unit of account. Different
kinds of money vary in the degree of efficiency with which they fulfill these functions.
As we will see, the money supply is measured by using different definitions for differ-
ent purposes.

Money as a Medium of Exchange If there were no money, goods would have
to be exchanged by barter. Barter is the system whereby goods and services are
exchanged directly with each other. The major difficulty with barter is that each trans-
action requires a double coincidence of wants: Anyone who specialized in producing
one commodity would have to spend a great deal of time searching for satisfactory
transactions. For example, the barber who needs his sink repaired would have to find
a plumber who wants a haircut. In a world of many different goods and many different
people, the effort required to make transactions would be extreme. The use of money
as a medium of exchange solves this problem. People can sell their output for money
and then, in separate transactions, use the money to buy what they want from others.

medium of exchange

Anything that is generally

acceptable in return for

goods and services sold.

barter A system in which

goods and services are

traded directly for other

goods and services.

Practise with Study Guide

Chapter 27, Exercise 1.

The double coincidence of wants is unnecessary when a medium of exchange is
used.

By facilitating transactions, money makes possible the benefits of specialization
and the division of labour, two concepts we first discussed in Chapter 1. As a result,
money greatly contributes to the efficiency of the economic system. Not surprisingly,
money has been called one of the great inventions contributing to human freedom and
well-being.

To serve as an efficient medium of exchange, money must have a number of char-
acteristics. It must be both easily recognizable and readily acceptable. It must have a
high value relative to its weight (otherwise it would be a nuisance to carry around). It
must be divisible, because money that comes only in large denominations is useless for
transactions having only a small value. It must be reasonably durable (notice that
Canadian paper money can easily survive several trips through a washing machine!).
Finally, it must be difficult, if not impossible, to counterfeit.

Money as a Store of Value Money is a convenient means of storing purchasing
power; goods may be sold today for money and the money may then be stored until it
is needed for some future purchase. To be a satisfactory store of value, however, money
must have a relatively stable value. Recall from the beginning of Chapter 23 that a rise
in the price level is also a decrease in the purchasing power of money. When the price
level is stable, the purchasing power of a given sum of money is also stable; when the
price level is highly variable, so is the purchasing power of money, and the usefulness of
money as a store of value is undermined.
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Between the early 1970s and the early 1990s, inflation in Canada was high enough
and sufficiently variable to diminish money s usefulness as a store of value. Since 1992,
however, inflation has been low and relatively stable, thus increasing money s effective-
ness as a store of value. Even Canada s high-inflation experience, however, is very
modest compared with that in some other countries, such as Chile in the mid-1970s,
Bolivia in the mid-1980s, Argentina, Romania, and Brazil in the early 1990s, and
Zimbabwe in the mid 2000s. One of the most infamous experiences of very high
inflation hyperinflation comes from Germany in the early 1920s. This case is
discussed in Lessons from History 27-1.

Money as a Unit of Account Money may also be used purely for accounting
purposes without having a physical existence of its own. For instance, a government
store in a truly communist society might say that everyone was allocated so many dol-
lars  to use each month. Goods could then be assigned prices and each consumer s pur-
chases recorded, the consumer being allowed to buy until the allocated supply of
dollars was exhausted. These dollars need have no existence other than as entries in the
store s books, yet they would serve as a perfectly satisfactory unit of account.

Whether they could also serve as a medium of exchange between individuals
depends on whether the store would agree to transfer dollar credits from one customer
to another at the customer s request. Canadian banks transfer dollars credited to
deposits in this way each time you make a purchase with your ATM or debit card.
Thus, a bank deposit can serve as both a unit of account and a medium of exchange.
Notice that the use of dollars in this context suggests a further sense in which money is
a unit of account. People think about values in terms of the monetary unit with which
they are familiar.

The Origins of Money

The origins of money go far back in antiquity. Most primitive societies are known to
have made some use of it.

Metallic Money All sorts of commodities have been used as money at one time or
another, but gold and silver proved to have great advantages. They were precious
because their supplies were relatively limited, and they were in constant demand by the
wealthy for ornament and decoration. Hence, these metals tended to have high and sta-
ble prices. Further, they were easily recognized, they were divisible into extremely small
units, and they did not easily wear out. For these reasons, precious metals came to
circulate as money and to be used in many transactions.

Before the invention of coins, it was necessary to carry the metals in bulk. When a
purchase was made, the requisite quantity of the metal was carefully weighed on a
scale. The invention of coinage eliminated the need to weigh the metal at each transac-
tion, but it created an important role for an authority, usually a king or queen, who
made the coins and affixed his or her seal, guaranteeing the amount of precious metal
that the coin contained. This was clearly a great convenience, as long as traders knew
that they could accept the coin at its face value.  The face value was nothing more
than a statement that a certain weight of metal was contained therein.

However, coins often could not be taken at their face value. The practice of clip-
ping a thin slice off the edge of the coin and keeping the valuable metal became com-
mon. This, of course, served to undermine the acceptability of coins, even if they were
stamped. To get around this problem, the idea arose of minting the coins with a rough
edge. The absence of the rough edge would immediately indicate that the coin had been
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Hyperinflation is generally defined as inflation that
exceeds 50 percent per month. At this rate of inflation,
a chocolate bar that costs $1 on January 1 would cost
$129.74 by December 31 of the same year. When prices
are rising at such rapid rates, is it possible for money to
maintain its usefulness as a medium of exchange or as a
store of value? Several examples from history have
allowed economists to study the role of money during
hyperinflation. This historical record is not very reas-
suring. In a number of instances, prices rose at an ever-
accelerating rate until a nation s money ceased to be a
satisfactory store of value, even for the short period
between receipt and expenditure, and hence ceased also
to be useful as a medium of exchange.

A spectacular example of hyperinflation is the experi-
ence of Germany in the period after the First World War.
The price index in the accompanying table shows that a
good purchased for one 100-mark note in July 1923
would cost 10 million 100-mark notes only four months
later! Although Germany had experienced substantial
inflation during the First World War, averaging more than
30 percent per year, the immediate postwar years of 1920
and 1921 gave no sign of explosive inflation. Indeed,
prices were relatively stable until 1922 and 1923 when
they exploded. On November 15, 1923, the German mark
was officially repudiated, its value wholly destroyed. How
could such a dramatic increase in prices happen?

When inflation becomes so high that people
lose confidence in the purchasing power of their cur-
rency, they rush to spend it. People who have goods
become increasingly reluctant to accept the rapidly
depreciating money in exchange. The rush to spend
money accelerates the increase in prices until people
finally become unwilling to accept money on any terms.
What was once money ceases to be money. The price
system can then be restored only by repudiation of the
old monetary unit and its replacement by a new unit.

About a dozen hyperinflations in world history
have been documented, among them the collapse of the
continental during the American Revolution in 1776,
the ruble during the Russian Revolution in 1917, the
drachma during and after the German occupation of
Greece in the Second World War, the peng  in Hungary
in 1945 and 1946, the Chinese national currency
from 1946 to 1948, the Bolivian peso in 1984 1985,
and the Argentinian peso in the early 1990s. Between
2004 and 2008, there was a massive hyperinflation in
Zimbabwe the largest in recorded history that
increased average prices by more than 90 septillion
percent (that is a 90 with 24 extra zeros!)

Every one of these hyperinflations was accompa-
nied by great increases in the money supply; new money
was printed to give governments purchasing power that
they could not or would not obtain by taxation. Further,
every hyperinflation occurred in the midst of a major
political upheaval in which grave doubts existed about
the stability and the future of the government itself.

Is hyperinflation likely in the absence of civil war,
revolution, or collapse of the government? Most econo-
mists think not. Further, it is clear that high inflation
rates over a period of time do not mean the inevitable
or even likely onset of hyperinflation, however serious
the distributive and social effects of such rates may be.

German Wholesale 
Date Price Index (1913 * 1)

January 1913 1
January 1920 13
January 1921 14
January 1922 37
July 1922 101
January 1923 2 785
July 1923 74 800
August 1923 944 000
September 1923 23 900 000
October 1923 7 096 000 000

LESSONS FROM HISTORY 27-1

Hyperinflation and the Value of Money

During hyperinflation money loses its value so quickly
that people cease to accept it as a means of payment. 
At that point, money may as well be used for wallpaper.
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clipped. This practice, called milling, survives on Cana-
dian dimes, quarters, and two-dollar coins (but not pen-
nies, nickels, or loonies!) as an interesting anachronism
to remind us that there were days when the market
value of the metal in the coin was equal to the face value
of the coin.

Not to be outdone by the cunning of their subjects,
some rulers were quick to seize the chance of getting
something for nothing. The power to mint coins placed
rulers in a position to work a very profitable fraud.
They often used some suitable occasion a marriage, an
anniversary, an alliance to remint the coinage. Sub-
jects would be ordered to bring their coins in to the mint
to be melted down and coined afresh with a new stamp.
Between the melting down and the recoining, however,
the rulers had only to toss some further inexpensive
base metal in with the molten gold. This debasing of the
coinage allowed the ruler to earn a handsome profit by
minting more new coins than the number of old ones
collected and putting the extras in the royal vault. Through debasement, the amount of
money in the economy (but not the amount of gold) had increased.

The eventual result was inflation. The subjects had the same number of coins as
before and hence could demand the same quantity of goods. When rulers paid their
bills, however, the recipients of the extra coins could be expected to spend them. This
caused a net increase in demand, which in turn bid up prices. Thus, increasing the
money supply by debasing the coinage was a common cause of inflation.

GRESHAM S LAW. The early experience of currency debasement led to the observation
known as Gresham s law, after Sir Thomas Gresham (1519 1579), an advisor to the
Elizabethan court, who coined the phrase bad money drives out good.

When Queen Elizabeth I came to the throne of England in the middle of the six-
teenth century, the coinage had been severely debased. Seeking to help trade, Elizabeth
minted new coins that contained their full face value in gold. However, as fast as she
fed these new coins into circulation, they disappeared. Why?

Suppose you possessed one of these new coins and one of the old ones, each with
the same face value, and had to make a purchase. What would you do? You would use
the debased coin to make the purchase and keep the undebased one; you part with less
gold that way. Suppose you wanted to obtain a certain amount of gold bullion by melt-
ing down the gold coins (as was frequently done). Which coins would you use? You
would use new, undebased coins because you would part with less face value that way
(it would take more of the debased coins than the new coins to get a given amount of
gold bullion). The debased coins (bad money) would thus remain in circulation, and
the undebased coins (good money) would disappear into peoples  private hoards the

bad  money would drive out the good  money.

Gresham s law predicts that when two types of money are used side by side, the
one with the greater intrinsic value will be driven out of circulation.

Gresham s insights have proven helpful in explaining the experience of a number of
modern high-inflation economies. For example, in the 1970s, inflation in Chile raised

Gresham s law The theory

that bad,  or debased,

money drives good,  or

undebased, money out of

circulation.

Canadian quarters are intentionally produced with rough or
bumpy edges. Such milling  of coins is now unnecessary, but
many decades ago when coins were made from precious metals,
it was useful in preventing individuals from clipping the coins.
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the value of the metallic content in coins above
their face value. Coins quickly disappeared from
circulation as private citizens sold them to entre-
preneurs who melted them down for their metal.
Only paper currency remained in circulation and
was used even for tiny transactions, such as pur-
chasing a pack of matches. Gresham s law is one
reason that modern coins, unlike their historical
counterparts, are merely tokens that contain a
metallic value that is only a small fraction of their
face value.

Paper Money The next important step in
the history of money was the evolution of
paper currency. Artisans who worked with
gold required secure safes, and the public
began to deposit gold with these goldsmiths

for safekeeping. Goldsmiths would give their depositors receipts promising to return
the gold on demand. When a depositor wanted to make a large purchase, he could
go to his goldsmith, reclaim some of his gold, and pay it to the seller of the goods. If
the seller had no immediate need for the gold, he would carry it back to the gold-
smith for safekeeping.

If people knew the goldsmith to be reliable, there was no need to go through the
cumbersome and risky business of physically transferring the gold. The buyer needed
only to transfer the goldsmith s receipt to the seller, who would accept it as long as he
was confident that the goldsmith would pay over the gold whenever it was needed. If
the seller wanted to buy a good from a third party, who also knew the goldsmith to be
reliable, this transaction could also be effected by passing the goldsmith s receipt from
the buyer to the seller. This transferring of paper receipts rather than gold was essen-
tially the invention of paper money.

When it first came into being, paper money represented a promise to pay so much
gold on demand. In this case, the promise was made first by goldsmiths and later by
banks. Such paper money was backed by precious metal and was convertible on
demand into this metal. In the nineteenth century, private banks commonly issued paper
money, called bank notes, nominally convertible into gold. As with the goldsmiths, each
bank issued its own notes, and these notes were convertible into gold at the issuing
bank. Thus, in the nineteenth century, bank notes from many different banks circulated
side by side, each of them being backed by gold at the bank that issued them.

FRACTIONALLY BACKED PAPER MONEY. Early on, many goldsmiths and banks
discovered that it was not necessary to keep one ounce of gold in the vaults for
every claim to one ounce circulating as paper money. At any one time, some of the
bank s customers would be withdrawing gold, others would be depositing it, and
most would be trading in the bank s paper notes without any need or desire to con-
vert them into gold. As a result, the bank was able to issue more paper money
redeemable in gold than the amount of gold that it held in its vaults. This was good
business because the money could be invested profitably in interest-earning loans
to households and firms. To this day, banks have many more claims outstanding
against them than they actually have in reserves available to pay those claims. We

bank notes Paper money

issued by commercial

banks.

The development of paper money, such as this bank note issued by The
Montreal Bank more than a century ago, was an important step in the
evolution of modern, fractional-reserve banking systems. Paper money
allowed individuals to avoid the cumbersome transportation of gold
when making their daily transactions.
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say that the currency issued in such a situation is fractionally
backed by the reserves.

The major problem with a fractionally backed convertible cur-
rency was maintaining its convertibility into the precious metal
behind it. The imprudent bank that issued too much paper money
would find itself unable to redeem its currency in gold when the
demand for gold was even slightly higher than usual. It would then
have to suspend payments, and all holders of its notes would suddenly
find that the notes were worthless. The prudent bank that kept a rea-
sonable relationship between its note issues and its gold reserves
would find that it could meet a normal range of demand for gold
without any trouble.

If, for whatever reason, the public lost confidence in the banks
and demanded redemption of its currency en masse, the banks would
be unable to honour their pledges. The history of nineteenth- and
early-twentieth-century banking on both sides of the Atlantic is full of
examples of banks that were ruined by panics,  or sudden runs on
their gold reserves. When these happened, the banks  depositors and
the holders of their notes would find themselves with worthless pieces
of paper.

Fiat Money As time went on, currency (notes and coins) issued
by private banks became less common, and central banks took
control of issuing currency. In time, only central banks were per-
mitted by law to issue currency. Originally, the central banks issued
currency that was fully convertible into gold. In those days, gold
would be brought to the central bank, which would issue currency in the form of

gold certificates  that asserted that the gold was available on demand. The
reserves of gold thus set an upper limit on the amount of currency that could circu-
late in the economy. This practice of backing the currency with gold is known as a
gold standard.

However, central banks, like private banks before them, could issue more cur-
rency than they had in gold because in normal times only a small fraction of the out-
standing currency was presented for payment at any one time. Thus, even though the
need to maintain convertibility into gold put some upper limit on note issuance, cen-
tral banks had substantial discretionary control over the quantity of currency out-
standing. For example, if the central bank decided to hold gold reserves equal to at
least 20 percent of its outstanding currency, the total amount of currency would be
limited to five times the gold reserves. But the central bank would nonetheless have
complete discretion in choosing this fraction; the smaller the fraction held in
reserves, the larger the supply of paper currency that could be supported with a
given stock of gold.

During the period between the World Wars (1919 1939), almost all the countries
of the world abandoned the gold standard; their currencies were thus no longer con-
vertible into gold. Money that is not convertible by law into anything valuable derives
its value from its acceptability in exchange. Such fiat money is widely acceptable
because it is declared by government order, or fiat, to be legal tender. Legal tender is
anything that by law must be accepted when offered either for the purchase of goods or
services or to repay a debt.

gold standard A currency

standard whereby a

country s currency is

convertible into gold at a

fixed rate of exchange.

Paper money used to be backed by the value
of gold meaning that it was redeemable for
gold. But now money is not redeemable for
anything except itself people hold it because
they know that others will accept it as pay-
ment for goods and services.

fiat money Paper money or

coinage that is neither

backed by nor convertible

into anything else but is

decreed by the government

to be accepted as legal

tender.
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Today, no country allows its currency to be converted into gold on demand. Gold
backing for Canadian currency was eliminated in 1940, although note issues continued
to carry the traditional statement will pay to the bearer on demand  until 1954.
Today s Bank of Canada notes simply say, This note is legal tender.  It is, in other
words, fiat money pure and simple.1

If fiat money is generally acceptable, it is a medium of exchange. If its purchasing
power remains stable, it is a satisfactory store of value. If both of these things are
true, it serves as a satisfactory unit of account. Today, almost all currency is fiat
money.

Many people are disturbed to learn that present-day paper money is neither
backed by nor convertible into anything more valuable that it consists of nothing but
pieces of paper whose value derives from common acceptance and from confidence
that it will continue to be accepted in the future. Many people believe that their money
should be more substantial  than this. Yet money is, in fact, nothing more than gen-
erally acceptable pieces of paper.

Modern Money: Deposit Money

Early in the twentieth century, private banks lost the authority to issue bank notes, and
this authority was reserved for central banks (which we discuss shortly). Yet, as we will
see, they did not lose the power to create deposit money.

Today s bank customers frequently deposit coins and paper money with the banks
for safekeeping, just as in former times they deposited gold. Such a deposit is recorded
as a credit to the customer s account. A customer who wants to pay a debt may come
to the bank and claim the money in dollars and then pay the money to other persons
who may themselves redeposit the money in a bank.

As with gold transfers, this is a tedious procedure. It is more convenient to have the
bank transfer claims to their money that is deposited in
the bank. As soon as cheques, which are written instruc-
tions to the bank to make a transfer, became widely
accepted in payment for commodities and debts, bank
deposits became a form of money called deposit money.
Cheques, unlike bank notes, do not circulate freely from
hand to hand; hence cheques themselves are not money.
However, a balance in a bank account is money; the
cheque transfers money from one person to another.
Because cheques are easily drawn and deposited and are
relatively safe from theft, they are widely used. In recent
years, the development of automatic transfers and debit
cards has taken the place of cheques for many transac-
tions. Many employers, for example, pay their workers
by transferring money directly into their bank accounts
rather than by issuing them cheques. And the use of a
debit card instantly (electronically) transfers funds from

deposit money Money

held by the public in the

form of deposits with

commercial banks.

1 See A History of the Canadian Dollar (written by James Powell and published by the Bank of Canada) for

a detailed and very readable discussion of the evolution of Canadian money.

ATM or debit cards like this one are not money. They simply
allow consumers to have convenient access to their bank
deposits, which are money.
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the bank account of the purchaser to the bank account of the seller. In both cases, the
electronic transmission has the same effect as if a cheque were used but it is faster,
simpler, and more secure.

When commercial banks lost the right to issue notes of their own, the form of bank
money changed, but the substance did not. Today, banks have money in their vaults (or
on deposit with the central banks), just as they always have. Once it was gold; today it
is the legal tender of the times, fiat money. It is true today, just as in the past, that most
of the bank s customers are content to pay their bills by passing among themselves the
bank s promises to pay money on demand. Only a small proportion of the transactions
made by the bank s customers are made in cash.

Bank deposits are money. Today, just as in the past, banks create money by
issuing more promises to pay (deposits) than they have cash reserves available to
pay out.

central bank A bank that

acts as banker to the

commercial banking

system and often to the

government as well.

Usually a government-

owned institution that

controls the banking

system and is the sole

money-issuing authority.

w w w . m y e c o n l a b . c o m

Any discussion of financial markets and banking systems includes many
terms that you may find unfamiliar. For a brief guide to and description of
various financial assets, look for A Quick Introduction to Financial Assets in
the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

27.2 The Canadian Banking System
Many types of institutions make up a modern banking system, such as exists in Canada
today. The central bank is the government-owned and government-operated institution
that is the sole money-issuing authority and serves to control the banking system.
Through it, the government s monetary policy is conducted. In Canada, the central
bank is the Bank of Canada, often called just the Bank.

Financial intermediaries are privately owned institutions that serve the general
public. They are called intermediaries because they stand between savers, from whom
they accept deposits, and investors, to whom they make loans. For many years, gov-
ernment regulations created sharp distinctions among the various types of financial
intermediaries by limiting the types of transactions in which each could engage. The
past two decades have seen a sweeping deregulation of the financial system so that
many of these traditional distinctions no longer apply. In this book, we use the term
commercial banks to extend to all financial intermediaries that accept deposits and
create deposit money, including chartered banks, trust companies, credit unions, and
caisses populaires.
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The Bank of Canada

All advanced free-market economies have, in addition to commercial banks, a central
bank. Many of the world s early central banks were private, profit-making institutions
that provided services to ordinary banks. Their importance, however, caused them to
develop close ties with government. Central banks soon became instruments of the
government, though not all of them were publicly owned. The Bank of England, one of
the world s oldest and most famous central banks, began to operate as the central bank
of England in the seventeenth century, but it was not formally taken over by the gov-
ernment until 1947.

The similarities in the functions performed and the tools used by the world s cen-
tral banks are much more important than the differences in their organization.
Although our attention is given to the operations of the Bank of Canada, its basic func-
tions are similar to those of the Bank of England, the Federal Reserve System in the
United States, or the European Central Bank (the sole issuer of the euro).

Organization of the Bank of Canada The Bank of Canada commenced
operations on March 11, 1935. It is a publicly owned corporation; all profits accruing

from its operations are remitted to the Government of Canada. The respon-
sibility for the Bank s affairs rests with a board of directors composed of the
governor, the senior deputy governor, the deputy minister of finance, and 12
directors. The governor is appointed by the directors, with the approval of
the federal cabinet, for a seven-year term. Since the Bank s inception, there
have been eight governors:

Graham Towers (1935 1954)
James Coyne (1955 1961)
Louis Rasminsky (1961 1973)
Gerald Bouey (1973 1987)
John Crow (1987 1994)
Gordon Thiessen (1994 2001)
David Dodge (2001  2008)
Mark Carney (2008  )

The organization of the Bank of Canada is designed to keep the oper-
ation of monetary policy free from day-to-day political influence. The
Bank is not responsible to Parliament for its day-to-day behaviour in the
way that the department of finance is for the operation of fiscal policy. In

this sense, the Bank of Canada has considerable autonomy in the way it carries out
monetary policy. But the Bank is not completely independent. The ultimate responsibil-
ity for the Bank s actions rests with the government, since it is the government that
must answer to Parliament. This system is known as joint responsibility,  and it dates
back to 1967.

Under the system of joint responsibility, the governor of the Bank and the minister
of finance consult regularly. In the case of fundamental disagreement over monetary
policy, the minister of finance has the option of issuing an explicit directive to the gov-
ernor. In such a case (which has not happened since the inception of joint responsibil-
ity), the governor would simply carry out the minister s directive (or resign), and the
responsibility for monetary policy would rest with the government. In the absence of
such a directive, however, responsibility for monetary policy rests with the governor of
the Bank.

The Bank of Canada is located on
Wellington Street in Ottawa, across the
street from the Parliament Buildings.

The European Central

Bank s website is 

www.ecb.int.

For information on 

the Bank of Canada, 

see its website:

www.bankofcanada.ca.
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Basic Functions of the Bank of Canada A central bank serves four main
functions: as a banker for private banks, as a bank for the government, as the regulator
of the nation s money supply, and as a regulator and supporter of financial markets.
The first three functions are reflected in Table 27-1, which shows the balance sheet of
the Bank of Canada.

BANKER TO THE COMMERCIAL BANKS. The central bank accepts deposits from com-
mercial banks and will, on order, transfer them to the account of another bank. In this
way, the central bank provides the commercial banks with the equivalent of a chequing
account and with a means of settling debts to other banks. The deposits of the commer-
cial banks with the Bank of Canada also called reserves appear in Table 27-1. In
December 2008 the banks had just under $26 million on reserve at the Bank of
Canada. Notice that the cash reserves of the commercial banks deposited with the cen-
tral bank are liabilities of the central bank, because it promises to pay them on demand.

2 This system was motivated by the Coyne Affair  in 1961, during the Progressive Conservative govern-
ment of John Diefenbaker. James Coyne, then governor of the Bank of Canada, disagreed with the minister
of finance, Donald Fleming, over the conduct of monetary policy and was eventually forced to resign. Louis
Rasminsky then accepted the position as governor of the Bank on the condition that the Bank of Canada Act

be modified to incorporate the idea of joint responsibility. The Bank of Canada Act was so amended in 1967.
For a discussion of the early history of the Bank of Canada, see George Watts, The Bank of Canada: Origins

and Early History (Carleton University Press, 1993).

TABLE 27-1 Assets and Liabilities of the Bank of Canada, December 2008

(millions of dollars)

Assets Liabilities

Government of Canada 40 984.8 Notes in circulation 53 731.3
securities

Advances to commercial 1 902.3 Government of Canada 23 604.0
banks deposits

Net foreign-currency assets 119.5 Deposits of commercial 25.9
banks (reserves)

Other assets 35 576.9 Other liabilities and capital 1 222.3

Total 78 583.5 Total 78 583.5

The balance sheet of the Bank of Canada shows that it serves as banker to the commercial
banks and to the government of Canada, and as issuer of our currency; it also suggests the
Bank s role as regulator of money markets and the money supply. The principal liabilities
of the Bank are the basis of the money supply. Bank of Canada notes are currency, and the
deposits of the commercial banks give them the reserves they need to create deposit money.
The Bank s holdings of Government of Canada securities arise from its operations
designed to regulate the money supply and financial markets.

(Source: Bank of Canada, Annual Report 2008, p. 46.  Bank of Canada 2009, www.
bankofcanada.ca/en/annual/2008/annuel_report08.pdf.)

The system of joint responsibility keeps the conduct of monetary policy free from
day-to-day political influence while ensuring that the government retains ultimate
responsibility for monetary policy.2
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Historically, one of the earliest services provided by central banks was that of
lender of last resort to the banking system. Central banks would lend money to pri-

vate banks that had sound investments (such as government securities) but were in
urgent need of cash. If such banks could not obtain ready cash, they might be forced
into insolvency, because they could not meet the demands of their depositors, in spite of
their being basically sound. Today s central banks continue to be lenders of last resort.

Table 27-1 shows that in December 2008, the Bank of Canada had $1.9 billion in
outstanding loans to commercial banks. This is actually a large amount by the stan-
dards of recent history, and reflects the Bank of Canada s policy actions during the
2007 2008 financial crisis. At that time commercial banks were reluctant to lend to
one another; and any lending occurred at high interest rates. To maintain the flow of
credit and help reduce interest rates, the Bank of Canada provided liquidity to com-
mercial banks by extending short-term loans.

Table 27-1 reveals a second unusual aspect of the Bank s balance sheet caused by
the financial crisis. The asset category labelled other assets  is usually very small, typ-
ically less than $3 billion, and includes assets of no great interest to our discussion. But
during 2008, in an effort to provide liquidity to the commercial banks, the Bank of
Canada purchased large amounts of government securities on a temporary basis. In
this case, the Bank agreed to sell the securities back to the commercial banks after a
short period of time, typically a month. During the intervening period, however, the
commercial banks would benefit from having greater liquidity. These temporary pur-
chases by the Bank of Canada account for most of these other assets.

BANKER TO THE FEDERAL GOVERNMENT. Governments, too, need to hold their funds
in an account into which they can make deposits and on which they can write cheques.
The Government of Canada keeps some of its chequing deposits at the Bank of
Canada. In December 2008, the federal government had $23.6 billion in deposits at the
Bank of Canada.3

When the government requires more money than it collects in taxes, it needs to
borrow, and it does so by issuing government securities (short-term Treasury bills or
longer-term bonds). Most are sold directly to financial institutions and large institu-
tional investors, but in most years the Bank of Canada buys some and credits the gov-
ernment s account with a deposit for the amount of the purchase. In December 2008,
the Bank of Canada held $40.9 billion in Government of Canada securities. These
securities are an asset for the Bank of Canada but a liability for the government. (It is
largely by earning interest on these securities that the Bank of Canada earns a profit
every year a profit that is eventually remitted to the government.)

REGULATOR OF THE MONEY SUPPLY. One of the most important functions of a central
bank is to regulate the money supply. Though we have not yet defined the money sup-
ply precisely and there are several different definitions of the money supply that we
will encounter we will see that most measures of the money supply include currency
in circulation plus deposits held at commercial banks. Table 27-1 shows that the
majority of a central bank s liabilities (its promises to pay) are either currency held by
the public or the reserves of the commercial banks.4 These reserves, in turn, underlie
the deposits of households and firms in exactly the same way that the nineteenth-
century goldsmith s holdings of gold underlay its issue of notes.

3 This amount is far larger than is normal usually there is less than $2 billion in the Government of Canada s
account at the Bank of Canada. The large amount in 2008 reflected, again, the unusual (and temporary) actions
of the Bank of Canada during the financial crisis.
4 Currency is a liability for the central bank because holders of currency can take it back to the central bank
and redeem it for . . . currency! In the days of the gold standard, currency was redeemable for gold. Today, it
is just redeemable for itself.
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By changing its liabilities (currency plus reserves), the Bank of Canada can change
the money supply. The Bank can change the levels of its assets and liabilities in many
ways and, as its liabilities rise and fall, so does the money supply. In Chapter 29, we
will explore in detail how this happens and how it is related to the Bank s decisions
regarding monetary policy. At that point we will see how the Bank s holdings of gov-
ernment securities (its largest asset) are closely related to the value of notes in circula-
tion (its largest liability).

REGULATOR AND SUPPORTER OF FINANCIAL MARKETS. Central banks usually
assume a major responsibility to support the country s financial system and to prevent
serious disruption by wide-scale panic and resulting bank failures.

Various institutions including commercial banks, credit unions, trust companies,
and caisses populaires are in the business of borrowing on a short-term basis and
lending on a long-term basis. Large, unanticipated increases in interest rates tend to
squeeze these institutions. The average rate they earn on their investments rises only
slowly as old contracts mature and new ones are made, but they must either pay higher
rates to hold on to their deposits or accept wide-scale withdrawals that could easily
bring about insolvency. Such dramatic events are relatively rare in the Canadian bank-
ing sector, though Canadian banks have failed in the past and it is possible that more
may fail in the future.

As we have already mentioned, during the financial crisis of 2007 2008 the Bank of
Canada played a much more active role than usual in supporting financial markets. At
that time, commercial banks around the world dramatically reduced their interbank
lending after the failure and subsequent takeover of some large U.S. and U.K. financial
institutions. The reduction in lending reflected heightened uncertainty regarding the
credit-worthiness of all commercial banks. In response, the Bank of Canada took
unprecedented actions designed to keep credit flowing as normally as possible in Canada,
including the significant provision of short-term loans to Canadian financial institutions.

Commercial Banks in Canada

All Canadian banks owned in the private sector are referred to as commercial banks.
The Canadian banking system is controlled by the provisions of the Bank Act, first
passed in 1935 and revised several times since. Under the Bank Act, charters can be
granted to financial institutions to operate as banks and, until 1980, there were only a
few such chartered banks, most of which were very large and each of which operated
under identical regulatory provisions. The 1980 revisions to the Bank Act allowed for-
eign banks to commence operations in Canada, although the Act severely limited the
scale and scope of their activity. Subsequent revisions have removed some of these
restrictions and made it easier to obtain new banking charters, but the revisions have
maintained the distinction between these newer institutions and banks operating under
what are essentially the pre-1980 provisions of the Bank Act.

Commercial banks have common attributes: they hold deposits for their cus-
tomers; they permit certain deposits to be transferred by cheque from an individual
account to other accounts held in any bank branch in the country; they invest in gov-
ernment securities (short-term Treasury bills and longer-term bonds); they make loans
to households and firms; and they often divide these loans into small pieces and re-
package them into securities, each of which contains a diversified collection of many
pieces from the original loans a process called securitization.

Banks are not the only financial institutions in the country. Many other privately
owned, profit-seeking institutions, such as trust companies and credit unions, accept

commercial bank A

privately owned, profit-

seeking institution that

provides a variety of

financial services, such as

accepting deposits from

customers and making

loans and other

investments.
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deposits and grant loans for specific purposes. Finance companies make loans to
households for practically any purpose sometimes at very high interest rates. Depart-
ment stores and credit-card companies will extend credit so that purchases can be
made on a buy-now, pay-later basis.

Commercial banks are subject to federal regulations and until 1994 were required to
hold reserves with the Bank of Canada against their deposit liabilities. Other institutions
are subject to various federal and provincial regulations concerning ownership and con-
trol and the types of financial activities in which they are allowed to engage. Thus, there
are differences among all types of financial institutions, not just between banks and others.

The Provision of Credit From the perspective of the overall economy, the most
important role played by commercial banks and other financial institutions is that of
financial intermediary. Banks borrow (accept deposits) from households and firms that
have money that they do not currently need, and they lend (provide credit) to those
households and firms that need credit to achieve their objectives. They therefore act as
essential intermediaries in the credit market.

Credit is often referred to as the lifeblood  of a modern economy and for good
reason. Households often require credit to make large purchases, such as home appli-
ances and cars, and they almost always use credit (a mortgage) when they buy a house.
Without easy access to credit, most of these household purchases would either be
delayed by many years or impossible altogether. Firms also require credit to finance
several aspects of their operations. For example, payments for workers and for mater-
ial inputs often must be made well before revenue from the associated production is
received. In addition, firms often finance their capital investments purchases of
equipment or the construction of facilities with the use of borrowed money. Without
easy access to credit, many firms would be unable to conduct their normal business
operations and, as a result, the level of economic activity would decline.

This crucial function of banks and other financial institutions the provision of
credit is easy to overlook when credit markets are functioning smoothly. Like the
flow of electricity, we usually take it for granted in our daily activities, only to be
reminded of its importance when the next power failure occurs. Similarly, when the
credit markets cease to function well, as they did during the financial crisis of 2007
and 2008, their importance to the economy becomes clear to all. Indeed, the economic
recession that began in the United States in 2008 and quickly spread around the world
originated in the failure of some large U.S. and U.K. banks, which in turn led to a
reduction in the flow of credit and a rise in interest rates (the price of credit) in most
countries. The effect on economic activity was quick and significant. A central part of
the policy response, in Canada and elsewhere, involved taking actions to ensure that
banks and other financial institutions were in a position to extend credit in a normal
manner. We will say more about the monetary policy response to this financial crisis in
Chapter 29.

Interbank Activities Commercial banks have a number of interbank coopera-
tive relationships. For example, banks often share loans. Even the biggest bank cannot
meet all the credit needs of a giant corporation, and often a group of banks will offer
a pool loan,  agreeing on common terms and dividing the loan up into manageable
segments. Another form of interbank cooperation is the bank credit card. Visa and
MasterCard are the two most widely used credit cards, and each is operated by a
group of banks.

Probably the most important form of interbank cooperation is cheque clearing and
collection, including the clearing of electronic transfers through debit cards. Bank
deposits are an effective medium of exchange only because banks accept each other s
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cheques and allow funds to be transferred electronically when purchases are made with
debit cards. If a depositor in the Bank of Montreal writes a cheque to someone who
deposits it in an account at CIBC, the Bank of Montreal now owes money to CIBC.
This creates a need for the banks to present cheques to each other for payment. The
same is true for transactions made with bank debit cards.

Millions of such transactions take place in the course of a day, and they result in an
enormous sorting and bookkeeping job. Multibank systems make use of a clearing house

where interbank debts are settled. At the end of the day, all the cheques drawn by the
Bank of Montreal s customers and deposited in CIBC are totalled and set against the total
of all the cheques drawn by CIBC s customers and deposited in the Bank of Montreal. It
is necessary only to settle the difference between the two sums. The actual cheques are
passed through the clearing house back to the bank on which they were drawn. Both
banks are then able to adjust the individual accounts by a set of book entries. A flow of
cash between banks is necessary only when there is a net transfer of cash from the cus-
tomers of one bank to those of another. This flow of cash is accompanied by a daily trans-
fer of deposits held by the commercial banks with the Bank of Canada.

Banks as Profit Seekers Banks are private firms that seek to make profits. A
commercial bank provides a variety of services to its customers: the convenience of
deposits that can be transferred by personal cheque or debit card, a safe and convenient
place to earn a modest but guaranteed return on savings, and often financial advice and
wealth-management services.

Table 27-2 is the combined balance sheet of the chartered banks in Canada. The
bulk of any bank s liabilities are deposits owed to its depositors. The principal assets of
a bank are the securities it owns (including government bonds), which pay interest or
dividends, and the interest-earning loans it makes to individuals and to businesses,
both in Canada and abroad (which may be denominated in foreign currencies). A bank
loan is a liability to the borrower (who must pay it back) but an asset to the bank.

Commercial banks attract deposits by paying interest to depositors and by provid-
ing them with services, such as clearing cheques, automated teller machines, debit
cards, and the provision of regular monthly statements. Banks earn profits by lending
and investing money deposited with them for more than they pay their depositors in
terms of interest and other services provided. They also earn profits through the
wealth-management and investment services they provide to their customers.

Competition for deposits is active among commercial banks and between banks
and other financial institutions. Interest paid on deposits, special high-interest certifi-
cates of deposit (CDs), advertising, personal solicitation of accounts, giveaway pro-
grams for new deposits to existing accounts, and improved services are all forms of
competition for funds.

w w w . m y e c o n l a b . c o m

The proximate cause of the global recession of 2009 2010 was the collapse
of the U.S. housing market beginning in 2007, which, in turn, led to a global
financial crisis. For a brief summary of the remarkable events and subsequent
policy responses, look for The U.S. Housing Collapse and the Financial Crisis

of 2007 2008 in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS
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Reserves

Commercial banks keep sufficient cash on hand to be able to meet depositors  day-to-
day requirements for cash. However, just as the goldsmiths of long ago discovered that
only a fraction of the gold they held was ever withdrawn at any given time, and just as
banks of long ago discovered that only a small fraction of convertible bank notes was
actually converted, so too do modern bankers know that only a small fraction of their
deposits will be withdrawn in cash at any one time.

The reserves needed to ensure that depositors can withdraw their deposits on
demand will normally be quite small.

In abnormal times, however, nothing short of 100 percent would do the job if the
commercial banking system had to stand alone. If a major bank were to fail, it would
probably cause a general loss of confidence in the ability of other banks to redeem their
deposits. The results would then be devastating. Until relatively recently, such an
event or even the rumour of it could lead to a bank run as depositors rushed to
withdraw their money. Faced with such a panic, banks would have to close until either
they had borrowed enough funds or sold enough assets to meet the demand, or the
demand subsided. However, banks could not instantly turn their loans into cash
because the borrowers would have the money tied up in such things as real estate or
business enterprises. Neither could the banks obtain cash by selling their securities to
the public because payments would be made by cheques, which would not provide
cash to pay off depositors.

bank run A situation in

which many depositors

rush to withdraw their

money, possibly leading to

a bank s financial collapse.

Practise with Study Guide

Chapter 27, Short-Answer

Question 2.

TABLE 27-2 Consolidated Balance Sheet of the Canadian Chartered Banks,

December 2008 (millions of dollars)

Assets Liabilities

Reserves (including deposits 5 980 Chequable deposits 257 436
with Bank of Canada)

Government of Canada 242 942 Savings deposits 509 000
securities

Mortgage and non-mortgage 1 105 410 Time deposits 350 086
loans

Canadian securities (corporate 181 094 Government of Canada 4 676
and provincial and municipal deposits
governments)

Foreign-currency liabilities 1 334 998
Foreign-currency assets 1 341 636 Shareholders  equity 141 721
Other assets 305 165 Other liabilities 584 310
Total 3 182 227 Total 3 182 227

Reserves are only a tiny fraction of deposit liabilities. If all the chartered banks  customers
who held chequable deposits tried to withdraw them in cash, the banks could not meet
this demand without liquidating approximately $250 billion of other assets. This would 
be impossible without assistance from the Bank of Canada.

(Source: Adapted from Bank of Canada, Banking and Financial Statistics, June 2009, Tables C3
and C4.  Bank of Canada 2009, http://epe.lac-bac.gc.ca/100/201/301/bank_can_banking_
fin_stats-ef/2009/2009-06.pdf.)
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The difficulty of providing sufficient reserves to
meet abnormal situations is alleviated by the central
bank, which can provide all the reserves that are
needed to meet any abnormal situation. It can do this in
two ways. First, it can lend reserves directly to commer-
cial banks on the security of assets that are sound but
not easy to liquidate quickly, such as interest-earning
residential or commercial mortgages. Second, it can
enter the open market and buy all the government secu-
rities that commercial banks need to sell. Once the pub-
lic finds that deposits can be turned into cash, any
panic would usually subside and any further drain of
cash out of banks would cease.

The possibility of a bank run in Canada has been
all but eliminated by the provision of deposit insurance
by the Canada Deposit Insurance Corporation (CDIC),
a federal Crown corporation. The CDIC guarantees
that, in the unlikely event of a bank failure, depositors
will get their money back, up to a limit of $100 000 per
eligible deposit (there are seven different types of deposit that are eligible for CDIC
insurance). Most depositors will not rush to withdraw all of their money as long as
they are certain they can get it when they need it.

The late Jimmy Stewart plays George Bailey in It s a Wonderful
Life. In this scene, Bailey, the owner of a small commercial
bank, explains to his panicking customers why they can t all
take their money out at the same time. It is a great illustration
of the workings of a fractional-reserve banking system.

w w w. m y e c o n l a b . c o m

Although deposit insurance provides benefits to depositors in the form of
enhanced security, some economists argue that it encourages excessive risk-
taking on the part of the banks themselves. For more details about the debate
over deposit insurance, look for The Costs and Benefits of Deposit Insurance

in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

Target and Excess Reserves Canada s banks hold cash reserves against their
deposit liabilities for the simple reason that they want to avoid situations in which they
cannot satisfy their depositors  demands for cash, and it is costly for them to borrow
from other banks or from the Bank of Canada when they run short of reserves. Look
again at Table 27-2. Notice that the chartered banks  cash reserves of just under $6 bil-
lion are less than 1 percent of their deposit liabilities of more than $1 trillion. Thus, if
the holders of even 1 percent of deposits demanded cash, the banks would be unable to
meet the demand without outside help. Reserves can be as low as they are because,
first, banks know that it is very unlikely that even 1 percent of their total deposits will
be withdrawn at any given time and, second, because the banks know that the Bank of
Canada will help them out in time of temporary need. The Canadian banking system is
thus a fractional-reserve system, with commercial banks holding reserves either as
cash or as deposits at the Bank of Canada of just a small fraction of their total
deposits.

A bank s reserve ratio is the fraction of its deposits that it actually holds as reserves
at any point in time, either as cash or as deposits with the Bank of Canada. A bank s
target reserve ratio is the fraction of its deposits it would ideally like to hold as

fractional-reserve system

A banking system in which

commercial banks keep

only a fraction of their

deposits in cash or on

deposit with the central

bank.

reserve ratio The fraction

of its deposits that a

commercial bank holds as

reserves in the form of

cash or deposits with the

central bank.
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reserves. This target reserve ratio will generally not be constant over time. During hol-
iday seasons, for example, banks may choose to hold more reserves because they know,
based on past experience, that there will be heavy demands for cash.

At any given time, any commercial bank will probably not be exactly at its target level
of reserves. Reserves may be slightly above or slightly below the target, but the commer-
cial bank will take actions to restore its actual reserves toward its target level. Any reserves
in excess of the target level are called excess reserves. As we will see next, a bank can
expand or contract its portfolio of loans to adjust its actual reserves toward its target level.
Understanding this process is the key to understanding the creation of deposit money.

27.3 Money Creation 
by the Banking System

We noted before that the money supply refers to both currency and deposits at
commercial banks. The fractional-reserve system provides the leverage that permits
commercial banks to create new deposits and thus to create new money. The process is
important, so it is worth examining in some detail.

Some Simplifying Assumptions

To focus on the essential aspects of how banks create money, suppose that banks can
invest in only one kind of asset loans and that there is only one kind of deposit a
chequable deposit. Two other assumptions are provisional and will be relaxed after we
have developed some basic ideas about the creation of money:

1. Fixed target reserve ratio. We assume that all banks have the same target reserve
ratio, which does not change. In our numerical illustration, we will assume that the
target reserve ratio is 20 percent (0.20); that is, for every $5 of deposits, the banks
want to hold $1 in cash reserves, investing the rest in new loans.

2. No cash drain from the banking system. We also assume that the public holds a
fixed amount of the currency in circulation. In particular, we assume that the
amount of currency held by the public is not a constant ratio of their bank
deposits. (Later on we will assume that the amount of currency held by the public
grows as total bank deposits grow.)

The Creation of Deposit Money

A hypothetical balance sheet, with assets and liabilities, is shown for TD Canada Trust
(TD) in Table 27-3. TD has assets of $200 of reserves, held partly as cash on hand and
partly as deposits with the central bank, and $900 of loans outstanding to its cus-
tomers. Its liabilities are $100 to investors (owners) who contributed capital to start
the bank and $1000 to current depositors. The bank s ratio of reserves to deposits is
0.20 (200/1000), exactly equal to its target reserve ratio.

What Is a New Deposit? In what follows, we are interested in knowing how the
commercial banking system can create money  when confronted with a new deposit.
But what do we mean by a new deposit? By new,  we mean a deposit of cash that is
new to the commercial banking system. There are three examples.

target reserve ratio The

fraction of its deposits that

a commercial bank wants

to hold as reserves.

excess reserves Reserves

held by a commercial bank

in excess of its target

reserves.
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First, an individual might immigrate to Canada
and bring cash. When that cash is deposited into a
commercial bank, it constitutes a new deposit to
the (Canadian) banking system.

Second, an individual who had some cash stashed
under his bed (or in a safety deposit box) has now
decided to deposit it into an account at a commer-
cial bank.

Third is the most interesting but also the most
complicated example. If the Bank of Canada were
to purchase a government security from an indi-
vidual or from a firm, it would purchase that asset
with a cheque drawn on the Bank of Canada.
When the individual or firm deposits the cheque
with a commercial bank, it would be a new
deposit to the commercial banking system.

The important point to keep in mind here is that the
source of the new deposit is irrelevant to the process of
money creation by the commercial banks. In the discus-
sion that follows, we use the example of the Bank of Canada buying government secu-
rities from firms or households as a way of generating a new deposit. But this is not
crucial. We use this example because, as we will see in Chapter 29, this is how the Bank
of Canada would directly alter the level of reserves in the banking system if it chose to
do so. But the general process of money creation we are about to describe applies to
any new deposit, whatever its source.

The Expansion of Money from a Single New Deposit Suppose the Bank
of Canada enters the open market and buys $100 worth of Government of Canada
bonds from John Smith. The Bank issues a cheque to Smith, who then deposits the
$100 cheque into his account at TD Canada Trust. This $100 is a wholly new deposit
for the commercial bank, and it results in a revised balance sheet (Table 27-4). As a
result of the new deposit, TD s cash assets and deposit liabilities have both increased by
$100. More important, TD s ratio of reserves to deposits has increased from 0.20 to
0.27 (300/1100). The bank now has $80 in excess reserves; with $1100 in deposits, its
target reserves are only $220.

TD can now lend the $80 in excess reserves that it is
holding. As it lends the $80, it increases its loan portfo-
lio by $80 but reduces its cash reserves by the same
amount. Table 27-5 shows TD s balance sheet after this
new loan is made. Notice that TD has restored its
reserve ratio to 20 percent, its target reserve ratio.

So far, of the $100 initial deposit at TD, $20 is held
by TD as reserves against the deposit and $80 has been
lent out in the system. As a result, other banks have
received new deposits of $80 stemming from the loans
made by TD; persons receiving payment from those
who borrowed the $80 from TD will have deposited
those payments in their own banks.

The banks that receive deposits from the proceeds
of TD s loan are called second-round banks, third-
round banks, and so on. In this case, the second-round

TABLE 27-3 The Initial Balance Sheet of
Canada Trust (TD)

Assets ($) Liabilities ($)

Reserves (cash 200 Deposits 1 000
and deposits 
with the central 
bank)

Loans 900 Capital 100
1 100 1 100

TD Canada Trust has reserves equal to 20 percent of
its deposit liabilities. The commercial bank earns
profits by finding profitable investments for much of
the money deposited with it. In this balance sheet,
loans are its income-earning assets.

TABLE 27-4 TD s Balance Sheet Immediately
After a New Deposit of $100

Assets ($) Liabilities ($)

Reserves 300 Deposits 1 100
Loans 900 Capital 100

1 200 1 200

The new deposit raises liabilities and assets by the
same amount. Because both cash and deposits rise by
$100, the bank s actual reserve ratio, formerly 0.20,
increases to 0.27. The bank now has excess reserves
of $80.
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banks receive new deposits of $80, and when the
cheques clear, they have new reserves of $80. Because
they desire to hold only $16 in additional reserves to
support the new deposits, they have $64 of excess
reserves. They now increase their loans by $64. After
this money has been spent by the borrowers and has
been deposited in other, third-round banks, the bal-
ance sheets of the second-round banks will have
changed, as in Table 27-6.

The third-round banks now find themselves with
$64 of new deposits. Against these they want to hold
only $12.80 as reserves, so they have excess reserves of
$51.20 that they can immediately lend out. Thus,
there begins a long sequence of new deposits, new
loans, new deposits, and new loans. These stages are
shown in Table 27-7.

The new deposit of $100 to the banking system
has led, through the banks  desire to lend their excess
reserves, to the creation of new money. After the com-
pletion of the process depicted in Table 27-7, the total
change in the combined balance sheets of the entire
banking system is shown in Table 27-8.

If v is the target reserve ratio, a new deposit to the
banking system will increase the total amount of
deposits by 1/v times the new deposit.[35]

In our example, where v * 0.2 and the new
deposit equals $100, total deposits in the banking sys-
tem will eventually increase by (1/0.2) times $100
that is, by $500.

In our example in which there was an initial new
deposit of $100, this $100 was also the amount by
which reserves increased in the banking system as a
whole. This is because the entire amount of new cash
eventually ends up in reserves held against a much

larger volume of new deposits. Identifying a new deposit as the change in reserves in
the banking system permits us to state our central result slightly differently.

With no cash drain from the banking system, a banking system with a target
reserve ratio of v can change its deposits by 1/v times any change in reserves.

Recalling that the Greek letter delta, + means the change in,  we can express this
result in a simple equation:

 Deposits *
 Reserves

v

The multiple expansion of deposits that we have just described applies in reverse to a
withdrawal of funds. Deposits of the banking system will fall by 1/v times the amount
withdrawn from the banking system creating a multiple contraction of deposits.

TABLE 27-5 TD s Balance Sheet After Making 
a New Loan of $80

Assets ($) Liabilities ($)

Reserves 220 Deposits 1 100
Loans 980 Capital 100

1 200 1 200

TD converts its excess cash reserves into new loans.
The bank keeps $20 as a reserve against the initial
new deposit of $100. It lends $80 to a customer, who
writes a cheque to someone who deals with another
bank. Comparing Tables 27-3 and 27-5 shows that
the bank has increased its deposit liabilities by the
$100 initially deposited and has increased its assets
by $20 of cash reserves and $80 of new loans. It has
also restored its target reserve ratio of 0.20.

TABLE 27-6 Changes in the Balance Sheets 
of Second-Round Banks

Assets ($) Liabilities ($)

Reserves ,16 Deposits ,80
Loans ,64

,80 ,80

Second-round banks receive cash deposits and
expand loans. The second-round banks gain new
deposits of $80 as a result of the loan granted by TD.
These banks keep 20 percent of the cash that they
acquire as their reserve against the new deposit, and
they can make new loans using the other 80 percent.
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Excess Reserves and Cash Drains

The two simplifying assumptions that were made earlier
can now be relaxed.

Excess Reserves If banks do not choose to lend
their excess reserves, the multiple expansion that we dis-
cussed will not occur. Go back to Table 27-4. If TD
Canada Trust had been content to hold 27 percent of its
deposits in reserves, it would have done nothing more.
Other things being equal, banks will choose to lend
their excess reserves because of the profit motive, but
there may be times when they believe that the risk is too
great. It is one thing to be offered a good rate of interest
on a loan, but if the borrower defaults on the payment
of interest and principal, the bank will be the loser. Sim-
ilarly, if the bank expects interest rates to rise in the
future, it may hold off making loans now so that it will
have reserves available to make more profitable loans
after the interest rate has risen.

Deposit creation does not happen automatically; it
depends on the decisions of bankers. If commercial
banks do not choose to lend their excess reserves,
there will not be an expansion of deposits.

Recall that we have said that the money supply
includes both currency and bank deposits. What we
have just seen is that the behaviour of commercial
banks is crucial to the process of deposit creation. It
follows that the money supply is thus at least partly
determined by the commercial banks in response, for
example, to changes in national income, interest rates,
and expectations of future business conditions.

Cash Drain Until now, we have been assuming that
the public holds a fixed amount of cash, so that when
deposits were multiplying in the economy, there was no
change in the amount of cash held by the public. But
now suppose that instead of holding a fixed number of
dollars, people decide to hold an amount of cash equal
to a fixed fraction of their bank deposits. An extra $100
that now gets injected into the banking system as a new
cash deposit will not all stay in the banking system. As
the amount of deposits multiplies, some fraction of
that $100 will be added to the cash held by the public.
In such a situation, any multiple expansion of bank
deposits will be accompanied by what is called a cash
drain to the public. This cash drain will reduce the max-
imum expansion of bank deposits in exactly the same
way that taxes and imports reduced the value of the
simple multiplier in Chapter 22.

TABLE 27-7 The Sequence of Loans and
Deposits After a Single New
Deposit of $100

Addition
New New to

Bank Deposits Loans Reserves

TD 100.00 80.00 20.00

2nd-round bank 80.00 64.00 16.00

3rd-round bank 64.00 51.20 12.80

4th-round bank 51.20 40.96 10.24

5th-round bank 40.96 32.77 8.19

6th-round bank 32.77 26.22 6.55

7th-round bank 26.22 20.98 5.24

8th-round bank 20.98 16.78 4.20

9th-round bank 16.78 13.42 3.36

10th-round bank 13.42 10.74 2.68

Total for first 10 rounds 446.33 357.07 89.26

All remaining rounds 53.67 42.93 10.74

Total for banking system 500.00 400.00 100.00

The banking system as a whole can create deposit
money whenever it receives new deposits. The table
shows the process of the creation of deposit money
on the assumptions that all the loans made by one set
of banks end up as deposits in another set of banks
(the next-round banks), that the target reserve ratio
(v) is 0.20, and that banks always lend out any excess
reserves. With no cash drain to the public, the bank-
ing system as a whole eventually increases deposit
money by 1/v, which, in this example, is five times
the amount of any increase in reserves that it obtains.

TABLE 27-8 Change in the Combined Balance
Sheets of All the Banks in the 
System Following the Multiple
Expansion of Deposits

Assets ($) Liabilities ($)

Reserves *100 Deposits *500
Loans *400

*500 *500

The reserve ratio is returned to 0.20. The entire ini-
tial deposit of $100 ends up as additional reserves of
the banking system. Therefore, deposits rise by 
(1/0.2) times the initial deposit that is, by $500.

b

b

b

b

b
b

b
b

b
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In the case of a cash drain, the relationship between the eventual change in
deposits and an injection of cash into the banking system is slightly more complicated.
If new cash is injected into the system, it will ultimately show up either as reserves or as
cash held by the public. If c is the ratio of cash to deposits that people want to main-
tain, the final change in deposits will be given by

 Deposits  
 New cash deposit

c v

For example, suppose the Bank of Canada were to purchase $100 of government
securities from some current bondholders. As the bondholders deposit their $100
into their bank accounts, there is an injection of $100 into the banking system. If
commercial banks  target reserve ratio is 20 percent and there is no cash drain, the
eventual expansion of deposits will be $500 ( Deposits $100/0.20). But if there is
a cash drain of 10 percent, the eventual expansion of deposits will only be $333.33
( Deposits $100/(0.10 0.20)). [36]

The larger is the cash drain from the banking system, the smaller will be the total
expansion of deposits created by a new cash deposit.

Realistic Expansion of Deposits So far we have explained the expansion of
deposits in the banking system by using reserve-deposit and cash-deposit ratios that are
easy to work with but unrealistic for Canada. In particular, we have been assuming a
reserve-deposit ratio (v) equal to 20 percent, whereas Table 27-2 on page 686 shows
that Canadian commercial banks hold reserves equal to approximately 1 percent of
their deposit liabilities. A realistic value for the cash-deposit ratio in Canada is
roughly 5 percent indicating that firms and households hold cash outside the banks
equal to 5 percent of the value of their bank deposits. Putting these more realistic
values for v and c into our equation, we see that a $100 cash injection (new deposit)
to the banking system will eventually lead to a total change in deposits equal to 
$100/(c v) $100/(0.01 0.05) $100/(0.06) $1666.67. Therefore, small
changes in the amount of cash can lead, through the commercial banks  process of
deposit creation, to very large changes in the total level of deposits. Commercial banks
really do create a lot of (deposit) money out of thin air!

27.4 The Money Supply
Several times in this chapter we have mentioned the money supply without ever defin-
ing it precisely. But now that you are familiar with the balance sheets of the Bank of
Canada and the commercial banking system, and are comfortable with the idea of
deposit creation by the commercial banks, we are ready to be more precise about what
we mean by the money supply.

The total stock of money in the economy at any moment is called the money
supply or the supply of money. Economists use several alternative definitions for the
money supply, most of which are regularly reported in the Bank of Canada Review a
quarterly publication of the Bank of Canada. Each definition of the money supply
includes the amount of currency in circulation plus some types of deposit liabilities of
the financial institutions.

Money supply Currency Bank deposits

Practise with Study Guide

Chapter 27, Exercise 6.

money supply The total

quantity of money in an

economy at a point in time.

Also called the supply of

money.
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The different definitions vary only by which deposit liabilities are included. We begin
by looking at the different kinds of deposits.

Kinds of Deposits

Over the past 30 years or so, banks have evolved a bewildering array of different types
of deposits. From our point of view, the most important distinction is between deposits
that can be readily transferred by cheque, internet banking, phone, or debit card, and
those that cannot be so easily transferred. The first type of deposits are media of
exchange; the second type are not.

For many years, the distinction lay between demand deposits, which earned little
or no interest but were chequable,  and savings deposits, which earned a higher inter-
est return but were non-chequable.  Today, however, it is so easy to transfer funds
from accounts that are technically non-chequable to other accounts that are chequable
that the distinction becomes quite blurred. The deposit that is genuinely tied up for a
period of time now takes the form of a term deposit, which has a specified withdrawal
date a minimum of 30 days into the future, and which pays a much reduced interest
rate in the event of early withdrawal. Term and other non-chequable deposits pay sig-
nificantly higher interest rates than do chequable deposits.

Non-bank financial institutions, such as asset-management firms, now offer
money market mutual funds and money market deposit accounts. These accounts earn
higher interest and are chequable, although some are subject to minimum withdrawal
restrictions and others to prior notice of withdrawal.

The long-standing distinction between money and other highly liquid assets used
to be that, narrowly defined, money was a medium of exchange that did not earn
interest, whereas other liquid assets earned interest but were not media of
exchange. Today, this distinction has almost completely disappeared.

Definitions of the Money Supply

Different definitions of the money supply include different types of deposits. Until
recently, a common definition of the money supply used by the Bank of Canada was
called M1, which included currency in circulation plus chequable deposits held at the
chartered banks. But M1 did not include similar deposits at other financial institutions
or any non-chequable deposits. With the changing nature of deposits, it is now more
common to use broader measures of the money supply. Two commonly used measures
in Canada today are M2 and M2*. M2 includes currency in circulation plus chequable
and non-chequable deposits at the chartered banks; M2* includes M2 plus similar
deposits at other financial institutions (trust and mortgage-loan companies, credit
unions and caisses populaires) and holdings of money-market mutual funds.
Table 27-9 shows the composition of M2 and M2* in Canada as of September 2009.

The Bank of Canada computes other measures of the money supply even broader
than M2*. These are referred to as M2**, M3, and so on, where each measure is
broader than the previous one, meaning that it includes more types of financial assets.
For example, M2** includes M2* plus holdings of Canada savings bonds and non-
money-market funds. In general, the broader the measure of the money supply, the
more the concept of money being measured includes assets that do not serve as a direct
medium of exchange but do serve the store-of-value function and can be converted into
a medium of exchange.

term deposit An interest-

earning bank deposit,

subject to notice before

withdrawal.

M2 Currency plus deposits

at the chartered banks.

M2* M2 plus deposits at

other financial institutions.
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Near Money and Money Substitutes

Recall our early discussion of money as a medium of
exchange and as a store of value. In arriving at empiri-
cal measures of money, we must consider some assets
that do not perform one or both of these roles perfectly.
This brings us to the concepts of near money and money
substitutes.

Assets that adequately fulfill the store-of-value func-
tion and are readily converted into a medium of
exchange but are not themselves a medium of exchange
are sometimes called near money. Term deposits are a
good example of near money. When you have a term
deposit, you know exactly how much purchasing power
you hold (at current prices), and, given modern banking
practices, you can turn your deposit into a medium of
exchange cash or a chequing deposit at a moment s
notice (though you may pay a penalty in the form of
reduced interest if you withdraw the funds before the
end of the specified term).

Why then does everybody not keep his or her money
in such deposits instead of in demand deposits or cur-
rency? The answer is that the inconvenience of continu-
ally shifting money back and forth may outweigh the
interest that can be earned. One week s interest on $100
(at 5 percent per year) is only about 10 cents, not enough
to cover bus fare to the bank, the time spent going to an
ATM, or perhaps even the time spent making an online
transfer. For money that will be needed soon, it would
hardly pay to shift it to a term deposit.

Things that serve as media of exchange but are not
a store of value are sometimes called money substitutes.
Credit cards are a prime example. With a credit card,
many transactions can be made without either cash or

a cheque. The evidence of credit, the credit slip you sign and hand over to the store, is
not money, because it cannot be used to make other transactions. The credit card
serves the short-run function of a medium of exchange by allowing you to make pur-
chases, even though you have no cash or bank deposit currently in your possession.
But this is only temporary; money remains the final medium of exchange for these
transactions when the credit-card bill is paid.

Choosing a Measure

Since the eighteenth century, economists have known that the amount of money in
circulation is an important economic variable. As theories became more carefully
specified in the nineteenth and early twentieth centuries, they included a variable
called the money supply.  But for theories to be useful (and especially for the predic-
tions to be testable), we must be able to identify real-world counterparts of these
theoretical variables.

The specifics of the definition of money have changed and will continue to change
over time. New monetary assets are continually being developed to serve some, if not

TABLE 27-9 M2 and M2* in Canada, 

September 2009 

(millions of dollars)

Currency 54 254

Demand Deposits
Personal 177 761
Non-personal 231 286

Notice and Term Deposits
Personal 463 604
Non-personal 27 075

Adjustment +2 496

M2 951 484
Deposits at:

Trust and mortgage-loan companies 21 777
Credit unions and caisses populaires 207 396
Money-market mutual funds 65 240
Other 51 322

M2* 1 297 219

M2 and M2* are two commonly used measures of
the money supply in Canada. M2 includes chequable
(demand) and non-chequable deposits at the char-
tered banks; M2* adds deposits at other financial
institutions. These deposits all serve the medium-of-
exchange function of money. Still broader measures
(like M2** and M3) include financial assets that
best serve the store-of-value function but can readily
be converted into a medium of exchange.

(Source: Adapted from Bank of Canada, Weekly Finan-
cial Statistics, November 27, 2009, http://epe.lac-bac.
gc.ca/100/201/301/weekly_fin_stats/2009/091127.pdf.)

near money Liquid assets

that are easily convertible

into money without risk of

significant loss of value

and can be used as short-

term stores of value but are

not themselves media of

exchange.

money substitute

Something that serves as a

medium of exchange but is

not a store of value.

Practise with Study Guide

Chapter 27, Short-Answer

Question 2.
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all, of the functions of money, and they are more or less readily convertible into money.
There is no single, timeless definition of money and what is only near money or a
money substitute. Indeed, as we have seen, the Bank of Canada uses several definitions
of money.

The Role of the Bank of Canada

In this chapter, we have seen that the commercial banking system, when confronted
with a new deposit, can create a multiple expansion of bank deposits. This shows how
the reserves of the banking system are systematically related to the money supply. In
Chapter 29 we will see the details of how the Bank of Canada conducts its monetary
policy and how its actions influence the total amount of reserves in the banking system.
At that point we will have a more complete picture of the connection among the Bank s
monetary policy, reserves in the banking system, and the overall money supply.

Recall that in the previous chapter we examined how in the long run, with real
GDP equal to Y*, the real interest rate was determined by saving and investment. In the
next chapter, we return to the short-run version of our macro model (in which Y is no
longer assumed to equal Y*) but add money to that model explicitly. There we will see
how the interaction of money demand and money supply determines the equilibrium
interest rate in the short run. We will also see how changes in the money market lead to
changes in desired aggregate expenditure and real GDP. In Chapter 29 we examine the
details of the Bank of Canada s monetary policy, with an emphasis on its current policy
regime of inflation targeting.

Summary

27.1 The Nature of Money l1

Money is anything that serves as a medium of exchange,
a store of value, and a unit of account.
Money arose because of the inconvenience of barter,
and it developed in stages: from precious metal to metal

coinage, to paper money convertible to precious metals,
to token coinage and paper money fractionally backed
by precious metals, to fiat money, and to deposit money.

27.2 The Canadian Banking System l2

The banking system in Canada consists of two main ele-
ments: the Bank of Canada (which is the central bank)
and the commercial banks.
The Bank of Canada is a government-owned corpora-
tion that is responsible for the day-to-day conduct of
monetary policy. Though the Bank has considerable
autonomy in its policy decisions, ultimate responsibility
for monetary policy resides with the government.
Commercial banks and other financial institutions play
a key role as intermediaries in the credit market.

Significant interruptions in the flow of credit usually
lead to increases in interest rates and reductions in the
level of economic activity.
Commercial banks are profit-seeking institutions that
allow their customers to transfer deposits from one
bank to another by means of cheques or debit cards.
They create money as a by-product of their commercial
operations by making or liquidating loans and various
other investments.
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1. Fill in the blanks to make the following statements
correct.

a. Money serves three functions: __________,
__________, and __________.

b. Suppose children at a summer camp are each given
a credit of $20.00 at the snack shop, where pur-
chases are recorded but no cash is exchanged. This
is an example of money as a __________ and a
__________.

27.4 The Money Supply l4

The money supply the stock of money in an economy
at a specific moment can be defined in various ways.
M1, the narrowest definition, includes currency and
chequable deposits. M2 includes M1 plus savings
deposits and smaller term deposits. M2+ includes M2
plus deposits at non-bank financial institutions and
money-market mutual funds.

Near money includes interest-earning assets that are
convertible into money on a dollar-for-dollar basis but
that are not currently a medium of exchange. Money
substitutes are things such as credit cards that serve as a
medium of exchange but are not money.

Key Concepts

Study Exercises

Medium of exchange, store of value,
and unit of account
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Near money and money substitutes
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c. Paper money and coins that are not convertible
into anything with intrinsic value, but are declared
by the government to be legal tender, are known as
__________.

d. The Bank of Canada has four main functions in the
Canadian economy:
 _________
 _________
 _________
 _________

27.3 Money Creation by the Banking System l3

Because most customers are content to pay by
cheque or debit card rather than with cash, banks
need only small reserves to back their deposit liabili-
ties. It is this fractional-reserve aspect of the banking
system that enables commercial banks to create
deposit money.
When the banking system receives a new cash deposit,
it can create new deposits equal to some multiple of this

amount. For a target reserve ratio of v and a
cash deposit ratio of c, the total change in deposits fol-
lowing a new cash deposit is

 Deposits *
New cash deposit

c + v
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e. Canada has a __________-reserve banking system,
in which commercial banks keep only a fraction of
their total deposits in reserves. A commercial bank
has a __________ ratio that governs what it
attempts to keep as reserves.

2. Fill in the blanks to make the following statements
correct. Answer these questions in the sequence
given.

a. Suppose the Bank of Canada purchases a $1000
bond from Bob s Fishing Supplies, and Bob s
deposits its cheque at the CIBC. This is a
__________ deposit to the banking system and will
allow the commercial banks to __________.

b. If the CIBC has a target reserve ratio of 5 percent,
it will keep __________ dollars as reserves and will
lend __________ dollars.

c. Assuming there is no cash drain from the banking
system, the ultimate effect is a(n) __________ in
deposits in the banking system of __________ *
$1000 __________.

d. Suppose the Bank of Canada sells a $1000 bond to
Bob s Fishing Supplies, and Bob s pays for that
bond with a cheque drawn on its account at the
CIBC. This is a __________ of funds from the
banking system and will cause the commercial
banks to __________.

e. If the CIBC pays the $1000 from its reserves, its
reserve ratio will then be __________ its target rate
of 5 percent. If the CIBC keeps its reserves at the
new level, its loans must fall by __________ to
restore the 5-percent target reserve ratio.

3. Which of the following items can be considered money
in the Canadian economy? Explain your answers by
discussing the three functions of money medium of
exchange, store of value, and unit of account.

a. A Canadian $100 bill
b. A Visa credit card
c. A well-known painting by Robert Bateman
d. An interest-earning savings account
e. A U.S. Treasury bill payable in three months
f. A share of Tim Hortons stock
g. A $1 bill of Canadian Tire money

4. The table below shows the balance sheet for the
Regal Bank, a hypothetical commercial bank.
Assume that the Regal Bank has achieved its target
reserve ratio.

a. What is the Regal Bank s target reserve ratio?
b. What is the value of the owners  investment in the

bank?
c. Suppose someone makes a new deposit to the Regal

Bank of $100. Draw a new balance sheet showing
the immediate effect of the new deposit. What is
the Regal Bank s new reserve ratio?

d. Suppose instead that someone withdraws $100
cash from the Regal Bank. Show the new balance
sheet and the new reserve ratio.

5. Consider a new deposit to the Canadian banking sys-
tem of $1000. Suppose that all commercial banks have
a target reserve ratio of 10 percent and there is no cash
drain. The following table shows how deposits,
reserves, and loans change as the new deposit permits
the banks to create  money.

Round Deposits  Reserves Loans

First $1000 $100 $900
Second ___ ___ ___
Third ___ ___ ___
Fourth ___ ___ ___
Fifth ___ ___ ___

a. The first round has been completed in the table.
Now, recalling that the new loans in the first round
become the new deposits in the second round, com-
plete the second round in the table.

b. By using the same approach, complete the entire
table.

c. You have now completed the first five rounds of
the deposit-creation process. What is the total
change in deposits so far as a result of the single
new deposit of $1000?

d. This deposit-creation process will go on forever,
but it will have a finite sum. In the text, we showed
that the eventual total change in deposits is equal
to 1/v times the new deposit, where v is the target
reserve ratio. What is the eventual total change in
deposits in this case?

e. What is the eventual total change in reserves? What
is the eventual change in loans?

6. Consider a withdrawal of $5000 from the Canadian
banking system. Suppose all commercial banks have a
target reserve ratio of 8 percent and there is no cash
drain.

a. Using a table like that shown in the previous ques-
tion, show the change in deposits, reserves, and
loans for the first three rounds  of activity.

b. Compute the eventual total change in deposits,
reserves, and loans.

Balance Sheet: Regal Bank

Assets Liabilities

Reserves $ 200 Deposits $4000
Loans $4200 Capital $ 400
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7. Consider an individual who immigrates to Canada
and deposits $3000 in Canadian currency into the
Canadian banking system. Suppose all commercial
banks have a target reserve ratio of 10 percent and
individuals choose to hold cash equal to 10 percent of
their bank deposits.

a. In the text, we showed that the eventual total
change in deposits is equal to 1/(v , c) times the
new deposit, where v is the target reserve ratio
and c is the ratio of cash to deposits. What is the
eventual total change in deposits in this case?

b. What is the eventual total change in reserves?
c. What is the eventual total change in loans?

8. Consider an individual who moves to Canada and
brings with him $40 000 in Canadian currency, which
he deposits in a Canadian bank. For each of the cases
below, compute the overall change in deposits and
reserves in the Canadian banking system as a result of
this new deposit.

a. 10 percent target reserve ratio; no cash drain; no
excess reserves

b. 10 percent target reserve ratio; 5 percent cash
drain; no excess reserves

c. 10 percent target reserve ratio; 5 percent cash
drain; 5 percent excess reserves

9. This question is intended to illustrate the similarity
between the simple multiplier from Chapters 21 and
22 and the deposit multiplier that we examined in this
chapter.

a. Recalling the macro model of Chapters 21 and 22,
suppose the marginal propensity to spend out of
GDP, z, is 0.6. If autonomous spending increases by
$1000, fill in the table below.

Round +AE +Y

First $1000 $1000
Second ___ ___
Third ___ ___
Fourth ___ ___
Fifth ___ ___

b. The sum of the values in the third column should
be

+Y * $1000 , z $1000 , z2 $1000 , z3 $1000 ,. . .

What is the total change in GDP?

c. Now consider the process of deposit creation from
this chapter. Consider a new deposit of $1000 and
a target reserve ratio, v, of 0.25 (with no cash
drain). Fill in the following table:

Round + Deposits + Reserves + Loans

First $1000 $250 $750
Second ___ ___ ___
Third ___ ___ ___
Fourth ___ ___ ___
Fifth ___ ___ ___

d. The sum of the values in the first column should be

Deposits * $1000 , (1  v)$1000 ,
(1  v)2 $1000 , (1  v)3$1000 , . . .

What is the total change in deposits?

e. Explain why taxes and imports for the simple mul-
tiplier in Chapter 21 are similar to a reserve ratio
for the deposit multiplier in this chapter.

Discussion Questions
1. A Canadian who receives a U.S. coin has the option of

spending it at face value or taking it to the bank and
converting it to Canadian money at the going rate of
exchange. When the rate of exchange was near par (in
the early 1970s), so that $1 Canadian was within
3 cents of U.S.$1, U.S. and Canadian coins circulated
side by side, exchanged at face value. Use Gresham s
law to predict which coinage disappeared from circu-
lation in Canada when the Canadian dollar fell to
U.S.$0.67 in the late 1990s. Why did a 3-cent differen-
tial not produce this result?

2. During hyperinflations in several foreign countries
after the Second World War, American cigarettes were
sometimes used in place of money. What made them
suitable?

3. Suppose that on January 1, 2008, a household had
$100 000, which it wanted to hold for use one year
later. Calculate, by using resources available online or
in your university library, which of the following
would have been the best store of value over that
period. Will the best store of value over that period
necessarily be the best over the next 24 months?

a. The (Canadian) dollar
b. Stocks whose prices moved with the Toronto Stock

Exchange (S&P/TSX) index
c. A Government of Canada 5.75 percent bond com-

ing due in 2029
d. Gold
e. A house whose value changed with the average

house price in Canada
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4. If all depositors tried to turn their deposits into cash at
once, they would find that there are not sufficient
reserves in the system to allow all of them to do this at
the same time. Why then do we not still have panicky
runs on the banks? Would it be better for the Bank of
Canada to impose a 100-percent reserve requirement?
What effect would such a reserve requirement have on
the banking system s ability to create money? Would it
preclude any possibility of a panic?

5. Compared with their use a few years ago, credit and
bank cards are used extensively today to facilitate

purchases of goods and services all over the world.
Does this distort the true measure of money in the
economy? Should credit and bank cards be incorpo-
rated in the definitions of M1 or M2?

6. During the financial crisis of 2007 2008, the governor
of the Bank of Canada expressed concern that the
commercial banks were hoarding  cash rather than
extending a more appropriate volume of loans. Why
might the banks do this, and what is the implication
for the money supply?
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28 Money, Interest
Rates, and
Economic Activity

L LEARNING OBJECTIVES

In this chapter you will learn

1 why the price of a bond is inversely related

to the market interest rate.

2 how the demand for money is related to the

interest rate, the price level, and real GDP.

3 how monetary equilibrium determines the

interest rate in the short run.

4 about the transmission mechanism of 

monetary policy.

5 the difference between the short-run and

long-run effects of monetary policy.

6 when monetary policy is most effective in

influencing real GDP in the short run.

In Chapter 27, we learned how the commercial bank-

ing system multiplies a given amount of reserves into

deposit money and thus influences the nation s

money supply. We also learned that because the

Bank of Canada can set the amount of commercial-

bank reserves, it too has an influence on the money

supply. What we have not yet discussed, however, is

how the Bank influences the amount of reserves. We

will leave that discussion until next chapter when we

examine the details of Canadian monetary policy. For

now, just think of the nation s money supply as being

determined jointly by the actions of the Bank of

Canada and the commercial banking system.

In this chapter, we focus on how money affects

the economy. Understanding the role of money, how-

ever, requires an understanding of the interaction of

money supply and money demand. To examine the

nature of money demand, we begin by examining

how households decide to divide their total holdings

of assets between money and interest-earning assets

(which here are called bonds ). Once that is done,

we put money supply and money demand together to

examine monetary equilibrium. Only then can we ask

how changes in the supply of money or in the

demand for money affect the economy in the short

term interest rates, real GDP, and the price level.

We begin with a discussion of the relationship

between bond prices and interest rates.
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28.1 Understanding Bonds

At any moment, households have a
stock of financial wealth that they
hold in several forms. Some of it is
money in the bank or in the wallet.
Some may be in Treasury bills and
bonds, which are IOUs issued by the
government or corporations. Some
may be in equity, meaning ownership
shares of a company.

To simplify our discussion, we will
group financial wealth into just two
categories, which we call money
and bonds.  By money we mean all
assets that serve as a medium of exchange that is, paper money, coins, and deposits on
which cheques can be drawn. By bonds we mean all other forms of financial wealth; this
includes interest-earning financial assets and claims on real capital (equity). This simpli-
fication is useful because it emphasizes the important distinction between interest-
earning and non-interest-earning assets. This distinction is central for understanding the
demand for money.

Before discussing how individuals decide to divide their assets between money and
bonds, we need to make sure we understand what bonds are and how they are priced.
This requires an understanding of present value.

Present Value and the Interest Rate

A bond is a financial asset that promises to make one or more specified payments at
specified dates in the future. The present value (PV) of any asset refers to the value now
of the future payments that the asset offers. Present value depends on the interest rate
because when we calculate present value, the interest rate is used to discount the value
of the future payments into their present value. Let s consider two examples to illus-
trate the concept of present value.

A Single Payment One Year Hence We start with the simplest case. What
is the value now of a bond that will return a single payment of $100 in one year s
time?

Suppose the interest rate is 5 percent. Now ask how much you would have to lend
out at that interest rate today in order to have $100 a year from now. If we use PV to

w w w . m y e c o n l a b . c o m

For readers interested in learning more about the stock market, the market in
which equities are traded, look for A Beginner s Guide to the Stock Market in the
Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

Economists often simplify the analysis of financial assets by considering only two
types of assets non-interest-bearing money  and interest-bearing bonds.

present value (PV) The

value now of one or more

payments or receipts made

in the future; often referred

to as discounted present

value.
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stand for this unknown amount, we can write PV * (1.05) + $100. Thus, PV + $100/
1.05 + $95.24.1 This tells us that the present value of $100 receivable in one year s
time is $95.24; if you lend out $95.24 for one year at 5 percent interest you will get
back the $95.24 plus $4.76 in interest, which makes $100.

We can generalize this relationship with a simple equation. If R1 is the amount
we receive one year from now and i is the annual interest rate, the present value of
R1 is:

PV +,
1

R

+

1

i
,

If the interest rate is 7 percent (i + 0.07) and the bond pays $100 in one year 
(R1 + $100), the present value of that bond is PV + $100/1.07 + $93.46. Notice that,
when compared with the previous numerical example, the higher interest rate leads to
a lower present value. The future payment of $100 gets discounted at a higher rate and
so is worth less at the present time.

A Sequence of Future Payments Now consider a more complicated case, but
one that is actually more realistic. Many bonds promise to make coupon  payments
every year and then return the face value of the bond at the end of the term of the loan.
For example, imagine a three-year bond that promises to repay the face value of $1000
in three years, but will also pay a 10 percent coupon payment of $100 at the end of
each of the three years that the bond is held. How much is this bond worth now? We
can compute the present value of this bond by adding together the present values of
each of the payments. If the market interest rate is 7 percent, the present value of this
bond is

PV +,
$

1

1

.0

0

7

0
,-,

(1

$

.

1

0

0

7

0

)2,-,
(

$

1

1

.0

1

7

0

)

0
3,

The first term is the value today of receiving $100 one year from now. The second term
is the value today of receiving the second $100 payment two years from now. Note that
we discount this second payment twice once from Year 2 to Year 1, and once again
from Year 1 to now and thus the denominator shows an interest rate of 7 percent
compounded for two years. Finally, the third term shows the value today of the $1100
repayment ($1000 of face value plus $100 of coupon payment) three years from now.
The present value of this bond is

PV + $93.46 - $87.34 - $897.93

+ $1078.73

In general, any asset that promises to make a sequence of payments into the future
of R1, R2, . . . , and so on, up to RT has a present value given by

PV + ,
1

R

+

1

i
, +,

(1

R

+

2

i)2, + . . . +,
(1

R

+

T

i)T,

It is useful to try another example. Let s continue with the case in which the bond
repays its face value of $1000 three years from now and makes three $100 coupon
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1 Notice that in this type of formula, the interest rate is expressed as a decimal fraction where, for example,
5 percent is expressed as 0.05, so 1 - i equals 1.05.

Practise with Study Guide

Chapter 28, Exercise 1.
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payments at the end of each year the bond is held. But this time we assume the market
interest rate is 9 percent. In this case, the present value of the bond is

PV *+
$

1

1

.0

0

9

0
+,+

(1

$

.

1

0

0

9

0

)2+,+
(

$

1

1

.0

1

9

0

)

0
3+

* $91.74 , $84.17 , $849.40

* $1025.31

Notice that when the market interest rate is 9 percent, the present value of the bond is
lower than the present value of the same bond when the market interest rate is 7 per-
cent. The higher interest rate implies that any future payments are discounted at a
higher rate and thus have a lower present value.

A General Relationship There are many types of bonds. Some make no coupon
payments and only a single payment (the face value ) at some point in the future. This
is the case for short-term government bonds called Treasury bills. Other bonds, typi-
cally longer-term government or corporate bonds, make regular coupon payments as
well as a final payment of the bond s face value. Though there are many types of bonds,
they all have one thing in common: They promise to make some payment or sequence
of payments in the future. Because bonds make payments in the future, their present
value is negatively related to the market interest rate.

The present value of any bond that promises a future payment or sequence of
future payments is negatively related to the market interest rate.

Present Value and Market Price

Most bonds are bought and sold in financial markets in which there are large numbers
of both buyers and sellers. The present value of a bond is important because it estab-
lishes the price at which a bond will be exchanged in the financial markets.

The present value of a bond is the most someone would be willing to pay now to
own the bond s future stream of payments.

To understand this concept, let us return to our example of a bond that promises to
pay $100 one year from now. When the interest rate is 5 percent, the present value of
this bond is $95.24. To see why this is the maximum that anyone would pay for this
bond, suppose that some sellers offer to sell the bond at some other price, say, $98. If,
instead of paying this amount for the bond, a potential buyer lends $98 out at 5 percent
interest, he or she would have at the end of one year more than the $100 that the bond
will produce. (At 5 percent interest, $98 yields $4.90 in interest, which when added to
the principal makes $102.90.) Clearly, no well-informed individual would pay $98 or,
by the same reasoning, any sum in excess of $95.24 for the bond. Thus, at any price
above the bond s present value, the lack of demand will cause the price to fall.

Now suppose the bond is offered for sale at a price less than $95.24, say, $90. A
potential buyer could borrow $90 to buy the bond and would pay $4.50 in interest on
the loan. At the end of the year, the bond yields $100. When this is used to repay the
$90 loan and the $4.50 in interest, $5.50 is left as profit. Clearly, it would be worth-
while for someone to buy the bond at the price of $90 or, by the same argument, at any
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price less than $95.24. Thus, at any price below the bond s present value, the abun-
dance of demand will cause the price to rise.

This discussion should make clear that the present value of an asset determines its
equilibrium market price. If the market price of any asset is greater than the present
value of its income stream, no one will want to buy it, and the resulting excess supply
will push down the market price. If the market price is below its present value, there will
be a rush to buy it, and the resulting excess demand will push up the market price.
When the bond s market price is exactly equal to its present value, there is no pressure
for the price to change.

The equilibrium market price of any bond will be the present value of the income
stream that it produces.

Interest Rates, Market Prices, and Bond Yields

We now have two relationships that can be put together to tell us about the link
between the market interest rate and bond prices. Let s restate these two relationships.

1. The present value of a bond is negatively related to the market interest rate.

2. A bond s equilibrium market price will be equal to its present value.

Putting these two relationships together, we come to a key relationship:

An increase in the market interest rate leads to a fall in the price of any given bond.
A decrease in the market interest rate leads to an increase in the price of any given
bond.

Remember that a bond is a financial investment for the purchaser. The cost of the
investment is the price of the bond, and the return on the investment is the sequence of
future payments. Thus, for a given sequence of future payments, a lower bond price
implies a higher rate of return on the bond, or a higher bond yield.

To illustrate the yield on a bond, consider a simple example of a bond that
promises to pay $1000 two years from now. If you purchase this bond for $857.34,
your return on your investment will be 8 percent per year because $857.34 com-
pounded for two years at 8 percent will yield $1000 in two years.

$857.34 * (1.08)2
+ $1000

In other words, your yield on the bond will be 8 percent per year.
Notice that we are making a distinction between the concept of the yield on a bond

and the market interest rate. The bond yield is a function of the sequence of payments
and the bond price. The market interest rate is the rate at which you can borrow or
lend money in the credit market.

Although they are logically distinct from each other, there is a close relationship
between the market interest rate and bond yields. A rise in the market interest rate will
lead to a decline in the present value of any bond and thus to a decline in its equilib-
rium price. As the bond price falls, its yield or rate of return rises. Thus, we see that
market interest rates and bond yields tend to move in the same direction.
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An increase in the market interest rate will reduce bond prices and increase bond
yields. A reduction in the market interest rate will increase bond prices and reduce
bond yields. Therefore, market interest rates and bond yields tend to move
together.

Because of this close relationship between bond yields and market interest rates,
economists discussing the role of money in the macroeconomy typically refer to the
interest rate or perhaps to interest rates  in general rather than to any specific
interest rate among the many different rates corresponding to the many different finan-
cial assets. Since these rates all tend to rise or fall together, it is a very useful simplifica-
tion to refer only to the  interest rate, meaning the rate of return that can be earned
by holding interest-earning assets rather than money.

Bond Riskiness

Sometimes the yields on specific bonds rise or fall even when there is no change in the
market interest rate. This occurs when there is a change in the perceived riskiness of the
bond. If the bond purchasers (lenders) perceive that bond issuers (borrowers) are
unlikely to be able to fulfill their future repayment obligations, the expected present
value of the bond declines. A lower expected present value leads fewer buyers to be
interested in purchasing that bond and, as a result, its equilibrium market price
declines. As the market price falls, the yield on that bond rises. Bonds with high yields
reflect high-risk investments.

An increase in the riskiness of any bond leads to a decline in its expected present
value and thus to a decline in the bond s price. The lower bond price implies a
higher bond yield.

It is rare in Canada that government bonds are perceived as risky, but many corpo-
rations are sometimes believed to be in precarious financial situations and thus their
bonds are perceived to be risky assets. As a result, there are often very high yields (low
bond prices) on specific corporate bonds. Applying Economic Concepts 28-1 discusses
the relationship among bond prices, bond yields, riskiness, and term to maturity of
government and corporate bonds.

28.2 The Demand for Money
The amount of money that everyone in the economy wants to hold is called the demand
for money. At any given time, households and firms have a specific stock of financial
assets, and they must decide in which form to hold these assets. Remember that we
make the simplifying assumption that there are only two types of assets money and
bonds. Therefore, if households and firms are choosing how to divide their given stock
of assets between money and bonds, it follows that if we know the demand for money,
we also know the demand for bonds. If people want to hold $1 billion more of their
assets in the form of money, they must also wish to hold $1 billion less of bonds.

demand for money The

total amount of money

balances that the public

wants to hold for all

purposes.
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Three Reasons for Holding Money

Why do firms and households hold money? There are three reasons. First, households
and firms hold money in order to carry out transactions. Economists call this the trans-
actions demand for money. You carry money in your pocket or keep it in a chequing
account in order to have it readily available for your upcoming transactions; it would
be very inconvenient to have to sell bonds or withdraw money from your GIC (guaran-
teed investment certificate) every time you wanted to spend. Similarly, firms are contin-
ually making expenditures on intermediate inputs and payments to labour and they
keep money available in their chequing accounts to pay these expenses.

A second and related reason firms and households hold money is that they are
uncertain about when some expenditures will be necessary, and they hold money as a
precaution to avoid the problems associated with missing a transaction. This is referred
to as the precautionary demand for money. For example, you might hold some cash
because of the possibility that you might need to take an unplanned taxi ride during a
rainstorm; a small business may hold cash because of the possibility that it might need
the emergency services of a tradesperson, such as a plumber or an electrician. In the
days before the invention of ATMs, the precautionary demand for money was quite
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4. Price. This is the market price of the bond,
expressed as the price per $100 of face value. For
example, a price of $104.81 means that for every
$100 of face value, the purchaser must pay
$104.81. When the price is greater than $100, we
say there is a premium; when the price is less than
$100, we say the bond is selling at a discount.

5. Yield. This is the rate of return earned by the bond-
holder if the bond is bought at the current price
and held to maturity, earning all regular coupon
payments.

APPLYING ECONOMIC CONCEPTS 28-1

Understanding Bond Prices and Bond Yields

Various kinds of bonds are traded every day, and they
differ in terms of the issuer, price, yield, riskiness, and
term to maturity. We focus here on how to understand
these bond characteristics.

How to Read the Bond Tables

The accompanying table shows seven bond listings 
just as they appeared on www.globeinvestor.com on
June 29, 2009. The five columns are as follows:

1. Issuer. This is the issuer of the bond that is, the
borrower of the money. The first five bonds shown
are issued by the Government of Canada. The last
two are issued by firms whose names you surely
recognize.

2. Coupon. This is the coupon rate the annual rate
of interest that the bond pays before it matures. For
example, a 6 percent coupon rate means that the
bondholder (the lender) will receive 6 percent of
the face value of the bond every year until the bond
matures.

3. Maturity. This is when the bond matures and the
face value is repaid to the bondholder. All debt
obligations are then fulfilled.

Issuer Coupon Price Yield
(%) Maturity ($) (%)

1. Canada 5.50 June 1, 2010 104.59 0.50

2. Canada 9.50 June 1, 2010 108.25 0.50

3. Canada 4.00 June 1, 2016 106.62 2.94

4. Canada 8.00 June 1, 2023 144.78 3.82

5. Canada 8.00 June 1, 2027 150.68 4.01

6. Loblaws 7.10 June 1, 2016 111.31 5.14

7. Bell Canada 8.88 April 17, 2026 96.75 9.26

28_raga_ch28.qxd  1/29/10  12:06 PM  Page 706



CHAPTER 28 : MONEY,  INTEREST RATES,  AND ECONOMIC  ACTIV ITY 707

large since to be caught on a weekend or away from home without sufficient cash
could be a serious matter. Today, this motive for holding money is less important.

The third reason for holding money applies more to large businesses and to profes-
sional money managers than to individuals because it involves speculating about how
interest rates are likely to change in the future. Economists call this the speculative
demand for money. To understand this reason for holding money, recall what we said
earlier about the negative relationship between interest rates and bond prices. If inter-
est rates are expected to rise in the future, bond prices will be expected to fall. When-
ever bond prices fall, bondholders experience a decline in the value of their bond
holdings. The expectation of increases in future interest rates will therefore lead to the
holding of more money (and fewer bonds) now as financial managers adjust their port-
folios in order to preserve their values.

The Determinants of Money Demand

We have just seen three general reasons that firms and households hold money. We
now want to examine which key macroeconomic variables affect the amount of money

Bond Prices and Yields

Three general patterns can be seen in the accompanying
table. First, for a given issuer and maturity, there is a
positive relationship between the bond price and the
coupon rate. Rows 1 and 2, for example, show two
bonds, both issued by the Government of Canada and
both maturing on June 1, 2010. The common issuer sug-
gests a common risk of non-repayment (in this case a
very low risk). The first bond has a 5.50 percent coupon
whereas the second has a 9.50 percent coupon. Not sur-
prisingly, the higher coupon payments make the second
bond a more attractive asset and thus its market price is
higher $108.25 as compared with $104.59. Note,
however, that the implied yield on the two bonds is iden-
tical. If this weren t the case, demand would shift toward
the high-yield (low-price) bond, driving down the yield
(increasing the price) until the two yields were the same.

Second, for a given bond issuer, there is a positive
relationship between the bond yield and the term to
maturity. This is shown in the first five rows, as yields
rise from 0.50 percent on bonds maturing in 11 months
time (from the date of the listing) to 4.01 percent on
bonds maturing in 18 years  time. This positive relation-
ship is often referred to as the yield curve or the term
structure of interest rates. The higher yields on longer-
term bonds reflect what is often called a term
premium the higher yield that bondholders must be

paid in order to induce them to have their money tied
up for longer periods of time.

Third, for a given term to maturity, there is a posi-
tive relationship between the bond yield and the per-
ceived riskiness of the bond issuer. Compare rows 3 and
6, for example. Both bonds have identical maturity dates
in 2016, but one is issued by the Government of Canada
while the other is issued by Loblaws. Though it is almost
impossible for the Government of Canada to go bank-
rupt and almost inconceivable that it would default on
its debt, it is certainly possible for Loblaws to do so. This
difference explains the more than two-percentage-point
difference in yields. The same is true between rows 5 and
7 where the more than five-percentage-point yield differ-
ence is attributable to the higher likelihood of default by
Bell Canada than by the Canadian government.

If you run your eyes down the bond tables, you will
easily see those corporations viewed by the market as
being risky borrowers because the yields on their bonds
will be higher often dramatically so than the yields
on similar-maturity government bonds. For example, in
the summer of 2009 when the automobile companies
were experiencing great difficulty, the bonds issued by
Ford Credit Canada (and maturing only six months
later) were selling at such a discount that the implied
annual yield was more than 15 percent. Such high yields
represent a great investment opportunity only if you are
prepared to take the associated risk. Beware!
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that is demanded in our macro model. We focus on
three: the interest rate, the level of real GDP, and the
price level.

The Interest Rate No matter what benefits
households or firms receive from holding money,
there is also a cost. The cost of holding money is the
income that could have been earned if that wealth
were instead held in the form of interest-earning
bonds. This is the opportunity cost of holding money.
In our macro model, we assume that an increase in
the interest rate leads firms and households to reduce
their desired money holdings. Conversely, a reduc-
tion in the interest rate means that holding money is
less costly and so firms and households are assumed
to increase their desired money holdings.

Other things being equal, the demand for
money is assumed to be negatively related to
the interest rate.2

This negative relationship between interest
rates and desired money holdings is shown in Fig-
ure 28-1 and is drawn as the money demand (MD)
curve. Remember that the decision to hold money is
also the decision not to hold bonds, and so move-
ments along the MD curve imply the substitution of
assets between money and bonds. For example, as
interest rates decline, bonds become a less attractive
asset and money becomes more attractive, so firms
and households substitute away from bonds and
toward money.

Let s now see why changes in real GDP and the
price level cause the MD curve to shift.

Real GDP As we said earlier, an important
reason for holding money is to make transactions.
Not surprisingly, the amount of transactions that

firms and households want to make is positively related to the level of income and pro-
duction in the economy that is, to the level of real GDP. This positive relationship
between real GDP and desired money holdings is shown in Figure 28-1 by a rightward
shift of the MD curve to M*

D. At any given interest rate, an increase in Y is assumed to
generate more transactions and thus greater desired money holdings.

An increase in real GDP increases the volume of transactions in the economy and
is assumed to cause an increase in desired money holding.

FIGURE 28-1 Money Demand as a Function

of the Interest Rate, Real

GDP, and the Price Level
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The quantity of money demanded is assumed to be
negatively related to the interest rate and positively
related to real GDP and the price level. The negative
slope of the MD curve comes from the choice between
holding money and holding bonds. A fall in the interest
rate from i1 to i0 lowers the opportunity cost of hold-
ing money because the rate of return on bonds
declines. Thus the decision to hold more money (the
movement from A to B as the interest rate falls) is the
flip side  of the decision to hold fewer bonds.

We show the initial money demand curve as MD
(Y, P), indicating that the curve is drawn for given val-
ues of Y and P. Increases in Y or P shift the MD curve
to the right; decreases in Y or P shift the MD curve to
the left.

2 The opportunity cost of holding money is the interest that could have been earned on bonds this is the

nominal interest rate. In the presence of expected inflation, we must distinguish between the nominal and

real interest rates. In this chapter we assume, however, that expected inflation is zero, and so we simply speak

of the  interest rate. We discuss inflation in detail in Chapter 30.
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The Price Level An increase in the price level leads to an increase in the dollar value
of transactions even if there is no change in the real value of transactions. That is, as P
rises, households and firms will need to hold more money in order to carry out the same
real value of transactions. This positive relationship between the price level and desired
money holdings is also shown in Figure 28-1 as a rightward shift of the MD curve to M,D.

An increase in the price level is assumed to cause an increase in desired money
holdings.

We can be more precise than just saying that there is a positive relationship
between P and desired money holdings. Suppose, for example, that Y and i are con-
stant but that all prices in the economy increase by 10 percent. Since Y is unchanged,
the real value of desired transactions should also be unchanged. Furthermore, since i is
unchanged, the opportunity cost of holding money is constant. Therefore, in order to
make the same transactions as before, households and firms must not just hold more
money than before they must hold precisely 10 percent more. In other words, we
assume that if real GDP and the interest rate are constant, the demand for money is
proportional to the price level.

Money Demand: Summing Up

We have discussed why firms and households hold money and we have examined the
relationship in our macroeconomic model between desired money holding and three
macroeconomic variables. Since the demand for money reflects firms  and households
preference to hold wealth in the form of a liquid asset (money) rather than a less liquid
asset (bonds), economists often refer to the money demand function as a liquidity pref-
erence function. We can summarize our assumptions regarding money demand with
the following algebraic statement:

- + +

MD * MD (i, Y, P)

This equation says that the amount of money firms and households want to hold at any
given time depends on (is a function of) three variables; the sign above each variable
indicates whether that variable positively or negatively affects desired money holding.
Our central assumptions are as follows:

1. An increase in the interest rate increases the opportunity cost of holding money
and leads to a reduction in the quantity of money demanded.

2. An increase in real GDP increases the volume of transactions and
leads to an increase in the quantity of money demanded.

3. An increase in the price level increases the dollar value of a given vol-
ume of transactions and leads to an increase in the quantity of money
demanded.

Remember that money demand is also related to bond demand. Firms
and households must decide at any time how to divide their financial assets
between money and bonds. So our statements here about money demand
apply in reverse to the demand for bonds. For example, in Figure 28-1, if
the economy moves down the MD curve from point A to point B as the
interest rate falls, firms and households are deciding to hold more money

People hold money in order to make trans-
actions. As real GDP rises, the volume of
transactions also rises, and so people typi-
cally decide to hold more money.
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and fewer bonds. The lower interest rate means a lower opportunity cost for holding
money, and so people choose to hold more; but the lower interest rate equally means that
bonds are a less attractive asset, and so people choose to hold fewer bonds. In other
words, the movement from A to B involves a substitution away from holding bonds and
toward holding money.

28.3 Monetary Equilibrium and
National Income

So far, this chapter has been devoted to understanding bonds and how they relate to
the demand for money. In the previous chapter we examined the supply of money. We
are now ready to put these two sides of the money market together to develop a theory
of how interest rates are determined. You may recall, however, that we already saw in
Chapter 26 a theory of how interest rates are determined. But remember that Chap-
ter 26 was a discussion of long-run economic growth, and real GDP was assumed to be
equal to Y* throughout that discussion. What we do in this chapter and the next is to
return to the short-run version of our macro model (in which Y is not assumed to equal
Y*) but make it more complete by adding money and interest rates explicitly. Here we
will see how changes in the money market affect interest rates, aggregate expenditure,
and the equilibrium level of real GDP in the short run.

We begin by examining the concept of monetary equilibrium this shows how
interest rates are determined in the short run by the interaction of money demand
and money supply. We then explore what economists call the monetary transmission
mechanism the fairly involved chain of events that takes us from changes in the
interest rate, through to changes in desired aggregate expenditure, to changes in the
level of real GDP.3

Monetary Equilibrium

Figure 28-2 illustrates the money market. The money supply (MS) curve is vertical,
indicating that it is assumed to be independent of the interest rate. The money supply
increases (MS shifts to the right) if the central bank increases reserves in the banking
system or if the commercial banks decide to lend out a larger fraction of those reserves.
The money supply decreases (MS shifts to the left) if the central bank decreases reserves
in the banking system or if the commercial banks decide to reduce lending. The money
demand (MD) curve is downward sloping, indicating that firms and households decide
to hold more money and fewer bonds when the interest rate falls.

Monetary equilibrium occurs when the quantity of money demanded equals the
quantity of money supplied. In Chapter 3, we saw that in a competitive market for
some commodity the price will adjust to establish equilibrium. In the market for
money, the interest rate is that price  that adjusts to bring about equilibrium. Let s see
how this equilibrium is achieved.

Practise with Study Guide

Chapter 28, Short-Answer

Questions 1, 2 and 6, and

Exercise 2.

3 In the long-run discussion in Chapter 26, people s wealth is changing (because of investment and saving)

and the long-run equilibrium interest rate equates desired saving with desired investment. In the short-run

theory in this chapter, we assume that people s wealth is constant and we emphasize how they divide that

wealth between money and bonds. The resulting short-run equilibrium interest rate fluctuates around the

long-run equilibrium interest rate, which evolves more gradually as wealth accumulates.

monetary equilibrium A

situation in which the

demand for money equals

the supply of money.
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When a single household or firm finds that it is
holding a smaller fraction of its wealth in money than it
wants, it can sell some bonds and add the cash proceeds
to its money holdings. Such behaviour by an individual
firm or a household will have a negligible effect on the
economy.

But what happens when all the firms and house-
holds try to add to their money balances? They all try to
sell bonds to obtain the extra money they desire. But
what one person can do, all persons cannot do simulta-
neously. At any moment, the economy s total supply of
money and bonds is fixed. Thus, as everyone tries to sell
bonds, an excess supply of bonds develops. But since
people are simply trying to switch between a given
amount of bonds and money, the excess supply of bonds
implies an excess demand for money, as shown at interest
rate i1 in Figure 28-2.

What happens when there is an excess supply of
bonds? Like any other good or service, an excess supply
causes a fall in the market price. As we saw earlier in the
chapter, a fall in the price of bonds implies an increase in
the interest rate. As the interest rate rises, people econo-
mize on money balances because the opportunity cost of
holding such balances is rising. Eventually, the interest
rate will rise enough that people will no longer be trying
to add to their money balances by selling bonds. At that
point, there is no longer an excess supply of bonds (or an
excess demand for money), and the interest rate will stop
rising. The demand for money again equals the supply, as
at point E in Figure 28-2.

Suppose now there is more money than firms and
households want to hold. That is, there is an excess sup-
ply of money, as at interest rate i2 in Figure 28-2. The
excess supply of money implies an excess demand for
bonds people are trying to get rid of  their excess
money balances by acquiring bonds. But when all
households try to buy bonds, they bid up the price of
bonds, and the interest rate falls. As the interest rate
falls, households and firms become willing to hold larger quantities of money. The
interest rate falls until firms and households stop trying to convert bonds into money.
In other words, it continues until everyone is content to hold the existing supply of
money and bonds, as at point E in Figure 28-2.

Monetary equilibrium occurs when the interest rate is such that the quantity of
money demanded equals the quantity of money supplied.

The theory of interest-rate determination depicted in Figure 28-2 is often called the
liquidity preference theory of interest. This name reflects the fact that a demand to hold
money (rather than bonds) is a demand for the more liquid of the two assets a prefer-
ence for liquidity. The theory determines how the interest rate fluctuates in the short
term as people seek to achieve portfolio balance, given fixed supplies of both money
and bonds.

FIGURE 28-2 Monetary Equilibrium
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The interest rate rises when there is an excess
demand for money and falls when there is an excess
supply of money. The fixed quantity of money M0 is
shown by the vertical supply curve MS. The demand
for money is given by MD; its negative slope indi-
cates that a fall in the rate of interest causes the
quantity of money demanded to increase. Monetary
equilibrium is at E, with a rate of interest of i0.

If the interest rate is i1, there will be an excess
demand for money of M0M1. Bonds will be offered
for sale in an attempt to increase money holdings.
This will force the rate of interest up to i0 (the price
of bonds falls), at which point the quantity of money
demanded is equal to the fixed available quantity of
M0. If the interest rate is i2, there will be an excess
supply of money M2M0. Bonds will be demanded in
return for excess money balances. This will force the
rate of interest down to i0 (the price of bonds rises),
at which point the quantity of money demanded is
equal to the fixed supply of M0.
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The Monetary Transmission Mechanism

The connection between changes in the demand for and supply of money and the level
of aggregate demand is called the monetary transmission mechanism. It operates in
three stages:

1. Changes in the demand for money or the supply of money cause a change in the
equilibrium interest rate.

2. The change in the interest rate leads to a change in desired investment and con-
sumption expenditure (and net exports in an open economy).

3. The change in desired aggregate expenditure leads to a shift in the AD curve and
thus to short-run changes in real GDP and the price level.

Let s examine these three stages in more detail.

1. Changes in the Interest Rate The interest rate will change if the equilibrium
depicted in Figure 28-2 is disturbed by a change in either the supply of money or the
demand for money. For example, as shown in part (i) of Figure 28-3, we see the following
sequence of events when there is an increase in the supply of money but no change in the
money demand curve:

money supply 1 excess supply of money at initial interest rate 1 firms and
households buy bonds 1 bond prices 1 * equilibrium interest rate

*

*

monetary transmission

mechanism The channels

by which a change in the

demand for or supply of

money leads to a shift of

the aggregate demand

curve.

FIGURE 28-3 Changes in the Equilibrium Interest Rate
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Changes in the supply of money or in the demand for money cause the equilibrium interest rate to change. In both
parts of the figure, the money supply is shown by the vertical curve MS, and the demand for money is shown by the
negatively sloped curve MD. The initial monetary equilibrium is at E0, with corresponding interest rate i0. In part (i),
an increase in the money supply causes MS

0 to shift to MS
1. The new equilibrium is at E1, where the interest rate has

fallen to i1. In part (ii), an increase in the demand for money shifts MD
0 to MD

1. The new monetary equilibrium occurs
at E2, and the new equilibrium interest rate increases to i2.
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Note that the original increase in the supply of money could be caused either by the
central bank increasing the reserves in the banking system or by the commercial banks
lending out a higher fraction of their existing reserves.

As shown in part (ii) of Figure 28-3, an increase in the demand for money, with an
unchanged supply of money, leads to the following sequence of events:

money demand 1 excess demand for money at initial interest rate 1 firms and 
households sell bonds 1 * bond prices 1 equilibrium interest rate

Note that the original increase in the demand for money could be caused by an increase
in real GDP or by an increase in the price level. It could also be caused by an increased
preference to hold money rather than bonds, as would happen if there were an increase
in the perceived riskiness of bonds.

Changes in either the demand for or the supply of money cause changes in the
equilibrium interest rate.

2. Changes in Desired Investment and Consumption The second link
in the monetary transmission mechanism relates interest rates to desired investment
and consumption expenditure. We saw in Chapter 21 that desired investment, which
includes expenditure on inventory accumulation, residential construction, and business
fixed investment, responds to changes in the interest rate. Other things being equal, a
decrease in the interest rate reduces the opportunity cost of borrowing or using
retained earnings for investment purposes. As a result, the lower interest rate leads to
an increase in desired investment expenditure. We also saw that consumption expendi-
ture, especially on big-ticket items, like cars and furniture, that are often purchased on
credit, is negatively related to the interest rate. In Figure 28-4, this negative relationship

*

*

Practise with Study Guide

Chapter 28, Short-Answer

Question 3.

FIGURE 28-4 The Effects of Changes in the Money Supply on Desired

Investment Expenditure

Increases in the money supply reduce the interest rate and increase desired investment
expenditure. In part (i), equilibrium in the money market is at E0, with a quantity of
money of M0 and an interest rate of i0. The corresponding level of desired investment is I0
(point A) in part (ii). An increase in the money supply to M1 reduces the interest rate to i1
and increases investment expenditure by *I to I1 (point B).
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between desired expenditure and the interest rate is
labelled ID for investment demand, reflecting the fact
that investment is the most interest-sensitive part of
expenditure.

The first two links in the monetary transmission
mechanism are shown in Figure 28-4.4 Although the
analysis in Figure 28-4 illustrates a change in the money
supply, remember that the transmission mechanism can
also be set in motion by a change in the demand for
money. In part (i), we see that an increase in the money
supply reduces the equilibrium interest rate. In part (ii),
we see that a fall in the interest rate leads to an increase
in desired investment expenditure.

3. Changes in Aggregate Demand The third
link in the monetary transmission mechanism is from
changes in desired expenditure to shifts in the AE

function and in the AD curve. This is familiar ground.
In Chapter 23, we saw that a shift in the aggregate
expenditure curve (caused by something other than a
change in the price level) leads to a shift in the AD

curve. This situation is shown again in Figure 28-5.

An increase in the money supply causes a reduc-
tion in the interest rate and an increase in desired
investment and other interest-sensitive expendi-
ture; it therefore causes a rightward shift of the
AD curve. A decrease in the money supply causes
an increase in the interest rate and a decrease in
desired investment; it therefore causes a leftward
shift of the AD curve.

The entire monetary transmission mechanism is
summarized in Figure 28-6 for the case of an expan-
sionary monetary shock. An increase in money supply
or a decrease in money demand reduces the interest
rate, increases desired investment expenditure, and
increases aggregate demand.

An Open-Economy Modification

So far, the emphasis in our discussion of the mone-
tary transmission mechanism has been on the effect
that a change in the interest rate has on desired

FIGURE 28-5 The Effects of Changes in
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Changes in the money supply cause shifts in the AE
and AD functions. In Figure 28-4, an increase in the
money supply increased desired investment expendi-
ture by *I. In part (i) of this figure, the AE function
shifts up by *I. At the fixed price level P0, equilib-
rium GDP rises from Y0 to Y1, as shown by the right-
ward shift in the AD curve in part (ii).

4 In part (i) of Figure 28-4, it is the nominal interest rate the rate of return on bonds that affects money

demand. In part (ii), however, it is the real interest rate that influences desired investment expenditure. It is

therefore worth emphasizing that we are continuing with the assumption that inflation is expected to be zero

and so the nominal and real interest rates are the same. This assumption allows us to use the same vertical

axis in the two parts of the figure.
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investment. In an open economy, however, where finan-
cial capital flows easily across borders, the monetary
transmission mechanism is a little more complex.

Financial capital is very mobile across international
boundaries. Bondholders, either in Canada or abroad,
are able to substitute among Canadian bonds, U.S.
bonds, German bonds, or bonds from almost any coun-
try you can think of. Bonds from different countries are
generally not perfect substitutes for each other because
of varying amounts of political and economic instabil-
ity, and thus different levels of risk are associated with
the different bonds. But bonds from similar countries
Canada and the United States, for example are often
viewed as very close substitutes.

The ability of bondholders to substitute easily
between bonds from different countries implies that
monetary disturbances that cause changes in interest
rates often lead to international flows of financial capi-
tal, which in turn cause changes in exchange rates and
changes in exports and imports.

To understand how capital mobility adds a second
channel to the monetary transmission mechanism, con-
sider an example. Suppose the Bank of Canada decides
to increase the money supply. As shown in Figure 28-4,
the increase in money supply reduces the interest rate
and increases desired investment expenditure. This is
the first channel of the monetary transmission mecha-
nism. But the story does not end there.

The reduction in Canadian interest rates also
makes Canadian bonds less attractive relative to foreign bonds. Canadian and foreign
investors alike will sell some of their Canadian bonds and buy more of the high-return
foreign bonds. But to buy foreign bonds, it is necessary first to exchange Canadian
dollars for foreign currency. The increase in the demand for foreign currency causes
the Canadian dollar to depreciate relative to other currencies.

An increase in the Canadian money supply reduces Canadian interest rates and
leads to a capital outflow. This outflow of financial capital causes the Canadian
dollar to depreciate.

As the Canadian dollar depreciates, however, Canadian goods and services become
less expensive relative to those from other countries. As we first saw in Chapter 22, this
change in international relative prices causes households and firms both in Canada
and abroad to substitute away from foreign goods and toward Canadian goods.
Imports fall and exports rise.

So the overall effect of the increase in the Canadian money supply is not just a fall
in interest rates and an increase in investment. Because of the international mobility of
financial capital, the low Canadian interest rates also lead to a capital outflow, a depre-
ciation of the Canadian dollar, and an increase in Canadian net exports. This increase
in net exports, of course, strengthens the positive effect on aggregate demand already
coming from the increase in desired investment.

This complete open-economy monetary transmission mechanism is shown in
Figure 28-7. This figure is based on Figure 28-6, but simply adds the second channel

FIGURE 28-6 Summary of the Monetary
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of the transmission mechanism that works through
capital mobility, exchange rates, and net exports.

In an open economy with capital mobility,
an increase in the money supply results in an
increase in aggregate demand for two reasons.
First, the reduction in interest rates causes an
increase in investment. Second, the lower interest
rate causes a capital outflow, a currency depreci-
ation, and a rise in net exports.

Our example has been that of a monetary
expansion. A monetary contraction has the opposite
effect, but the logic of the mechanism is the same. A
reduction in the Canadian money supply raises
Canadian interest rates and reduces desired invest-
ment expenditure. The higher Canadian interest
rates attract foreign financial capital as bondholders
sell low-return foreign bonds and purchase high-
return Canadian bonds. This action increases the
demand for Canadian dollars in the foreign-
exchange market and thus causes the Canadian dol-
lar to appreciate. Finally, the appreciation of the
Canadian dollar increases Canadians  imports of for-
eign goods and reduces Canadian exports to other
countries. Canadian net exports fall.

The Slope of the AD Curve

We can now use the monetary transmission mechanism
to add to the explanation of the negative slope of the AD curve. In Chapter 23, we men-
tioned two reasons for its negative slope: the change in wealth and the substitution
between domestic and foreign goods, both of which occur when the price level changes. A
third effect operates through interest rates, and works as follows. A rise in the price level
raises the money value of transactions and thus leads to an increase in the demand for
money. For a given vertical MS curve, the increase in money demand means that the MD

curve shifts to the right, raising the equilibrium interest rate. The higher interest rate then
leads to a reduction in desired investment expenditure. We therefore have a third reason
that the price level and the level of aggregate demand are negatively related. This third rea-
son for the negative slope of the AD curve is important because, empirically, the interest
rate is the most important link between monetary factors and real expenditure flows.

FIGURE 28-7 The Open-Economy Monetary

Transmission Mechanism
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For more details about how changes in the price level influence money
demand, interest rates, and investment, and help explain the negative slope
of the AD curve, look for Interest Rates and the Slope of the AD Curve in the
Additional Topics section of this book s MyEconLab.
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28.4 The Strength of Monetary Forces
In the previous section we saw that a change in
the money supply leads to a change in interest
rates. The change in interest rates, in turn, leads
to changes in investment and, through capital
flows and changes in the exchange rate, to
changes in net exports. Thus, a change in the
money supply leads to a change in desired aggre-
gate expenditure and therefore to a shift in the
AD curve. From our analysis in Chapter 24, we
know that a shift in the AD curve will lead to
different effects in the short run and in the long
run. It is in the long run that factor prices tend
to fully adjust to excess demands or excess sup-
plies, and output tends to return to the level of
potential output, Y*. Let s begin by examining
the long-run effects of increases in the money
supply, and then turn to a long-standing debate
about the strength of monetary forces in the
short run.

Long-Run Neutrality of Money

We saw in Chapter 24 that, starting from a long-
run equilibrium with real GDP equal to Y*, any
shock either to aggregate demand or to aggre-
gate supply that creates an output gap sets in
place an adjustment process that will eventually
close that gap and return real GDP to its poten-
tial level, Y*. The operation of this adjustment
process following an increase in the money sup-
ply is illustrated in Figure 28-8, where we assume
that Y* is unaffected by changes in the money
supply.

In the figure, the only long-run effect of a
shift in the AD curve following a change in the
money supply is a change in the price level. This
result is often referred to as the neutrality of
money.

In the eighteenth and nineteenth centuries,
economists focused most of their attention on
understanding the economy s long-run equilib-
rium and were less concerned with short-run
fluctuations. These Classical economists
believed that the money  side of the economy
was independent from the real  side of the
economy in the long run. This belief was
referred to as the Classical Dichotomy and

FIGURE 28-8 The Long-Run Neutrality of Money
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The long-run neutrality of money implies that the only long-
run effect of an increase in the money supply is a higher price
level. The economy begins in long-run equilibrium at E0 in
both diagrams, with real GDP equal to Y* and the price level
equal to P0. An increase in the money supply from MS

0 to MS
1

reduces interest rates immediately to i1* and stimulates aggre-
gate demand, thus shifting the aggregate demand curve from
AD0 to AD1. As real GDP and the price level increase, the
demand for money increases to MD

1 , thus pushing i *1 up to i1.
The point E1 in part (i) therefore corresponds to E1 in part (ii).
Since real GDP is now above Y*, wages and other factor
prices start to increase, thus shifting the AS curve upward. The
adjustment process continues until Y is back to Y* and the
price level has increased to P2. In the new long-run equilib-
rium, the higher price level (with unchanged Y*) has increased
money demand to MD

2, thus restoring the interest rate to its
initial level, i0.
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embodied the idea of money neutrality. The Classical view was that in the long run,
relative prices, real GDP, employment, investment, and all other real variables in the
economy were determined by real factors, such as the demands and supplies for var-
ious goods, which were in turn determined by firms  technologies and consumers
preferences.

The long-run effects of an expansion in the money supply, in their view, would be
an increase in the price level but no change in the level of real GDP or any other real
economic variables. In terms of Figure 28-8, the Classical economists were concerned
with the movement from E0 to E2, a change caused by an increase in the money supply;
real GDP would be unaffected but the price level would increase.

The Classical economists emphasized the economy s long-run equilibrium. In their
view, changes in the supply of money had no effect on real GDP or other real vari-
ables; the only effect was to change the price level.

Economists now focus more on the short-run effects of changes in monetary pol-
icy. Nevertheless, most modern economists recognize that the Classical view provides a
good description of the economy s long-run equilibrium, after wages and other factor
prices have fully adjusted and real GDP has returned to the level of potential output,
Y*. Modern economists  view that the neutrality of money holds in the long run leads
them to stress the strong link between changes in the money supply and changes in the
price level, at least over long periods of time. Figure 28-9 shows a scatter plot of infla-
tion and money growth for a large sample of countries over a 40-year period. Each
point in the figure represents the rates of inflation and money supply growth for one
country averaged over the 40-year period. The vertical axis measures each country s
average annual inflation rate. The horizontal axis measures each country s average
annual rate of growth of the money supply. As is clear in the figure, there is a close pos-
itive relationship between money supply growth and inflation, as reflected by the tight
bunching of points around the upward-sloping line, the line of best fit  between
money supply growth and inflation. The slope of the line of best fit is 0.97, indicating
that two countries that differ in their money growth rates by 10 percent will, on aver-
age, differ in their inflation rates by 9.7 percent.

Many modern economists believe that money is neutral in the long run. Long-run
neutrality implies that, in the absence of other shocks to the economy, changes in
money and changes in the price level are closely linked over long periods of time.

Long-run money neutrality is debatable, however. Though most economists agree
that the macroeconomic adjustment process tends to bring Y back to Y* in the long run,
some economists argue that the value of Y* is itself influenced by the short-run path of
real GDP. For example, a positive shock that raises Y above the current Y* may lead to an
increase in Y*; or a negative shock that reduces Y may also cause a decline in Y*. The
hypothesis that the path of real GDP may influence the value of Y* is known as hysteresis,
and there is some empirical support for it, especially in some Western European countries.

One possible explanation for hysteresis is the depreciation of human capital that
often accompanies prolonged unemployment. Consider a negative shock that reduces
real GDP and increases unemployment. If wages and other factor prices are slow to
adjust, the unemployment will persist, and some individuals may experience long spells
of unemployment. If prolonged lack of work leads these individuals  skills to depreci-
ate, they may eventually become unemployable,  even after the aggregate economy
recovers. In this case, the fall in the level of real GDP, if prolonged, will lead to a fall in

money neutrality The idea

that a change in the supply

of money has no effect on

any real variables but only

affects the price level.

28_raga_ch28.qxd  1/29/10  12:06 PM  Page 718



CHAPTER 28 : MONEY,  INTEREST RATES,  AND ECONOMIC  ACTIV ITY 719

the level of potential output. (Or equivalently, the rise in the unemployment rate will
lead to a rise in the natural rate of unemployment.)

As we said earlier, there is some empirical support for hysteresis, but it is con-
tentious. In Canada, the weight of the empirical evidence is against it and in favour of
the hypothesis that the long-run path of Y* is independent of the short-run path of real
GDP. In the macro model developed and analyzed in this book, it is assumed that Y* is
unaffected by the path of Y, and thus the model generates the prediction of long-run
money neutrality. But it should be kept in mind that this particular behaviour of Y*
remains a debatable hypothesis and should constantly be tested with data.

Short-Run Non-neutrality of Money

There is less debate regarding the short-run effects of money: A change in the money
supply affects the short-run equilibrium level of real GDP. For a given AS curve, the
short-run effect of a change in the money supply on real GDP and the price level is
determined by the extent of the shift of the AD curve.

FIGURE 28-9 Inflation and Money Growth Across Many Countries, 1978 2007
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Countries with higher inflation rates tend to be countries with higher rates of growth of the money supply. This figure
plots long-run data for many countries. Each point shows the average annual inflation rate and the average annual
growth rate of the money supply for a specific country for the 1978 2007 period. For all countries, the inflation data
refer to the rate of change of the Consumer Price Index; the money supply data refer to the growth rate of currency. The
positive relationship between inflation and money supply growth (with a slope of the best-fit line very close to 1) is con-
sistent with the proposition of long-run money neutrality.

(Source: Based on authors  calculations by using data from International Financial Statistics, International Monetary
Fund, www.imf.org.)
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How Effective Is Monetary Policy? The AD curve shifts in response to an
increase in the money supply. How much the AD curve shifts depends on the amount
of investment expenditure that is stimulated. The change in investment expenditure in
turn depends on the strength of two of the linkages that make up the monetary trans-
mission mechanism: the link between money supply and interest rates, and the link
between interest rates and investment. Let s look more closely at these separate parts of
the monetary transmission mechanism.

First, consider how much interest rates fall in response to an increase in the money
supply. If the MD curve is steep, a given increase in the money supply will lead to a
large reduction in the equilibrium interest rate. A steep MD curve means that firms  and
households  desired money holding is not very sensitive to changes in the interest rate,
so interest rates have to fall a lot to get people to be content to hold a larger amount of
money. The flatter is the MD curve, the less interest rates will fall for any given increase
in the supply of money.

Second, consider how much investment expenditure increases in response to a fall
in interest rates. If the ID curve is relatively flat, then any given reduction in interest
rates will lead to a large increase in firms  desired investment. The steeper is the
ID curve, the less investment will increase for any given reduction in interest rates.

It follows that the size of the shift of the AD curve in response to a change in the
money supply depends on the shapes of the MD and ID curves. The influence of the
shapes of the two curves is shown in Figure 28-10 and can be summarized as follows:

1. The steeper the MD curve, the more interest rates will change in response to a given
change in the money supply.

2. The flatter the ID curve, the more investment expenditure will change in response
to a given change in the interest rate, and hence the larger will be the shift in the
AD curve.

The combination that produces the largest shift in the AD curve for a given change
in the money supply is a steep MD curve and a flat ID curve. This combination is illus-
trated in part (i) of Figure 28-10. It accords with the view that monetary policy is rela-
tively effective as a means of influencing real GDP in the short run. The combination
that produces the smallest shift in the AD curve is a flat MD curve and a steep ID curve.
This combination is illustrated in part (ii) of Figure 28-10. It accords with the view that
monetary policy is relatively ineffective in the short run.

The effectiveness of monetary policy in inducing short-run changes in real GDP
depends on the slopes of the MD and ID curves. The steeper is the MD curve, and
the flatter is the ID curve, the more effective is monetary policy.

Keynesians Versus Monetarists Figure 28-10 characterizes a famous debate
among economists that occurred in the three decades following the Second World War.
Some economists, following the ideas of John Maynard Keynes, argued that changes in
the money supply led to relatively small changes in interest rates and that investment
was relatively insensitive to changes in the interest rate. These economists, who called
themselves Keynesians, concluded that monetary policy was not a very effective method
of stimulating aggregate demand they therefore emphasized the value of using fiscal
policy (as Keynes himself had argued during the Great Depression). Another group of
economists, led by Milton Friedman, argued that changes in the money supply caused

Practise with Study Guide

Chapter 28, Exercises 4 and 5.
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FIGURE 28-10 Two Views on the Strength of Monetary Changes

The effect of a change in the money supply on aggregate demand depends on the slopes
of the MD and I

D curves. Initially, in parts (i) and (ii), the money supply is MS
0, and the

economy has an interest rate of i0 and investment expenditure of I0. The central bank
then expands the money supply from MS

0 to MS
1. The rate of interest thus falls from i0 to

i1, as shown in each of the left panels. This causes an increase in investment expenditure
of *I, from I0 to I1, as shown in each of the right panels.

In part (i), the demand for money is insensitive to the interest rate, so the increase
in the money supply leads to a large fall in the interest rate. Further, desired investment
expenditure is highly interest sensitive, so the large fall in interest rates also leads to a
large increase in investment expenditure. Hence, in this case, the change in the money
supply will be very effective in stimulating aggregate demand.

In part (ii), the demand for money is more sensitive to the interest rate, so the increase
in the money supply leads to only a small fall in the interest rate. Further, desired invest-
ment expenditure is much less sensitive to the interest rate, and so the small fall in inter-
est rates leads to only a small increase in investment expenditure. Hence, in this case, the
change in the money supply will be less effective in stimulating aggregate demand.
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sharp changes in interest rates, which, in turn, led to significant changes in investment
expenditure. These economists called themselves Monetarists and concluded that mone-
tary policy was a very effective tool for stimulating aggregate demand.5

5 Monetarists argued that monetary policy was very effective for stimulating aggregate demand but they did

not advocate an activist  monetary policy. One of their concerns was that monetary forces were so strong

that an activist monetary policy would destabilize the economy. We address these issues in Chapter 29.
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Today, this debate between Keynesians and Monetarists is all but over. A great deal
of empirical research devoted to uncovering the relationship between interest rates and
money demand suggests that money demand is relatively insensitive to changes in the
interest rate. That is, the MD curve is quite steep and, as a result, changes in the money
supply cause relatively large changes in interest rates (as argued by the Monetarists).
The evidence is much less clear, however, on the slope of the ID curve. Though the evi-
dence confirms that ID is downward sloping, there is no consensus on whether the
curve is steep or flat. Part of the problem facing researchers is that an important deter-
minant of investment is not observable. Firms  expectations about the future what
Keynes famously called firms  animal spirits have a significant effect on their
investment decisions (thus shifting the ID curve), but this variable is not easily mea-
sured by researchers. The unobservability of this variable makes it very difficult to esti-
mate precisely the relationship between interest rates and investment. Another problem is
that the ID curve is an aggregation of a number of different investment demands (plant,
equipment, inventories, new housing, and durable consumer goods), each subject to
different influences. While each type of investment is responsive to changes in the inter-
est rate, their individual differences make it difficult to estimate the responsiveness of
aggregate desired investment (ID) to changes in the interest rate.

Though empirical research over the years has, to a large extent, filled in the gaps in
our knowledge and narrowed the differences between the Keynesian and Monetarist
positions, there is still plenty of debate about the effectiveness and the appropriate
objectives of monetary policy. Many economists argue that central bankers should be
mindful of the long-run perspective of the Classical economists and expect a limited
influence from monetary policy on the long-run level of real GDP. In this view, mone-
tary policy should attempt to offset only the largest and most persistent of the shocks
that hit the economy, while maintaining a long-run focus on the behaviour of the price
level. Other economists argue that short-run fluctuations in income and employment
are so important that monetary policy ought to be actively engaged in reducing the
economy s fluctuations in the face of aggregate demand and supply shocks. Further,
some of these economists argue that hysteresis is a real possibility and thus the central
bank s actions in the short run may indeed have effects on long-run levels of real GDP
and employment.

In the next chapter we examine the details of how monetary policy is conducted in
Canada. For several reasons, the real-world practice of monetary policy is more com-
plex than it appears in this chapter. But as we will see, the Bank of Canada s system of
inflation targeting can be viewed as a means of providing both short-run stabilization
and a long-run focus on the behaviour of the price level.

Summary

The present value of any bond that promises to pay
some sequence of payments in the future is negatively
related to the market interest rate. A bond s present
value determines its market price. Thus, there is a nega-
tive relationship between the market interest rate and
the price of a bond.
The yield on a bond is the rate of return the bondholder
receives, having bought the bond at its purchase price

and then receiving the stream of future payments the
bond offers. For a given stream of future payments, a
lower purchase price implies a higher bond yield.
An increase in the perceived riskiness of bonds will lead
to a reduction in bond prices and thus an increase in
bond yields. These changes are associated with
investors  adjustment of their portfolios out of bonds
and toward money.

28.1 Understanding Bonds L 1

For brief descriptions of

the contributions to

economics of the Nobel

laureates, go to www.nobel.
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In our macro model, households and firms are assumed
to divide their financial assets between interest-bearing

bonds  and non-interest-bearing money.  They hold
money to facilitate both expected and unexpected
transactions, and also to protect against the possibility
of a decline in bond prices (a rise in interest rates).
No matter why money is held, the cost of doing so is the
interest that could have been earned if bonds were held
instead. This is the opportunity cost of holding money.
Households  and firms  desired money holdings are
assumed to be influenced by three key macroeconomic
variables:

1. Increases in the interest rate reduce desired money
holdings.

2. Increases in real GDP increase desired money
holdings.

3. Increases in the price level increase desired money
holdings.

These relationships are captured in the MD curve, which
is drawn as a negative relationship between interest
rates (i) and desired money holding (MD). Increases in
real GDP (Y) or the price level (P) lead to a rightward
shift of this MD curve.

28.2 The Demand for Money L 2

In the short run, the interest rate is determined in the
money market by the interaction of money supply and
money demand. Monetary equilibrium is established
when the interest rate is such that the quantity of money
supplied is exactly equal to the quantity of money
demanded.
The first stage in the monetary transmission mechanism
occurs when the equilibrium interest rate changes. A
change in the money supply (coming from the central
bank or the commercial banking system) or in the
demand for money (coming from a change in Y or P)
will lead to a change in the equilibrium interest rate.

The second stage of the monetary transmission mecha-
nism is that any change in the interest rate leads to a
change in desired investment and consumption expendi-
ture. In an open economy with capital mobility, the
change in the interest rate leads to capital flows,
changes in the exchange rate, and changes in net
exports.
The third stage of the monetary transmission mecha-
nism is that any change in desired investment, consump-
tion, or net exports leads to a shift in the aggregate
demand (AD) curve, and thus to a change in real GDP
and the price level.

28.3 Monetary Equilibrium and National Income L 3 4

Changes in the money supply have different effects on
the economy in the short run and in the long run.
In the long run, after wages and other factor prices have
fully adjusted to any output gaps, real GDP returns to
potential output, Y*. In our macro model it is assumed
that the money supply does not influence Y*, and so the
only long-run effect of changes in the money supply is
changes in the price level.
Many modern economists believe that the neutrality of
money is a property of the economy in the long run.

There is a strong positive correlation between the rate
of money growth and the rate of inflation across coun-
tries when viewed over the long run.
In the short run, the effects of a change in the money
supply depend on the shape of the MD and ID curves.
The steeper is the MD curve and the flatter is the ID

curve, the more effective changes in the money supply
will be in causing short-run changes in real GDP.

28.4 The Strength of Monetary Forces L 5 6

Key Concepts
The interest rate and present value
Interest rates, bond prices, and bond

yields
Reasons for holding money

Effects of changes in the money supply
Long-run money neutrality
Debate between Keynesians and

Monetarists

The money demand (MD) function
Monetary equilibrium
The monetary transmission mechanism
The investment demand (ID) function
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Study Exercises

1. Fill in the blanks to make the following statements
correct.

a. Monetary equilibrium occurs when the quantity of
___________ equals the quantity of ___________.
Monetary equilibrium determines the ___________.

b. When there is an excess supply of money, house-
holds and firms will attempt to ___________
bonds. This action will cause the price of bonds to
___________ and the interest rate to ___________.

c. When there is an excess demand for money, house-
holds and firms will attempt to ___________
bonds. This action will cause the price of bonds to
___________ and the interest rate to ___________.

d. The ___________ ___________ ___________ refers
to the three stages that link the money market to
aggregate demand. The first link is between mone-
tary equilibrium and the ___________; the second
link is between the ___________ and desired
___________; the third link is between desired
___________ and ___________.

e. Suppose the economy is in equilibrium and then the
Bank of Canada increases the money supply. The
first effect will be an excess ___________ of/for
money, which will then lead to a ___________ in
the interest rate, which will in turn lead to a(n)
___________ in desired investment.

f. Suppose the economy is in equilibrium and the
Bank of Canada decreases the money supply. The
first effect will be an excess ___________ of/for
money, which will lead to a ___________ in the
interest rate, which will in turn lead to a(n)
___________ in desired investment.

g. Through the monetary transmission mechanism, a
rightward shift of the AD curve can be caused by
a(n) ___________ in the money supply; a leftward
shift of the AD curve can be caused by a(n)
___________ in the money supply.

h. In an open economy with capital mobility, an
increase in the money supply causes interest rates
to ___________, which leads to a capital outflow.
This causes a(n) ___________ of the Canadian dol-
lar and thus to a(n) ___________ in net exports,
which leads the AD curve to shift ___________.

2. Fill in the blanks to make the following statements
correct.

a. The theory of long-run neutrality of money pre-
dicts that changes in the money supply have no
effect on ___________ in the long run.

b. If the demand for money is not very sensitive to
changes in the interest rate, then the MD curve will
be relatively ___________. An increase in the
money supply will lead to a ___________ reduction
in the interest rate.

c. If the demand for money is very sensitive to
changes in the interest rate, then the MD curve will
be relatively ___________. An increase in the
money supply will lead to a ___________ reduction
in the interest rate.

d. A relatively flat investment demand curve means
that a change in the interest rate will have a
___________ effect on ___________, which leads to
a relatively large shift in the ___________ curve.

e. A relatively steep investment demand curve means
that a change in the interest rate will have a
___________ effect on ___________, which leads to
a relatively small shift in the ___________ curve.

f. Changes in the money supply will have the largest
effect on the position of the AD curve when the MD

curve is ___________ and the ID curve is
___________.

3. The following table shows the stream of income pro-
duced by several different assets. In each case, P1, P2,
and P3 are the payments made by the asset in Years 1,
2, and 3.

Market 
Interest

Rate Present
Asset (i) P1 P2 P3 Value

Treasury Bill 4% $1000 $0 $0

Bond 3% $0 $0 $5000

Bond 5% $200 $200 $200

Stock 6% $50 $40 $60

SAVE TIME. IMPROVE RESULTS.
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a. For each asset, compute the asset s present value.
(Note that the market interest rate, i, is not the
same in each situation.)

b. Explain why the market price for each asset will be
the asset s present value.

4. The table below provides information for six different
bonds: current market price (P), the face value of the
bond (FV), and the number of years before the bond
matures (N).

Bond Market Face Value Years to 
Number Price (P) (FV) Maturity (N)

1a $926 $1000 1

1b $850 $1000 1

2a $1270 $2000 5

2b $838 $2000 5

3a $1760 $5000 10

3b $684 $5000 10

a. In each case, compute the bond s yield, assuming
that you buy the bond at its current market price
and hold the bond until it matures. There are no
coupons. If x is the bond s yield, then P(1 + x)N *
FV.

b. Suppose bonds 1a, 2a, and 3a are all issued by the
same borrower. Can you offer an explanation for
the relationship between the bond yields and the
terms to maturity?

c. Suppose bonds 1b, 2b, and 3b are all issued by the
same borrower. What can you conclude about the
riskiness of the a  borrower versus that of the b
borrower? Explain.

d. Notice that the market interest rate is not shown in
the table. Explain why knowledge of the market
interest rate is unnecessary in order to compute a
bond s yield, once you already know the bond s
market price. What aspect of the bond does the
market interest rate influence, if anything?

5. Imagine a bond that promises to make coupon pay-
ments of $100 one year from now and $100 two years
from now, and to repay the principal of $1000 three
years from now. Suppose also that the market interest
rate is 8 percent per year, and that no perceived risk is
associated with the bond.

a. Compute the present value of this bond.
b. Suppose the bond is being offered for $995. Would

you buy the bond at that price? What do you expect
to happen to the bond price in the very near future?

c. Suppose the bond is instead being offered at a price
of $950. Would you buy the bond at that price? Do
you expect the bond price to change in the near
future?

d. If the price of the bond is equal to its computed
present value from (a), what is the implied bond
yield?

e. Explain why bond yields and the market interest
rate tend to move together so that economists can
then sensibly speak about the  interest rate.

6. What motives for holding money transactions, pre-
cautionary, or speculative do you think explain the
following holdings? Explain.

a. Currency in the cash register of the local grocery
store at the start of each working day.

b. Money to meet Queen s University s bi-weekly pay-
roll deposited in the local bank.

c. A household tries to keep a buffer  of $1000 in its
savings account.

d. An investor sells bonds for cash, which she then
deposits in a low-return bank account.

e. You carry $20 in your pocket even though you
have no planned expenditures.

7. The diagram below shows the demand for money and
the supply of money.

a. Explain why the MD function is downward
sloping.

b. Suppose the interest rate is at iA. Explain how firms
and households attempt to satisfy their excess
demand for money. What is the effect of their
actions?

c. Suppose the interest rate is at iB. Explain how firms
and households attempt to dispose of their excess
supply of money. What is the effect of their actions?

d. Now suppose there is an increase in the transac-
tions demand for money (perhaps because of
growth in real GDP). Beginning at i*, explain what
happens in the money market. How is this shown
in the diagram?
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8. The following diagrams show the determination of
monetary equilibrium and the demand for investment.
The economy begins with money supply MS, money

demand MD, and investment demand ID. The interest
rate is i0 and desired investment is I0.
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Discussion Questions
1. Historically, construction of new houses has been one

of the most interest-sensitive categories of aggregate
expenditure. Recently, the financial press has carried a
number of stories suggesting that because of financial
deregulation and innovations in housing finance, this
interest sensitivity has apparently decreased. If this is
true, what are the implications for monetary policy?

2. Suppose you alone know that the Bank of Canada is
going to engage in policies that will raise interest rates

sharply, starting next month. How might you make
profits by purchases or sales of bonds now, with the
intention to sell in a few months  time?

3. In the late 1990s, central bankers in Canada and else-
where (especially the United States) expressed concern
about the dramatic increases in stock-market values.
In December 1996, U.S. Federal Reserve Chairman
Alan Greenspan alarmed the markets by referring to
investors  irrational exuberance.

a. Beginning at the initial equilibrium, suppose the
Bank of Canada increases the money supply. What
happens in the money market and what happens to
desired investment expenditure?

b. Beginning in the initial equilibrium, suppose there
is a reduction in the demand for money (caused,
perhaps, by bonds becoming more attractive to
firms and households). What happens in the money
market and what happens to desired investment
expenditure?

c. Explain why an increase in money supply can have
the same effects on desired investment expenditure
as a reduction in money demand.

9. In the text we discussed why, in an open economy with
international capital mobility, there is a second part to
the monetary transmission mechanism. (It may be
useful to review Figure 28-7 on page 716 when
answering this question.)

a. Explain why an increase in Canada s money supply
makes investors shift their portfolios away from
Canadian bonds and toward foreign bonds.

b. Explain why this portfolio adjustment leads to a
depreciation of the Canadian dollar.

c. Why would such a depreciation of the Canadian
dollar lead to an increase in Canada s net exports?

d. Now suppose that the Bank of Canada does not
change its policy at all, but the Federal Reserve (the
U.S. central bank) increases the U.S. money supply.
What is the likely effect on Canada? Explain.

10. In the text we discussed the historical debate between
Keynesians and Monetarists regarding the effective-
ness of monetary policy in changing real GDP (see Fig-
ure 28-10 on page 721 to review). Using the same sort
of diagram, discuss two conditions in which a change
in the money supply would have no short-run effect
on real GDP.
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a. Explain why central bankers might be concerned
about excessive  increases in stock-market values.

b. Explain how a policy-induced increase in interest
rates would affect the stock market.

c. Suppose prices in the stock market fell sharply for
reasons unrelated to domestic interest rates. What
would be the likely effect on aggregate demand?

4. In 2008, stock markets in Canada and other devel-
oped countries experienced very large declines, largely
in response to the failure of several large U.S. and
European banks and the resulting disruption in global
financial markets.

a. Explain how such stock-market declines affect
wealth and thus are likely to affect the AD curve.

b. If the central banks attempt to keep output close to
Y*, what is their likely response? Explain.

c. Did the Bank of Canada act as predicted in part
(b)? Explain how you know.

5. Explain the likely effects of a U.S. recession on the
demand for Canadian exports. What would be the
effect on Canadian aggregate demand? Suppose the
Bank of Canada viewed its monetary policy as being
appropriate (for keeping output close to potential)
before any U.S. recession. What would you then pre-
dict to be the Bank s response to the foreign recession?

6. In the text we discussed how capital mobility in an
open economy added a second part to the transmis-
sion mechanism. In this setting, discuss why changes
in the Federal Reserve s policy in the United States are
carefully watched and often matched by the Bank
of Canada.
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29 Monetary Policy
in Canada

L LEARNING OBJECTIVES

In this chapter you will learn

1 why the Bank of Canada chooses to directly

target interest rates rather than the money

supply.

2 how changes in the Bank of Canada s target

for the overnight interest rate affect longer-

term interest rates.

3 why many central banks have adopted 

formal inflation targets.

4 how the Bank of Canada s policy of inflation

targeting helps to stabilize the economy.

5 why monetary policy affects real GDP and

the price level only after long time lags.

6 about the main economic challenges that

the Bank of Canada has faced over the past

three decades.

In the previous two chapters we encountered many

details about money and why it is so important for

the economy. In Chapter 27 we saw how commercial

banks, through their activities of accepting deposits

and extending loans, create deposit money. These

bank deposits, together with the currency in circu-

lation, make up the nation s money supply. In

Chapter 28 we examined the variables that influ-

ence households  and firms  money demand. We

then put money demand together with money supply

to examine how interest rates are determined in the

short run in monetary equilibrium. Finally, we exam-

ined the monetary transmission mechanism the

chain of cause-and-effect events describing how

changes in money demand or supply lead to changes

in interest rates, aggregate demand, real GDP, and

the price level.

Chapters 27 and 28 presented a general view

of the role of money in the economy. What is still

missing is a detailed account of how the Bank of

Canada conducts its monetary policy. We begin this

chapter by describing some technical details about

how the Bank influences the monetary equilibrium

and thereby sets in motion the monetary transmis-

sion mechanism. We then discuss the Bank s cur-

rent system of inflation targeting and how this

system helps to stabilize the economy. Finally, we

discuss some limitations for monetary policy and

some of the Bank s major challenges over the past

30 years.
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29.1 How the Bank of Canada
Implements Monetary Policy

The monetary transmission mechanism describes how changes in the demand for or
supply of money cause changes in the interest rate, which then lead to changes in
aggregate demand, real GDP, and the price level. But how does the Bank of Canada
influence the money market and thereby implement its monetary policy?

As we saw in Chapter 27, the money supply is the sum of currency in circulation
and total bank deposits, and commercial banks play a key role in influencing the level
of these deposits. As a result, the Bank of Canada cannot directly set the money supply.
As we will soon see, the Bank of Canada is also unable to directly set interest rates. In
what follows, therefore, we speak of the Bank targeting  the money supply or interest
rates rather than setting  them directly.

Money Supply Versus the Interest Rate

In general, any central bank has two alternative approaches for implementing its mon-
etary policy it can choose to target the money supply or it can choose to target the
interest rate. These two approaches are illustrated in Figure 29-1, which shows money
demand, money supply, and the equilibrium interest rate. But for any given MD curve,
the central bank must choose one approach or the other; it cannot target both the
money supply and the interest rate independently. If it chooses to target the money sup-
ply, monetary equilibrium will determine the interest rate. Alternatively, if the central
bank targets the interest rate, the money supply must adjust to accommodate the
movement along the MD curve.

In principle, monetary policy can be implemented either by targeting the money
supply or by targeting the interest rate. But for a given MD curve, both cannot be
targeted independently.

Part (i) of Figure 29-1 shows how the Bank of Canada could attempt to shift the
MS curve directly, by changing the amount of currency in circulation in the economy. It
could do this by buying or selling government securities in the financial markets
transactions called open-market operations. For example, by using currency to buy
$100 000 of government bonds from a willing seller, the Bank of Canada would
increase the amount of cash reserves in the banking system by $100 000. As we saw in
Chapter 27, commercial banks would then be able to lend out these new reserves and
would thereby increase the amount of deposit money in the economy. The combined
effect of the new reserves and the new deposit money would be an increase in the
money supply, a shift of the MS curve to the right. For a given MD curve, this increase
in money supply would lead to a reduction in the equilibrium interest rate and, through
the various parts of the transmission mechanism, to an eventual increase in aggregate
demand.

The Bank of Canada does not implement its monetary policy in this way, for three
reasons. First, while the Bank of Canada can control the amount of cash reserves in the
banking system (through its open-market operations) it cannot control the process of
deposit expansion carried out by the commercial banks. And since the money supply is
the sum of currency and deposits, it follows that the Bank can influence the money

Practise with Study Guide

Chapter 29, Exercises 1 and 2.
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supply but cannot control it. For example, if the Bank increased the amount of cash
reserves in the system, the commercial banks might choose not to expand their lending,
and as a result the overall increase in the money supply would be far smaller than the
Bank initially intended.

The second reason the Bank does not try to target the money supply directly is the
uncertainty regarding the slope of the MD curve. Even if the Bank had perfect control
over the money supply (which it does not), it would be unsure about the change in the
interest rate that would result from any given change in the supply of money. Since it is
the change in the interest rate that ultimately determines the subsequent changes in
aggregate demand, this uncertainty would make the conduct of monetary policy very
difficult.

Finally, in addition to being uncertain about the slope of the MD curve, the Bank is
also unable to predict accurately the position of the MD curve at any given time.
Changes in both real GDP and the price level cause changes in money demand that the
Bank can only approximate. Even more difficult to predict are the changes in money
demand that occur as a result of innovations in the financial sector. During the late
1970s and early 1980s, for example, the creation of new types of bank deposits led to
unprecedented and unpredicted changes in money demand, as people transferred funds
between bank accounts of different types. Unpredictable changes in the demand for
money make a monetary policy based on the direct control of the money supply diffi-
cult to implement.

FIGURE 29-1 Two Approaches to the Implementation of Monetary Policy

Monetary policy can be implemented either by targeting the money supply directly or by targeting
the interest rate directly but not both. In part (i), the Bank of Canada could attempt to shift the MS
curve directly and thereby change the equilibrium interest rate. But because the Bank cannot directly
control the money supply, and because the slope and position of the MD curve are uncertain, this is
an ineffective way to conduct monetary policy. The Bank s chosen method is illustrated in part (ii),
whereby it targets the interest rate directly. It then accommodates the resulting change in money
demand through its open-market operations.
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In summary, the disadvantages of conducting monetary policy by targeting the
money supply are as follows:

1. The Bank of Canada cannot control the process of deposit creation.

2. There is uncertainty regarding the slope of the MD curve.

3. There is uncertainty regarding the position of the MD curve.

If the Bank of Canada chose to target the money supply, it would have little control
over the resulting interest rate. It therefore chooses not to implement its monetary
policy in this way.

The alternative approach to implementing monetary policy is to target the interest
rate directly. This is the approach used by most central banks, including the Bank of
Canada. As part (ii) of Figure 29-1 shows, if the Bank can directly change the interest
rate, the result will be a change in the quantity of money demanded. In order for this
new interest rate to be consistent with monetary equilibrium, the Bank must accommo-

date the change in the amount of money demanded that is, it must alter the supply of
money in order to satisfy the change in desired money holdings by firms and house-
holds (we will see shortly how this occurs).

Why does the Bank of Canada choose to implement its monetary policy in this
manner? Let s consider the advantages. First, while the Bank cannot control the money
supply for the reasons we have just discussed, it is able to almost completely control a
particular market interest rate. (We will see shortly which rate it targets and how it
does so.) Second, the Bank s uncertainty about the slope and position of the MD curve
is not a problem when the Bank chooses instead to target the interest rate directly. If
the Bank ascertains that a lower interest rate is necessary in order to achieve its policy
objectives, it can act directly to reduce the interest rate. Any uncertainty about the MD

curve then implies uncertainty about the ultimate change in the quantity of money, but
it is the interest rate that matters, through the transmission mechanism, for determin-
ing the level of aggregate demand.

Finally, the Bank can more easily communicate its policy actions to the public by
targeting the interest rate than by targeting the level of reserves in the banking sys-
tem. Changes in the interest rate are more meaningful to firms and households than
changes in the level of reserves or the money supply. For example, if we hear that
mortgage-lending rates at commercial banks have just decreased by one percentage
point, most people can readily assess what this means for their plans to buy a new
house financed by a mortgage. In contrast, if we were to hear that the level of
reserves in the banking system had just increased by $1 billion, it would not be clear
to most people what this means, or that it would have any effect on interest rates, or
by how much. Even the Bank itself might be uncertain about the magnitude of these
effects.

In summary, these are the advantages of conducting monetary policy by targeting
the interest rate:

1. The Bank of Canada is able to control a particular market interest rate.

2. Uncertainty about the slope and position of the MD curve does not prevent the
Bank of Canada from establishing its desired interest rate.

3. The Bank of Canada can easily communicate an interest-rate change to the
public.
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The Bank of Canada and the Overnight Interest Rate

We have just explained why the Bank of Canada chooses to implement its monetary policy
by targeting the interest rate rather than by trying to influence the money supply directly.
But how does the Bank do this, and which interest rate (among many) does it target?

As we discussed in Chapter 28, there are many interest rates in the Canadian econ-
omy. Commercial banks pay different rates to depositors on each of several different types
of bank deposits. They also lend at different rates for different kinds of loans home
mortgages, small business loans, personal lines of credit, and car loans, to name just a few.
In addition, government securities trade at different yields (interest rates) depending on
the term to maturity. Economists refer to the overall pattern of interest rates correspond-
ing to government securities of different maturities as the term structure of interest rates.
Because bondholders generally require a higher rate of return in order to lend their funds
for a longer period of time, yields on government securities generally increase as the term
to maturity increases. At any given time, the yield on 90-day Treasury bills is usually less
than that on 5-year government bonds, which in turn is less than the yield on 30-year
bonds. Furthermore, because these various assets are viewed as close substitutes by bond-
holders, the different rates tend to rise and fall together.

The interest rate corresponding to the shortest period of borrowing or lending is
called the overnight interest rate, which is the interest rate that commercial banks
charge one another for overnight loans. Banks that need cash because they have run
short of reserves can borrow in the overnight market from banks that have excess
reserves available. The overnight interest rate is a market-determined interest rate that
fluctuates daily as the cash requirements of commercial banks change.

The Bank of Canada exercises considerable influence over the overnight interest
rate. As this rate rises or falls, the other interest rates in the economy from short-term
lines of credit to longer-term home mortgages and government securities tend to rise
or fall as well. Thus, by influencing the overnight interest rate, the Bank of Canada also
influences the longer-term interest rates that are more relevant for determining aggre-
gate consumption and investment expenditure.

How does the Bank of Canada influence the overnight interest rate? The Bank s
tool for conducting its monetary policy what economists sometimes call the Bank s
policy instrument is a target that it sets for the overnight interest rate. This target is
the midpoint of a 0.5 percentage point range within which the Bank would like to see
the actual overnight interest rate. The Bank announces its target for the overnight
interest rate eight times per year at pre-specified dates called fixed announcement
dates, or FADs.

When the Bank sets its target for the overnight rate, it also sets two other rates: one at
the top and one at the bottom of the 0.5 percentage point range. At the upper rate, called
the bank rate, the Bank of Canada stands ready to lend to commercial banks any amount
of cash they desire. At the lower rate, the Bank stands ready to accept any deposits from
commercial banks and to pay them this interest rate. By changing its target for the
overnight rate, and by changing the other two rates in lock-step, the Bank of Canada can
more or less control the actual overnight interest rate. The 0.5 percentage point range is
often referred to as the Bank s target range for the overnight interest rate.1

Practise with Study Guide

Chapter 29, Exercises 3 and 4.

overnight interest rate

The interest rate that

commercial banks charge

one another for overnight

loans.

bank rate The interest

rate the Bank of Canada

charges commercial banks

for loans.

1 In the spring of 2009, the Bank of Canada reduced its target for the overnight rate to 0.25 percent (and

reduced the bank rate to 0.5 percent). It also decided at that time to pay commercial banks 0.25 percent on

any deposits they held at the Bank of Canada (rather than reducing this rate to zero). As a result, the Bank s

target range temporarily narrowed from 0.5 to 0.25 percentage points.
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Consider an example that illustrates the Bank s control over the overnight interest
rate. We begin by assuming that the Bank s announced target for the overnight
interest rate is 4 percent. The Bank is then willing to lend to commercial banks at the
bank rate, 4.25 percent. The Bank is also willing to pay 3.75 percent on any deposits it
receives from commercial banks. In this case, what will be the actual overnight interest
rate? Without knowing more details about commercial banks  demands and supplies
for overnight funds, we cannot know exactly what the rate will be, but we can be sure
that it will be within the Bank s target range that is, between 3.75 percent and
4.25 percent. It will not be above 4.25 percent because any borrower would rather
borrow from the Bank of Canada at 4.25 percent than at a higher rate from any com-
mercial lender. Similarly, it will not be below 3.75 percent because any lender would
rather lend to the Bank of Canada at 3.75 percent than accept a lower rate from any
commercial borrower. Thus, the Bank can ensure that the actual overnight interest rate
remains within its target range.

The Bank s policy instrument is its target for the overnight interest rate. By raising or
lowering its target rate, the Bank affects the actual overnight interest rate. Changes
in the overnight rate then lead to changes in other, longer-term, interest rates.

Figure 29-2 shows the path of the actual overnight interest rate and the Bank s tar-
get rate since 2000. It is almost impossible to tell the difference between the two lines

FIGURE 29-2 The Overnight Interest Rate: Target and Actual

By setting a target for the overnight interest rate, the Bank of Canada exercises considerable
influence over the actual overnight interest rate. By establishing an upper lending rate (the bank
rate) and a lower borrowing rate, the Bank can ensure that the actual overnight interest rate
remains within the Bank s target range. Since 2000, there have been only small differences
between the actual overnight interest rate, the dashed green line, and the Bank s target for the
overnight rate, the solid red line.

(Source: All data are from the Bank of Canada: www.bankofcanada.ca. Overnight interest rate:
Series V122514. Bank rate: Series V122530. The Bank s target rate is the bank rate minus 0.25
percentage points.)

P
er
ce
n
ta
g
e

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

Year

Actual

Target

0

1

2

5

6

4

3

29_raga_ch29.qxd  1/29/10  12:47 PM  Page 733
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in the figure, which shows the considerable influence that the Bank of Canada s actions
have on the actual overnight interest rate.

For the reasons just discussed, the Bank of Canada s approach to monetary policy
involves setting the target for the overnight interest rate rather than trying to directly
influence the money supply. At least, this is the Bank s approach during normal times.
As explained in Applying Economic Concepts 29-1, however, the unusual events dur-
ing the financial crisis of 2007 2008 led the Bank to implement unconventional
policies in which at times the focus was more on changes in the money supply than on
changes in interest rates. Once the crisis passed, the Bank returned to its normal proce-
dures as described here.

The Money Supply Is Endogenous

When the Bank of Canada changes its target for the overnight rate, the change in the
actual overnight rate happens almost instantly. Changes in other market interest rates,
from home mortgage rates and the prime interest rate to the yields on short- and long-
term government securities, also happen very quickly, usually within a day or two. As
these rates adjust, firms and households begin to adjust their borrowing behaviour, but
these changes take considerably longer to occur. For example, if the Bank of Canada
lowered its target for the overnight rate by 25 basis points (0.25 percentage points),
commercial banks might follow immediately by reducing the rate on home mortgages.
But individuals will not respond to this rate reduction by immediately increasing their
demand for home mortgages. Usually such changes take a while to occur, as borrowers
think carefully about how interest-rate changes affect their own economic situations,
the affordability of a possible house purchase, or, in the case of firms, the profitability
of a potential investment.

As the demand for new loans gradually adjusts to changes in interest rates, com-
mercial banks often find themselves in need of more cash reserves with which to
make new loans. When this occurs, banks can sell some of their government securi-
ties to the Bank of Canada for cash and then use this cash to extend new loans.
By buying government securities with cash in such an open-market operation, the
Bank of Canada increases the amount of currency in circulation in the economy.
This new currency arrives at the commercial banks as cash reserves, which can then
be loaned out to firms or households. As we saw in Chapter 27, this process of mak-
ing loans results in an expansion in deposit money and thus an expansion of the
money supply.

Through its open-market operations, the Bank of Canada changes the amount of
currency in circulation. But the Bank does not initiate these transactions; it con-
ducts them to accommodate the changing demand for currency by the commercial
banks.

Economists often say that the amount of currency in circulation (and also the
money supply) is endogenous. It is not directly controlled by the Bank of Canada, but
instead is determined by the economic decisions of households, firms, and commercial
banks. The Bank of Canada is passive in its decisions regarding the money supply;
it conducts its open-market operations to accommodate the changing demand for
currency coming from the commercial banks. Applying Economic Concepts 29-2
discusses in more detail how the Bank of Canada conducts open-market operations in
response to this changing demand.

open-market operation

The purchase and sale of

government securities on

the open market by the

central bank.
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The Bank of Canada normally conducts its monetary
policy by setting its target for the overnight interest rate.
By offering to lend to commercial banks at an interest
rate 1/4 of a percentage point above this target, and to
accept deposits and pay an interest rate 1/4 of a percent-
age point below the target, the Bank is able to keep the
overnight interest rate within a narrow range. This con-
trol gives it significant influence on longer-term interest
rates and thus on aggregate demand.

Note that the Bank is usually able to control the
overnight interest rate in this manner without actually
extending loans to or accepting deposits from commer-
cial banks. The mere knowledge on the part of commer-
cial banks that the Bank of Canada is prepared to take
these actions is enough to keep the actual overnight
interest rate close to the target. With the onset of the
financial crisis of 2007 2008, however, the Bank
needed to take some unconventional  actions.

The financial crisis originated with the collapse of
prices in the U.S. housing market and the associated
increase in the number of homeowners who then
walked away  from their homes because the value of

their property was less than the amount they owed on
their mortgages. For the banks and other financial insti-
tutions that had purchased billions of dollars worth of
mortgage-backed securities, the collapse in the value of
homes and mortgages implied a collapse in the value of
their assets; these losses were large enough in some
cases to cause the failures of some large U.S. and U.K.
commercial and investment banks in 2008. These fail-
ures, in turn, led to significant disruptions in global
credit markets as commercial banks and other financial
institutions came to fear counterparty risk they
were reluctant to extend even short-term loans to one
another out of fear that the borrower (the counterparty)
would go bankrupt before repaying the loan. But with
the flow of credit interrupted in this manner, there was a
genuine risk that the level of economic activity would
soon be affected.

In this setting, the Bank of Canada significantly
reduced its target for the overnight interest rate, as is
evident in Figure 29-2. In addition, it took unconven-
tional  actions, designed to restore the flow of credit in
the economy. The Bank eased the terms by which it
extended loans to financial institutions, both by broad-
ening the class of assets it was prepared to hold as

APPLYING ECONOMIC CONCEPTS 29-1

Unconventional  Monetary Policy During the 2007 2008
Financial Crisis

collateral and by extending the length of the loans. By
doing so, the Bank was able to increase liquidity in the
financial sector and thus increase interbank lending.
The Bank s actions appeared to be effective and well
timed. As the financial crisis progressed, it became
clearer that Canadian banks and financial institutions
were less exposed to the mortgage-backed securities
that had created such havoc in the U.S. and U.K. finan-
cial sectors. With this knowledge, the fear of counter-
party risk in the Canadian financial sector gradually
declined and the credit markets gradually returned to
normal. But the Bank s actions, taken early and amid a
time of great confusion, helped to keep financial mar-
kets operating relatively smoothly and thus helped to
sustain the flow of credit.

Despite similar actions being taken in central banks
in other countries, the scale of the global financial crisis
led to a global recession. The decline in global economic
activity led to a steep decline in demand for Canada s
exports. By the spring of 2009, Canada was in a deep
recession and the Bank of Canada was considering some
further unconventional policy actions. This time, how-
ever, the situation was quite different from that in 2008.
Having reduced its target for the overnight interest rate
to 0.25 percent from 4.5 percent in mid-2007, the Bank
could no longer reduce it further. What could the Bank
then do if the depth of the recession suggested a need for
even more expansionary monetary policy?

The Bank indicated that it was prepared, if neces-
sary, to embark on policies of quantitative easing  or
credit easing.  Quantitative easing would involve the

Bank directly purchasing longer-term government secu-
rities and doing so with newly created money, thereby
directly increasing the money supply. This would be
nothing more than an open-market purchase of bonds,
as we describe in Applying Economic Concepts 29-2 on
page 736. Credit easing would involve the Bank directly
purchasing private-sector securities and would be
intended to help restore the flow of credit to selected
segments of the financial markets.

As of early 2010, however, the Bank of Canada
had not yet embarked on policies of either quantitative
or credit easing. But both remain as possible uncon-
ventional  policy actions when the Bank desires an
expansionary monetary policy but when the target for
the overnight rate cannot be lowered further.
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The Bank of Canada uses its policy instrument its tar-
get for the overnight interest rate to influence the
money market and implement its monetary policy. A
reduction in the Bank s target for the overnight rate will
reduce market interest rates and lead to a greater
demand for borrowing and hence spending by firms and
households. In contrast, an increase in the Bank s target
for the overnight rate will tend to raise market interest
rates and reduce the demand for borrowing and spend-
ing by firms and households.

In response to these changes in the demand for
loans, commercial banks may find themselves either
with too few cash reserves with which to make new
loans or with too many cash reserves for the amount of
loans they want to make. What happens in each case?

If Banks Need More Cash

Suppose that at the current market interest rates and
level of economic activity, commercial banks are facing
a growing demand for loans. If banks have excess
reserves, these loans can be made easily. But once banks
reach their target reserve ratio, they will be unable to
extend new loans without increasing their cash reserves.
Banks can increase their cash reserves by selling some of
their government bonds to the Bank of Canada. In this
case, the Bank of Canada is purchasing government
bonds from the commercial banks. This transaction is
called an open-market purchase.

Suppose a commercial bank wants to sell a $10 000
bond to the Bank of Canada. As the accompanying bal-
ance sheets show, this transaction does not change the
total assets or liabilities for the commercial bank,
although it changes the form of its assets. With more
cash reserves (and fewer bonds), the commercial bank
can now make more loans. For the Bank of Canada,
however, there is a change in the level of assets and lia-
bilities. Its holdings of bonds (assets) have increased and
the amount of currency in circulation (liabilities) has
also increased. Open-market purchases by the Bank of
Canada are the means by which the amount of currency
in the economy increases.

If Banks Have Excess Reserves

Now suppose that at the current market interest
rates and level of economic activity the commercial
banks cannot find enough suitable borrowers to

APPLYING ECONOMIC CONCEPTS 29-2

What Determines the Amount of Currency in Circulation?

whom they can lend their excess cash reserves. The
commercial banks can reduce their excess cash
reserves by using the cash to purchase government
bonds from the Bank of Canada. In this case, the
Bank of Canada is selling government bonds to the
commercial banks. This transaction is called an
open-market sale.

The changes are the opposite of those shown in the
accompanying balance sheets. The commercial bank
now has less cash and more (interest-earning) bonds,
but its total assets and liabilities are unchanged. The
Bank of Canada now has fewer bonds and there is also
less currency in circulation in the economy.

Currency in a Growing Economy

If you look at the Bank of Canada s balance sheets (like
the one we showed in Chapter 27) over several years,
you will notice that the amount of currency in circula-
tion rarely (if ever) falls. In an economy where real GDP
is steadily growing, the demand for loans by firms and
households is also usually growing, as is the demand for
currency by commercial banks. In some years, the
demand for currency is growing very quickly, in which
case the Bank of Canada has many open-market pur-
chases. In other years, the demand for currency grows
only slowly, in which case the Bank has fewer (or
smaller) open-market purchases. In a typical year, how-
ever, the amount of currency in circulation increases
by about 5 percent, which in 2009 represented about
$3 billion. Thus, in a typical week, the Bank of Canada
purchases about $55 million of government bonds in
the open market.

An Open-Market Purchase of Bonds 
from a Commercial Bank

Commercial Bank Balance Sheet

Assets Liabilities

Bonds * $10 000 No change
Cash Reserves + $10 000

Bank of Canada Balance Sheet

Assets Liabilities

Bonds + $10 000 Currency in + $10 000
Circulation 
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Expansionary and Contractionary Monetary Policies

We can now clarify the meaning of a contractionary or an expansionary monetary pol-
icy. As we saw earlier, unpredictable shifts in the money demand curve imply that there
is no clear relationship between changes in the interest rate and changes in the quantity
of money in circulation. And since what matters for the monetary transmission mecha-
nism is the change in interest rates, economists label a monetary-policy action as being
expansionary or contractionary depending on how the policy affects interest rates,
rather than on how it affects the overall amount of money.

If the Bank of Canada wants to stimulate the level (or growth rate) of aggregate
demand, it will reduce its target for the overnight interest rate, and the effect will
soon be felt on longer-term market interest rates. Reducing the interest rate is an
expansionary monetary policy because it leads to an expansion of aggregate
demand. If the Bank instead wants to reduce aggregate demand (or its growth rate),
it will increase its target for the overnight interest rate, and longer-term market
interest rates will soon rise as a result. Increasing the interest rate is a contrac-
tionary monetary policy because it leads to a contraction (or slowing) of aggregate
demand.

As the longer-term market interest rates change, the various steps in the monetary
transmission mechanism come into play. As we saw in Chapter 28, in an open econ-
omy like Canada s there are two separate channels in this transmission mechanism.
First, desired investment and consumption expenditure will begin to change. At the
same time, international capital flows in response to changes in interest rates will cause
the exchange rate to change, which, in turn, causes net exports to change. Taken
together, the total changes in aggregate expenditure lead to shifts in the AD curve,
which then lead to changes in real GDP and the price level. The monetary transmission
mechanism is reviewed in Figure 29-3.

FIGURE 29-3 The Monetary Transmission Mechanism

Monetary policy influences aggregate demand through the monetary transmission mechanism. The Bank of Canada
sets a target for the overnight interest rate, which influences other market interest rates as well. The change in inter-
est rates leads, via the monetary transmission mechanism, to changes in desired aggregate expenditure. Aggregate
demand and aggregate supply then determine the price level and the level of real GDP.
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29.2 Inflation Targeting

In the previous section we examined the technical details of how the Bank of Canada
implements its monetary policy. In this section we examine the Bank s policy objectives
and how it conducts its monetary policy to achieve those objectives. Our emphasis is
on the Bank s policy of inflation targeting.

Why Target Inflation?

During the last few decades of the twentieth century, central banks the world over
came to accept two economic propositions. The first proposition is that high inflation
is damaging to the economy and is costly for firms and individuals. Among other
things, inflation reduces the real purchasing power of those people whose incomes are
stated in nominal (dollar) terms and insufficiently indexed to adjust for changes in the
price level. For example, seniors whose pension incomes are not indexed to inflation
suffer a reduction in their real incomes whenever inflation occurs.

The uncertainty generated by inflation is also damaging to the economy. When
inflation is high, it tends to be quite volatile, and this volatility makes it difficult to pre-
dict. As a result, periods of high inflation are often characterized as having much unex-
pected inflation. As we first discussed in Chapter 19, unexpected inflation leads to
reallocations of real income between workers and firms and borrowers and lenders
that may be viewed as undesirable. (Because many contracts are set in nominal terms
over periods of several years, even expected inflation has this effect.)

Finally, high inflation undermines the ability of the price system to signal changes
in relative scarcity through changes in relative prices. For example, if the prices of con-
struction materials rise when inflation is high, consumers may be unable to discern
whether the price is rising relative to other goods and services or whether it is rising
only because of a widespread inflation. As a result, both producers and consumers will
make mistakes regarding their own production and consumption decisions that they
would not have made in the absence of high inflation.

High and uncertain inflation leads to arbitrary income redistributions and also
undermines the efficiency of the price system.

The second proposition that came to be accepted by most central banks is that the
effects of monetary policy are different in the short run and in the long run. While in
the short run monetary policy can have a profound influence on real economic vari-
ables, such as real GDP, employment, and investment, its long-run impact appears to
fall mostly on nominal variables, such as the price level and the inflation rate. Because
of the economy s adjustment process that we examined in detail in Chapter 24, real
GDP tends to return in the long run to its potential level, Y*. As a result, monetary pol-
icy is unlikely to have a systematic and sustained influence on real economic variables.
However, monetary policy does have a systematic and sustained influence on the rate
of inflation.

A related proposition also came to be accepted by central banks. Various demand
and supply shocks that are unrelated to monetary policy cause shifts in the AD and AS
curves and thus cause temporary changes in the rate of inflation as the economy
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responds to these shocks. But over time it became clear that sustained inflation was not
caused by such shocks instead, sustained inflation appeared to occur only in those sit-
uations in which monetary policy was allowing continual and rapid growth in the
money supply. In other words, central banks came to recognize that sustained inflation
was ultimately created by monetary policy.

Most economists and central bankers believe that monetary policy is the most
important determinant of a country s long-run rate of inflation.

In summary, central banks have come to accept two propositions about inflation:

1. High inflation is costly for individuals and damaging to the economy.

2. Inflation is the only macroeconomic variable over which central banks have a sys-
tematic and sustained influence.

Given these two propositions, which over the years have been increasingly sup-
ported by both theoretical reasoning and empirical evidence, it is not surprising that
central banks have come to focus their attentions on the reduction and control of
inflation.

In the early 1990s, many central banks around the world the Bank of Canada
being among the first adopted formal systems of inflation targeting. The Bank of
Canada first adopted its formal inflation targets in 1991 when the annual rate of infla-
tion was almost 6 percent. The targets were expressed as a 2-percentage-point band, in
recognition of the fact that it is unrealistic to expect the Bank to keep the inflation rate
at a single, precise value in the face of the many shocks that influence it in the short
term. Beginning in 1992, the Bank of Canada s target range for inflation was 3 5 per-
cent, with the range falling to 2 4 percent by 1993 and to 1 3 percent by the end of
1995. The Bank s formal inflation targets were renewed in 1996 and again in 2001 and
2006 (with the current targets in place until 2011). Today, the Bank of Canada con-
ducts its monetary policy with the objective of keeping inflation at or near the 2-per-
cent target. Figure 29-5 on page 742 shows the inflation rate and the 1 3 percent target
range since 1992.

The overall success of inflation targeting, in Canada and elsewhere, has led many
central banks to adopt formal inflation targets. New Zealand was the first adopter, in
1990, and Canada was second, in 1991. Formal inflation targets were adopted soon
thereafter in Israel, the United Kingdom, Australia, Finland, Spain, and Sweden. Since
the mid-1990s, the list has grown to include Chile, Brazil, Colombia, Mexico, the
Czech Republic, Poland, South Africa, Thailand, and others. The U.S. Federal Reserve
has not yet adopted a formal inflation target, although its current chairman, Ben
Bernanke, has indicated that he would like the Federal Reserve to do so.

The Role of the Output Gap

The Bank of Canada recognizes that its monetary policy has real and important effects
on the economy in the short run, even though its long-run influence is mainly limited to
the price level and the inflation rate. The Bank also recognizes that the long-run effects
of its policies follow only after the short-run effects on real GDP are experienced, after
which the economy s adjustment process tends to return real GDP to the level of poten-
tial output. As a result, the Bank of Canada closely monitors the level of real GDP in
the short run and also the gap between real GDP and Y* the output gap.
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To understand why the Bank closely monitors
the output gap in the short run, consider Figure 29-4,
which shows hypothetical time paths for the output
gap (Y  Y*) in part (i), and for the rate of inflation
with the 1 3 percent target band in part (ii). Until
time t0, the economy is growing with Y equal to Y*
and inflation is more or less constant at the mid-
point of the target band. At t0, a positive shock
pushes real GDP above Y* and opens up an infla-
tionary output gap. Labour and other factors of
production are used intensively in order to increase
output, and this generates excess demand in factor
markets. Wages and other factor prices begin to
rise, pushing up firms  costs and adding to the
inflationary pressure. The rate of inflation begins
to rise above the midpoint of the target band.

At this point, the Bank of Canada must make a
decision. It can choose to leave its policy unchanged
and let the economy s adjustment process operate.
The AS curve will shift upward and eventually
return real GDP to Y* but only through more infla-
tion. The other choice for the Bank is to attempt to
close the output gap by pulling  real GDP back
toward Y* with a contractionary monetary policy,
shifting the AD curve to the left and bringing the
rate of inflation back to its starting point near the
midpoint of the target band.

The opposite situation can also occur, as
shown in the figure at time t2, when a negative
shock pushes real GDP below Y* and pushes infla-
tion toward the bottom end of the target band. The
Bank is again faced with a choice. It can do nothing
and let real GDP return (perhaps slowly) to Y*, but
allow inflation to fall even further as the AS curve
shifts down during the adjustment process. Or it
can try to close the output gap by creating a mone-
tary expansion to shift the AD curve to the right
and pull  real GDP back toward Y*, raising the
rate of inflation back toward the midpoint of the
target band.

Output gaps create pressure for the rate of inflation to change. To keep the rate of
inflation close to the 2-percent target, the Bank of Canada closely monitors real GDP
in the short run and designs its policy to keep real GDP close to potential output.

Inflation Targeting as a Stabilizing Policy

Figure 29-4 also shows why an inflation-targeting policy helps to stabilize the economy.
If the Bank of Canada is committed to keeping the rate of inflation near 2 percent, pos-
itive shocks to the economy that create an inflationary gap and threaten to increase the

FIGURE 29-4 The Output Gap, Inflation, and

Monetary Policy

The Bank of Canada closely monitors the output gap to
determine the necessary policy for maintaining inflation
near its target. The economy begins with no output gap
and the inflation rate at 2 percent. At time t0 a positive
shock pushes real GDP above Y* and increases inflation-
ary pressure. The Bank can then implement a contrac-
tionary monetary policy to close the output gap and
reduce inflation back toward 2 percent. At time t2 a nega-
tive shock reduces real GDP below Y* and reduces infla-
tionary pressure. The Bank can then implement an
expansionary monetary policy to close the output gap and
increase inflation back toward 2 percent.
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rate of inflation will be met by a contractionary monetary policy. The Bank will increase
interest rates and shift the AD curve to the left. This policy will reduce the size of the
output gap and push the rate of inflation back down toward 2 percent. Similarly, if a
negative shock to the economy creates a recessionary gap and threatens to reduce the
rate of inflation, a central bank committed to its inflation targets will respond with an
expansionary monetary policy. In this situation, the Bank of Canada will reduce interest
rates and shift the AD curve to the right. This policy will reduce the size of the output
gap and push the inflation rate back toward the 2-percent target.

Inflation targeting is a stabilizing policy. Positive shocks will be met with a con-
tractionary monetary policy; negative shocks will be met with an expansionary
monetary policy.

Some economists go so far as to refer to a policy of inflation targeting as an auto-
matic  stabilizer. But this is an exaggeration, as we can see by recalling our discussion
in Chapter 24 of automatic fiscal stabilizers, caused by taxes and transfers that vary
with the level of national income. The automatic fiscal stabilizers we discussed in
Chapter 24 were truly automatic  in the sense that no group of policymakers had to
actively adjust policy the stabilizers were built right into the tax-and-transfer system.
With inflation targeting, however, there must be an active policy decision to keep infla-
tion close to its target rate, and only then will the Bank s policy adjustments work to
stabilize the economy following either positive or negative shocks. But as long as the
Bank wants to maintain its inflation target, and have it perceived as being credible,
then it is committed to carrying out such policy adjustments.

Inflation targets are not as automatic  a stabilizer as the fiscal stabilizers built
into the tax-and-transfer system. But if the central bank is committed to maintain-
ing the credibility of its inflation target, its policy adjustments will act to stabilize
the economy.

Complications in Inflation Targeting

So far, our discussion of inflation targeting makes the conduct of monetary policy seem
straightforward. But there are several details that complicate the task considerably. In
this section we discuss two complications for the conduct of monetary policy, and in
the next section we address a more general difficulty.

Volatile Food and Energy Prices Sometimes the rate of inflation increases for
reasons unrelated to a change in the output gap. For example, many commodities
whose prices are included in the Consumer Price Index (CPI) are internationally traded
goods and their prices are determined in world markets. Oil is an obvious example, as
are many fruits and vegetables. When these prices rise suddenly, perhaps because of
political instability in the Middle East (oil) or because of poor crop conditions in trop-
ical countries (fruits and vegetables), the measured rate of inflation of the Canadian
CPI also rises. Yet these price increases have little or nothing to do with the size of the
output gap in Canada and thus have little implication for what policy should be fol-
lowed by the Bank of Canada. By focusing exclusively on the rate of inflation of the
CPI, the Bank would be misled about the extent of inflationary pressures coming from
excess demand in Canada.
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For this reason, the Bank of Canada pays attention to what is called the core
rate of inflation. This is the rate of growth of a special price index, one that is con-
structed by extracting food, energy, and the effects of indirect taxes (such as the GST or
excise taxes) from the Consumer Price Index. Figure 29-5 shows the paths of core and
CPI inflation since 1992. As is clear from the figure, even though the two measures of
inflation move broadly together, core inflation is much less volatile than is CPI
inflation.

Because of the volatility of food and energy prices that is often unrelated to the
level of the output gap in Canada, the Bank of Canada closely monitors the rate of

core  inflation even though its formal target of 2 percent applies to the rate of
CPI inflation. Changes in core inflation are a better indicator of Canadian excess
demand than are changes in CPI inflation.

Note the sharp divergence between the two inflation rates in 1994. At that time,
there were substantial decreases in the excise taxes on cigarettes, and those tax reduc-
tions led to a sharp decline in the CPI inflation rate. But this decline in CPI inflation

FIGURE 29-5 Canadian CPI and Core Inflation, 1992 2009

The CPI inflation rate is more volatile than the core  inflation rate. The core rate of inflation in Canada is the rate
of change of a special price index constructed by removing food, energy, and the effects of indirect taxes from the
overall Consumer Price Index. For both series shown here, the inflation rate is computed monthly but is the rate of
change in the price index from 12 months earlier.

(Source: Based on authors  calculations using data from Statistics Canada, CANSIM database, Series V36397 and
V735319.)
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was tax-created rather than caused by the opening of a recessionary output gap, and
thus it would have been inappropriate for the Bank of Canada to respond to this
decline in inflation by implementing an expansionary monetary policy. Instead, the
Bank focused on the core inflation rate that excludes the effect of changes in indirect
taxes. The core inflation rate in 1994 was relatively stable and close to the midpoint of
the 1 3 percent target band, indicating no need for a change in monetary policy.

Note also the volatility of the CPI inflation rate during 2008. Energy and commod-
ity prices had been rising for the previous few years, but they increased especially
rapidly in the early part of 2008. This helped to push the CPI inflation rate above 3
percent. But then the worst part of the financial crisis occurred in the autumn of that
year, energy and commodity prices plunged, and the CPI inflation rate fell quickly to
below 1 percent. Meanwhile, the core rate of inflation was much less volatile and
remained close to 2 percent.

The Exchange Rate and Monetary Policy Given the large amount of trade
that Canadian firms and households do with the rest of the world, it is not surprising
that the Bank of Canada pays close attention to movements in the exchange rate, the
Canadian-dollar price of one unit of foreign currency. However, because changes in the
exchange rate can have several different causes, care must be taken when drawing
inferences about the desired change in monetary policy resulting from changes in the
exchange rate. As we will see, there is no simple rule of thumb  for how the Bank
should react to a change in the exchange rate. Recall that the Bank s objective is to keep
the inflation rate near the midpoint of the 1 3 percent target band, and it does this by
responding to changes in the output gap so as to offset changes in emerging inflation-
ary pressure. The Bank s appropriate policy response to a change in the exchange rate
depends crucially on the cause of the change.

Many economic events can lead to changes in the exchange rate. The cause of any
change must be known before the appropriate monetary policy response can be
determined.

We consider two different examples. In the first, an appreciation of the Canadian
dollar leads the Bank to tighten its monetary policy by raising its target for the
overnight interest rate. In the second example, an appreciation of the Canadian dollar
leads the Bank to loosen its monetary policy by reducing its target for the overnight
interest rate. In both cases, the Bank s actions are consistent with its objective of keep-
ing the inflation rate near the midpoint of the 1 3 percent target band.

For the first example, suppose that the economies of Canada s trading partners are
booming and thus demanding more Canadian exports. Foreigners  heightened demand
for Canadian goods creates an increase in demand for the Canadian dollar in foreign-
exchange markets. The Canadian dollar therefore appreciates. But the increase in
demand for Canadian goods has added directly to Canadian aggregate demand. If this
shock persists, it will eventually add to domestic inflationary pressures. In this case, if
the Bank notes the appreciation of the dollar (and correctly determines its cause), it can
take action to offset the positive demand shock by tightening monetary policy by rais-
ing its target for the overnight interest rate.

The second example involves an increase in demand for Canadian assets rather
than Canadian goods and has quite different implications from the first example. Sup-
pose that investors, because of events happening elsewhere in the world, decide to liq-
uidate some of their foreign assets and purchase more Canadian assets instead. In this
case, the increase in demand for Canadian assets leads to an increase in demand for the
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Canadian dollar in foreign-exchange markets. This causes an appreciation of the
Canadian dollar. As the dollar appreciates, however, Canadian exports become more
expensive to foreigners. There will be a reduction in Canadian net exports and thus a
reduction in Canadian aggregate demand. If this shock persists, it will eventually
reduce inflationary pressure in Canada. In this case, if the Bank notes the appreciation
of the dollar (and correctly determines its cause), it can take action to offset the nega-
tive demand shock by loosening monetary policy by reducing its target for the
overnight interest rate.

Notice in both examples that the Canadian dollar appreciated as a result of the
external shock, but the causes of the appreciation were different. In the first case, there
was a positive demand shock to net exports, which then caused the appreciation,
which in turn dampened the initial increase in net exports. But the overall effect on the
demand for Canadian goods was positive. In the second case, there was a positive
shock to the asset market, which then caused the appreciation, which in turn reduced
the demand for net exports. The overall effect on the demand for Canadian goods was
negative. Thus, in the first case, the appropriate response for monetary policy was con-
tractionary, whereas in the second case the appropriate response for monetary policy
was expansionary.

Changes in the exchange rate can signal the need for changes in the stance of mon-
etary policy. Only once the cause of the exchange-rate change is determined, how-
ever, can the Bank of Canada design a policy response appropriate for keeping
inflation close to its target.

w w w . m y e c o n l a b . c o m

For a more detailed discussion of how movements in the exchange rate
complicate the implementation of monetary policy, look for Monetary Policy
and the Exchange Rate in Canada in the Additional Topics section of this book s
MyEconLab.

ADDITIONAL TOPICS

29.3 Long and Variable Lags

In Chapter 28 we encountered a debate that was prominent from the 1950s to the early
1980s. Monetarists argued that monetary policy was potentially very powerful in the
sense that a given change in the money supply would lead to a substantial change in
aggregate demand, whereas Keynesians were associated with the view that monetary
policy was much less powerful.

This debate had some of its roots in differing interpretations of the causes of the
Great Depression, especially as it occurred in the United States amid a large number
of commercial-bank failures. One interesting part of the debate is why Canada and
the United Kingdom had collapses in economic activity similar in magnitude to that in
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the United States even though they did not suffer the same banking crisis. Lessons from
History 29-1 provides a brief summary of this interesting debate and applies some of
the lessons about monetary policy we have learned in the past two chapters.

The debate between the Monetarists and the Keynesians was about more than just
the effectiveness of monetary policy. The debate sometimes also focused on the ques-
tion of whether active use of monetary policy in an attempt to stabilize output and the
price level was likely to be successful, or whether it would instead lead to an increase in
fluctuations in those variables. This debate is as important today as it was then, and at
its centre is the role of lags.

What Are the Lags in Monetary Policy?

Experience has shown that lags in the operation of policy can sometimes cause stabi-
lization policy to be destabilizing. In Chapter 24, we discussed how decision and imple-
mentation lags might limit the extent to which active use of fiscal policy can be relied
upon to stabilize the economy. Although both of these sources of lags are less relevant
for monetary policy, the full effects of monetary policy nevertheless occur only after
quite long time lags. There are two reasons that a change in monetary policy does not
affect the economy instantly.

Changes in Expenditure Take Time When the Bank of Canada changes its
target for the overnight interest rate, the actual overnight rate changes almost instantly.
Other, longer-term market interest rates also change quickly, usually within a day or
two. However, it takes more time before households and firms adjust their spending
and borrowing plans in response to the change in interest rates. Consumers may
respond relatively quickly and alter their plans for purchasing durable goods like cars
and appliances. But it takes longer for firms to modify their investment plans and then
put them into effect. It may take a year or more before the full increase in investment
expenditure occurs in response to a fall in interest rates.

In an open economy like Canada s, the change in the interest rate also leads to cap-
ital flows and a change in the exchange rate. These changes occur very quickly. But the
effect on net exports takes more time while purchasers of internationally traded goods
and services switch to lower-cost suppliers.

The Multiplier Process Takes Time Changes in consumption, investment,
and net export expenditures brought about by a change in monetary policy set off the
multiplier process that increases national income. This process, too, takes some time
to work out. Furthermore, although the end result is fairly predictable, the speed with
which the entire expansionary or contractionary process works itself out can vary in
ways that are hard to predict. Thus, though the overall effects of monetary policy
might be reasonably straightforward to predict, the timing of those effects is difficult
to predict.

Monetary policy is capable of exerting expansionary and contractionary forces on
the economy, but it operates with a time lag that is long and variable.

Economists at the Bank of Canada estimate that it takes between 9 and 12
months for a change in monetary policy to have its main effect on real GDP, and a fur-
ther 9 to 12 months for the policy to have its main effect on the price level (or the rate
of inflation).
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Destabilizing Policy?

The fact that monetary-policy actions taken today will not affect output and inflation
until 1 2 years in the future means that the Bank of Canada must design its policy for
what is expected to occur in the future rather than what has already been observed. To
see why a monetary policy guided only by past and current events may be destabilizing,
consider the following simple example. Suppose that on January 1 the Bank observes
Y * Y* and concludes that an expansionary monetary policy is appropriate. It can
reduce its target for the overnight rate at the next fixed announcement date (FAD),

In most people s minds, the Great Depression began with
the stock market crash of October 1929. In the United
States, Canada, and Europe, the decline in economic
activity over the next four years was massive. From
1929 to 1933, annual real output fell by roughly 25 per-
cent, one-quarter of the labour force was unemployed by
1933, the price level fell by more than 25 percent, and
businesses failed on a massive scale. In the more than
seven decades that have followed, no recession has come
close to the Great Depression in terms of reduced eco-
nomic activity, business failures, or unemployment.

The Great Depression has naturally attracted the
attention of economists and, especially in the United
States, these few years of experience have served as a
kind of retrospective laboratory  in which they have
tried to test their theories.

The Basic Facts

The stock market crash of 1929, and other factors asso-
ciated with a moderate downswing in business activity
during the late 1920s, caused U.S. firms and households
to want to hold more cash and fewer demand deposits.
The banking system, however, could not meet this
increased demand for liquidity (cash) without help from
the Federal Reserve System (the U.S. central bank). As
we saw in Chapter 27, because of the fractional-reserve
banking system, commercial banks are never able to sat-
isfy from their own reserves a large and sudden demand
for cash their reserves are always only a small fraction
of total deposits.

The Federal Reserve had been set up to provide just
such emergency assistance to commercial banks that
were basically sound but were unable to meet sudden

demands by depositors to withdraw cash. However, the
Federal Reserve refused to extend the necessary help,
and successive waves of bank failures followed as a
direct result. During each wave, hundreds of banks
failed, ruining many depositors and thereby worsening
an already severe depression. In the second half of
1931, almost 2000 U.S. banks were forced to suspend
operations. One consequence of these failures was a
sharp drop in the money supply; by 1933, M2 was 33
percent lower than it had been in 1929.

Competing Explanations

After the Great Depression was over, economists were
able to examine the data and construct explanations for
these dramatic events. To Monetarists, the basic facts
seem decisive: To them, the fall in the money supply was
clearly the major cause of the fall in output and employ-
ment that occurred during the Great Depression. Mone-
tarists see the Great Depression as perhaps the single
best piece of evidence of the strength of monetary forces
and the single best lesson of the importance of monetary
policy. In their view, the increased cash drain that led to
the massive monetary contraction could have been pre-
vented had the Federal Reserve quickly increased the
level of cash reserves in the commercial banking system.
In this case, the rise in cash reserves would have offset
the increase in the cash drain, so that the money supply
(currency plus bank deposits) could be maintained.

Keynesians argue that the fundamental cause of
the Great Depression was a reduction in autonomous
expenditure. They cite a large decline in housing con-
struction (in response to a glut of housing), a decline in
automobile purchases (as most first-time buying was

LESSONS FROM HISTORY 29-1

Two Views on the Role of Money in the Great Depression
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done and only replacement demand remained), and a
reduction in consumption driven largely by pessimism
caused by the stock market crash. Although Keyne-
sians accept the argument that the Federal Reserve s
behaviour was perverse and exacerbated an already
bad situation, they do not attribute a pivotal role to
the Federal Reserve or to the money supply. Instead,
they see the fall in the money supply as a result of the
decline in economic activity (through a reduced
demand for loans and thus reduced bank lending)
rather than as its cause.

Lessons from Canada s Experience

Canada can be used as a control  in this retrospective
laboratory, for the simple reason that Canada had
broadly the same magnitude of economic collapse as did
the United States, but did not have the same magnitude
of bank failures. Unfortunately, Canada s experience is
not able to resolve the disagreement both sides of the
debate can offer explanations of the Canadian experi-
ence consistent with their central arguments.

Keynesians look to Canada s experience to support
their view that money was not central to the cause of the
economic collapse in the United States. They point out
that in Canada, where the central bank came to the aid of
the banking system, bank failures were much less com-
mon during the Great Depression, and as a consequence,
the money supply did not shrink drastically as it did in
the United States. Thus, their argument is that since
Canada did not escape the Great Depression but did
escape the collapse in the money supply, money must not
have been the central cause of the U.S. economic collapse.

Monetarists accept the point that Canada did not
have a massive reduction in the money supply, but they
argue that the economic contraction in the United States
(which was caused by the collapse in the money supply)

spilled over into Canada, largely through a dramatic
reduction in demand for Canadian goods. This spillover
implies a large decline in export expenditure for
Canada, and thus a decline in Canadian national
income. Thus, Monetarists essentially argue that money
in the United States was an important contributor to the
economic decline in Canada.

For a discussion of these two views, and some
attempts to discriminate between them, see Peter Temin,
Did Monetary Forces Cause the Great Depression?
(New York: Norton, 1976).

During the Great Depression, bank failures were wide-
spread in the United States but relatively uncommon in
Canada. This difference in experience can be used to test
hypotheses regarding the causes of the Great Depression.
But considerable disagreement still remains.

typically within a few weeks. By early February, the overnight interest rate will be
reduced, as will the longer-term interest rates in the economy. The effects on aggregate
demand, however, will not be felt in any significant way until late summer or early fall
of that same year.

This policy action may turn out to be destabilizing, however. Some of the
cyclical forces in the economy, unrelated to the Bank s actions, may have reversed since
January, and by fall there may be a substantial inflationary output gap. However,
since the effects of the monetary expansion that was initiated nine months earlier are
just beginning to be felt, an expansionary monetary stimulus is adding to the existing
inflationary gap.

29_raga_ch29.qxd  1/29/10  12:47 PM  Page 747



748 PART 10 : MONEY,  BANKING,  AND MONETARY POL ICY

If the Bank now applies the monetary brakes by raising interest rates, the output
effects of this policy reversal will not be felt for another year or so. By that time, a con-
traction may have already set in because of the natural cyclical forces of the economy.
Thus, the delayed effects of the monetary policy may turn a minor downturn into a
major recession.

The long time lags in the effectiveness of monetary policy make monetary fine-
tuning difficult; the policy may have a destabilizing effect.

The Bank of Canada recognizes the possibility that if it responds to every shock
that influences real GDP, then the overall effect of its policy may be to destabilize the
economy rather than stabilize it. As a result, it is careful to assess the causes of the
shocks that buffet the Canadian economy. It tries to avoid situations in which it
responds to shocks that are believed to be short-lived and then must reverse its policy
in the near future when the shocks disappear. In general, the Bank responds only to
those shocks that are significant in magnitude and are expected to persist for several
months or more.

Political Difficulties

Long lags in the workings of monetary policy also lead to some political criticism for
the central bank.

Figure 29-6 shows a situation in which the current inflation rate is at the bottom of
the Bank s 1 3 percent target band, but the expectation of future events suggests that
inflation will be rising. This situation is often faced by the Bank when the economy is
in the early stages of an economic recovery, as occurred in late 2009 and early 2010. At
that time, the Canadian economy had been in recession for a year, and monetary policy
had been very expansionary in an effort to stimulate the economy. But as real GDP
began to grow and the existing recessionary gap began to narrow, the Bank needed to

judge the appropriate time to begin tightening its
policy in an attempt to keep inflation from rising
above the 2-percent target.

What is the political problem? Remember that
because of the time lags involved, any policy change
that occurs today has no effect on real GDP for
roughly nine months and the full effect on the price
level (or the rate of inflation) does not occur for
18 24 months. If the economy is at point A in Fig-
ure 29-6, and inflation is expected to rise in the near
future, then monetary policy must be changed now
in order to counteract this future inflation. But this
action could generate some criticism because the
current inflation rate is low. In such situations, the
Bank finds itself in the awkward position of advo-
cating a tightening of monetary policy, in order to
fight the expectation of future inflation, at a time
when the current inflation rate suggests no need for
tightening. But if the goal is to keep inflation within
the target range, such pre-emptive monetary policy
is necessary because of the unavoidable time lags.

FIGURE 29-6 Forward-Looking Monetary Policy

Since monetary policy works only with a considerable
time lag, central-bank actions to keep inflation within its
target range must be taken in advance of expected future
events. Suppose the economy is currently at point A with
inflation at the lower bound of the target range. If events
in the near future are expected to cause inflation to rise
sharply, then monetary policy must be tightened immedi-
ately to keep inflation within the desired range.
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Time lags in monetary policy require that decisions regarding a loosening or
tightening of monetary policy be forward-looking. This often leads to criticism of
monetary policy, especially by those who do not recognize the long time lags.

29.4 Thirty Years of Canadian
Monetary Policy

This section describes a few key episodes in recent Canadian monetary history. This is
not done to teach history for its own sake, but because the lessons of past experience
and past policy mistakes, interpreted through the filter of economic theory, provide our
best hope for improving our policy performance in the future.

The OPEC oil-price shocks of 1973 and 1979 1980 led to reductions in GDP
growth rates and increases in inflation in Canada what came to be known as stagfla-
tion. At that time, the role of aggregate-supply shocks and their effect on macroeco-
nomic equilibrium was not as well understood as it is today. The Bank of Canada s
policy response involved considerable monetary expansion, and by 1980 the rate of
inflation in Canada was more than 12 percent.

The Bank of Canada (and the U.S. Federal Reserve) then embarked on policies
designed to reduce the growth rate of the money supply and eventually reduce the
inflation rate. Unfortunately, at the same time innovations in the financial sector led to
unexpected increases in the demand for money. The result was a much sharper increase
in interest rates (see Figure 29-7) than was intended by the Bank of Canada and the

FIGURE 29-7 Short-Term Interest Rates, Canada and the United States,

1975 2009

(Source: Bank of Canada. Canadian rate is Series V122495; U.S. rate is Series V122148.
Both are quarterly averages of monthly data.)
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most serious recession since the 1930s. But the rate of inflation did fall, from more
than 12 percent in 1980 to about 4 percent in 1984. This experience taught the Bank
two important lessons:

1. Monetary policy can be very effective in reducing inflation.

2. Because of unexpected changes in money demand, monetary policy should focus
more on interest rates than on the money supply.

As we saw earlier in this chapter, this second lesson is an important reason why the
Bank now implements its policy by targeting the interest rate rather than by directly
influencing the money supply.

Economic Recovery: 1983 1987

In early 1983, a sustained recovery began, and by mid-1987, real GDP had moved
back toward potential. Much of the growth was centred in the export-oriented manu-
facturing industries in Ontario and Quebec. The first four years of the recovery saw
cumulative real GDP growth of 15.7 percent.

The main challenge for monetary policy in this period was to create sufficient
liquidity to accommodate the recovery without triggering a return to the high
inflation rates that prevailed at the start of the decade.

In other words, the Bank of Canada had to increase the money supply to accommodate
the recovery-induced increase in money demand without increasing the money supply
so much that it refuelled inflationary pressures.

In spite of much debate and uncertainty, the Bank handled this re-entry  problem
quite well. The Bank allowed a short but rapid burst of growth in the nominal money
supply, thus generating the desired increase in real money balances. Once the new level
of real balances was achieved, money growth was cut back to a rate consistent with
low inflation (and for the underlying rate of growth in real income). The trick with this
policy was that to avoid triggering expectations of renewed inflation, the Bank had to
generate a one-shot increase in the level of the money supply without creating the
impression that it was raising the long-term rate of growth of the money supply.

In late 1983 and early 1984, when growth in the money supply first started to
surge, many voiced the fear that the Bank was being overly expansionary and was risk-
ing a return to higher inflation. As the re-entry problem came to be more widely under-
stood and as inflationary pressures failed to re-emerge, these criticisms subsided, and
the consensus appeared to be that the Bank had done a commendable job of handling
the re-entry problem.

Rising Inflation: 1987 1990

By mid-1987, many observers began to worry that Canadian policymakers were too
complacent in accepting the 4 percent range that Canadian inflation had settled into.
Further, there was concern that inflationary pressures were starting to build the
money supply was growing quickly, real output growth was strong, unemployment
was falling, and an inflationary gap was opening.
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In 1987, many economists argued that if monetary policy was not tightened,
Canada would experience gradually increasing inflation until once again a severe
monetary restriction would be required to reduce the rate of inflation.

Inflation slowly crept upward. A monetary restriction designed
to reduce inflation would obviously impose costs in the form of
lower output and higher unemployment. Was the Bank prepared to
inflict such costs, especially given that Canada had emerged from a
deep recession only five years earlier?

In January 1988, Bank of Canada Governor John Crow
announced that monetary policy would henceforth be guided less by
short-term stabilization issues and more by the goal of long-term

price stability.  Specifically, he said that monetary policy should
be conducted so as to achieve a pace of monetary expansion that
promotes stability in the value of money. This means pursuing a pol-
icy aimed at achieving and maintaining stable prices. 2

Disinflation: 1990 1992

This explicit adoption of price stability as the Bank s only target set
off a heated debate about the appropriate stance for monetary pol-
icy. The debate was fuelled by Crow s decision to give a high profile
to his policy by repeatedly articulating and defending it in speeches
and public appearances. He believed that this was necessary because
expectations of continuing inflation had become entrenched. In his
view, until the public believed that the Bank was serious about con-
trolling inflation, whatever the short-term consequences, inflation
could not be reduced. Some critics said that price stability was unob-
tainable. Others said the costs of reaching it would be too large in
terms of several years of recessionary gaps. Supporters said that the
long-term gains from having a stable price level would exceed the
costs of getting there.

Despite the Bank s explicit policy of price stability,  the actual inflation rate
increased slightly in the years immediately following John Crow s policy
announcement, from about 4 percent in 1987 to just over 5 percent in 1990.

The controversy reached new heights when in 1990 the country (and much of the
world) entered a sustained recession. Maintaining a tight monetary policy with high
interest rates (see Figure 29-7) seemed perverse to many when the economy was
already suffering from too little aggregate demand to sustain potential output.

John Crow was the governor of the Bank 
of Canada from 1987 to 1994. In 1988 he
announced that price stability  would
thenceforth be the Bank of Canada s 
objective.

2 John W. Crow, The Work of Canadian Monetary Policy,  speech given at the University of Alberta,

January 18, 1988; reprinted in Bank of Canada Review, February 1988.
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Furthermore, the high Canadian interest rates attracted foreign funds. Foreigners
who wanted to buy Canadian bonds needed Canadian dollars, and their demands led
to an appreciation of the Canadian dollar. This increased the price of Canadian exports
while reducing the price of Canadian imports, putting Canadian export and import-
competing industries at a competitive disadvantage and further increasing the unem-
ployment that had been generated by the worldwide recession.

Inflation Targeting I: 1991 2000

In spite of heavy political pressure to lower interest rates, and of criticism from some
economists who might have supported a move toward price stability in less depressed

times, the Bank stood by its tight monetary policy. Indeed, in 1991, it
formally announced inflation-control targets for the next several
years. Beginning in 1992, inflation was to lie within the 3 5 percent
range, with the range falling to 2 4 percent by 1993 and to 1 3 per-
cent by the end of 1995.

As a result of the tight monetary policy, the inflation rate fell
sharply, from about 5 percent in 1990 to less than 2 percent in 1992.
For 1993 and 1994, inflation hovered around 2 percent. Furthermore,
short-term nominal interest rates fell from a high of about 13 percent
in 1990 to about 6 percent by the end of 1993. Recall that the nomi-
nal interest rate is equal to the real interest rate plus the rate of infla-
tion. So this decline in nominal interest rates was the eventual result of
the tight monetary policy that reduced inflation.

The Bank had succeeded in coming close to its target of price sta-
bility. Controversy continued, however, on two issues. First, was the
result worth the price of a deeper, possibly more prolonged recession
than might have occurred if the Bank had been willing to accept 3 4
percent inflation? Second, would the low inflation rate be sustainable
once the recovery took the economy back toward potential output? If
the inflation rate were to rise to 4 percent during the post-1993 recov-
ery, then the verdict might well be that the cost of temporarily reduc-
ing the rate to below 2 percent was not worth the transitory gains.

The debate over the Bank s emphasis on maintaining low inflation
became centred on Governor John Crow, especially during the federal
election campaign of 1993. Some called for the non-renewal of Crow s
term as governor (which was scheduled to end in 1994) and his

replacement with someone perceived to care more about the costs of fighting inflation.
Others argued that the Bank s policy of price stability  under Crow s stewardship was
the right policy for the times and that the long-run benefits of maintaining low infla-
tion would be worth the costs required to achieve it.3

In 1994, the minister of finance appointed Gordon Thiessen, the former senior
deputy governor of the Bank, to be the new governor. With some irony, the minister of
finance, whose party had been severe critics of Crow s policy while they were in oppo-
sition, affirmed the previous monetary policy of the Bank and urged the new governor
to maintain the hard-won low inflation rate. The new governor agreed and extended
the formal inflation target of 2 percent until 2001.

Gordon Thiessen became the governor of the
Bank of Canada in 1994 after inflation had
hovered around 2 percent for about two years.

3 For a very readable account of Canadian monetary policy from 1988 to 1993, see William Robson and

David Laidler, The Great Canadian Disinflation (Toronto: C. D. Howe Institute, 1993).

29_raga_ch29.qxd  1/29/10  12:47 PM  Page 752



CHAPTER 29 : MONETARY POL ICY  IN CANADA 753

For the next three years, the rate of inflation continued to hover between 1 and 2
percent. The main challenge for the Bank in the next few years was to keep inflation
low while at the same time encouraging the economy to progress through what was
viewed as a fragile recovery. Excessive stimulation of the economy would lead to the
rise of inflation, which would sacrifice the hard-won gains achieved only a few years
earlier. On the other hand, insufficient stimulation would itself be an obstacle to eco-
nomic recovery.

Beginning in the summer of 1997, the economies of Thailand, Malaysia, Indone-
sia, and South Korea fell into serious recessions, thus beginning what is now known as
the Asian Economic Crisis.4 Since these countries are major importers of raw materials,
their recessions led to a large decline in the world s demand for raw materials. As a
result, the world price of raw materials fell by an average of about 30 percent in the
subsequent year. Since Canada is a major producer and exporter of raw materials, this
decline in the demand for raw materials was a negative aggregate demand shock for
Canada. Working in the opposite direction, however, was the expansionary supply-side
effect of lower raw materials prices for the many Canadian manufacturing firms that
use raw materials as inputs. This positive supply shock was especially important for the
United States, a major importer and user of raw materials. The impact of the Asian
Crisis on the U.S. economy produced a third effect on Canada as the quickly growing
U.S. economy increased its demand for Canadian goods and services.

In the spring of 1997, before the Asian Crisis had begun, the Canadian economy
was growing and steadily closing a recessionary gap. The combination of forces cre-
ated by the Asian Economic Crisis presented problems for the Bank of Canada and for
the appropriate direction for monetary policy. Especially difficult was judging the rela-
tive strengths of the three separate effects. As it turned out, Canada s recessionary gap
continued to shrink as the economy grew steadily. By 1999, the Asian economies were
on their way to a healthy recovery.

Changes in stock-market values also created some challenges for the Bank of
Canada in the 1990s. From 1994 through 1999, U.S. and Canadian stocks enjoyed
unprecedented bull markets. The Dow Jones Industrial Average (an index of U.S. stock
prices) increased from about 3500 in mid-1994 to about 11 000 in late 1999, an aver-
age annual increase of 26 percent. The Toronto Stock Exchange Index (now called the
S&P/TSX), increased from roughly 4000 to 8000 over the same period, an average
annual increase of 14 percent.

The concern for the Bank of Canada during this time was that the increase in
wealth generated by these stock-market gains would stimulate consumption expendi-
tures in what was already a steadily growing economy, thus increasing inflationary
pressures. In December 1996, the chairman of the U.S. Federal Reserve, Alan
Greenspan, warned market participants about their irrational exuberance,  a phrase
that is now often quoted. Bank of Canada Governor Gordon Thiessen made similar
remarks in Canada. Both central bankers were trying to dampen expectations in the
stock market so that the stock-market gains, and thus the increases in wealth-induced
spending, would not significantly contribute to inflationary pressures. But they had to
be careful not to have their comments create a crash  in the market that would have
even more dramatic effects in the opposite direction.

As it turned out, the crash happened anyway. In both the United States and Canada,
the stock markets had reached such levels that many commentators said it was only a
matter of time before participants realized that stock prices no longer reflected the

4 An important part of the cause of these recessions was the sudden collapse of their currencies, which were pre-

viously pegged in value to the U.S. dollar. We examine fixed and flexible exchange rates in detail in Chapter 35.
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underlying values of the companies, at which point
there would be massive selling and an inevitable crash.
From the fall of 2000 to the spring of 2001, the major
Canadian stock-market indexes fell by roughly 40 per-
cent, driven to a large extent by huge reductions in the
stock prices of high-tech firms. This stock-market
decline is often referred to as the dot-com  crash.

Inflation Targeting II: 2001 2007

David Dodge became the new governor of the Bank of
Canada in the spring of 2001. During his tenure as
governor, the Bank faced several significant policy
challenges.

When the terrorist attacks in New York and
Washington occurred on September 11, 2001, the
stock markets took another dramatic plunge. By late

in 2003, stock markets were still far below their pre-crash levels. The main challenge
for monetary policy was to provide enough liquidity to the banking systems to prevent
the economy from entering a recession. In both Canada and the United States, the cen-
tral banks dramatically lowered their key interest rates over a period of several months.

From 2002 to 2005, the Bank of Canada s target for the overnight interest rate was
3 percentage points below its level from the summer of 2000. During this period, two
external forces on the Canadian economy became apparent and presented a further
challenge for the Bank of Canada. First, strong world economic growth, especially in
China and India, contributed to a substantial increase in the world prices of oil and
other raw materials. Given Canada s position as a major producer and exporter of
these products, these price increases represented a significant positive external shock to
aggregate demand. They also contributed to a substantial appreciation of the Canadian
dollar, by more than 40 percent from 2002 to 2005. Taken by itself, this positive shock
to Canadian aggregate demand created a justification for the Bank of Canada to
tighten its monetary policy.

Working in the opposite direction was a second external shock, also contributing
to an appreciation of the Canadian dollar. During the 2002 2005 period, partly in
response to a large and growing U.S. current account deficit, the U.S. dollar was depre-
ciating against the pound sterling and the euro. This realignment  of the U.S. dollar
also involved Canada and explained some part of the Canadian dollar s appreciation
during that period. These exchange-rate changes, which were not themselves being
caused by changes in the demand for Canadian goods and services, nonetheless tended
to reduce Canadian net exports and aggregate demand, thus providing some justifica-
tion for a loosening of Canadian monetary policy.

The problem for the Bank of Canada during this period was to determine the rela-
tive strength of these opposing forces and thus the appropriate overall direction for
monetary policy. During the early part of this period, when Canadian real GDP was
below potential, the Bank resisted tightening its policy, choosing instead to allow the
commodity-price-driven expansion to close the existing output gap. By the summer of
2005, however, when the output gap appeared to be all but closed, the Bank began a
series of increases in the target for the overnight interest rate, and by the summer of
2006 it had increased its target by two percentage points.

Throughout 2006 and 2007, world commodity prices continued their steep ascent
and the effect on the Canadian economy was dramatic. Employment grew rapidly, real

David Dodge was the governor of the Bank of Canada from
2001 to early 2008 and needed to steer monetary policy during
a time of a strong appreciation of the Canadian dollar, driven
partly by rising world commodity prices.
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GDP grew above the level of potential output, and serious concerns about inflation
began to mount. During this period, the Bank of Canada continued to gradually raise
its policy interest rate.

A related challenge for the Bank during this period involved regional and sectoral
differences in economic performance within Canada. The strong growth in the prices
of oil and raw materials naturally led to boom conditions in these sectors, which tend
to be located in both Western and Atlantic Canada. However, these price increases
harmed the profitability of many central Canadian manufacturing firms who used
these products as important inputs. In addition, the appreciation of the Canadian dol-
lar further challenged these firms, as foreign buyers reduced their demand for more
expensive Canadian-made products.

Regional and sectoral differences highlight an inherent difficulty with monetary
policy in a country as economically diverse as Canada. Because there must be a single
monetary policy for the nation as a whole (as long as all parts of Canada continue to
use the same currency), policy must be guided by the average level of economic activity
in order to keep the average rate of inflation close to its target. But significant differ-
ences in economic activity across regions and/or sectors mean that many people will
feel that monetary policy is being conducted inappropriately because economic activity
in their specific region or sector is not the same as the national average.

Financial Crisis and Recession: 2007 Present

The next significant phase of Canadian monetary policy was determined largely by
events taking place in other countries. From 2002 to 2006, U.S. housing prices had
been rising unusually rapidly, but they began to slow their ascent in the middle of
2006. In 2007, these prices reached their peak and then collapsed, falling by more than
30 percent in many parts of the country. On a large scale, U.S. homeowners began
walking away  from their houses, whose market values had fallen below the total

amount owing on the associated mortgages. In these situations, the financial institution
holding the mortgage no longer receives regular mortgage payments from the home-
owner and instead takes ownership of the vacated house.

For the many financial institutions that held the mortgages or the mortgage-
backed securities the housing collapse led to a significant decline in the value of
their assets. It soon became clear that millions of U.S.
mortgages and mortgage-backed securities had been
bought by financial institutions all over the world, and
thus many large financial institutions in many countries
were soon on the edge of insolvency and bankruptcy. What
began as a collapse of U.S. housing prices soon became a
global financial crisis.

Mark Carney became the new governor of the Bank of
Canada in February 2008, just as the financial crisis was
entering its most serious phase. With the collapse of major
U.S. and U.K. financial institutions only a few months
later, panic spread throughout the world s financial sector.
It was unclear which institutions held large amounts of
these toxic  mortgage-backed securities and thus which
institutions were in danger of going under. In this setting,
the widespread fear of counterparty risk  led to a virtual
disappearance of short-term interbank lending. The flow of
credit declined, and most lending that did take place was

Mark Carney became the Bank of Canada s governor in early
2008, amid a global financial crisis and the beginning of a
significant economic recession.
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transacted at much higher interest rates. Given the importance of credit in a market
economy, restoring the flow of credit was essential to maintaining the level of eco-
nomic activity.

In Canada, it soon became clear that Canadian banks were far less exposed to
these toxic  mortgage-backed securities than were the banks in the United States and
much of Europe. As a result, there was no significant danger of a Canadian bank
becoming insolvent during this episode. However, the globalized nature of financial
markets implies that short-term credit markets in Canada are highly integrated with
those in other countries, with the result that Canada also experienced a decline in inter-
bank lending and a rise in short-term interest rates. As we discussed in Applying Eco-
nomic Concepts 29-1 on page 735, the Bank of Canada took two sets of actions during
2007 2008. First, it reduced its target for the overnight rate by more than 3.5 percent-
age points between the fall of 2007 and the end of 2008. Second, it eased the terms
with which it was prepared to make short-term loans to financial institutions. Both sets
of actions were designed to restore the flow of credit and reduce interest rates, thus
helping to maintain the level of economic activity.

By late in 2008, however, it was clear that Canada would not be shielded from the
global recession that was then beginning. The global financial crisis had a dramatic
effect on the level of economic activity in the United States, the European Union, and
many countries in Asia. With these economies experiencing recessions, there was a
sharp decline in demand for Canada s exports. Canadian real GDP slowed sharply in
late 2008 and began to fall in early 2009. The Bank of Canada s objective at this time
was to provide as much monetary stimulus as was possible, complementing the large
fiscal stimulus implemented by the Canadian government in its budget of 2009.

By the spring of 2009, however, the Bank of Canada was up against a wall or,
more literally, a floor. Having reduced its target for the overnight interest rate to 0.25
percent, it would not be able to reduce it further should that be necessary. It had
reached what economists refer to as the nominal interest rate floor.  The Bank
announced that, should further monetary stimulus be needed, it was prepared to
embark on policies of either quantitative easing  or credit easing.  Quantitative eas-
ing would involve the Bank directly purchasing government securities in a way that
increases reserves in the banking system a conventional open-market purchase of
government bonds. Credit easing would involve the Bank purchasing private-sector
bonds in an attempt to improve liquidity in specific segments of the financial market.

By early 2010, the Bank had not yet implemented these policies. But it did make a
public commitment to keep its target for the overnight interest rate constant at 0.25
percent until such a time as the threat of rising inflation would require it to begin tight-
ening its monetary policy.

w w w . m y e c o n l a b . c o m

With the success of many central banks in maintaining low and stable
inflation, some economists have raised the concern that inflation may now be
too low,  and that the economy may actually function more smoothly with

slightly higher inflation. For more details about this contentious debate, look
for Can Inflation Be Too Low? in the Additional Topics section of this book s
MyEconLab.

ADDITIONAL TOPICS
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Summary

29.1 How the Bank of Canada Implements Monetary Policy L 1 2

Monetary policy can be conducted either by setting the
money supply or by setting the interest rate. But for a
given negatively sloped MD curve, both cannot be set
independently.
Because of its incomplete control over the money sup-
ply, as well as the uncertainty regarding both the slope
and the position of the MD curve, the Bank chooses to
implement its policy by setting the interest rate.
The Bank s policy instrument is the target it sets for the
overnight interest rate. By offering to lend funds at a
rate 25 basis points above this target (the bank rate) and
to accept deposits on which it pays interest at 25 basis

points below the target, the Bank of Canada can control
the actual overnight interest rate.
Changes in the Bank s target for the overnight rate lead
to changes in the actual overnight rate and also to
changes in longer-term market interest rates. The vari-
ous steps in the monetary transmission mechanism then
come into play.
The Bank of Canada conducts an expansionary mone-
tary policy by reducing its target for the overnight inter-
est rate. It conducts a contractionary monetary policy
by raising its target for the overnight interest rate.

Many central banks have come to accept two
propositions:

1. High inflation is damaging to the economy.
2. The long-run effects of monetary policy are mainly

on the price level (or rate of inflation), and sustained
inflation is ultimately generated by monetary policy.

As a result, many central banks have adopted formal
inflation targets.

The Bank of Canada s formal inflation target is the rate
of CPI inflation. It seeks to keep the annual inflation
rate at 2 percent.

In the short run, the Bank closely monitors the output
gap. By tightening its policy during an inflationary gap
(and loosening it during a recessionary gap), the Bank
can keep the rate of inflation near 2 percent.
The policy of inflation targeting helps to stabilize the
economy. The Bank responds to positive shocks with a
contractionary policy and responds to negative shocks
with an expansionary policy.
Two technical issues complicate the conduct of mone-
tary policy:

1. Volatile food and energy prices
2. Changes in the exchange rate

29.2 Inflation Targeting L34

Though the Bank of Canada can change interest rates
very quickly, it takes time for firms and households to
change their expenditure. Even once those new plans
are carried out, it takes time for the multiplier process
to work its way through the economy, eventually
increasing equilibrium national income.

Long and variable lags in monetary policy lead many
economists to argue that the Bank should not try to
fine-tune  the economy. Instead, it should respond

only to shocks that are significant in size and persistent
in duration.

29.3 Long and Variable Lags L5

In the early 1980s, the Bank of Canada embarked on a
policy of tight money to reduce inflation. This policy
contributed to the severity of the recession.
A sustained economic recovery occurred from 1983 to
1987. The main challenge for monetary policy during
this time was to create sufficient liquidity to accom-
modate the recovery without triggering a return to the

high inflation rates that prevailed at the start of the
decade.
In 1988, when inflation was between 4 and 5 percent,
the Bank of Canada announced that monetary policy
would henceforth be guided by the long-term goal of

price stability.  By 1992, the Bank s tight money pol-
icy had reduced inflation to below 2 percent.

29.4 Thirty Years of Canadian Monetary Policy L6
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Controversy concerned two issues. First, was the cost in
terms of lost output and heavy unemployment worth
the benefits of lower inflation? Second, could the low
inflation rate be sustained?
This controversy was partly responsible for the 1994
change in the Bank of Canada s governor, from John
Crow to Gordon Thiessen. Despite this administrative
change, the stated policy of price stability continued. By
2000, the rate of inflation had been around 2 percent
for about seven years.
Following the stock-market declines in 2000 2001 and
the terrorist attacks in the United States in September
2001, the Bank of Canada and the U.S. Federal Reserve
dramatically reduced their policy interest rates in an
attempt to prevent a recession.

In the 2002 2005 period, the main challenges for the
Bank involved determining the relative strength of the
two different forces leading to a substantial appreciation
of the Canadian dollar. By summer of 2006, the Bank
had increased its target for the overnight interest rate by
two percentage points, to a level still below its previous
peak in the summer of 2000.
The onset of the global financial crisis led the Bank of
Canada to implement policies designed to restore the
flow of credit and also to reduce interest rates.
By early 2009 the Canadian economy had been dragged
into recession by a collapse in global demand. After the
Bank reduced its target for the overnight rate to 0.25 per-
cent, it announced that it was prepared to implement
policies of quantitative or credit easing,  if necessary.

Key Concepts
Money supply vs. the interest rate
Overnight interest rate
The target overnight interest rate
The bank rate

The exchange rate and monetary
policy

Lags in the effect of monetary policy

Endogenous money supply
Open-market operations
Inflation targeting
CPI inflation vs. core inflation

Study Exercises

1. Fill in the blanks to make the following statements
correct.

a. In general, there are two approaches to implement-
ing monetary policy. The central bank can attempt
to influence __________ directly or to influence
_________ directly.

b. The Bank of Canada chooses to implement its
monetary policy by influencing the ___________
directly. The Bank then uses ___________ to
accommodate the resulting change in money
demand.

c. The Bank of Canada does not try to influence the
money supply directly because (1) the Bank cannot
control the process of ___________ carried out by
the commercial banks; (2) the Bank is unsure about

the change in __________ that would result from a
change in the money supply; (3) the Bank is unsure
of the position of the _________ curve at any given
time.

2. Fill in the blanks to make the following statements
correct.

a. The interest rate that commercial banks charge
each other for overnight loans is called the
____________.

b. The bank rate is ___________ points above the tar-
get overnight interest rate. At this rate, the Bank
stands ready to _________ to commercial banks. At
a rate _____________ points below the target, the
Bank stands ready to __________ from commercial
banks (and pay that rate as interest).

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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c. The Bank of Canada can change the amount of
currency in circulation through ____________. The
Bank conducts these transactions to accommodate
the changing demand for __________ by the com-
mercial banks.

d. An expansionary monetary policy is one where the
Bank of Canada __________ its target for the
overnight interest rate. A contractionary monetary
policy is one in which the Bank ___________ its
target for the overnight interest rate.

e. If the Bank of Canada wants to stimulate aggregate
demand it can implement a(n) ___________ mone-
tary policy by __________ its target for the
overnight interest rate. If the Bank wants to
dampen aggregate demand it can implement a(n)
___________ monetary policy by _________ its tar-
get for the overnight interest rate.0

3. Fill in the blanks to make the following statements
correct.

a. The long-run policy target for the Bank of Canada
is the ___________. The current target is to keep
the inflation rate at _________ percent.

b. In the short run, the Bank of Canada closely mon-
itors the ___________.

c. It is not possible for the Bank of Canada to inde-
pendently influence the following two variables:
___________ and ___________. The Bank of
Canada conducts its policy by announcing a
change in the ___________. It then conducts the
necessary ___________ in order to make this rate
an equilibrium in the money market.

d. The conduct of monetary policy is made more dif-
ficult because of lags. Two reasons for these time
lags are
 ___________
 ___________

e. Economists have estimated that a change in mone-
tary policy has an effect on real GDP after a period
of ___________ months and an effect on the price
level after a period of ___________ months.

f. Because of the long time lags involved in the execu-
tion of monetary policy, it is very possible that the
policy may in fact have a ___________ effect on the
economy.

4. Read Applying Economic Concepts 29-1 (page 735),
which discusses the Bank of Canada s open-market
operations and how these influence the amount of cur-
rency in circulation in the Canadian economy. Using
simplified balance sheets like the ones shown below,
suppose that a commercial bank uses $100 000 of
excess cash reserves to purchase a government bond
from the Bank of Canada.

a. What are the immediate effects on assets and lia-
bilities for the commercial bank? Fill in the left-
hand table.

b. What are the changes for the Bank of Canada? Fill
in the right-hand table.

c. Explain what has happened to the amount of cur-
rency in circulation.

Quantity of Money

In
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i
0

0

M
D

A

B 0

5. In the text we stated that the Bank of Canada s long-
run policy target is the rate of inflation.

a. What are the two propositions that have led many
central banks to choose this long-run policy target?

b. How does the idea of long-run money neutrality
relate to this choice of policy target?

c. The Bank of Canada closely monitors the level of
real GDP and the output gap in the short run. How
does it use this information in pursuit of its long-run
policy of targeting the rate of inflation at 2 percent?

d. If monetary policy had sustained and systematic
effects on real economic variables, do you think the
Bank might choose a different long-run policy tar-
get? Explain.

6. The diagram below shows the demand for money and
the supply of money.

Commercial Bank Bank of Canada

Assets Liabilities Assets Liabilities

Reserves Deposits Bonds Commercial 

Bonds bank 

deposits 

Currency

a. Explain why it is not possible for the Bank of Canada
to set the money supply and the interest rate at point
A or at point B.

b. In the diagram, draw a new money demand curve,
MD

1 , to the right of MD
0. Suppose the MD curve is

shifting in unpredictable ways between M0
D and MD

1.
Why is a monetary policy that sets the interest rate
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more stable (and therefore preferable) to one that
sets the money supply?

c. The Bank of Canada implements its monetary pol-
icy by setting the target for the overnight interest
rate. If the Bank reduces its target, explain what
happens to the amount of money in the economy.
What is the role of open-market operations in the
Bank s policy?

7. Milton Friedman was for many years a professor of
economics at the University of Chicago and was the
most influential Monetarist of his generation. He was
known for accusing the Federal Reserve (the U.S. cen-
tral bank) of following an unstable monetary policy,
arguing that although the Federal Reserve has given
lip service to controlling the quantity of money . . . it
has given its heart to controlling interest rates.

a. Explain why, if the MD function were approxi-
mately stable, targeting the growth rate in the
money supply would produce a stable  monetary
policy. Show this in a diagram.

b. Explain why, if the MD function moves suddenly
and in unpredictable ways, targeting the money
supply produces an unstable  monetary policy.
Show this in a diagram.

c. The Bank of Canada conducts its policy by setting
short-term interest rates. What is the implication
for this policy of an unstable  MD function?

8. Suppose it is mid-2007 and the stock market has been
growing rapidly for the past five years. Some econo-
mists argue that the stock market has become over-
valued  and thus a crash  is imminent.

a. How does a rising stock market affect aggregate
demand? Show this in an AD/AS diagram.

b. For a central bank that is trying to keep real GDP
close to potential, explain what challenges are
posed by a rapidly rising stock market.

c. Suppose the stock market crashes,  falling sud-
denly by approximately 35 percent as it did in the
fall of 2008. How does this affect aggregate
demand? Show this in an AD/AS diagram.

9. Consider the relationship among exchange-rate changes,
aggregate demand, and monetary policy. Assume we
begin in a situation with real GDP equal to Y*.

a. Suppose the world price for raw materials rises
because of growing demand for these products.
Given that Canada is a net exporter of raw materi-
als, what is the likely effect on Canadian aggregate
demand? Show this in an AD/AS diagram (assum-
ing no change in the exchange rate).

b. Suppose instead that there is an increase in the
demand by foreigners for Canadian financial assets
such as government bonds. What is the direct effect
on Canadian aggregate demand? Show this in an
AD/AS diagram (assuming again no change in the
exchange rate).

c. Both of the shocks described above are likely to
cause an appreciation of the Canadian dollar on
foreign-exchange markets. As the Canadian dollar
appreciates, what are the effects on aggregate
demand in part (a) and in part (b)? Show these

secondary  effects in your diagram and explain.
d. Given your answers to parts (a), (b), and (c),

explain why the appropriate monetary policy
response to a change in the exchange rate depends
crucially on the cause of the exchange-rate change.
What are the appropriate responses to each of the
shocks (assuming they occur separately)?

Discussion Questions
1. It is often said that an expansionary monetary policy

is like pushing on a string.  What is meant by this
statement? How does this contrast with a contrac-
tionary monetary policy?

2. In 1988, the Bank of Canada announced that it was
committed to achieving price stability,  but it did not
commit itself to a particular target growth rate for any
monetary aggregate that would be consistent with
achieving its price stability target. Why do you think it
failed to make such a commitment?

3. In the last few years, the path of CPI inflation has devi-
ated from the path of core inflation several times (see
Figure 29-5 on page 742). Why is core inflation less
volatile than CPI inflation, and why might the Bank
focus more on core inflation during some periods?

4. Suppose the Canadian economy has real GDP equal to
potential and that nothing significant is expected to
change in the near future. Then the Canadian dollar
suddenly depreciates apparently permanently by
5 percent against the U.S. dollar. Explain why the
appropriate response of monetary policy depends on
the cause of the depreciation. In particular, make a dis-
tinction between

a. A depreciation caused by a reduction in demand
for Canadian exports of raw materials; and

b. A depreciation caused by a reduction in demand
for Canadian bonds that are now perceived as less
attractive than U.S. bonds.

5. Consider a situation in which the Bank decides to lower
its target for the overnight interest rate (an expansionary
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monetary policy). But at the same time, there is an
unpredicted reduction in the demand for money.

a. Explain why the money supply is said to be
endogenous when the Bank implements its policy
by setting the interest rate.

b. Following the Bank s expansionary policy, and the
simultaneous reduction in money demand, what is
the overall effect on the money supply? What does
the answer depend on?

c. If the money supply were to fall in this case, why
would we still call this an expansionary monetary
policy?

6. During the financial crisis of 2007 2008, the Bank of
Canada took extraordinary actions to inject liquidity
into the banking system. As a result, the amount of
reserves in the banking system increased significantly,
even though the measures of the money supply
increased only modestly. Discuss the motivations of
the Bank of Canada during this period, the connection
between reserves and the money supply, and the possi-
ble future effect on inflation from the large change in
reserves.
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30 Inflation and

Disinflation

L LEARNING OBJECTIVES

In this chapter you will learn

1 that wages tend to change in response 

to both output gaps and inflation 

expectations.

2 how a constant rate of inflation is incorpo-

rated into the basic macroeconomic model.

3 how aggregate demand and supply shocks

affect inflation and real GDP.

4 what happens when the Bank of Canada

validates demand and supply shocks.

5 the three phases of a disinflation.

6 how the cost of disinflation is measured by

the sacrifice ratio.

If you are a typical reader of this book, you were born

around 1990. By the time you were old enough to

notice some economic developments going on

around you, it was almost the turn of the century. By

that time, the rate of inflation in Canada was about

2 percent per year and had been at that level for

almost a decade. Thus, unless you are older than 

the typical student taking a course in introductory

economics, or you have come to Canada recently

from a high-inflation country, inflation has not been

a significant phenomenon in your life. It was not so

long ago, however, that inflation was considered to

be a serious problem in Canada (and many other

countries as well). Even though high inflation in

Canada is no longer a headline  issue, understand-

ing the process of inflation, and how it can be

reduced, is central to understanding why the Bank of

Canada is so committed to keeping inflation low.

PART 11 Macroeconomic Problems and Policies
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FIGURE 30-1 Canadian CPI Inflation, 1965 2009

(Source: Based on authors  calculations using data from the Bank of Canada, www.bankofcanada.ca, Series
PCPISA. For each month, the inflation rate is computed as the percentage change from the CPI 12 months
earlier.)
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Recall that inflation is a rise in the average level of prices that is, a rise in the
price level. Figure 30-1 shows the rate of CPI inflation in Canada since 1965 and
shows what is often called the twin peaks  of inflation. Rising from the mid-
1960s, inflation peaked in 1974 at more than 12 percent, fell and then peaked
again in 1981 at almost 13 percent, and then started its long but bumpy decline to
its current level at around 2 percent, the midpoint of the Bank of Canada s official
target band.

This bumpy path for the rate of inflation nicely illustrates one of the reasons
that inflation is a problem for the economy. As we mentioned in Chapter 19, econo-
mists make the distinction between anticipated and unanticipated inflation, and we
showed why unanticipated inflation is the more serious problem. If firms and work-
ers have difficulty predicting what inflation will be, they have problems determining
how wages and prices should be set. The result will be unexpected changes in real
wages and relative prices as inflation ends up being different from what was
expected. These inflation-induced changes in real wages and relative prices lead to
changes in the allocation of resources. As you can imagine by looking at Fig-
ure 30-1, many of the changes in inflation between 1965 and 2009 were sudden and
thus difficult to predict. To avoid this uncertainty in the economy, the Bank of
Canada now strives to keep inflation both low and stable, near the official target of
2 percent. The result is an environment in which firms, workers, and households can
more easily make plans for the future, secure in the knowledge that real wages, real
interest rates, and relative prices will not be significantly affected by a volatile infla-
tion rate.

What causes inflation? How can it be eliminated? And why are policies designed to
reduce inflation so controversial? These are the central topics of this chapter.

inflation A rise in the

average level of all prices.

Usually expressed as the

annual percentage change

in the Consumer Price

Index.

To compute the total 

inflation since the day 

of your birth to today,

check out the Inflation

Calculator  at the Bank 

of Canada s website:

www.bankofcanada.ca.

Click on Monetary Policy

and then Inflation.
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30.1 Adding Inflation to the Model
In the previous several chapters we examined the effects of shocks to aggregate demand
and aggregate supply. In our macroeconomic model, AD and AS shocks influenced the
values of both real GDP and the price level. Following these shocks, the economy s
adjustment process always pushed the economy back toward the potential level of real
GDP with a stable price level. In other words, any inflation that we have so far seen in
our macroeconomic model was temporary it existed only while the economy was
adjusting toward its long-run equilibrium.

In this chapter we need to modify our model to explain how a sustained and
constant inflation can exist. After all, even though inflation in Canada is very low, it still
appears to be sustained and relatively constant at a rate of about 2 percent per year.

As we will soon see, one of the keys to understanding sustained inflation is to
understand the role of inflation expectations. When combined with excess demand or
excess supply, as reflected by the economy s output gap, such expectations give us a more
complete understanding of why wages (and therefore prices) change. Let s begin our
analysis by examining in more detail why wages change.

Why Wages Change

In Chapter 24, when we examined the economy s adjustment process, we saw that
increases in wages led to increases in unit costs because we maintained the assump-
tion that technology (and thus productivity) was held constant. We continue with that
assumption in this chapter. Thus, as wages and other factor prices rise, unit costs
increase and the AS curve shifts up. Conversely, when wages and other factor prices
fall, unit costs fall and the AS curve shifts down.

What are the forces that cause wages to change? The two main forces are the out-
put gap and expectations of future inflation.1 Much of what we discuss in the case of
the output gap was first seen in Chapter 24, but the points are important enough to
bear repeating.

764 PART 11 : MACROECONOMIC PROBLEMS AND POL IC IES

w w w. m y e c o n l a b . c o m

High inflation is costly for several reasons. In addition to creating arbitrary
redistributions of income, it undermines the efficiency of the price system
by distorting the relative prices of goods and services and can potentially
affect the economy s long-run growth rate. For more information, look for
The Costs of High Inflation in the Additional Topics section of this book s
MyEconLab.

ADDITIONAL TOPICS

1 Wages may be affected by other forces that are associated with neither output gaps nor expectations of

inflation, such as government guidelines, union power, and employers  optimism. Because there are many

such forces that tend to act independently of one another, they may be regarded as random shocks and must

be analyzed as separate causes for shifts in the AS curve.
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Wages and the Output Gap In Chapter 24, we encountered three propositions
about how changes in money wages were influenced by the output gap:

1. The excess demand for labour that is associated with an inflationary gap (Y Y*)
puts upward pressure on money wages.

2. The excess supply of labour associated with a recessionary gap (Y Y*) puts
downward pressure on money wages.

3. The absence of either an inflationary or a recessionary gap (Y Y*) means that
demand forces do not exert any pressure on money wages.2

When real GDP is equal to Y*, the unemployment rate is said to be equal to the
NAIRU, which stands for the non-accelerating inflation rate of unemployment. The
use of this particular name will be explained later in this chapter. Another name some-
times used in place of NAIRU is the natural rate of unemployment, but NAIRU is now
the more common usage. It is designated by the symbol U*.

The NAIRU is not zero. Instead, even when Y Y*, there may be a substantial
amount of frictional and structural unemployment caused, for example, by the move-
ment of people between jobs or between regions. When real output exceeds potential
output (Y Y*), the unemployment rate will be less than the NAIRU (U  U*). When
real output is less than potential output (Y Y*), the unemployment rate will exceed
the NAIRU (U U*).

We have assumed that wages react to various pressures of demand. These demand
pressures can be stated either in terms of the relationship between actual and potential
output or in terms of the relationship between the actual unemployment rate and the
NAIRU. When Y Y* (or U U*), there is an inflationary gap characterized 
by excess demand for labour, and wages are assumed to rise. Conversely, when Y Y*
(or U U*), there is a recessionary gap characterized by excess supply of labour, and
wages are assumed to fall.

This relationship between the excess demand or supply of labour and the rate of
change of money wages is represented by the Phillips curve, which we first discussed in
Chapter 24.

Wages and Expected Inflation A second force that can influence wages is
expectations of future inflation. Suppose both employers and employees expect 3 per-
cent inflation next year. Workers will start negotiations from a base of a 3 percent
increase in money wages, which would hold their real wages constant. Firms will also
be inclined to begin bargaining by conceding at least a 3 percent increase in money
wages because they expect that the prices at which they sell their products will rise by
3 percent. Starting from that base, workers may attempt to obtain some desired
increase in their real wages. At this point, such factors as profits and bargaining power
become important.

The expectation of some specific inflation rate creates pressure for money wages to
rise by that rate.

The key point is that money wages can be rising even if no inflationary gap is pre-
sent. As long as people expect prices to rise, their behaviour will put upward pressure

2 As in Chapter 24, we are assuming that productivity is constant in our analysis in this chapter. Otherwise,

output gaps would cause changes in wages relative to productivity.

Practise with Study Guide

Chapter 30, Extension

Exercise 1.
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on money wages. Indeed, in every year since the Second World War, average nominal
wages have increased in Canada, even though in some years there were notable reces-
sionary gaps. The reason is that in every year the price level was expected to increase
(and did, in fact, increase). Clarifying the distinction between these two separate forces
on wages is an important objective of this chapter.

The central role for the expectations of future inflation suggests the importance of
examining how firms and workers form their expectations. This has been a very active
area of research within macroeconomics. Applying Economic Concepts 30-1 discusses
the formation of expectations and explains the important difference between back-
ward-looking and forward-looking expectations.

766 PART 11 : MACROECONOMIC PROBLEMS AND POL IC IES

The way in which firms and workers form their expec-
tations about future inflation may have an important
effect on that inflation. Generally, we can distinguish
two main patterns: One is to look backward at past
experience; the other is to look at current circumstances
for a clue as to what may happen in the near future.

The first type of expectations are called backward-
looking. People look at the past in order to predict what
will happen in the future. The simplest possible form of
such expectations is to expect the past to be repeated in
the future. According to this view, if inflation has been
5 percent over the past year, people will expect it to 
be 5 percent next year. This expectation, however, is
quite na ve. Everyone knows that the inflation rate does
change, and therefore the past cannot be a perfectly
accurate guide to the future.

A less na ve version has people revising their expec-
tations in light of the mistakes that they made in esti-
mating inflation in the past. For example, if you
thought that this year s inflation rate was going to be
5 percent but it turned out to be only 3 percent, you
might revise your estimate of next year s rate down
somewhat from 5 percent.

Backward-looking expectations tend to change
slowly because some time must pass before a change
in the actual rate of inflation provides enough past
experience to cause expectations to adjust.

The second main type of expectations are those
that look to current economic conditions to estimate
what is likely to happen in the future. One version of
this type assumes that people look to the government s
current macroeconomic policy to form their expecta-
tions of future inflation. They are assumed to under-
stand how the economy works, and they form their
expectations by predicting the outcome of the policies

APPLYING ECONOMIC CONCEPTS 30-1

How Do People Form Their Expectations?

now being followed. In an obvious sense, such expecta-
tions are forward-looking.

A strong version of forward-looking expectations
is called rational expectations. Rational expectations
are not necessarily always correct; rather, the rational
expectations hypothesis assumes that people make the
best possible use of all the information available to
them. One implication is that they will not continue to
make persistent, systematic errors when forming their
expectations. Thus, if the economic system about which
they are forming expectations remains stable, their
expectations will be correct on average. Sometimes next
year s inflation rate will turn out to be above what peo-
ple expected it to be; at other times, it will turn out to be
below what people expected it to be. On average over
many years, however, the actual rate will not, according
to the rational expectations theory, be consistently
under- or overestimated.

Forward-looking expectations can adjust quickly to
changes in events. Instead of being based on past infla-
tion rates, expected inflation is based on expected
economic conditions and government policies.

Assuming that expectations are solely backward-
looking seems overly na ve. People do look ahead and
assess future possibilities rather than just blindly reacting
to what has gone before. Yet the assumption of fully
rational  forward-looking expectations requires workers
and firms to have a degree of understanding of the econ-
omy that few economists would claim to have. The actual
process of wage setting probably combines forward-look-
ing behaviour with expectations based on the experience
of the recent past. Depending on the circumstances,
expectations will sometimes tend to rely more on past
experience and at other times more on present events
whose effects are expected to influence the future.

rational expectations The

theory that people under-

stand how the economy

works and learn quickly from

their mistakes so that even

though random errors may

be made, systematic and

persistent errors are not.
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Overall Effect on Wages We can now think of changes in money wages as
resulting from two different forces:

Change in
,

Output-gap
-

Expectational 
money wages effect effect  

What happens to wages is the net effect of the two forces. Consider two examples.
First, suppose both labour and management expect 3 percent inflation next year and
are therefore willing to allow money wages to increase by 3 percent. Doing so would
leave real wages unchanged. Suppose as well that there is a significant inflationary gap
with an associated labour shortage. The excess demand for labour causes wages to rise
by an additional 2 percentage points. The final outcome is that wages rise by 5 percent,
the net effect of a 3 percent increase caused by expected inflation and a 2 percent
increase caused by the excess demand for labour when Y * Y*.

For the second example, assume again that expected inflation is 3 percent, but this
time there is a recessionary gap. The associated high unemployment represents an
excess supply of labour that exerts downward pressure on wage bargains. Hence, the
output-gap effect now works to dampen wage increases, say, to the extent of 2 percent-
age points. Wages therefore rise only by 1 percent, the net effect of a 3 percent increase
caused by expected inflation and a 2 percent decrease caused by the excess supply of
labour when Y + Y*.

From Wages to Prices

We saw in Chapters 23 and 24 that shifts in the AS curve depend on what happens to
factor prices. We have just seen that output gaps and expectations of future inflation
put pressure on wages to change and hence cause the AS curve to shift.

The net effect of the two forces acting on wages output gaps and inflation 
expectations determines what happens to the AS curve.

If the net effect of the output-gap effect and the expectational effect is to raise wages,
then the AS curve will shift up. This shift will cause the price level to rise that is, the
forces pushing up wages will be inflationary. On the other hand, if the net effect of the
output-gap effect and the expectational effect is to reduce wages, the AS curve will shift
down the forces reducing wages will be deflationary.

Since anything that leads to higher wages will shift the AS curve up and lead to
higher prices, we can decompose inflation caused by wage increases into two component
parts: output-gap inflation and expected inflation. But because the AS curve can also
shift for reasons unrelated to changes in wages, we must add a third element. Specifically,
we must consider the effect of non-wage supply shocks on the AS curve and thus on the
price level. The best example of a non-wage supply shock is a change in the prices of raw
materials. We can then decompose actual inflation into its three component parts:

Actual
,

Output-gap
-

Expected
-

Supply-shock
inflation inflation inflation inflation

For example, consider an economy that begins with real GDP equal to potential GDP
and expectations of inflation are zero. In this case, the first two terms on the right-hand
side are zero. But if an adverse supply shock then occurs, such as a significant increase
in the price of imported raw materials, the AS curve shifts up and the price level rises.
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Actual inflation will be positive. As we will see later in the chapter, such supply shocks
are not uncommon, and they generate challenges for the Bank of Canada in its attempt
to maintain low inflation.

Having discussed the component parts of inflation, we are now in a position to see
how constant inflation can be included in our macroeconomic model.

Constant Inflation

Suppose the inflation rate is 2 percent per year and has been 2 percent for several years.
This is what we mean by a constant inflation. In such a setting, people with backward-
looking expectations about inflation will expect the actual level to continue into the
future. Furthermore, in the absence of any announcements that the central bank will be
attempting to alter its monetary policy, people with forward-looking expectations 
will expect the actual inflation rate to continue. Thus, for the economy as a whole, the
expected rate of inflation will equal the actual rate of inflation.

If inflation and monetary policy have been constant for several years, the expected
rate of inflation will tend to equal the actual rate of inflation.

Suppose there are no supply shocks (we address
these later in the chapter). Since actual inflation equals
expected inflation, it immediately follows from the
equation above that there can be no output gap real
GDP must equal its potential level, Y*.

In the absence of supply shocks, if expected infla-
tion equals actual inflation, real GDP must be equal
to potential GDP.

Figure 30-2 shows a constant inflation in the 
AD/AS diagram. What is causing this inflation? As
we will see, such a constant inflation requires both the
expectations of inflation (which shift the AS curve) and
the continuing expansion of the money supply by the
central bank (which shifts the AD curve). Let s see how
this works.

Suppose both workers and employers expect 2 per-
cent inflation over the coming years and that employers
are therefore prepared to increase nominal wages by
2 percent per year. As wages rise by 2 percent, the AS
curve shifts up by that amount. But in order for 2 percent
to be the actual rate of inflation, the intersection of the
AS and AD curves must be shifting up at the rate of
2 percent. This requires the AD curve to be shifting up at
the same 2 percent rate this AD shift is caused by the
growth of the money supply. So in this case there is no
output-gap inflation (Y * Y*), and actual and expected
inflation are equal. When the central bank increases the
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FIGURE 30-2 Constant Inflation with No

Supply Shocks

In the AD/AS model with no supply shocks, constant
inflation is only possible when Y  Y*. Expectations
of a constant rate of inflation cause wages and thus
the AS curve to shift upward at a uniform rate from
AS0 to AS1 to AS2. Monetary validation is causing
the AD curve to shift upward at the same time from
AD0 to AD1 to AD2. As a result, real GDP remains at
Y* as the economy moves from equilibrium E0 to E1
to E2 and so on. The constant inflation rate takes the
price level from P0 to P1 to P2. Wage costs are rising
because of expectations of inflation, and these expec-
tations are being validated by the central bank.
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money supply at such a rate that the expectations of inflation end up being correct, it is
said to be validating the expectations.

Constant inflation with Y * Y* occurs when the rate of monetary growth, the rate
of wage increase, and the expected rate of inflation are all consistent with the
actual inflation rate.

The key point about constant inflation in our macro model is that there is no
output-gap effect operating on wages. Wages rise at the expected rate of inflation.
Expansions of the money supply validate those expectations.

Note that in this constant-inflation equilibrium, interest rates are being kept stable
by two equal but offsetting forces. The central bank is increasing the money supply,
which tends to push interest rates down. But at the same time, rising prices are increasing
the demand for money and pushing interest rates up. In equilibrium, the monetary policy
is just expansionary enough to accommodate the growing money demand, thus leaving
interest rates unchanged. As we will see later in this chapter, in order to reduce the rate of
inflation, the central bank must implement a contractionary monetary policy by reduc-
ing the growth rate of the money supply sufficiently to raise interest rates.

Figure 30-2 can be used to analyze any constant (and positive) rate of inflation. It
can also be used to analyze the case of deflation, a situation in which the price level is
falling so that the inflation rate is negative. In this case, the AD and AS curves would
be shifting down at a constant rate, keeping Y * Y*. Applying Economic Concepts 30-2
discusses deflation, the reasons that some people seem to fear its effect on the economy,
and why these fears may be misplaced.

30.2 Shocks and Policy Responses

A constant rate of inflation is a special case in our macroeconomic model because the
rising price level is not caused by an inflationary output gap. In many cases of inflation,
however, inflationary pressure is initially created by an aggregate demand or supply
shock. In this section we examine how AS and AD shocks affect inflation and the sub-
sequent effects of the policy responses chosen by the central bank.

Before we do so, however, recall an assumption we made in Chapter 28 when we
discussed the long-run effects of monetary policy. In that chapter we assumed the level
of potential output to be independent of the path of real GDP. Thus, shocks that led to
shifts in the AD or AS curves, and thus led to short-run changes in the level of real
GDP, were assumed to have no influence on the level of potential output, Y*.

We continue with that assumption in this chapter, but note that we can alterna-
tively state the assumption in terms of the NAIRU, U*. Specifically, we assume that the
path of the actual unemployment rate does not affect the value of U*, which is instead
determined by various policy and institutional factors that we explore in detail in the
next chapter. As in Chapter 28, the implication of this assumption is that, following
AD or AS shocks, the economy s adjustment process eventually returns real GDP and
unemployment to their unchanged levels of Y* and U*, respectively. As we first noted
in Chapter 28, this assumption is controversial. In Western European countries, in par-
ticular, there is some empirical evidence to the contrary. But in Canada and the United
States, the weight of evidence supports the assumption made in this book that Y* and
U* are independent of the actual paths taken by Y and U.

Practise with Study Guide

Chapter 30, Short-Answer

Question 2.
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Demand Shocks

Any rightward shift in the AD curve that creates an inflationary output gap also creates
what is called demand inflation. The shift in the AD curve could have been caused by
a reduction in tax rates, by an increase in such autonomous expenditure items as
investment, government, and net exports, or by an expansionary monetary policy.

Major demand-shock inflations occurred in Canada during and after the First and
Second World Wars. In these cases, large increases in government expenditure without
fully offsetting increases in taxes led to general excess demand (Y * Y*). More gener-
ally, demand inflation sometimes occurs at the end of a strong upswing, as rising
output causes excess demand to develop simultaneously in the markets for labour,
intermediate goods, and final output. Demand inflation of this type occurred in
Canada in 1989 1990 and to a lesser extent in 2003 2006.
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We have discussed how inflation can be incorporated
into our basic macroeconomic model. The model can
also be used to discuss deflation, a situation in which
the price level experiences an ongoing decline. For
example, a deflation of 2 percent per year means that
the price level is falling annually by 2 percent; in other
words, deflation means a negative inflation rate.

Deflation is very rare; it has only been experienced
a few times in the last century. During the Great Depres-
sion, the price level in Canada fell by approximately
25 percent between 1930 and 1933; and when the
Japanese economy was growing very slowly in the early
2000s, the price level declined by about 1 percent per
year.

In recent years, especially during the recession in
2008 and 2009, it was common to hear media discus-
sion of the dangers of deflation and the need for central
banks to take whatever actions were necessary to pre-
vent it. The fear of deflation appears to stem from the
belief that deflation causes a decline in economic activ-
ity, and this argument is usually based on the evidence
drawn from the Great Depression, when real GDP fell
by about 30 percent from 1929 to 1933.

How could deflation cause a decline in economic
activity? A commonly heard argument is that when
prices are falling, firms and consumers delay their
spending because they know that prices will be lower in
the future. The delay in spending leads to a leftward
shift in the AD curve and, other things being equal,
causes a decline in real GDP.

Economists who reject this line of argument usually
make two observations, one about the historical evidence
and the other about the proposed link from deflation to

APPLYING ECONOMIC CONCEPTS 30-2

Is Deflation a Problem?

recession. First, while it is certainly true that there was
significant deflation during the Great Depression, it was
probably a result rather than a cause of the economic
events. In this view, a combination of the stock-market
crash, widespread bank failures, inappropriate monetary
and fiscal policies, and a significant rise in protection-
ist trade policies caused a major decline in aggregate
demand. This decline in turn caused a leftward shift of
the AD curve, resulting in both a decline in real GDP
and a decline in the price level (deflation).

The second point relates to the possibility that buy-
ers delay their purchases because of deflation, and that
this delay can cause a recession. How important can
this effect be? If deflation were 25 percent per year, it is
easy to imagine that many firms and consumers would
delay some purchases after all, a saving of 25 percent
provides a significant incentive to wait. But this effect is
almost absent when deflation is only 1 or 2 percent per
year, as it was in Japan during the 1990s. And if this
effect is absent, there is no fundamental danger associ-
ated with a small deflation.

Consider the opposite situation, that of prices ris-
ing by 1 or 2 percent annually. In this situation, do we
expect firms and consumers to rush to purchase their
products before prices rise, thereby pushing real GDP
well above the economy s potential? The answer is no.
When inflation is relatively constant at 1 or 2 or 3
percent per year, firms and consumers build it into their
expectations, central banks build it into their policy
decisions, and the economy can operate with real GDP
equal to potential output, as we have shown in this
chapter. The same would likely be true of deflation of
1 or 2 percent per year.

demand inflation Inflation

arising from an inflationary

output gap caused, in turn,

by a positive AD shock.
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To begin our study of demand inflation, we make
some simplifying assumptions. First, we assume that Y* is
constant. Second, we assume that there is no ongoing
inflation. These two assumptions imply that our starting
point is a stable long-run equilibrium, with constant real
GDP and price level, rather than the long-run equilibrium
with constant inflation as shown in Figure 30-2. We then
suppose that this long-run equilibrium is disturbed by a
rightward shift in the AD curve. This shift causes the price
level and output to rise. It is important next to distinguish
between the case in which the Bank of Canada validates
the demand shock and the case in which it does not.

No Monetary Validation Because the initial rise in
AD takes output above potential, an inflationary gap
opens up. The pressure of excess demand soon causes
wages to rise, shifting the AS curve upward as shown in
Figure 30-3. As long as the Bank of Canada holds the
money supply constant, the rise in the price level moves
the economy upward and to the left along the new AD
curve, reducing the inflationary gap. Eventually, the gap is
eliminated, and equilibrium is established at a higher but
stable price level, with output at Y*. In this case, the ini-
tial period of inflation is followed by further inflation that
lasts only until the new long-run equilibrium is reached.

Monetary Validation Suppose that after the
demand shock created an inflationary gap, the Bank of
Canada chose to attempt to sustain these good eco-
nomic times.  It would then validate the demand shock by reducing its policy interest
rate and allowing the money supply to increase. We illustrate this situation in 
Figure 30-4.

Two forces are now brought into play. Spurred by the inflationary gap, the increase
in wages causes the AS curve to shift upward. Fuelled by the expansionary monetary
policy, however, the AD curve shifts further to the right. As a result of both of these
shifts, the price level rises, but real GDP remains above Y*. Indeed, if the shift in the
AD curve exactly offsets the shift in the AS curve, real GDP and the inflationary gap
will remain constant.

Continued validation of a demand shock turns what would have been transitory
inflation into sustained inflation fuelled by monetary expansion.

In other words, the Bank of Canada could indeed choose to sustain the good eco-
nomic times  characterized by high output and low unemployment. But the result of
this choice would be sustained inflation.

Supply Shocks

Any leftward shift in the AS curve that is not caused by excess demand in the markets
for factors of production creates what is called supply inflation.
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FIGURE 30-3 A Demand Shock with No

Validation

A demand shock that is not validated produces
temporary inflation, but the economy s adjustment
process eventually restores potential GDP and stable
prices. The initial long-run equilibrium is at P0 and
Y*. A positive demand shock shifts AD0 to AD1,
generating an inflationary gap. The excess demand
puts upward pressure on wages, thus shifting AS0 to
AS1. There is inflation as the economy moves from
E0 to E1 to E2, but at E2 the price level is stable.
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An example of a supply shock is a rise in the costs
of imported raw materials. Another is a rise in domestic
wages not due to excess demand in the labour market.
The rise in wages may occur, as we saw earlier, because
of generally held expectations of future inflation. If both
employers and employees expect inflation, money
wages are likely to rise in anticipation of that inflation.
These shocks cause the AS curve to shift upward.3

The initial effects of any negative supply shock are
that the price level rises while output falls, as shown in
Figure 30-5. As with the case of a demand shock, what
happens next depends on how the Bank of Canada
reacts. If the Bank allows the money supply to increase,
it validates the supply shock; if it holds the money
supply constant, the shock is not validated.

No Monetary Validation The upward shift in the
AS curve in Figure 30-5 causes the price level to rise and
pushes output below Y*, opening up a recessionary gap.
Pressure mounts for money wages and other factor prices
to fall. As wages and other factor prices fall, unit costs will
fall. Consequently, the AS curve shifts down, increasing
output while reducing the price level. The AS curve will
continue to shift slowly downward, stopping only when
real GDP is returned to Y* and the price level is returned to
its initial value of P0. Thus, the period of inflation accom-
panying the original supply shock is eventually reversed
until the initial long-run equilibrium is re-established.

A major concern in this case is the speed of the
adjustment, which in earlier chapters was referred to as
the second asymmetry of aggregate supply. If wages do
not fall rapidly in the face of excess supply in the labour
market, the adjustment back to potential output can take
a long time. For example, suppose the original shock
raised firms  costs by 6 percent. To reverse this shock and
return real GDP to Y*, firms  costs must fall by 6 percent.
If money wages fell by only 2 percent per year, it would
take three years to complete the adjustment.4

Whenever wages and other factor prices fall only
slowly in the face of excess supply, the recovery to
potential output after a non-validated negative supply
shock may take a long time.

Concern that such a lengthy adjustment will occur is often the motive that lies
behind the strong pressure on the Bank of Canada to validate negative supply shocks.
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FIGURE 30-4 A Demand Shock with

Validation

Monetary validation of a positive demand shock
causes the AD curve to shift further to the right, off-
setting the upward shift in the AS curve and thereby
leaving an inflationary gap despite the ever-rising
price level. An initial demand shock moves the econ-
omy along the path of arrow *, taking output to Y1
and the price level to P1. The resulting inflationary
gap then causes the AS curve to shift upward. This
time, however, the Bank of Canada validates the
demand shock by increasing the money supply. As
the money supply is increased, the AD curve shifts to
the right. By the time the aggregate supply curve has
reached AS1, the aggregate demand curve has
reached AD2. The new equilibrium is at E2. Output
remains constant at Y1, leaving the inflationary gap
constant while the price level rises to P2.

The persistent inflationary gap continues to push
the AS curve upward, while the continued monetary
validation continues to push the AD curve to the right.
As long as this monetary validation continues, the
economy moves along the vertical path of arrow +.
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3 Recall our discussion in Chapter 24 of how some shocks affect both the AD and the AS curves. A rise in the

price of oil is one example; since Canada is a producer and exporter of oil, a rise in the price of oil does rep-

resent a positive AD shock for Canada. In this discussion we confine ourselves to the effect of the AS shift.
4 Nominal wages rarely fall because there is ongoing productivity growth that offsets the effect on wages

of excess supply. But in this chapter we are holding productivity (and thus Y*) constant so we can focus

on the causes and consequences of inflation.
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Monetary Validation What happens if the Bank
of Canada responds to the negative supply shock by
lowering interest rates and allowing the money supply
to increase, thus validating the shock? The monetary
validation shifts the AD curve to the right and closes the
output gap. As the recessionary gap is eliminated, the
price level rises further, rather than falling back to its
original value as it did when the supply shock was not
validated. These effects are also illustrated in Fig-
ure 30-5.

Monetary validation of a negative supply shock
causes the initial rise in the price level to be fol-
lowed by a further rise, resulting in a higher price
level than would occur if the recessionary gap were
relied on to reduce factor prices.

The most dramatic example of a supply-shock
inflation came in the wake of the first OPEC oil-price
shock. In 1974, the member countries of the Organiza-
tion of the Petroleum Exporting Countries (OPEC)
agreed to restrict output. Their action caused a three-
fold increase in the price of oil and dramatic increases in
the prices of many petroleum-related products, such as
fertilizer and chemicals. The resulting increase in indus-
trial costs shifted AS curves upward in all industrial
countries. At this time, the Bank of Canada validated
the supply shock with large increases in the money sup-
ply, whereas the Federal Reserve (the U.S. central bank)
did not. As the theory predicts, Canada experienced a
large increase in its price level but almost no recession,
while the United States experienced a much smaller increase in its price level but a
deeper recession.

Is Monetary Validation of Supply Shocks Desirable? Suppose the
Bank of Canada were to validate a negative supply shock and thus prevent what
could otherwise be a protracted recession. Expressed in this way, monetary valida-
tion sounds like a good policy. Unfortunately, however, there is also a possible cost
associated with this policy. The effect of the monetary validation is to extend the
period of inflation. If this inflation leads firms and workers to expect further infla-
tion, then point E2 in Figure 30-5 will not be the end of the story. As expectations for
further inflation develop, the AS curve will continue to shift upward. But if the Bank
continues its policy of validation, then the AD curve will also continue to shift upward.
It may not take long before the economy is in a wage price spiral.

Once started, a wage price spiral can be halted only if the Bank of Canada stops
validating the expectational inflation initially caused by the supply shock. But the
longer it waits to do so, the more firmly held will be the expectations that it will
continue its policy of validating the shocks. These entrenched expectations may
cause wages to continue rising even after validation has ceased. Because employers
expect prices to rise, they go on granting wage increases. If expectations are
entrenched firmly enough, the wage push can continue for quite some time, in spite
of the downward pressure caused by the high unemployment associated with the
recessionary gap.
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FIGURE 30-5 A Supply Shock with and

without Validation

Adverse supply shocks initially raise prices while
lowering output. An adverse supply shock causes the
AS curve to shift upward from AS0 to AS1, as shown
by arrow *. Equilibrium is established at E1. If there
is no monetary validation, the reduction in factor
prices makes the AS curve shift slowly back down to
AS0. If there is monetary validation, the AD curve
shifts from AD0 to AD1, as shown by arrow +. Equi-
librium is re-established at E2 with output equal to
potential output but with a higher price level, P2.
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Because of this possibility, many economists argue
that the wage price spiral should not be allowed to begin.
One way to ensure that it does not begin is to refuse to
validate any supply shock.

To some economists, caution dictates that negative
supply shocks should never be validated, in order to
avoid a wage price spiral. Other economists are will-
ing to risk validation in order to avoid the significant
recessions that otherwise accompany the supply
shock.

Accelerating Inflation

Consider a situation in which a demand or supply shock
increases real GDP above Y*. For example, a booming
U.S. economy may lead to an increase in demand for
Canadian goods, thus shifting Canada s AD curve to the

right. Or a reduction in the world price of raw materials may reduce firms  costs and shift
the Canadian AS curve downward. In both cases, the effect in Canada would be to
increase real GDP above Y* unemployment is low, businesses are booming, and most
people would describe this situation as good economic times.  As we saw in Chapter 29,
as real GDP rises above Y*, the Bank of Canada would normally begin to tighten its mon-
etary policy in order to prevent inflation from rising above its formal target. Some people,
however, might argue that the Bank of Canada should not spoil the party  and instead
should allow these boom conditions to continue. What would be the result if the Bank
acted to maintain output above Y*?

What happens to the rate of inflation is predicted by the acceleration hypothesis,
which says that when the central bank conducts its policy to hold the inflationary gap
constant, the actual inflation rate will accelerate. The Bank of Canada may start by val-
idating 2 percent inflation, but soon 2 percent will become expected, and given the
demand pressure the inflation rate will rise to 3 percent and, if the Bank insists on val-
idating 3 percent, the rate will become 4 percent, and so on, without limit. The process
will end only when the Bank ends its policy of validation. Avoiding this possibility of
gradually increasing inflation is one important reason that the Bank has adopted a for-
mal (and unchanging) inflation target of 2 percent.

There are several steps in the reasoning behind the acceleration hypothesis. The
first concerns the development of inflationary expectations.

Expectational Effects Recall our earlier discussion in this chapter about how
actual inflation has three separate causes: output gaps, expectations, and non-wage
supply shocks. It is restated here:

Actual 
*

Output-gap
+

Expected 
+

Supply-shock
inflation inflation inflation inflation

To illustrate the importance of expectations in accelerating inflation, suppose the infla-
tionary output gap creates sufficient excess demand to push up wages by 2 percent per year.
As a result, the AS curve will also tend to be shifting upward at 2 percent per year.

When inflation has persisted for some time, however, people will likely come to
expect that the inflation will continue. The expectation of 2 percent inflation will tend
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A contract settlement that raises wages for a large number of
workers will increase firms  costs and shift the AS curve upward,
thus tending to reduce real GDP and raise the price level.

acceleration hypothesis

The hypothesis that when

real GDP is held above

potential, the persistent

inflationary gap will cause

inflation to accelerate.
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to push up wages by that amount in addition to the demand pressure. As the output-gap
effect on wages is augmented by the expectational effect, the AS curve will begin to shift
upward more rapidly. When expectations are for a 2 percent inflation and demand pres-
sure is also pushing wages up by 2 percent, the overall effect will be a 4 percent increase
in wages. Sooner or later, however, 4 percent inflation will come to be expected, and the
expectational effect will rise to 4 percent. This new expectational component of 4 per-
cent, when added to the output-gap component, will create an inflation rate of 6 per-
cent. And so this cycle will go on. As long as there is excess demand arising from an
inflationary output gap, and as long as actual inflation is equal to the output-gap effect
plus the expectational effect, the inflation rate cannot stay constant because expecta-
tions will always be revised upward toward the actual inflation rate.

More Rapid Monetary Validation Required The second step in the argument
is that if the Bank of Canada still wants to hold the level of output constant above Y*, it
must implement an expansionary monetary policy and allow the growth rate of the
money supply to rise. This action is necessary because to hold real GDP constant, the AD
curve must be shifted at an increasingly rapid pace to offset the increasingly rapid shifts
in the AS curve, which are driven by the continually rising rate of expected inflation.

An Increasing Rate of Inflation The third step in the argument is that the
rate of inflation must now be increasing because of the increasingly rapid upward
shifts in both the AD and the AS curves. The rise in the actual inflation rate will in
turn cause an increase in the expected inflation rate. This will then cause the actual
inflation rate to increase, which will in turn increase the expected inflation rate, and
so on. The net result is a continually increasing rate of inflation. Now we see the rea-
son for the name NAIRU. If real GDP is held above Y* (and thus the unemployment
rate is below the NAIRU), the inflation rate tends to accelerate. The NAIRU is there-
fore the lowest level of sustained unemployment consistent with a non-accelerating
rate of inflation.

According to the acceleration hypothesis, as long as an inflationary output gap
persists, expectations of inflation will be rising, which will lead to increases in the
actual rate of inflation.

The tendency for inflation to accelerate is discussed further in Extensions in The-
ory 30-1, which examines how expected inflation affects the position of the Phillips
curve.

Inflation as a Monetary Phenomenon

For many years, a debate among economists concerned the extent to which inflation
is a monetary phenomenon. Does it have purely monetary causes changes in the
demand or the supply of money? Does it have purely monetary consequences only
the price level is affected? One slogan that states an extreme position on this issue was
popularized many years ago by the late Milton Friedman: Inflation is everywhere and
always a monetary phenomenon.  To consider these issues, let us summarize what we
have learned already. First, look at the causes of inflation:

Cause 1: On the demand side, anything that shifts the AD curve to the right will
cause the price level to rise (demand inflation).

Practise with Study Guide

Chapter 30, Exercise 3.
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As we first saw in Chapter 24, the Phillips curve
describes the relationship between unemployment (or
output) and the rate of change of wages. The Phillips
curve was born in 1958 when Professor A. W. Phillips
from the London School of Economics noted a relation-
ship between unemployment and the rate of change of
wages over a period of 100 years in the United Kingdom.
Phillips was interested in studying the short-run behav-

EXTENSIONS IN THEORY 30-1

The Phillips Curve and Accelerating Inflation
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iour of an economy subjected to cyclical fluctuations. In
the years following Phillips s study, however, some econ-
omists treated the Phillips curve as establishing a long-
term tradeoff between inflation and unemployment.

Suppose the government stabilizes output at Y1 (and
hence the unemployment rate at U1), as shown by points
A in the accompanying figures. To do this, it must validate
the ensuing wage inflation, which is indicated by W* 1 in

Cause 2: On the supply side, anything that shifts the AS curve upward will cause
the price level to rise (supply inflation).
Cause 3: Unless continual monetary validation occurs, the increases in the price
level must eventually come to a halt.

The first two points tell us that a temporary burst of inflation need not be a mone-
tary phenomenon. It need not have monetary causes, and it need not be accompanied
by monetary expansion. The third point tells us that sustained inflation must be a mon-
etary phenomenon. If a rise in prices is to continue indefinitely, it must be accompanied
by a monetary policy that allows the money supply to continually increase. This is true
regardless of the cause that set the inflation in motion.

Now, let us summarize the consequences of inflation, assuming that real GDP was
initially at its potential level.

Consequence 1: In the short run, demand inflation tends to be accompanied by
an increase in real GDP above its potential level.
Consequence 2: In the short run, supply inflation tends to be accompanied by a
decrease in real GDP below its potential level.
Consequence 3: When all costs and prices are adjusted fully (so that real GDP
has returned to Y*), shifts in either the AD or the AS curve leave real GDP
unchanged and affect only the price level.
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CHAPTER 30 : INFLATION AND D IS INFLATION 777

the figures. The government thus appears to be able to
choose among particular combinations of (wage) inflation
and unemployment, in which lower levels of unemploy-
ment are attained at the cost of higher rates of inflation.

In the 1960s, Phillips curves were fitted to the data
for many countries, and governments made decisions
about where they wanted to be on the tradeoff between
inflation and unemployment. Then, in the late 1960s, in
country after country, the rate of wage and price infla-
tion associated with any given level of unemployment
began to rise. Instead of being stable, the Phillips curves
began to shift upward. The explanation lay primarily in
the rise of inflation expectations.

It was gradually understood that the original
Phillips curve concerned only the influence of the output
gap and left out inflationary expectations. This was not
unreasonable for Phillips s original curve, which was fit-
ted mainly to nineteenth-century data where the price
level was relatively constant. But in the inflationary
period following the Second World War, this omission
proved important and unfortunate. An increase in
expected inflation shows up as an upward shift in the
original Phillips curve that was drawn in Chapter 24.
The importance of expectations can be shown by draw-
ing what is called an expectations-augmented Phillips
curve, as shown by the dashed Phillips curves here. The
height of the Phillips curves above the axis at Y* and at
U* show the expected inflation rate. These distances
represent the amount that wages will rise even when 

Y , Y* (or U , U*) and there is neither excess demand
nor supply in labour markets. The actual wage increase
is shown by the augmented (dashed) curve, with the
increase in wages exceeding expected inflation whenever
Y * Y* (U + U*) and falling short of expected inflation
whenever Y + Y* (U * U*).

Now we can see what was wrong with the idea of a
stable inflation unemployment tradeoff. Maintaining a
particular output Y1 or unemployment U1 in the figures
requires some inflation W1. And once this rate of infla-
tion comes to be expected, people will demand that
much just to hold their own. The Phillips curve will then
shift upward to the position shown in the figures and the
economy will be at point B. Now there is inflation W2

because of the combined effects of expectations and
excess demand. However, this higher rate is above the
expected rate (W1). Once this higher rate comes to be
expected, the Phillips curve will shift upward once again.

As a result of the combination of output-gap infla-
tion and expectational inflation, the inflation rate asso-
ciated with any given positive output gap (Y * Y* or 
U + U*) rises over time. This is the phenomenon of
accelerating inflation that we discussed in the text.

The shifts in the Phillips curve are such that most
economists agree that in the long run, when inflationary
expectations have fully adjusted to actual inflation,
there is no tradeoff between inflation and unemploy-
ment. In other words, the long-run Phillips curve is a
vertical line above U* (or Y*).

The first two points tell us that inflation is not, in the short run, a purely monetary
phenomenon. The third point tells us that inflation is a purely monetary phenomenon
from the point of view of long-run equilibrium. There is still plenty of room for debate,
however, on how long the short run will last. Most economists believe that the short
run can be long enough for inflation to have major real effects on important economic
variables, such as the distribution of wealth (which partly explains why most econo-
mists believe that keeping inflation low is desirable).

We have now reached three important conclusions:

Conclusion 1: Without monetary validation, positive demand shocks cause infla-
tionary output gaps and a temporary burst of inflation. The gaps are removed as
rising factor prices push the AS curve upward, returning real GDP to its poten-
tial level but at a higher price level.
Conclusion 2: Without monetary validation, negative supply shocks cause reces-
sionary output gaps and a temporary burst of inflation. The gaps are eventually
removed as factor prices fall, restoring real GDP to its potential and the price
level to its initial level.
Conclusion 3: Only with continuing monetary validation can inflation initiated
by either supply or demand shocks continue indefinitely.

expectations-augmented

Phillips curve The

relationship between

unemployment and the

rate of increase of money

wages that arises when 

the output-gap and

expectations components

of inflation are combined.
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To put these conclusions differently, we can modify Friedman s statement slightly
to represent the causes of inflation more accurately. While AD and AS shocks may lead
to temporary inflation even in the absence of any actions by the central bank, sustained
inflation can occur only if there is continual monetary validation by the central bank.

Sustained inflation is everywhere and always a monetary phenomenon.

We have been assuming in our macro model that wages rise when unemployment
is less than the NAIRU (Y * Y*) and that wages fall when unemployment exceeds the
NAIRU (Y + Y*). This assumption leads to the stark prediction that inflation can only
be stable when unemployment exactly equals the NAIRU (Y , Y*). In recent years,
however, some economists have come to question this theory, believing instead that

We have described the standard theory of inflation in
which the only stable position for the economy is one in
which unemployment is equal to the NAIRU and real
GDP is equal to potential GDP, Y*. According to this
theory, the labour market is poised on a razor s edge ;
wages rise when unemployment is less than the NAIRU
and wages fall when unemployment exceeds the
NAIRU.

In recent years, however, this view has come under
some criticism. For example, Canadian economist Lars
Osberg and his colleagues from Dalhousie University
were unable to find any unique value for the NAIRU in
a careful empirical study of Canada s unemployment
and inflation experience. Depending on the precise spec-
ification of the empirical model used, and the number of

EXTENSIONS IN THEORY 30-2

Is the NAIRU Like a Razor s Edge?
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years included in the statistical sample, they found that
the estimated value for the NAIRU could lie within a
range of several percentage points. When unemploy-
ment usually varies between a low of 6 percent and a
high of 11 percent, a possible range of several percent-
age points indicates a very low degree of precision in the
estimated NAIRU.

A glance at the accompanying figure for Canadian
inflation and unemployment since 1984 shows no clear
tendency for inflation to increase when unemployment
is below some critical rate, nor to decrease when unem-
ployment is above such a critical rate. If anything, there
appear to be two distinct periods in the data. From 1984
to 1991, the unemployment rate varied between a high
of 11.5 percent and a low of 7.5 percent, all while the
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the NAIRU is best viewed as a range rather than a unique, precise value. In this case,
stable inflation would be consistent with a range of unemployment rates. Extensions in
Theory 30-2 explores this issue in greater detail.

30.3 Reducing Inflation

Suppose an economy has had a sustained and constant rate of inflation for several
years. What must the central bank do to reduce the rate of inflation? What are the
costs involved in doing so?

rate of inflation varied only slightly between 4 percent
and 6 percent per year. Over the next 16 years, from
1992 until 2008, the unemployment rate fluctuated over
a wider range, but inflation was generally less variable
around a 2-percent average.

Several possible explanations for these data have
been advanced, each of which may contribute some-
thing to the full explanation. First, when the public has
confidence in the Bank of Canada s commitment to
maintaining inflation at some given level, these expecta-
tions tend to remain constant as unemployment
changes. Thus the influence of inflationary expectations
on wages will be relatively insensitive to changes in the
unemployment rate. In this case, we say that inflation
expectations are well anchored  because changes in
the economic environment do not lead to significant
changes in expectations. According to this view, for
about a decade starting in 1984 the public had confi-
dence in the Bank of Canada s commitment to keeping
inflation in the 4 5 percent range. Then from 1992
onward, after the Bank of Canada had adopted its for-
mal inflation target of 2 percent, the public once again
believed that the Bank would carry out its stated objec-
tive. Thus the influence of inflation expectations on the
path of wages was relatively invariant to large variations
in the actual level of unemployment and real GDP; as a
result, large swings in the unemployment rate were con-
sistent with a relatively constant rate of inflation, as the
figure shows.

A second explanation emphasizes the fact that
most labour markets are not auction markets in which
wages continually adjust to equate the demand and
supply for labour. If employers have a reduced demand
for workers, they usually respond by laying some
workers off rather than by driving down wages.
Instead of responding quickly to changes in excess
demand or supplies in the labour market, wages tend

to be set with longer-term conditions in mind. (We will
say more about such long-term employment relation-
ships in the next chapter.)

A third explanation is that the willingness of work-
ers to push for higher wages (and in some situations to
risk strikes) may depend on the nature of technological
change. When technological change is creating good
middle-wage jobs faster than it is destroying them,
workers may be willing to push for higher wages when-
ever the labour market becomes relatively tight. This is a
good description of the type of technological change
that occurred between 1945 and the early 1970s, when
factory jobs flourished, providing good wages for work-
ers who did not have to be highly skilled. This may
explain the appearance during this period of a well-
defined Phillips curve with a razor s edge NAIRU. In
contrast, the past three decades have seen technological
change that destroys middle-wage manufacturing jobs
while at the same time creating many high-wage jobs for
highly trained and educated persons, as well as many
low-wage jobs for the unskilled and uneducated. In this
situation, workers who remain in manufacturing jobs
may be reluctant to press for wage increases lest they be
the next ones to lose their increasingly scarce, good jobs.
In such an environment, even tight labour markets may
not lead to substantial wage increases and hence there
may not be a well-defined Phillips curve with its razor s
edge NAIRU.

In summary, the description in our macro model of
the wage-adjustment process has a certain compelling
and valuable logic: Wages tend to rise when labour mar-
kets are tight and they tend to fall (although more
slowly) when labour markets have excess supply.
However, this relationship should be viewed as a general
tendency rather than a strict, formulaic rule; there is
unlikely to be a unique value of the NAIRU that acts as
a razor s edge  to determine wage adjustments.
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disinflation A reduction in

the rate of inflation.

Practise with Study Guide

Chapter 30, Exercise 1.

The Process of Disinflation

Disinflation means a reduction in the rate of inflation. In recent years, Canada has had
two notable periods of disinflation in 1981 1982 when inflation fell from more than
12 percent to 4 percent, and in 1990 1992 when inflation fell from 5 percent to less
than 2 percent.

Reducing the rate of inflation takes time and involves major costs. The process
begins when the Bank of Canada stops validating the ongoing inflation. It does this by
raising its target for the overnight interest rate, which, in turn, raises longer-term mar-
ket interest rates (and reduces the growth rate of the money supply). This action low-
ers real aggregate demand, reducing any existing inflationary gap. We will soon see,
however, that it is usually necessary for the Bank to go further, creating a substantial
recessionary gap that persists until the inflation is eliminated.

The process involves many costs. The recessionary gap hurts all who suffer in
recessions, including the unemployed workers and the owners of firms who lose prof-
its and risk bankruptcy. Unemployed resources mean lower output than would other-
wise be produced. The temporary rise in interest rates hurts borrowers, including
people with mortgages and firms with large loans. Among these groups who are most
exposed and risk losing their wealth are young households with large mortgages and
small firms that have taken on large debts to finance expansions.

Disinflation is thus a classic example of a policy that brings short-term pain for
long-term gain. Inevitably, the question arises: Are the future benefits of lower inflation
worth the immediate costs of reduced output and higher unemployment?

Reducing sustained inflation quickly incurs high costs for a short period of time;
reducing it slowly incurs lower costs but for a longer period of time.

The process of reducing sustained inflation can be divided into three phases. In the
first phase, the monetary validation is stopped and any inflationary gap is eliminated.
In the second phase, the economy still suffers from declining output and rising prices 
stagflation. In the final phase, the economy experiences both increasing output and
increasing prices, but the inflation then comes to an end. We now examine these three
phases in detail.

The starting point for our analysis is an economy with an inflationary gap 
(Y * Y*) and rising inflation.5

Phase 1: Removing Monetary Validation The first phase consists of
tightening monetary policy by raising interest rates and thus reducing the growth
rate of the money supply. This policy action slows the rate at which the AD curve is
shifting upward. (An extreme case of monetary tightening in this setting is one where
the Bank of Canada adopts a cold-turkey approach ; interest rates are increased so
much that the growth rate of the money supply is reduced to zero and the upward
shift of the AD curve is halted abruptly. This extreme case is shown in part (i) of
Figure 30-6.)

At this point, a controversy often breaks out as it did in the early 1980s and early
1990s over the effects that the increase in interest rates has on inflation. One group
will point out that the rise in the interest rate increases business costs and that passing

5 In the simpler case where the economy begins with Y + Y* and constant inflation, only the second and

third phases are relevant.
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on the extra costs through higher prices adds to inflation. They will condemn the
Bank s tight monetary policy as inflationary. A second group will argue that rising
interest rates are a necessary part of the disinflation policy.

The first group is correct in pointing out that the rise in interest rates may cause a
one-time increase in the price level. The rise in interest costs may shift the AS curve
upward, just as a rise in wage costs does. This rise in interest costs, however, has only
a one-time effect on the price level. The first group is wrong, therefore, in asserting that
the Bank s policy of driving up interest rates is contributing to a long-term increase in
the rate of inflation. The second group is correct in saying that the rise in the interest
rate is a necessary part of an anti-inflationary policy because the higher interest rate is
necessary to reduce desired aggregate expenditure.

Suppose the Bank resists the pleas to hold down interest rates. It continues with its
no-validation policy. The AD curve stops shifting, but under the combined influence of
the present inflationary gap and expectations of continued inflation, wages continue to
rise. Hence, the AS curve continues to shift upward. Eventually, the inflationary gap
will be removed, as shown in part (i) of Figure 30-6.

If the excess demand from the inflationary output gap were the only influence on
wages, the story would be ended. At Y * Y*, there would be no upward demand pres-
sure on wages and other factor prices. The AS curve would be stabilized, and real GDP
would remain at Y*. But it is usually not so simple.

Phase 2: Stagflation As we explained earlier, wages depend not only on cur-
rent excess demand but also on inflation expectations. Once inflation expectations
have been established, it is not always easy to get people to revise them downward,
even in the face of announced changes in monetary policies. Hence, the AS curve con-
tinues to shift upward, causing the price level to continue to rise and output to fall. The
combination of increased inflation and a reduction in output (or its growth rate) is
called stagflation. This is phase 2, shown in part (ii) of Figure 30-6.

Expectations can cause inflation to persist even after its original causes have been
removed. What was initially a demand and expectational inflation because of an
inflationary gap becomes a pure expectational inflation.

The ease with which the Bank of Canada can end such an inflation depends on
how easy it is to change these expectations of continued inflation. This change is more
difficult to the extent that expectations are backward-looking and easier to the extent
that expectations are forward-looking.

To the extent that people look mainly to past inflation rates to determine their expec-
tations of the future, they will be slow to change their expectations. As the actual infla-
tion rate falls below the expected rate, a long time will be required for the downward
adjustment to take place. The longer a given rate has persisted, the more firmly will
people expect that rate to persist.

To the extent that expectations are forward-looking, people will take notice of
the Bank s announced changes in policy and revise their expectations of future infla-
tion downward in the light of the new policy. If people fully understand the Bank s
policies as soon as they are implemented, if they have full confidence that the Bank
will stick to its policies, if they know exactly how much time will be required for the
Bank s policies to have effect, and if they adjust their expectations exactly in line
with this knowledge, there is little need for any recessionary gap to develop. Once
the inflationary gap has been removed, expectations will immediately be revised
downward, so there will then be no pressure on wages to rise because of either
demand or expectational forces. In Figure 30-6, Y would not fall below Y* because

stagflation The

simultaneous increase in

inflation and reduction in

output (or its growth rate)

that is caused by an

upward shift of the AS

curve.
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the AS curve would stop shifting upward at AS2. The inflation would be eliminated
at almost no cost.

How long inflation persists after the inflationary gap has been removed depends
on how quickly expectations of continued inflation are revised downward.

The importance of expectations explains why the Bank of Canada and other central
banks emphasize their precise objectives in their many public speeches. In 1990 1991, the
Bank s governor, John Crow, gave many speeches in an effort to convince the public that
the Bank would stick to its newly adopted inflation target. This communications strategy

FIGURE 30-6 Eliminating a Sustained

Inflation

Real GDP

P
ri

ce
 L

ev
el

P
1

Y
10

P2

Y *

AS2

1

E2

E
1

(i) Phase 1: Removing the inflationary gap

AS12

AD
1

Real GDP

P
ri

ce
 L

ev
el

P
2

Y
30

P3

Y *

E3

(ii) Phase 2: Stagflation

AS2

AS
3

3

AD
1

E
2

Real GDP

P
ri

ce
 L

ev
el

P
2

Y
30

P3

Y *

4

E4

E
3

(iii) Phase 3: Recovery

AS2

AS
3

5

AD
1

AD
2

P
4

E
2

(i) Phase 1: The elimination of a sustained inflation
begins with a monetary tightening to remove the infla-
tionary gap. The initial position is one where fully
validated inflation is taking the economy along the path
shown by arrow *. When the curves reach AS1 and
AD1, the central bank adopts a tight monetary policy,
which halts the growth of the money supply, thus stabi-
lizing aggregate demand at AD1. Due to the output gap
and inflation expectations, wages continue to rise, tak-
ing the AS curve leftward. The economy moves along
arrow +, with output falling and the price level rising.
When aggregate supply reaches AS2, the inflationary
gap is removed, output is Y*, and the price level is P2.

(ii) Phase 2: Expectations and wage momentum lead to
stagflation, with falling output and continuing inflation.
The economy moves along the path shown by arrow ,.
The driving force is now the AS curve, which continues
to shift because inflation expectations cause wages to
continue rising. The recessionary gap grows as output
falls. Inflation continues, but at a diminishing rate. If
wages stop rising when output has reached Y3 and the
price level has reached P3, the stagflation phase is over,
with equilibrium at E3.

(iii) Phase 3: After expectations are reversed, recovery
takes output to Y*, and the price level is stabilized. There
are two possible scenarios for recovery. In the first, the
recessionary gap causes wages to fall (slowly), taking
the AS curve back toAS2 (slowly), as shown by arrow -.
The economy retraces the path originally followed in
part (ii) back to E2. In the second scenario, the central
bank increases the money supply sufficiently to shift the
AD curve to AD2. The economy then moves along the
path shown by arrow .. This restores output to poten-
tial at the cost of further temporary inflation that takes
the price level to P4. Potential output and a stable price
level are now achieved.
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was an attempt to reduce inflationary expectations and thus
slow the upward shift of Canada s AS curve. And today, the
governor of the Bank of Canada regularly speaks publicly
about the Bank s 2-percent inflation target and about the
importance of achieving it. Such public communications help
to anchor  inflation expectations at the 2-percent target.

If the AS curve does continue to shift upward, causing Y
to fall below Y*, the emerging recessionary gap has two
effects. First, unemployment rises and the output-gap effect
begins to put downward pressure on wages. Second, the
continuing expectations of inflation tend to raise wages fur-
ther. The overall effect on wages and thus the AS curve is a
combination of the output-gap effect and the expectational
effect. When the recessionary gap is still new, the expecta-
tional effect is likely to outweigh the output-gap effect;
wages will continue rising and the AS curve will continue to
shift upward. But as the extent of excess supply deepens,
and inflation itself begins to moderate, the output-gap effect
will eventually come to offset the expectational effect; wages
will stop rising and the AS curve will stop shifting upward. At this point the stagflation
phase is over. Inflation has come to a halt, but a large recessionary gap now exists.

Phase 3: Recovery The final phase is the return to potential output. When the econ-
omy comes to rest at the end of the stagflation, the situation is exactly the same as when
the economy is hit by a negative supply shock. The move back to potential output can be
accomplished in either of two ways. First, the recessionary gap can be relied on to reduce
factor prices, thereby shifting the AS curve downward, reducing prices but increasing real
GDP. Second, an expansionary monetary policy can shift the AD curve upward, increasing
both prices and real GDP. These two possibilities are illustrated in part (iii) of Figure 30-6.

Some economists worry about relying on the AS curve to shift downward to return
the economy to potential output. Their concern is primarily that it will take too long for
wages to fall sufficiently to shift the AS curve though output will eventually return to
potential, the long adjustment period will be characterized by high unemployment. These
economists have a preference for a monetary expansion to get output back to potential.

Other economists worry about a temporary burst of monetary expansion because
they fear that expectations of inflation may be rekindled when the Bank s monetary
expansion shifts the AD curve to the right. And if inflationary expectations are revived,
the Bank will then be faced with a tough decision either it must let another recession
develop to break these new inflation expectations, or it must validate the inflation to
reduce unemployment. In the latter case, the Bank is back where it started, with vali-
dated inflation on its hands and diminished credibility.

The Cost of Disinflation

The foregoing discussion of the process of disinflation highlights the cost of disinflation.

The cost of disinflation is the loss of output that is generated in the process.

As we said earlier, the size and duration of the recession depends to a large extent
on how quickly inflation expectations are revised downward as the disinflation contin-
ues. If expectations are mainly backward-looking and thus slow to adjust to the

The main cost of disinflation is the reduction in economic
activity that is a necessary part of the process. Increases in
unemployment and plant closures are typical.
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changes in policy, the recession will be deep and protracted. Conversely, if expectations
are mainly forward-looking and thus quick to adjust to changes in policy, the recession
may be mild and of short duration.

But how costly is the process of disinflation? Economists have derived a simple
measure of the cost of disinflation based on the depth and length of the recession and
on the amount of disinflation. This measure is called the sacrifice ratio and is defined
as the cumulative loss of real GDP caused by a given disinflation (expressed as a per-
centage of potential GDP) divided by the number of percentage points by which infla-
tion has fallen. For example, the 1990 1992 disinflation in Canada reduced inflation
by roughly four percentage points. Suppose the cumulative loss of real GDP caused
by that disinflation was equal to $80 billion and that potential GDP at the time was
equal to $800 billion. The cumulative loss of output would then have been 10 percent
of potential output. The sacrifice ratio would therefore have been 10/4 * 2.5. The
interpretation of this number is that it costs  2.5 percent of real GDP for each per-
centage point of inflation that is reduced.

The numbers in the previous example are hypothetical, but typical estimates of the
sacrifice ratio for many developed countries range between 2 and 4. Figure 30-7 illustrates
the time paths of real GDP and inflation following a disinflation and shows how to com-

pute the sacrifice ratio. Note an important assumption
that is implicit whenever measuring the sacrifice ratio
in this way. The assumption is that all changes in the
path of real GDP are caused by the disinflation.

Conclusion

Throughout the history of economics, inflation has
been recognized as a harmful phenomenon. The high
inflation rates that Canada experienced in the 1970s
and early 1980s (see Figure 30-1 on page 736) were
also experienced in many developed countries. In the
past 30 years these countries have learned much
about the causes of inflation, the policies required to
reduce it, and the costs associated with doing so.

In particular, Canada and several other countries
have adopted formal inflation-targeting regimes,
which have been successful at keeping inflation low
and stable. An important aspect of inflation targeting
is to keep the expectations of inflation low. As we
have seen in this chapter, keeping inflation expecta-
tions low is crucial to keeping actual inflation low.

In recent years, some commentators have argued
that the dangers of inflation have been eliminated,
that inflation is now dead.  Central to these argu-
ments is the view that greater international competi-
tion through the process of globalization will keep
inflationary pressures at bay. Yet, whatever forces
globalization might bring, it remains true that sus-
tained inflation is a monetary phenomenon. Unless
central banks are committed to keeping inflation low
and stable, damaging inflation remains a potential
threat to the economy.

sacrifice ratio The

cumulative loss in real

GDP, expressed as a

percentage of potential

output, divided by the

percentage-point reduction

in the rate of inflation.

FIGURE 30-7 The Cost of Disinflation: 

The Sacrifice Ratio

The sacrifice ratio is larger the deeper the recession and
the longer it takes real GDP to return to potential. In
this example, the economy begins with Y * Y* and
inflation of 6 percent. At t0, the disinflation begins. A
recessionary gap opens up and inflation falls only
slowly. By t1, real GDP has returned to Y* and inflation
has been reduced by four percentage points. In this fig-
ure, the cumulative loss of real GDP is 10 percent of Y*
and inflation has fallen by four percentage points. The
sacrifice ratio is therefore 10/4 * 2.5, indicating that it
costs 2.5 percent of GDP to reduce inflation by one per-
centage point.
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The initial effects of positive demand shocks are a rise
in the price level and a rise in real GDP. If the inflation
is unvalidated, output tends to return to its potential
level while the price level rises further (as the AS curve
shifts upward). Monetary validation allows demand
inflation to proceed without reducing the inflationary
gap (AD curve continues to shift upward).
The initial effects of negative supply shocks are a rise in
the price level and a fall in real GDP. If inflation is
unvalidated, output will slowly move back to its poten-
tial level as the price level slowly falls to its pre-shock
level (AS curve slowly shifts down). Monetary valida-

Summary

Sustained price inflation will be accompanied by closely
related growth in wages and other factor prices such
that the AS curve is shifting upward. Factors that influ-
ence shifts in the AS curve can be divided into two main
components: output gaps and expectations. Random
supply-side shocks will also exert an influence.
Inflationary output gaps tend to cause wages to rise;
recessionary output gaps tend to cause wages to fall.
Expectations of inflation tend to cause wage increases
equal to the expected price-level increases. Expectations

can be backward-looking, forward-looking, or some
combination of the two.
With a constant rate of inflation and no supply shocks,
expected inflation will eventually come to equal actual
inflation. This implies that there is no output-gap effect
on inflation that is, real GDP equals its potential level.
Constant inflation of 2 percent per year is shown graph-
ically in the macroeconomic model by the AD and AS
curves shifting up by 2 percent per year, keeping real
GDP equal to Y*.

30.1 Adding Inflation to the Model L12

30.2 Shocks and Policy Responses L3 4

tion allows supply inflation to continue in spite of a per-
sistent recessionary gap (AD curve shifts up with mon-
etary validation).
If the Bank of Canada tries to keep real GDP constant
at some level above Y*, the actual inflation rate will
eventually accelerate. In our macro model, in the
absence of supply shocks, constant inflation is only pos-
sible when there are no demand pressures on inflation
that is, when Y *Y*.
Aggregate demand and supply shocks have temporary
effects on inflation. But sustained inflation is a mone-
tary phenomenon.

30.3 Reducing Inflation L56

The process of ending a sustained inflation can be
divided into three phases.
1. Phase 1 consists of ending monetary validation and

allowing the upward shift in the AS curve to remove
any inflationary gap that does exist.

2. In Phase 2, a recessionary gap develops as expecta-
tions of further inflation cause the AS curve to con-
tinue to shift upward even after the inflationary gap
is removed.

3. In Phase 3, the economy returns to potential output,
sometimes aided by a one-time monetary expansion
that raises the AD curve to the level consistent with
potential output.

The cost of disinflation is the recession (output loss)
that is created in the process. The sacrifice ratio is a
measure of this cost and is calculated as the cumulative
loss in real GDP (expressed as a percentage of Y*)
divided by the reduction in inflation.

Key Concepts
Temporary and sustained inflation
The NAIRU
Forward-looking and 

backward-looking expectations

Expectational, output-gap, and
supply-shock pressures on inflation

Monetary validation of demand and
supply shocks

Expectations-augmented Phillips curve
Accelerating inflation
Disinflation
Sacrifice ratio
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1. Fill in the blanks to make the following statements
correct.

a. The term NAIRU stands for the ___________.
b. Unemployment is said to be equal to the NAIRU

when GDP is equal to ___________.
c. Changes in money wages result from two different

effects: the ___________ effect and the
___________ effect. Both of these effects cause the
___________ curve to shift.

d. The AS curve shifts up when money wages
___________ and also shifts up with a negative
___________ shock.

e. Actual inflation can come from any of its three
component parts. They are ___________,
___________, and ___________.

f. If the rate of inflation is constant at 6 percent and
actual GDP equals potential GDP, then we can say
that the central bank is ___________ inflation
expectations. That is, the central bank is permitting
a(n) ___________ in the money supply such that the
expected and actual inflation rates are equal at
___________ percent.

2. Fill in the blanks to make the following statements
correct.

a. Suppose the economy is initially at potential GDP
(Y*) and then there is a sudden increase in the
demand for Canadian exports. The AD curve shifts
to the ___________ and opens a(n) ___________ gap.

b. With an inflationary gap, the economy is operating
where GDP is above ___________. In an effort to
maintain the output gap, the Bank of Canada may
choose to validate the inflation by ___________ the
interest rate and allowing the money supply to
___________. The actual inflation rate will
___________.

c. The alternative policy response to an inflationary
gap is to not validate the inflation. The
___________ curve stops shifting upward. The
___________ curve shifts upward due to rising
wages caused by ___________. Real GDP eventu-
ally returns to ___________ at a higher
___________.

Study Exercises
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d. Economists say that sustained inflation is a
___________ phenomenon.

e. Reducing a sustained inflation requires that mone-
tary ___________ be stopped. Inflation will persist,
however, until ___________ of continued inflation
are revised downward.

f. The cost of disinflation is the cost of the
___________ that is generated in the process.

3. The table below shows several macroeconomic situa-
tions, each with a given amount of excess demand (or
supply) for labour and a level of inflation expecta-
tions. Both are expressed in percentage per year. For
example, in Case A excess demand for labour is push-
ing wages up by 4 percent per year, and expected infla-
tion is pushing wages up by 3 percent per year.

Total
Excess Inflation Wage 

Case Demand Expectations Change AS Shift

A ,4 ,3 ___ ___
B ,4 0 ___ ___
C 0 ,3 ___ ___
D 3 0 ___ ___
E 3 ,4 ___ ___

a. For each case, identify whether there is an infla-
tionary or a recessionary output gap.

b. For each case, what is the total effect on nominal
wages? Fill in the third column.

c. For each case, in which direction is the AS curve
shifting (up or down)? Fill in the last column.

4. This exercise requires you to compute inflationary
expectations based on a simple formula, and it will
help you to understand why backward-looking expec-
tations adjust slowly to changes in economic events.
Suppose that the actual inflation rate in year t is
denoted *t. Expected inflation for year t , 1 is
denoted *e

t,1. Now, suppose that workers and firms
form their expectations according to

*
e
t,1 + -*

T
, (1. -)*t (with 0 * - * 1)
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where +T is the central bank s announced inflation
target. This simple equation says that people s
expectations for inflation at t + 1 are a weighted aver-
age of last year s actual inflation rate and the central
bank s currently announced target. We will use this
equation to see how the size of determines the extent to
which expectations are backward-looking. Consider
the table below, which shows the data for a reduction
in actual inflation from 10 percent to 2 percent.

Year (t) +t +
T

+
e
t+1

1 10 2 ___
2 9 2 ___
3 6 2 ___
4 3 2 ___
5 2 2 ___
6 2 2 ___
7 2 2 ___
8 2 2 ___

a. Assume that , is equal to 0.1. Compute expected
inflation for each year and fill in the table.

b. On a scale diagram, plot the time path of actual
inflation, expected inflation, and the inflation
target.

c. Now assume that , equals 0.9. Repeat parts (a) and
(b).

d. Which value of , corresponds to more backward-
looking expectations? Explain.

e. Given the different speed of adjustment of infla-
tionary expectations, predict which disinflation is
more costly in terms of lost output the one with ,
* 0.1 or with , * 0.9. Explain.

5. The diagram below shows an AD/AS diagram. The
economy is in long-run equilibrium with real GDP
equal to Y* and the price level is stable at P0.

Real GDP

P
ri

c
e
 L

e
v
e
l

0

AS

AD

P
0

Y *

a. Suppose the central bank announces that it will
implement an expansionary monetary policy that
will shift the AD curve up by 5 percent. Show
the likely effect of this announcement on the AS
curve.

b. Does the shift of the AS curve in part (a) depend on
whether workers and firms believe the central
bank s announcement? Explain.

c. In a new AD/AS diagram, show how a sustained
and constant inflation of 5 percent is represented.

d. In the absence of any supply shocks, explain why a
constant inflation is only possible when real GDP
is equal to s*.

6. The diagram below shows an AD/AS diagram. Sup-
pose the economy experiences a positive aggregate
demand shock say an increase in the demand for
Canada s exports. This increases real GDP to Y1.

a. Explain what happens if the Bank of Canada does
not react to the shock. Show this in the diagram.

b. Now suppose the Bank decides to maintain real
GDP at Y1 that is, it decides to validate the shock.
Explain how this is possible, and show it in a
diagram.

c. What is the effect on inflation from the policy in
part (b)? Is inflation constant or is it rising?
Explain.

P
2

Y
1

Real GDP
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c
e
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e
v
e
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0 Y
*
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0
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1

AS
0

E
0

P
1

7. The diagram below shows an AD/AS diagram. Sup-
pose the economy experiences a negative aggregate
supply shock say, an increase in wages driven by a
major union settlement. This reduces real GDP to Y1.

a. Explain what happens if the Bank of Canada does
not react to the shock. Show this in the diagram.

b. Now suppose the Bank decides to offset the
shock s effect on real GDP that is, it validates the
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shock. Explain how this is possible, and show it in
a diagram.

c. What danger do many economists see in validating
such supply shocks? What is the alternative?

788 PART 11 : MACROECONOMIC PROBLEMS AND POL IC IES

Discussion Questions

8. The table below shows some data on various disinfla-
tions. In each case, assume that potential GDP is equal
to $900 billion.

a. In each case, compute the sacrifice ratio.
b. Explain why the sacrifice ratio can be expected to

be smaller when expectations are more forward
looking.

c. Explain why the sacrifice ratio can be expected to
be smaller when central-bank announcements are
more credible.

Cumulative Sacrifice
Case Reduction Inflation GDP Loss Ratio

A 5 percentage points $100 billion ___
B 2 30 ___
C 6 60 ___
D 8 80 ___

1. Why might the cost of disinflation vary from one infla-
tionary period to another? Are there reasons to think
the cost might be higher the longer inflation has per-
sisted? What might the Bank of Canada do to reduce
the cost?

2. What sources of inflation are suggested by each of the
following quotations?

a. A newspaper editorial in Manchester, England: If
American unions were as strong as those in Britain,
America s inflationary experience would have been
as disastrous as Britain s.

b. An article in The Economist: Oil price collapse
will reduce inflation.

c. A Canadian newspaper article in June 2009: Ten-
sions in Iran fuel an oil-driven inflation.

d. A newspaper headline in October 2008: Bank s
fast growth of money will spur inflation.

3. Discuss the apparent conflict between the following
views. Can you suggest how they might be recon-
ciled using aggregate demand and aggregate supply
analysis?

a. A rise in interest rates is deflationary, because
ending entrenched inflation with a tight monetary
policy usually requires that interest rates rise
steeply.

b. A rise in interest rates is inflationary, because
interest is a major business cost and, as with other
costs, a rise in interest will be passed on by firms in
the form of higher prices.

4. What is the relationship between the sacrifice ratio
and the central bank s credibility?

a. Explain why a more credible policy of disinflation
reduces the costs of disinflation.

b. Explain how you think the Bank of Canada might
be able to make its disinflation policy more credible.

c. Can the Bank s policy responses to negative sup-
ply shocks influence the credibility it is likely to
have when trying to end a sustained inflation?
Explain.

5. Suppose you are the governor of the Bank of Canada
and that inflation has been high and roughly constant
for a number of years. You have two policy choices:
You can continue to validate the ongoing inflation, or
you can attempt to eliminate the sustained inflation.
Outline the issues involved when making this choice.
List and explain the costs of ongoing inflation, and
also the costs of a potential disinflation. Explain how
you make your policy decision.

6. In January 1991, the federal government introduced
the Goods and Services Tax (GST). If you were to

Y
1

Real GDP
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e
v
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AS
0

AS
1
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suppose that the GST was a new tax (in fact, it
replaced an existing tax), what would be the effect on
the AS curve? Is the introduction of the GST (or an
increase in its rate) inflationary? Does it increase infla-
tion permanently?

7. In the summer of 2006, a time when U.S. inflation
was rising and output was above potential, a story in
The Globe and Mail reported that the release of
strong employment-growth data for the United

States led to a plunge in prices on the U.S. stock
market.

a. Explain why high employment growth would lead
people to expect the U.S. central bank to tighten its
monetary policy.

b. Explain why higher U.S. interest rates would lead
to lower prices of U.S. stocks.

c. How would you expect this announcement to
affect Canada?
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31 Unemployment
Fluctuations and
the NAIRU

L LEARNING OBJECTIVES

In this chapter you will learn

1 how employment and unemployment

change over the short and long runs.

2 the difference between the New Classical

and New Keynesian views of unemployment

fluctuations.

3 the causes of frictional and structural

unemployment.

4 the various forces that cause the NAIRU to

change.

5 about policies designed to reduce 

unemployment.

When the level of economic activity changes, so do

the levels of employment and unemployment. When

real GDP increases in the short run, employment

usually rises and unemployment falls. Conversely,

when real GDP falls in the short run, employment

falls and unemployment rises. Figure 31-1 shows the

course of the unemployment rate in Canada over

the past few decades. Recall from Chapter 19 that

the unemployment rate is the percentage of the

labour force that is unemployed. It is clear that the

unemployment rate has followed a cyclical path,

rising during the recessions of 1981 1982,

1991 1992, and 2009, and falling during the expan-

sions of the late 1980s and late 1990s. In this chap-

ter we examine theories designed to explain these

short-run fluctuations.

In addition to examining short-run fluctuations

in the unemployment rate, economists also study the

concept of the NAIRU the rate of unemployment

that exists when real GDP is equal to potential out-

put, Y*. At points A, B, C, and D in Figure 31-1, real

GDP was approximately equal to potential output,

and thus the unemployment rates then were approx-

imately equal to the NAIRU. We will see in this

chapter several reasons why the NAIRU might

change over time and thus offer some explanations

for the gradual decline in the NAIRU apparent in the

figure, from about 8 percent in 1977 (point A) to

approximately 6 percent in 2007 (point D).

We begin by examining some basic facts about

employment and unemployment.
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31.1 Employment and Unemployment
Look back at Figure 19-3 on page 482, which shows the path of employment and the
labour force in Canada since 1960. The most striking feature of part (i) of the figure is
that, when viewed over the long term, the growth in employment has approximately
matched the growth in the labour force. Also notice in part (ii) of Figure 19-3, and also
in Figure 31-1, that the unemployment rate displays considerable short-run fluctua-
tions. These two characteristics of the labour force long-term growth in employment
but short-term fluctuations in the unemployment rate are common to most developed
countries.

Over the span of many years, increases in the labour force are more or less
matched by increases in employment. Over the short term, however, the unem-
ployment rate fluctuates considerably because changes in the labour force are not
exactly matched by changes in employment.

Changes in Employment

The level of employment in Canada has increased dramatically over the past few
decades. In 1959, there were approximately 5 million employed Canadians. By 2008,
total employment was 17.1 million. The actual level of employment, of course, is deter-
mined both by the demand for labour and by the supply of labour. How have the two
sides  of the Canadian labour market been changing?

On the supply side, the labour force has expanded virtually every year since the
end of the Second World War. The causes have included a rising population, which
boosts entry into the labour force of people born 15 to 25 years previously; increased
labour force participation by various groups, especially women; and net immigration
of working-age persons.

FIGURE 31-1 Canadian Unemployment Rate, 1976 2009
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(Source: Data from Statistics Canada, CANSIM database, annual average of monthly series V2062815. Labour Force
Information, cat. no. 71-001-XIE.)
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On the demand side, many existing jobs are eliminated every year, and many new
jobs are created. Economic growth causes some sectors of the economy to decline and
others to expand. Jobs are lost in the sectors that are contracting and created in sectors
that are expanding. Furthermore, even in relatively stable industries, many firms disap-
pear and many new ones are set up. The net increase in employment is the difference
between all the jobs that are created and all those that are lost.

In most years, enough new jobs are created both to replace old jobs that have been
eliminated and to provide jobs for the growing labour force. The result is a net
increase in employment in most years.

In a typical year in Canada, the level of employment increases by about 230000
workers, an annual growth rate of roughly 1.3 percent.

Changes in Unemployment

In the early 1980s, worldwide unemployment rose to high levels. The unemployment
rate remained high in many advanced industrial countries and only began to fall, and
even then very slowly, during the latter half of the decade. Canadian experience
reflected these international developments rather closely. From a high of more than
12 percent in 1983, the Canadian unemployment rate fell to 7.5 percent in 1989, a
point that many economists at the time thought was close to the Canadian NAIRU (see
point B in Figure 31-1).

With the onset of another recession in the early 1990s, the unemployment rate
then rose through 1990 and 1991, reaching 11.3 percent by 1992. During the next few
years, the unemployment rate fell only slowly as the Canadian recovery was weak; by
early 1994 the unemployment rate was still more than 10 percent. But the speed of the
Canadian recovery quickened and unemployment began to drop. By early 2000, after
five years of healthy economic recovery, the unemployment rate was 6.8 percent. Fol-
lowing the large stock-market decline in late 2000, together with the decline in confi-
dence associated with the 2001 terrorist attacks in New York and Washington, the
Canadian and U.S. economies slowed, and unemployment increased. Recovery was
rapid, however, and by the summer of 2008 Canadian real GDP was at or above its
potential, and the unemployment rate had fallen to below 6 percent, the lowest it had
been in more than 30 years.

During periods of rapid economic growth, the unemployment rate usually falls.
During recessions or periods of slow growth, the unemployment rate usually rises.

Flows in the Labour Market

As we have just observed, many existing jobs are eliminated every year, as industries
contract and firms either shrink or close down altogether. Similarly, new jobs are con-
tinually being created, as other industries expand and new firms are born. The public s
and the media s focus on the labour market, however, tends to be on the overall level of
employment and unemployment rather than on the amount of job creation and job

destruction. This focus can often lead us to the conclusion that few changes are occur-
ring in the labour market when in fact the truth is exactly the opposite.

PART 11 : MACROECONOMIC  PROBLEMS AND POL IC IES792
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For example, the Canadian unemployment rate was roughly constant at 6.1 per-
cent from 2007 to 2008. Does this mean no jobs were created during the year? Or that
the Canadian labour market was stagnant during this period? No. In fact, workers
were finding jobs at the rate of roughly 400000 per month. At the same time, however,
other workers were leaving jobs or entering the labour force at roughly the same rate.
This tremendous number of flows out of unemployment was being approximately
matched by the number of flows into unemployment. The net result was that total
unemployment changed only slightly.

The amount of activity in the labour market is better reflected by the flows into
and out of unemployment than by the overall unemployment rate.

By looking at the gross flows in the labour market, we are able to see economic
activity that is hidden when we look just at changes in the overall level of employ-
ment and unemployment (which is determined by net flows). Indeed, these gross
flows are typically so large that they dwarf the net flows. See Applying Economic
Concepts 31-1 for more discussion of the gross flows in the Canadian labour market,
and how these gross-flows data can be used to compute the average length of unem-
ployment spells.

793CHAPTER 31: UNEMPLOYMENT FLUCTUATIONS AND THE NAIRU

Practise with Study Guide

Chapter 31, Additional

Multiple-Choice Questions 1 8.

w w w . m y e c o n l a b . c o m

A number of problems are associated with the measurement of
unemployment, some of which relate to how actively  people currently not
working are searching for a job. For a detailed discussion of some of these
problems, as well as an illustration of why they are important for
understanding the gap between U.S. and Canadian unemployment rates, look
for Understanding the Canada U.S. Unemployment Gap in the Additional Topics
section of this book s MyEconLab.

ADDITIONAL TOPICS

Consequences of Unemployment

To most people, unemployment is seen as a social bad,  just as output is seen as a
social good.  But this does not mean all unemployment is bad, just as we know that
not all output such as noise or air pollution is good. Indeed, we will see later in this
chapter that some unemployment is socially desirable as it reflects the necessary time
spent searching to make appropriate matches between firms and workers.

We examine two costs of unemployment. The first is the associated loss in output.
The second is the harm done to the individuals who are unemployed.

Lost Output Every person counted as unemployed is willing and able to work and
is seeking a job but has yet to find one. Hence, the unemployed are valuable resources
who are currently not producing output. The output that is not produced, but poten-
tially could be, is a loss for society. Once an unemployed person regains employment,
however, output rises again and this loss goes away. But nothing makes up for the past

For data on current

employment and

unemployment in Canada,

see Statistics Canada s

website: www.statcan.gc.ca.

Click on Canadian

Statistics  and then type in

unemployment.
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In the second figure, three series of data are shown
for Canada from 1976 to 2003 a period that includes
the major recessions of 1981 and 1991. (Unfortunately,
Statistics Canada has stopped publishing these data, so
more recent data are not available.) The top line is the
stock of unemployment the actual number of people
unemployed at a specific point in time. During the severe
recession of the early 1980s, unemployment peaked at
approximately 1.7 million people and then fell during
the recovery until 1989. With the onset of the next reces-
sion in 1990 1991, unemployment rose again, reaching
nearly 1.8 million in 1992.

The two lower lines show gross flows in the labour
market. (These flows data are not available for 1997
and 1998, which explains the break in the lines at that
point.) The orange line shows the monthly flow into
unemployment, corresponding to the sum of the flows
in arrows * and + in the first figure. This flow into
unemployment represents:

workers losing jobs through layoffs or plant
closure
workers quitting jobs to search for different jobs
new entrants to the labour force searching for 
jobs

The monthly flow into unemployment varies between
approximately 300000 and 500000 individuals per
month.

The green line shows the monthly flow out of
unemployment, corresponding to the sum of the flows
in arrows , and - in the first figure. This outflow rep-
resents:

unemployed individuals finding new jobs
unemployed individuals becoming discouraged and
leaving the labour force

The monthly flow out of unemployment is roughly the
same size as the monthly inflow, 300000 500000
individuals per month.

What is the connection between the flows and the
stocks in the labour market? Whenever the flows into
unemployment exceed the flows out of unemployment,
the stock of unemployment rises. Conversely, whenever
the flows out of unemployment exceed the flows into
unemployment, the stock of unemployment falls.

APPLYING ECONOMIC CONCEPTS 31-1

Stocks and Flows in the Canadian Labour Market

In most reports about changes in unemployment,
both in Canada and abroad, emphasis is typically on
the changes in the stock of unemployment that is,
on the number of people who are unemployed at a
particular point in time. But as we said in the text, the
focus on the stock of unemployment can often hide
much activity in the labour market, activity that is
revealed by looking at gross flows in the labour
market.

What Are Labour-Market Flows?

The first figure in this box shows the difference
between stocks and flows in the labour market. The
blue circles represent the number of individuals at
the end of each month (the stocks) in each possible

state employment (E), unemployment (U), and
not in the labour force (N). The six red arrows repre-
sent the monthly flows of individuals among the vari-
ous states. For example, arrow * shows the monthly
flow of individuals from E to U. These individuals
begin the month in E (employed), leave their jobs
sometime during the month, and end the month as
unemployed individuals, in U. Arrow + shows the
flow from N to U these individuals are new entrants
to the labour force during the month and begin their
labour-force experience as unemployed individuals.

E

N

U
1

2

6
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5
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Using Flows Data

There are two reasons why looking at flows can be very
useful when we think about the labour market. First,
they show the tremendous amount of activity in the
labour market even though the stock of unemployment
may not be changing significantly. For example,
between 1991 and 1992 the stock of unemployment in
Canada varied between 1.4 million and 1.6 million per-
sons. But during that two-year period, roughly 400000
persons per month either became unemployed or ceased
being unemployed. This number reflects the massive
amount of regular turnover that exists in the Canadian
labour market turnover that is the essence of what
economists call frictional unemployment.

The second reason that looking at flows is useful is
that the relationship between the flows and the stock
can tell us something about the amount of time the
average unemployed person spends unemployed. If US

is the stock of unemployment, and UO is the monthly
outflow from unemployment, then one simple estimate
of the average duration of an unemployment spell is

Average duration of
*

unemployment spell

Consider the situation in 1999, at the peak of the
business cycle. At that time, the stock of unemployment
was approximately 1 million people and the outflow
from unemployment was at a rate of approximately
400000 persons per month. Thus, the average unem-
ployed person in 1999 could expect to leave unemploy-
ment in about 2.5 months (1000000 people/400000
people per month * 2.5 months). In contrast, in 1992,
at the depth of the previous recession, the expected
duration of an unemployment spell was more than
3.5 months (1600000/450 000 * 3.6).

US
+

UO

(Source: Statistics Canada, Labour Force Survey, available at www.statcan.gc.ca.)
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loss that existed while the worker was unemployed. In other words, the loss of output
that accompanies unemployment is lost forever. In a world of scarcity with many
unsatisfied wants, this loss represents a serious waste of resources.

Personal Costs For the typical Canadian worker, being unemployed for long peri-
ods of time is very unusual. Most spells of unemployment are short; in 2007, the
OECD estimated that only 7.5 percent of Canadian unemployment spells lasted
12 months or longer. In other words, the vast majority of unemployed workers find
new jobs in just a few months. Moreover, many workers experiencing temporary
unemployment have access to the employment insurance program that provides some
income during their spell of unemployment.

But this does not mean there are no problems associated with unemployment,
especially for those relatively few workers who are unemployed for long periods of
time. The effects of long-term unemployment, in terms of the disillusioned who have
given up trying to make it within the system and who contribute to social unrest,
should be a matter of serious concern to the haves  as well as the have-nots.  The
loss of self-esteem and the dislocation of families that often result from situations of
prolonged unemployment are genuine tragedies.

The general case for concern about high unemployment has been eloquently put by
Princeton economist Alan Blinder:

A high-pressure economy provides opportunities, facilitates structural
change, encourages inventiveness and innovation, and opens doors for soci-
ety s underdogs. . . . All these promote the social cohesion and economic
progress that make democratic mixed capitalism such a wonderful system
when it works well. A low-pressure economy slams the doors shut, breeds a
bunker mentality that resists change, stifles productivity growth, and fosters
both inequality and mean-spirited public policy. All this makes reducing high
unemployment a political, economic, and moral challenge of the highest
order.1

31.2 Unemployment Fluctuations
It is clear from Figure 31-1 on page 791 that the unemployment rate fluctuates consid-
erably over relatively short periods of time. Over the years, economists have debated
the sources of these fluctuations. One group of economists, who are often referred to
as New Keynesians, emphasize the distinction between the unemployment that exists
when real GDP is equal to Y*, and unemployment that is due to deviations of real
GDP from Y*. The former, as we saw in Chapter 19, is called the NAIRU, and is
made up of frictional and structural unemployment. The latter is often called cyclical
unemployment, which falls (or rises) as real GDP rises above (or falls below) Y*. As
we will soon see, New Keynesians argue that such cyclical unemployment exists
because real wages do not quickly adjust to clear labour markets in response to shocks
of various kinds.

1 A. S. Blinder, The Challenge of High Unemployment,  American Economic Review 78 (1988), 2:1.

Practise with Study Guide

Chapter 31, Exercise 1.

cyclical unemployment

Unemployment not due to

frictional or structural

factors; it is due to

deviations of GDP from Y*.
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The second group, often called New Classical economists, has a different view of
short-run fluctuations in unemployment. In their models, real wages adjust immedi-
ately to clear labour markets, and as a result real GDP is always equal to Y*. (As we
saw in Chapter 24, if the economy s adjustment process operates very quickly, real
GDP returns to Y* very soon after any AD or AS shock.) In the New Classical perspec-
tive, the unemployment rate does fluctuate, but only because of changes in the amount
of frictional or structural unemployment. For the New Classical economists, there is no
cyclical unemployment whatsoever.

A central difference between the two schools of thought regards the nature of
unemployment. For New Keynesians, workers who are suffering cyclical unemploy-
ment are normally presumed to be involuntarily unemployed they are willing to
work at the going wage but are unable to find appropriate jobs. In contrast, for New
Classical economists, all unemployment is deemed to be voluntary workers are
unemployed only because they choose not to work or not to accept available job
offers.

We now explore in more detail the New Classical and New Keynesian theories of
unemployment fluctuations.

New Classical Theories
2

Two major characteristics of New Classical models are that agents continuously opti-
mize and markets continuously clear. In such models, there can be no involuntary
unemployment. These theories then seek to explain unemployment as the outcome of
voluntary decisions made by individuals who are choosing to do what they do, includ-
ing spending some time out of employment.

The New Classical theory explains fluctuations in employment and real wages as
having one of two causes. First, as shown in part (i) of Figure 31-2, changes in technol-
ogy that affect the marginal product of labour will lead to changes in the demand for
labour. If these technological shocks are sometimes positive and sometimes negative,
they will lead to fluctuations in the level of employment and real wages. Second, as
shown in part (ii) of Figure 31-2, changes in the willingness of individuals to work will
lead to changes in the supply of labour and thus to fluctuations in the level of employ-
ment and real wages. In both cases, however, note that the flexibility of real wages
results in a clearing of the labour market. In this setting, whatever unemployment
exists cannot be involuntary and must be caused by either frictional or structural
causes, the two components of the NAIRU.

New Classical theory assumes that labour markets always clear. People who are
not working are assumed to have voluntarily withdrawn from the labour market
for one reason or another. There is no involuntary unemployment.

There are two problems with this New Classical view of labour markets. First,
empirical observation is not consistent with the fluctuations in real wages predicted
by New Classical theory. In Canada and other developed economies, employment
tends to be quite volatile over the business cycle, whereas real wages tend to show

2 The label New Classical  is used because many of the arguments put forward by this group of economists

are essentially more detailed and precise versions of arguments that would have been very familiar to the

Classical economists, from Adam Smith and David Ricardo to Alfred Marshall.
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little cyclical variation. The second problem is that the New Classical theory predicts
no involuntary unemployment whatsoever, a prediction that many economists argue
is unsupported by empirical observation. (Many unemployed workers who are nonethe-
less actively searching for a job would be shocked to find out that some economists
view them as voluntarily unemployed!)

Extensions in Theory 31-1 examines New Classical theory in more detail and
explains why many economists, though rejecting its explanations of the economy in the
short run, believe that it contains valuable insights about the economy s long-run
behaviour.

New Keynesian Theories3

Many of the economists who reject the New Classical approach argue that most people,
despite reading market signals correctly, nonetheless react in ways that do not cause
markets to clear at all times. These economists many of whom refer to themselves as
New Keynesians believe that many people are involuntarily unemployed in the sense
that they would accept an offer of work in jobs for which they are trained, at the going
wage rate, if such an offer were made. These economists concentrate their efforts on

FIGURE 31-2 Employment and Wages in a New Classical Labour Market
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In a New Classical labour market, there is no involuntary unemployment. The figure shows a perfectly competitive
market for one type of labour. In part (i), the demand curves D1, D0, and D2 are the demands for this market corre-
sponding to low, medium, and high values for the marginal product of labour. As demand rises from D1 to D0 to D2,
real wages rise from w1 to w0 to w2, and employment rises from L1 to L0 to L2. In part (ii), the supply of labour fluc-
tuates from S1 to S0 to S2, and wages fluctuate from w1 to w0 to w2. In both parts, the labour market always clears and
there is no involuntary unemployment.

3 The label New Keynesian  is used because many of the arguments put forward by these economists are

closely related to ideas famously argued by John Maynard Keynes in The General Theory of Employment,

Interest and Money (1936).
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New Classical theory attempts to explain cyclical fluc-
tuations in the context of models in which wages and
prices adjust very quickly to shocks. These models con-
trast sharply with the models we have discussed in this
book in which fluctuations in output arise largely
because wages and prices adjust only gradually to
shocks. If wages and prices were able to adjust instantly
to all shocks, output would always be equal to potential
output there would never be inflationary or recession-
ary gaps. The complete and immediate flexibility of
wages and prices is therefore a distinguishing feature of
New Classical macro theory.

Key Propositions and Criticisms

The view of the business cycle found in New Classical
models is that short-run fluctuations in real GDP are
caused by fluctuations in potential output, Y*. In this
view, unemployment is always equal to the NAIRU, and
it is the NAIRU itself that fluctuates. Thus, the explana-
tion of cyclical fluctuations that arises in New Classical
models is based on the role of supply shocks originating
from sources such as oil price changes, technical progress,
and changes in tastes. Monetary factors typically play
no role in these models.

The New Classical approach is controversial. The
major claims in its favour include the following:

1. It has been able to demonstrate that an economy
subject to technological and taste shocks (but with-
out aggregate demand fluctuations) has fluctuations
that are similar to those in the actual economy.

2. It suggests that an integrated approach to under-
standing cycles and growth may be appropriate, as
both reflect forces that affect the level of potential
output. The distinction it makes is that some shocks
are temporary (and hence have cyclical effects)
whereas others are permanent (and therefore affect
the economy s long-term growth).

3. It provides useful insights into how shocks, regard-
less of their origin, spread over time to the different
sectors of the economy.

Critics of the New Classical approach express con-
cern about its assumptions of individuals  behaviour.

They are also skeptical about an approach that ignores
monetary issues. For example, they point out that
New Classical models are unable to provide insights
into the short-term correlation between money and
output that is at the heart of the traditional macro
model and for which a considerable amount of empir-
ical evidence exists, in Canada as well as many other
countries. Recessions that have their origins in finan-
cial markets, such as the major global recession of
2008 2009, cannot easily be explained by the New
Classical theories.

Policy Implications

Because the New Classical approach gives no role to
aggregate demand in influencing business cycles, it
provides no role for stabilization operating through
monetary and fiscal policies. Indeed, the models pre-
dict that the use of such demand-management policies
can be harmful. Thus many New Classical economists
would oppose the fiscal stimulus provided by both the
Canadian and U.S. governments in an attempt to miti-
gate the worst effects of the major recession that began
in 2008.

At the heart of the New Classical theory is the
proposition that cycles represent efficient responses to
the shocks that are hitting the economy. Policymakers
may mistakenly interpret cyclical fluctuations as devi-
ations from potential output caused by shifts in either
the AD or the AS curves. The policymakers may try to
stabilize output and thereby distort the maximizing
decisions made by households and firms. This distor-
tion will in turn cause the responses to the real shocks
(as opposed to nominal, monetary shocks) to be
inefficient.

Economists disagree about how well New Classical
models explain short-run fluctuations. However, since
the New Classical approach emphasizes the importance
of markets always clearing in response to changes in
technology or other shocks, many economists who view
New Classical models as a poor description of the econ-
omy in the short run believe that many of the New
Classical insights are important when thinking about
the behaviour of the economy in the long run.

EXTENSIONS IN THEORY 31-1

A Closer Look at New Classical Theory
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explaining why wages do not quickly adjust to elimi-
nate involuntary unemployment. If wages do not
respond quickly to shifts in supply and demand in the
labour market, quantity supplied and quantity
demanded may not be equated for extended periods
of time. Labour markets will then display unemploy-
ment during recessions and excess demand during
booms, as shown in Figure 31-3.

New Keynesian theories start with the observa-
tion that wages do not change every time demand or
supply shifts. When unemployed workers are looking
for jobs, they do not knock on employers  doors and
offer to work at lower wages than are being paid to
current workers; instead, they answer help-wanted
ads and hope to get the jobs offered but are often dis-
appointed. Nor do employers, seeing an excess of
applicants for the few jobs that are available, go to
the current workers and reduce their wages until
there is no one who is looking for a job; instead, they
pick and choose until they fill their needs and then
hang a sign saying No Help Wanted.

There are several possible reasons why wages do
not quickly adjust to all shocks in the labour market.

Long-Term Employment Relationships
One set of theories is based on the advantages to both
workers and employers of relatively long-term and
stable employment relationships. Workers want job
security in the face of fluctuating demand. Employers
want workers who understand the firm s organiza-
tion, production, and marketing plans. Under these
circumstances, both parties care about things in addi-
tion to the wage rate, and wages are somewhat insen-
sitive to fluctuations in current economic conditions.
Wages are, in effect, regular payments to workers
over an extended employment relationship rather
than a device for fine-tuning the current supplies of
and demands for labour. Given this situation, the ten-

dency is for employers to smooth  the income of employees by paying a steady wage
and letting profits and employment fluctuate to absorb the effects of temporary
increases and decreases in demand for the firm s product.

A number of labour-market institutions work to achieve these results. For exam-
ple, many long-term contracts provide for a schedule of wages over a period of several
years. Similarly, employee benefits, such as pensions and supplementary health insur-
ance, tend to bind workers to particular employers. Another example is pay that rises
with years of service. This helps to bind the employee to the company, whereas senior-
ity rules for layoffs bind the employer to the long-term worker.

In many labour markets in which long-term relationships are important, the wage
rate does not fluctuate to clear the market continuously.

FIGURE 31-3 Unemployment and Sticky
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When the wage rate does not change enough to
equate quantity demanded with quantity supplied,
there will be unemployment in slumps and labour
shortages in booms. When demand is at its normal
level D0, the market is cleared with wage rate w0,
employment is L0, and there is no involuntary unem-
ployment. In a recession, demand falls to D1, but the
wage falls only to w1*. As a result, L1 of labour is
demanded and L1* is supplied. Employment is deter-
mined by the quantity demanded at L1. The remain-
der of the supply for which there is no demand, L1L1* ,
is involuntarily unemployed. In a boom, demand
rises to D2, but the wage rate rises only to w2*. As a
result, the quantity demanded is L2*, whereas only
L2 is supplied. Employment rises to L2, which is the
amount supplied. The rest of the demand cannot be
satisfied, making excess demand for labour of L2L2*.
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Menu Costs and Wage Contracts A typical large firm sells
dozens of differentiated products and employs many different types of
labour. Changing prices and wages in response to every minor fluctua-
tion in demand is a costly and time-consuming activity. Many firms
therefore find it optimal to keep their price lists (menus) constant for
significant periods of time. Since large firms are often operating in
imperfectly competitive markets, they have some discretion over price.
Hence, firms often react to small changes in demand by holding prices
constant and responding with changes in output and employment. If
many firms behave this way, output and employment will respond to
changes in aggregate demand. In other words, the amount of involun-
tary unemployment will fluctuate over the business cycle.

The Canadian evidence is consistent with the existence of sluggish
price adjustment by firms, especially those in manufacturing industries.
Such price stickiness  was a central feature of Keynesian economics;
today, much of the New Keynesian perspective is based on the idea that
sticky prices are a result of firms  optimal responses to adjustment costs.

Wages tend to be inflexible in the short term because wage rates are
generally set only occasionally. Wages are set often on an annual basis; in
some unionized contracts wages are set for up to three years. Such inflex-
ibility of wages implies that changes in aggregate demand and supply will
tend to cause changes in the amount of involuntary unemployment.

Costs associated with changing prices and wages lead firms and
workers to make such changes only infrequently. As a result, many
prices and wages are slow in adjusting to shocks.

Efficiency Wages The idea of efficiency wages forms the core of another strand
of New Keynesian thinking about why wages do not quickly adjust to clear labour mar-
kets. For any of a number of reasons, employers may find that they get more output per
dollar of wages paid that is, a more efficient workforce when they pay labour some-
what more than the minimum amount that would induce workers to work for them.

Suppose it is costly for employers to monitor workers  performance on the job so
that some workers will be able to shirk duties with a low probability of being caught.
Given prevailing labour-market institutions, it is generally impossible for employers to
levy fines on employees for shirking on the job since the employees could just leave their
jobs rather than pay the fines. So firms may instead choose to pay a wage premium an
efficiency wage to the workers, in excess of the wage that the workers will get else-
where in the labour market. With such a wage premium, workers will be reluctant to
shirk because if they get caught and laid off, they will then lose this wage premium.

How does this relate to involuntary unemployment? The wage premium paid to
prevent workers from shirking means that the quantity of labour supplied may exceed
the quantity demanded by firms, thereby creating involuntary unemployment. Wages
do not fall to clear the labour market because firms would rather pay a high wage to
motivated workers than a lower wage to workers who would then shirk their duties.
The result is involuntary unemployment for some workers.

Efficiency-wage theory predicts that firms may find it profitable to pay high
enough wages so that working is a clearly superior alternative to being laid off.
Involuntary unemployment results.

The quick adjustment of wages to excess
demands and supplies is not a characteristic
of labour markets in which employees and
firms have long-term relationships, such as
in the health-care sector.
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Union Bargaining The final New Keynesian theory to be considered assumes that
those already employed ( insiders ) have more say in wage bargaining than those
currently not employed ( outsiders ). Employed workers are often represented by a
union, which negotiates the wage rate with firms. The union will generally represent
the interests of the insiders but will not necessarily reflect the interests of the outsiders.
Insiders will naturally want to bid up wages even though to do so will harm the
employment prospects of the outsiders. Hence, this theory generates an outcome to the
bargaining process between firms and unions in which the wage is set higher than
the market-clearing level, just as with efficiency wages. The consequence is some invol-
untary unemployment.

In addition to explaining the existence of involuntary unemployment, this theory
adds one important insight regarding international differences in unemployment. In
some countries, unions bargain at the level of the firm; in others they bargain at the
level of the whole industry or the whole economy. Where bargaining is decentralized,
as in Canada and the United States, the union can push for higher wages for the insid-
ers without worrying about the effects on outsiders or on the rest of the economy.
However, where bargaining is more centralized, as in much of Western Europe, the
effects on the rest of the economy become partially internalized into the bargaining
process, because union negotiators are bargaining on behalf of a larger group of work-
ers, rather than just those currently employed.

This theory leads to the following predictions. Decentralized bargaining with
strong unions will lead to higher-than-market-clearing wages, and higher unemploy-
ment as the outsiders are excluded from jobs. In contrast, more centralized bargaining
will produce an outcome closer to the market-clearing outcome, so unemployment will
be lower. In situations in which unionization is low or unions are weak, the outcome
will be close to the market-clearing outcome. This analysis may partly explain why
unemployment is relatively high in EU countries (where unions are strong and bargain-
ing is decentralized), lower in Scandinavia (where unions are also strong but bargain-
ing is centralized), and even lower in Canada and the United States (where the extent of
unionization is much lower and thus even decentralized wage bargaining affects only a
small portion of the economy).

In labour markets with powerful unions, wages are set in a bargaining process. If
unions act in the interests of the current insiders,  wages will be high and invol-
untary unemployment will exist. If unions act in the interests of all workers, wages
and involuntary unemployment will both be lower.

Convergence of Theories?

We have examined two classes of theories of unemployment fluctuations. In the New
Classical theories, wages and prices adjust instantly to clear markets and so real GDP
is always equal to potential GDP. Unemployment fluctuates, but it is always equal to
the NAIRU, U*. Using the terminology we introduced earlier, there is no cyclical
unemployment in New Classical models; all unemployment is either frictional or struc-
tural. In contrast, New Keynesian models emphasize the gradual adjustment of wages
and prices and thus the existence of periods in which real GDP is either above or below
potential GDP. In these models, unemployment fluctuates around the value of U*
that is, U does not always equal U*. Cyclical unemployment fluctuates over the busi-
ness cycle. Table 31-1 provides a summary of the key assumptions and predictions of
these two classes of theories.
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Note, however, that the contrast between New Classical and New Keynesian mod-
els is sharper in the short run than the long run. In the short run, the extent of wage
and price flexibility, and thus the extent to which real GDP deviates from potential out-
put, is a major distinguishing point between these two classes of models. In the long
run, however, most economists agree that real GDP tends to return to its potential
level, Y*, and that Y* grows more or less continually for reasons including population
growth, capital accumulation, and technological change.

Both New Classical economists and New Keynesians agree that in the long run the
unemployment rate tends toward U*.

Let s restate the difference between New Keynesian and New Classical models
another way. In New Keynesian models there is a meaningful difference between the
short run and the long run that is determined by the degree of wage and price flexibil-
ity. In New Classical models, however, wages and prices adjust instantly, so there is no
similar distinction between the short run and the long run. But since both classes of
models agree that wages and prices tend to be flexible in the long run, they have the
same predictions regarding the long-run effects of policy.

For example, New Keynesians argue that a monetary expansion will raise real
GDP above Y* and reduce U below U*. In the long run, however, output will tend to
return to Y*, U will return to U*, and the main long-run effect of the monetary expan-
sion will be a higher price level. New Classical economists agree on this predicted long-
run effect, but they argue that the short-run real effects on output and unemployment
will either be absent or be of much shorter duration since wages and prices adjust very
quickly.

New Keynesians and New Classical economists agree that the actual unemploy-
ment rate will tend toward the NAIRU in the long run. Our next job is to understand
why the NAIRU changes. We turn to this topic now.

TABLE 31-1 Summary of New Classical and New Keynesian Theories

New Classical Theory New Keynesian Theory 

Key Assumptions 

Market clearing Wages and price are perfectly flexible; Wages and prices are slow to adjust; 
all markets are continuously clearing. markets are not continuously clearing. 

Key Predictions 

Unemployment U is always equal to the NAIRU. There U often deviates from the NAIRU. 
is no cyclical or involuntary unemploy- Unemployment has both voluntary 
ment; all unemployment is voluntary. and involuntary components.

Role of AD shocks AD shocks do not cause changes in AD shocks cause changes in output 
output because the AS curve adjusts because the AS curve adjusts only 
instantly to bring Y back to Y*. gradually to bring Y back to Y*. 

Changes in Y* and Shocks to technology and preferences Shocks to technology and preferences lead
the NAIRU lead to changes in both Y* and the to changes in both Y* and the NAIRU.

NAIRU. 
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31.3 What Determines the NAIRU?

The NAIRU is composed of frictional and structural unemployment. Our interest is in
why the NAIRU changes over time and in the extent to which economic policy can
affect it.

Frictional Unemployment

As we saw in Chapter 19, frictional unemployment results from the normal turnover of
labour. One source of frictional unemployment is young people who enter the labour
force and look for jobs. Another source is people who leave their jobs. Some may quit
because they are dissatisfied with the type of work or their working conditions; others
may be fired because of incompetence or laid off because their employers go out of
business. Whatever the reason, they must search for new jobs, which takes time. Per-
sons who are unemployed while searching for jobs are said to be frictionally unem-
ployed or in search unemployment.

The normal turnover of labour causes frictional unemployment to persist, even if
the economy is at potential output.

How voluntary  is frictional unemployment? Some of it is clearly voluntary. For
example, a worker may know of an available job but may not accept it so she can
search for a better one. Some of it is also involuntary, such as when a worker gets laid
off and cannot find any job offer for a period of weeks, even though he may be actively
searching. Extensions in Theory 31-2 shows that the distinction between voluntary
and involuntary unemployment is not always as clear as it might at first seem.

Structural Unemployment

Structural unemployment is defined as a mismatch between the current structure of the
labour force in terms of skills, occupations, industries, or geographical locations
and the current structure of firms  demand for labour. Since changes in the structure of
the demand for labour are occurring continually in any modern economy, and since it
takes time for workers to adjust, some amount of structural unemployment always
exists.

Natural Causes Changes that accompany economic growth shift the structure
of the demand for labour. Demand might rise in such expanding areas as British
Columbia s Lower Mainland or northern Alberta but might fall in parts of Ontario
and Quebec. Demand rises for workers with certain skills, such as computer pro-
gramming and electronics engineering, and falls for workers with other skills, such
as stenography, assembly line work, and middle management. To meet changing
demands, the structure of the labour force must change. Some existing workers can
retrain and some new entrants can acquire fresh skills, but the transition is often dif-
ficult, especially for already experienced workers whose skills become economically
obsolete.

Increases in international competition can also cause structural unemployment. As
the geographical distribution of world production changes, so does the composition of

Practise with Study Guide
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production and of labour demand in any one country. Labour adapts to such shifts by
changing jobs, skills, and locations, but until the transition is complete, structural
unemployment exists.

Structural unemployment will increase if there is either an increase in the pace at
which the structure of the demand for labour is changing or a decrease in the pace
at which labour is adapting to these changes.

Following the Canada U.S. Free Trade Agreement in 1989 and the North Ameri-
can Free Trade Agreement (NAFTA) in 1994, there were significant shifts of economic
activity within Canada. For example, the textiles industry, much of which was located
in Quebec, contracted; at the same time there was an expansion of the high-tech indus-
try, much of which was located in the Ottawa Valley. The types of workers released
from the textiles industry, however, were not exactly what were required in the expand-
ing high-tech industry. This type of mismatch in skills and locations contributed to
structural unemployment during the early 1990s.

Structural unemployment also increased during the 2002 2008 period in response
to the dramatic increase in the world price of oil. The demand for labour increased
sharply in the petroleum-producing regions of Alberta, Saskatchewan, and Newfound-
land. At the same time, many jobs were lost in the manufacturing heartland of Ontario
and Quebec because the rising price of oil significantly increased firms  costs. Some of

Frictional unemployment is involuntary if the job seeker
has not yet found a job for which his or her training and
experience are suitable, even when such jobs exist some-
where in the economy. Frictional unemployment is
voluntary if the unemployed person is aware of avail-
able jobs for which he or she is suited but is searching
for better options. But how should we classify an unem-
ployed person who refuses to accept a job at a lower
skill level than the one for which she is qualified? What
if she turns down a job for which she is trained because
she hopes to get a higher wage offer for a similar job
from another employer?

In one sense, people in search unemployment are
voluntarily unemployed because they could almost
always find some job, no matter how poorly paid or
inappropriate to their training; in another sense, they
are involuntarily unemployed because they have not yet
succeeded in finding the job that they believe exists and
for which they feel they are suited at a rate of pay that
they believe is attainable.

Workers do not have perfect knowledge of all
available jobs and rates of pay, and they may be able to

gain information only by searching the labour market.
Facing this uncertainty, they may find it sensible to
refuse a first job offer, for the offer may prove to be a
poor one in light of further market information. But too
much search for example, holding off while being sup-
ported by others in the hope of finding a job better than
a job for which one is really suited is an economic
waste. Thus, search unemployment is a grey area: Some
of it is useful, but too much can be wasteful.

Some search unemployment is desirable because it
gives unemployed people time to find an available job
that makes the best use of their skills.

How long it pays for people to remain in search
unemployment depends on the economic costs of being
unemployed. By lowering the costs of being unemployed,
employment insurance tends to increase the amount of
search unemployment. This may or may not increase
economic efficiency, depending on whether or not it
induces people to search beyond the point at which they
acquire new and valuable information about the labour
market.

EXTENSIONS IN THEORY 31-2

Voluntary Versus Involuntary Unemployment
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the displaced workers could find jobs relatively
quickly in expanding firms in other regions or sec-
tors, but for most workers this transition was slow.
Structural unemployment was the result.

Policy Causes Government policies can influ-
ence the speed with which labour markets adapt to
changes. Some countries, including Canada, have
adopted policies that discourage movement among
regions, industries, and occupations. These policies
(which may be desirable for other reasons) tend to
reduce the rate at which unemployed workers are
matched with vacant jobs, and thus tend to raise the
amount of structural unemployment.

For two related reasons, the employment-insurance
(EI) program contributes to structural unemployment.
First, the Canadian EI system ties workers  benefits
to the regional unemployment rate in such a way that
unemployed workers can collect EI benefits for more
weeks in regions where unemployment is high than
where it is low. The EI system therefore encourages

unemployed workers to remain in high-unemployment regions rather than encourag-
ing them to move to regions where employment prospects are more favourable.
Second, workers are eligible for employment insurance only if they have worked for
a given number of weeks in the previous year this is known as the entrance require-
ment. In some cases, however, these entrance requirements are very low and thus
seasonal workers are encouraged to work for a few months and then collect employ-
ment insurance and wait for the next season, rather than finding other jobs during the
off season.

Finally, labour-market policies that make it difficult or costly for firms to fire
workers also make employers more reluctant to hire workers in the first place. Such
policies, which are very common in the European Union, reduce the amount of
turnover in the labour market and are believed to be an important contributor to the
amount of long-term unemployment in those countries. In Germany, Italy, and Belgium,
for example, the labour laws impose very high costs on firms whenever workers are
laid off. In those countries, approximately 50 percent of all unemployment spells last
for longer than 12 months.

The Frictional Structural Distinction

As with many distinctions, the one between frictional and structural unemployment is
not precise. In a sense, structural unemployment is really long-term frictional unem-
ployment. Consider, for example, what would happen if there were an increase in
world demand for Canadian-made car parts but at the same time a decline in world
demand for Canadian-assembled cars. This change would require labour to move from
one sector (the car-assembly sector) to another (the car-parts manufacturing sector). If
the reallocation were to occur quickly, we would call the unemployment frictional; if
the reallocation were to occur slowly, we would call the unemployment structural.

In practice, structural and frictional unemployment cannot be separated. But the
two of them, taken together, can be separated from cyclical unemployment. Specifi-
cally, when real GDP is at its potential level, the only unemployment (by definition) is

Increases in the world price of oil between 2002 and 2008 led to
a reduction in manufacturing activity in Central Canada and
economic expansions in oil-producing regions of the country,
such as the Alberta oil sands shown here. Structural unemploy-
ment was created until workers could move from Eastern and
Central Canada to Alberta.

For information on

Canada s Employment

Insurance program, see the

website for Human

Resources and Social

Development Canada:

www.hrsdc.gc.ca.
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the NAIRU, which comprises frictional and structural unemployment.
For example, real GDP in Canada was approximately equal to poten-
tial GDP in 2007. At that time, the unemployment rate was 6 percent,
and thus the NAIRU was approximately 6 percent. In contrast, two
years later in 2009 after the onset of the most recent recession, the
unemployment rate was about 8.5 percent. If the underlying frictions
and structural change in the economy were unchanged over those two
years, we could conclude that in 2009, 2.5 percentage points of the
actual unemployment rate was due to cyclical factors and the rest was
due to frictional and structural factors.

Why Does the NAIRU Change?

In general, the NAIRU can rise for two reasons. First, the economy
may be subjected to more shocks requiring an adjustment of the
labour force between sectors or regions. Second, the ability of the
labour force to adjust to any given shock may decline. In either case,
the amount of frictional or structural unemployment will rise, and the
NAIRU will therefore increase.

We now examine several specific causes of changes in the NAIRU.

Demographic Shifts Because young people usually try several
jobs before settling into one for a longer period of time, young or inex-
perienced workers have more labour-market turnover and therefore
higher unemployment rates than experienced workers. The proportion
of inexperienced workers in the labour force rose significantly as the
baby-boom generation of the 1950s entered the labour force in the 1970s and 1980s.
This trend had the effect of increasing the NAIRU during the 1970s and 1980s. But as
the baby-boom generation aged, and the fraction of young workers in the labour force
declined in the late 1990s and early 2000s, the opposite effect was observed and tended
to reduce the NAIRU.

A second demographic trend relates to the labour-force participation of women.
During the 1960s and 1970s women tended to have higher unemployment rates than
men. Since this was true at all points of the business cycle, the higher unemployment
was higher frictional and structural unemployment. Thus, when female labour-force
participation rates increased dramatically in the 1960s and 1970s, the NAIRU natu-
rally increased. In recent years, however, female unemployment rates have dropped
below the rates for men, and so continued increases in female participation will, if any-
thing, tend to decrease the NAIRU.

Greater labour-force participation by groups with high unemployment rates
increases the NAIRU.

See Figure 31-4 for Canadian unemployment rates for various demographic
groups in 2008. Notice especially the significantly higher unemployment rates for
youth of both sexes. These data form the basis for the often-heard view that while
overall unemployment may be at acceptable levels, youth unemployment may be a
serious problem. However, to the extent that this higher youth unemployment is
due to greater turnover (much of which is voluntary), there may not be a serious
problem.

Young workers have higher unemployment
rates than do older workers. As the share 
of younger workers in the labour force
decreases, so will the economy s NAIRU.
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Hysteresis Some models of unemployment show that the NAIRU can be influenced
by the current rate of unemployment. Such models get their name from the Greek word
hysteresis, meaning lagged effect.

One mechanism that can lead to hysteresis arises from the importance of experi-
ence and on-the-job training. Suppose a recession causes a significant group of new
entrants to the labour force to encounter unusual difficulty obtaining their first jobs.
As a result, this unlucky group will be slow to acquire the important skills that work-
ers generally learn in their first jobs. When demand increases again, this group of
workers will be at a disadvantage relative to workers with normal histories of experi-
ence, and the unlucky group may take longer to find jobs and thus have unemployment
rates that will be higher than average. Hence, the NAIRU will be higher than it would
have been had there been no recession.

Another force that can cause such effects is emphasized by commentators in the
European Union, which has a more heavily unionized labour force than does either
Canada or the United States. In times of high unemployment, people who are currently
employed ( insiders ) may use their bargaining power to ensure that their own status
is maintained and prevent new entrants to the labour force ( outsiders ) from compet-
ing effectively. For this reason, high unemployment whatever its initial cause will
tend to become locked in.  If outsiders are denied access to the labour market, their

FIGURE 31-4 Canadian Unemployment Rates by Demographic Groups, 2008
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Unemployment is unevenly spread among different groups in the labour force. In 2008, when the overall unemploy-
ment rate was 6.1 percent, the unemployment rates for youths (of both sexes) were considerably higher.

(Source: These data are available on Statistics Canada s website, www.statcan.gc.ca, by searching for labour force.
Labour force characteristics by age and sex (estimates) ;  http://www40.statcan.gc.ca/l01/cst01/labor20a-eng.htm.)
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unemployment will fail to exert downward pressure on wages, and the NAIRU will
tend to rise.

Globalization and Structural Change The ongoing process of globalization,
especially since the mid-1970s, has increased the rate at which labour is being reallo-
cated across regions and sectors in the Canadian economy. While most economists
argue that the growing integration of Canada in the global economy generates net ben-
efits for Canada, they also recognize a downside. One unfortunate consequence is that
Canadian labour markets are increasingly affected by changes in demand and supply
conditions elsewhere in the world. As Canadian labour markets require more frequent
and larger adjustments to economic events occurring in other parts of the world, the
NAIRU will tend to increase.

Policy and Labour-Market Flexibility We mentioned briefly how policies
can affect structural unemployment. It is worthwhile emphasizing again the important
role that government policy can have on the NAIRU.

One important cause of unemployment is inflexibility in the labour market. If
wages are inflexible, shocks to labour demand or supply can cause unemployment. If
workers are unable or unwilling to move between regions or between industries,
changes in the structure of the economy can cause unemployment. If it is costly for
firms to hire workers, firms will find other ways of increasing output (such as switch-
ing to more capital-intensive methods of production). In general, since the economy is
always being buffeted by shocks of one sort or another, the less flexible is the labour
market, the higher structural unemployment will be.

Any government policy that reduces labour-market flexibility is likely to increase
the NAIRU.

Consider employment insurance (EI) as an example of a policy that reduces labour-
market flexibility. EI provides income support to eligible unemployed workers and thus
reduces the costs to the worker of being unemployed. This income support will typi-
cally lead the worker to search longer for a new job and thus increase frictional unem-
ployment. This longer search may be desirable since by reducing the cost of
unemployment the worker is able to conduct a thorough search for a job that is an
appropriate match for his or her specific skills. On the other hand, if the EI system is so
generous that workers have little incentive to accept reasonable jobs instead holding
out for the perfect  job then the increase in unemployment generated by the EI sys-
tem will be undesirable.

In general, however, the basic message should be clear. The more generous is the
employment insurance system, the less motivated unemployed workers will be to
accept a new job quickly. This reduction in labour-market flexibility will increase the
NAIRU.

A second example concerns policies designed to increase job security for workers. In
most Western European countries, firms cannot lay off workers without showing cause,
which can lead to costly delays and even litigation. When firms do lay workers off, they
are required either to give several months  notice before doing so or, in lieu of such
notice, are required to make severance payments equal to several months  worth of pay.
In Italy, for example, a worker who has been with the firm for 10 years is guaranteed
either 20 months  notice before termination or a severance payment equal to 20 months
worth of pay.

Such job-security provisions greatly reduce the flexibility of firms. But this inflexi-
bility on the part of the firms is passed on to workers. Any policy that forces the firm

31_raga_ch31.qxd  1/29/10  12:11 PM  Page 809



810 PART 11 : MACROECONOMIC  PROBLEMS AND POL IC IES

to incur large costs for laying off workers is likely to lead the same firm to be very hes-
itant about hiring workers in the first place. Given this reduction in labour-market flex-
ibility, such policies are likely to increase the NAIRU.

Such mandated job security is relatively rare in Canada and the United States. Its
rarity contributes to the general belief among economists that North American labour
markets are much more flexible than those in Europe. Many economists see this as the
most important explanation for why unemployment rates in Canada and the United
States are significantly below the unemployment rates in Europe and have been for
more than two decades.

31.4 Reducing Unemployment
In the remainder of this chapter we briefly examine what can be done to reduce unem-
ployment. Other things being equal, all governments would like to reduce unemploy-
ment. The questions are Can it be done?  and If so, at what cost?

Cyclical Unemployment

We do not need to say much more about cyclical unemployment because its control is
the subject of stabilization policy, which we have studied in several earlier chapters. A
major recession that occurs because of negative AD or AS shocks can be countered by
monetary and fiscal policies to reduce cyclical unemployment.

There is room for debate, however, about how much the government can and
should do in this respect. Advocates of stabilization policy call for expansionary fiscal
and monetary policies to reduce cyclical unemployment (and increase output) during
recessionary gaps, at least when they last for sustained periods of time. Advocates of a
hands-off approach say that normal market adjustments can be relied on to remove
recessionary gaps and that government policy, no matter how well intentioned, will
only make things worse. They call for setting simple rules for monetary and fiscal pol-
icy that would make discretionary stabilization policy impossible.

Whatever may be argued in principle, however, policymakers have not yet agreed
to abandon stabilization measures in practice. In the recession that began in most
countries in 2008, for example, governments were quite aggressive in their implemen-
tation of expansionary fiscal and monetary policies in an attempt to dampen the reces-
sion s effects on falling output and rising unemployment.

Frictional Unemployment

The turnover in the labour market that causes frictional unemployment is an inevitable
part of the functioning of the economy. Some frictional unemployment is a natural part
of the learning process for young workers. New entrants to the labour force (many of
whom are young) have to try several jobs to see which is most suitable, and this leads
to a high turnover rate among the young and hence high frictional unemployment.

Employment insurance is one method of helping people cope with unemployment. It
has reduced significantly the human costs of the bouts with unemployment that are
inevitable in a changing society. Nothing, however, is without cost. Although employment

Practise with Study Guide

Chapter 31, Exercises 2 and 3.
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insurance alleviates the suffering caused by some kinds of unemployment, it also con-
tributes to search unemployment, as we have already observed. As with any policy, a
rational assessment of the value of employment insurance requires a balancing of its
undoubted benefits against its undoubted costs. Many Canadians believe that when this
calculation is made, the benefits greatly exceed the costs, although many also recognize
the scope for reform of certain aspects of the program.

Many provisions have been added over the years to the employment insurance
scheme to focus it more on people in general need and to reduce its effect of raising the
unemployment rate. For example, workers must be actively seeking employment in
order to be eligible for EI. Also, workers who voluntarily quit their jobs (without
cause) are not eligible to collect EI. In recent years, the benefits received by eligible
unemployed workers have been reduced, thus decreasing the likelihood that job seek-
ers will reject early job offers. These changes have contributed to a decline in the
amount of frictional unemployment.

Structural Unemployment

The reallocation of labour among occupations, industries, skill categories, and regions
that gives rise to structural unemployment is an inevitable part of a market economy.
Much of this required reallocation is driven by technological change, which occurs in
different ways and at different paces in various parts of the economy. Ever since the
beginning of the Industrial Revolution in the late eighteenth century, workers have
resisted the introduction of new techniques that replace the older techniques at which
they were skilled. Such resistance is understandable. New techniques often destroy the
value of the knowledge and experience of workers skilled in the displaced techniques.
Older workers may not even get a chance to start over with the new technique.
Employers may prefer to hire younger persons who will learn the new skills faster than
older workers who are set in their ways of thinking. From society s point of view, new
techniques are beneficial because they are a major source of economic growth. From
the point of view of the workers they displace, however, new techniques can be an
unmitigated disaster.

There are two basic approaches to reducing structural unemployment: Try to resist
the changes that the economy experiences or accept the changes and try to assist the
necessary adjustments. Throughout history, both approaches have been tried.

Resisting Change Over the long term, policies aimed at maintaining employment
levels in declining industries run into increasing difficulties. Agreements to hire
unneeded workers raise costs and can hasten the decline of an industry threatened by
competitive products. An industry that is declining because of economic change
becomes an increasingly large burden on the public purse as economic forces become
less and less favourable to its success. Sooner or later, public support is withdrawn, and
it is followed by a precipitous decline.

As we assess these remedies for structural unemployment, it is important to realize
that although they are not viable in the long run for the entire economy, they may be
the best alternatives for the affected workers during their lifetimes.

There is often a genuine conflict between the private interest of workers threat-
ened by structural unemployment, whose interests lie in preserving existing jobs,
and the social interest served by reallocating resources to where they are most
valuable.

For two of the most widely

used job-match websites,

go to www.monster.ca or

www.workopolis.ca.

31_raga_ch31.qxd  1/29/10  12:11 PM  Page 811



812 PART 11 : MACROECONOMIC  PROBLEMS AND POL IC IES

Assisting Adjustment A second general approach to dealing with structural
change is to accept the decline of specific industries and the loss of specific jobs that go
with them and to try to reduce the cost of adjustment for the workers affected. A num-
ber of policies have been introduced in Canada to ease the adjustment to changing eco-
nomic conditions.

One such policy is publicly subsidized education and retraining schemes. The pub-
lic involvement is motivated largely by imperfections in capital markets that make it
difficult for workers to borrow funds for education, training, or retraining. A major
component of labour-market policies is a system of loans and subsidies for higher
education.

Another policy is motivated by the difficulty in obtaining good information about
current and future job prospects. In recent years, the development of the Internet has
greatly improved the flow of this type of information. Human Resources and Skills
Development Canada (HRSDC), for example, operates an Internet-based service to
speed up and improve the quality of matches between firms and workers. This national
Job Bank allows firms (or workers) to specify certain characteristics and skills and then
match these characteristics with workers (or firms) on the other side  of the labour
market.

Policies to increase retraining and to improve the flow of labour-market informa-
tion will tend to reduce the amount of structural unemployment.

The choice between designing policies to resist change  or assist adjustment
was apparent early in 2009 when the Canadian and U.S. governments were faced with
the probable collapse of Chrysler and General Motors. The desperate financial position
of these storied auto companies was partly due to the deep global recession, but it was
also partly due to business practices that over several years had proven to be unsuccess-
ful. If the governments did nothing to help the auto companies, their collapse would
lead to thousands of job losses in the auto and auto-parts sectors. If instead the govern-
ments decided to provide financial assistance to the troubled companies, there was a
real possibility that the assistance would only delay the companies  inevitable collapse,
but at great cost to taxpayers.

In the end, the governments coordinated their actions and made large financial
contributions to the firms in exchange for partial ownership. In addition, both compa-
nies were required to restructure their businesses and provide credible plans for how
their firms would compete effectively against their domestic and foreign rivals. The
next few years will be interesting ones in the North American auto sector.

w w w . m y e c o n l a b . c o m

Politicians often claim that government-provided financial assistance to
specific sectors or firms can create  many jobs. Most economists, however,
argue that the success of such policies in increasing the total number of jobs
depends on the state of the economy, specifically the level of current GDP
relative to potential GDP. For more information, look for Does Government

Support of Specific Industries Really Create Jobs? in the Additional Topics
section of this book s MyEconLab.

ADDITIONAL TOPICS

To learn more about the

national Job Bank, go to

Service Canada s website:

www.jobbank.gc.ca.
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Conclusion

Over the years, unemployment has been regarded in many different ways. Harsh critics
see it as proof that the market system is badly flawed. Reformers regard it as a necessary
evil of the market system and a suitable object for government policy to reduce its inci-
dence and its harmful effects. Others see it as overblown in importance and believe that
it does not reflect any real inability of workers to obtain jobs if they really want to work.

Most government policy follows a middle route. Fiscal and monetary policies gen-
erally seek to reduce at least the most persistent of recessionary gaps, and a host of
labour-market policies are designed to reduce frictional and structural unemployment.
Such social policies as employment insurance seek to reduce the sting of unemployment
for the many who are thought to suffer from it for reasons beyond their control.

As global economic competition becomes more intense and as new knowledge-
driven methods of production spread, the ability to adjust to economic change will
become increasingly important. Countries that succeed in the global marketplace, while
also managing to maintain humane social welfare systems, will be those that best learn
how to deal with changes in the economic landscape. This will mean avoiding economic
policies that inhibit change while adopting social policies that reduce the human cost of
adjusting to change. This is an enormous challenge for future Canadian economic and
social policies.

Summary

Canadian employment and the Canadian labour force
increased along a strong upward trend throughout the
twentieth century. The unemployment rate fluctuates
significantly over the course of the business cycle.
Looking only at the level of employment or unemploy-
ment misses a tremendous amount of activity in the
labour market as individuals flow from unemployment
to employment or from employment to unemployment.
In recent years in Canada, approximately 400 000 peo-
ple per month flowed between employment and unem-
ployment. This level of gross flows reflects the turnover
that is a normal part of any labour market.

It is useful to distinguish among several types of unem-
ployment: cyclical unemployment, which is associated
with output gaps; frictional unemployment, which is a
result of normal labour-market turnover; and structural
unemployment, which is caused by the need to reallo-
cate resources among occupations, regions, and indus-
tries as the structure of demand and supply changes.
Together, frictional unemployment and structural
unemployment make up the NAIRU. The actual unem-
ployment rate is equal to the NAIRU when real GDP is
equal to Y*.

31.1 Employment and Unemployment L 1

There is a long-standing debate among economists
regarding the causes of unemployment fluctuations.
New Classical theories look to explanations that allow
the labour market to be cleared continuously by per-
fectly flexible wages and prices. Such theories can
explain cyclical variations in employment but predict no
involuntary unemployment.
New Keynesian theories have focused on the long-term
nature of employer worker relationships in which
wages tend to respond only a little, and employment

tends to respond a lot, to changes in the demand and
supply of labour. More recent New Keynesian theories
have examined the possibility that it may be efficient for
employers to pay wages that are above the level that
would clear the labour market (efficiency wages).
This debate applies only to the short-run behaviour of
the economy. Both classes of models, for example, pre-
dict that in the long run, monetary expansions or con-
tractions have few effects on output, employment, or
unemployment.

31.2 Unemployment Fluctuations L 2
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The NAIRU will always be positive because it takes
time for labour to move between jobs both in normal
turnover (frictional unemployment) and in response to
changes in the structure of the demand for labour
(structural unemployment).
Because different workers have different sets of skills
and because different firms require workers with differ-
ent sets of skills, some unemployment resulting from
workers searching for appropriate job matches with
employers is socially desirable.

Anything that increases the rate of turnover in the
labour market, or the pace of structural change in the
economy, will likely increase the NAIRU.
Employment insurance also increases the NAIRU by
encouraging workers to continue searching for an
appropriate job. Policies that mandate job security
increase the costs to firms of laying off workers. This
makes them reluctant to hire workers in the first place
and may increase the NAIRU.

31.3 What Determines the NAIRU? L 3 4

Cyclical unemployment can be reduced by using mone-
tary or fiscal policies to close recessionary gaps.
Frictional and structural unemployment can be reduced
by making it easier to move between jobs and by raising
the cost of staying unemployed (e.g., by reducing
employment insurance benefits).

In a growing, changing economy populated by people
who want to change jobs for many reasons, it is neither
possible nor desirable to reduce unemployment to zero.
Policies that assist workers in retraining and in moving
between jobs, regions, or industries may be the most
effective way to deal with the various shocks that buffet
the economy.

31.4 Reducing Unemployment L 5

Key Concepts
Gross flows in the labour market
Cyclical, frictional, and structural

unemployment
New Classical and New Keynesian

theories of unemployment

Determinants of the NAIRU
Policies to reduce the NAIRU
Labour-market flexibility

Long-term employment relationships
Efficiency wages
Hysteresis
The components of the NAIRU

Study Exercises

1. Fill in the blanks to make the following statements
correct.

a. The overall unemployment rate in Canada is not a
good indicator of the level of activity in the labour
market because ___________.

b. Gross flows in the labour market are much
___________ than net flows in the labour market.

c. In a typical month in Canada, ___________ work-
ers flow in each direction between unemployment
and employment.

d. Cyclical unemployment exists when real GDP is
___________ than potential GDP. When real GDP
is equal to potential GDP, then all unemployment is
either ___________ or ___________.

e. New Classical theories assume that the labour mar-
ket always ___________ with flexible ___________
and that any unemployment that does exist is
___________.

f. New Keynesian theories assume that wages do
not instantly ___________ to clear the market. A

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com

31_raga_ch31.qxd  1/29/10  12:11 PM  Page 814



CHAPTER 31: UNEMPLOYMENT FLUCTUATIONS AND THE NAIRU 815

recessionary gap can persist and result in unem-
ployment that is ___________.

g. The New Classical and New Keynesian theories
both assume that, in the long run, wages and prices
___________ and the unemployment rate will
revert to the ___________, as any ___________ gap
is closed.

2. Fill in the blanks to make the following statements
correct.

a. The NAIRU is composed of ___________ unem-
ployment and ___________ unemployment. The
NAIRU is always ___________ than zero.

b. If there are 1000 loggers in British Columbia who
are unemployed, and 1000 vacant positions for
call-centre operators in New Brunswick, we say
that this unemployment is ___________.

c. Suppose the NAIRU in June 2009 was 6.0 percent.
If the actual unemployment rate was 8.2 percent,
we can conclude that ___________ percentage
points are due to ___________ factors and the
remaining ___________ percentage points are due
to ___________ and ___________ factors.

d. Suppose the government increased the number of
weeks that an unemployed worker can collect
employment-insurance benefits from 12 weeks to
16 weeks. The NAIRU is likely to ___________
because of an increase in the amount of
___________ unemployment.

e. Countries with greater labour-market flexibility are
likely to have ___________ unemployment rates
than countries in which policies inhibit flexibility.

f. Cyclical unemployment can be reduced by closing
a(n) ___________ gap by using ___________ and
___________ policies.

3. The following table shows the pattern of real GDP,
potential GDP, and the unemployment rate for several
years in Cycleland.

Real GDP Potential GDP
(billions of (billions of Unemployment

Year dollars) dollars) Rate (%)

2001 790 740 6.3
2002 800 760 6.5
2003 780 780 6.8
2004 750 800 8.2
2005 765 810 8.4
2006 790 830 8.4
2007 815 850 8.0
2008 845 870 7.5
2009 875 890 7.2
2010 900 900 6.8
2011 930 920 6.7

a. On a scale diagram, draw the path of real GDP and
potential GDP (with time on the horizontal axis).

b. On a separate diagram (below the first one) show
the path of the unemployment rate.

c. For which years is it possible to determine the value
of the NAIRU?

d. Does the NAIRU change over the 10-year period?
Provide one reason that the NAIRU could increase.

4. The diagram below shows a simple AD/AS diagram.
The economy begins in long-run equilibrium at E0

with real GDP equal to Y*.

a. At E0, the unemployment rate is 8 percent. What
type of unemployment is this?

b. A positive aggregate demand shock now shifts the
AD curve to AD*. At E1 the unemployment rate
is only 6.5 percent. Is there cyclical unemployment
at E1?

c. Describe the economy s adjustment process to E2.
d. What is the unemployment rate at E2? What kind

of unemployment exists at E2?

5. The diagram below shows a simple AD/AS diagram.
The economy begins in long-run equilibrium at E0

with real GDP equal to Y*.
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a. At E0, the unemployment rate is 6 percent. What
type of unemployment is this?

b. A negative aggregate supply shock now shifts the
AS curve to AS*. At E1 the unemployment rate is
7.5 percent. Is there cyclical unemployment at E1?
How much?

c. If monetary and fiscal policy do not react to the
shock, describe the economy s adjustment process
to its new long-run equilibrium.

d. What is the unemployment rate at the economy s
new long-run equilibrium? What kind of unem-
ployment exists there? Explain.

6. The diagram below shows a perfectly competitive
labour market. The initial equilibrium is with wage
w* and employment L*.

a. Suppose the demand for labour decreases to DL*.
If wages are perfectly flexible, what is the effect
on wages and employment? Show this in the
diagram.

b. Is there any involuntary unemployment in part (a)
after the shock?

c. Now suppose wages can only adjust half as much
as in part (a) that is, wages are sticky. What is the
effect on wages and employment in this case? Show
this in the diagram.

d. Is there any involuntary unemployment in part (c)
after the shock? How much?

7. Consider an economy that begins with real GDP equal
to potential. There is then a sudden increase in the prices
of raw materials, which shifts the AS curve upward.

a. Draw the initial long-run equilibrium in an AD/AS
diagram.

b. Now show the immediate effect of the supply
shock in your diagram.

c. Suppose wages and prices in this economy adjust
instantly to shocks. Describe what happens to
unemployment in this economy. Explain.

d. If wages and prices adjust only slowly to shocks,
what happens to unemployment? Explain.

e. In parts (c) and (d), is Y always equal to Y* (and U
always equal to U*)? Explain why a key difference
between New Keynesian and New Classical theo-
ries of unemployment involves the degree of wage
and price flexibility.

8. The table below shows the percentage of the labour
force accounted for by youths (15 24 years old) and
older workers (25 years and older) over several years.
Suppose that, because of their lower skills and greater
turnover, youths have a higher unemployment rate
than older workers (see Figure 31-4 on page 808).

Percentage of Labour Force

Year Youths Older Workers

1 20 80
2 21 79
3 22 78
4 23 77
5 25 75
6 27 73
7 29 71
8 31 69

a. Suppose that in Year 1 real GDP is equal to poten-
tial GDP, and the unemployment rate among older
workers is 6 percent but is 14 percent among
youths. What is the economy s NAIRU?

b. Now suppose that for the next eight years real
GDP remains equal to potential and that the unem-
ployment rates for each group remain the same.
Compute the value of the NAIRU for each year.

c. Explain why the NAIRU rises even though output
is always equal to potential.
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Discussion Questions
1. Interpret the following statements from newspapers in

terms of types of unemployment.

a. Recession hits local factory; 1800 workers laid
off.

b. Of course, I could take a job as a dishwasher, but
I m trying to find something that makes use of my
high school education,  says a local teenager in our
survey of the unemployed.
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c. Retraining is the best reaction to the increased use
of robots.

d. Uneven growth: Alberta booms while Ontario
sputters.

2. Discuss the following views. Is it possible that both
views are right? Explain.

a. Canadian workers should resist the automation
that is destroying their jobs,  says a labour leader.

b. Given the fierce foreign competition faced by
Canadian firms, it s a case of automate or die,
says an industrialist.

3. No one needs to be out of work if he or she really
wants a job; just look at the Help Wanted signs in
many fast-food businesses and retail shops.  Does the
existence of the unfilled vacancies suggested in the
quotation imply that there need be no cyclical unem-
ployment as long as workers are not excessively fussy
about the kinds of jobs they will take?

4. What differences in approach toward the problem of
unemployment are suggested by the following facts?

a. In 2009, the Canadian and U.S. governments gave
billions of dollars of financial assistance to GM
and Chrysler to protect auto-sector jobs.

b. Sweden has for many years been a pioneer in
spending large sums to retrain and to relocate dis-
placed workers.

5. The Canadian government, in its 2009 federal budget,
significantly increased its spending on bridges, sewers,
and roads in order to fight the coming recession and
protect jobs. What do you think of such a policy to
create jobs ? Is such a policy equally likely to create

jobs during a recession as when the economy is
already operating at potential output? Explain.

6. Consider two hypothetical countries. In Country A,
20 percent of the labour force is unemployed for half
the year and employed for the other half; the remaining
80 percent of the labour force is never unemployed. In
Country B, 100 percent of the labour force is unem-
ployed for 10 percent of the year and employed for the
other 90 percent of the year. Note that both countries
have an overall unemployment rate of 10 percent. Dis-
cuss which of these countries seems to have the more
serious unemployment problem, and explain why.

7. There is a great deal of debate over the appropriate
level of generosity for Canada s employment insurance
program.

a. Explain what problem can be caused by having an
EI system that is too generous.

b. Explain what problem can be caused by having an
EI system that is not generous enough.

c. If EI generosity were reduced and the NAIRU
declined as a result, is this necessarily a desirable
outcome?
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32 Government Debt

and Deficits

L LEARNING OBJECTIVES

In this chapter you will learn

1 how the government s annual budget deficit

(or surplus) is related to its stock of debt.

2 about the cyclically adjusted deficit and

how it can be used to measure the stance

of fiscal policy.

3 how budget deficits may crowd out invest-

ment and net exports.

4 why a high stock of debt may hamper the

conduct of monetary and fiscal policies.

5 why legislation requiring balanced budgets

may be undesirable.

Until the mid-1990s, no single measure associated

with the federal government was the focus of more

attention and controversy than the size of the govern-

ment s annual budget deficit and its accumulated

level of debt. Some people argued that the debt was

an economic time bomb, waiting to explode and cause

serious harm to our living standards. Others argued

that the only real danger posed by debt was from the

dramatic policy changes proposed to reduce it. 

By 2002, after two decades of debate about debt

and deficits, the focus shifted to what the governments

federal and provincial should do with their actual and

projected budget surpluses. Just as earlier debates raged

over the harmful effects of high government budget

deficits, debates raged then about whether govern-

ments that are facing budget surpluses should increase

spending, reduce taxes, or use the surpluses to reduce

the outstanding stock of government debt.

By 2009, with the onset of economic recession,

the federal government then announced a return to

significant budget deficits, in part caused by the

recession-induced decline in tax revenues and in part

caused by an intentional increase in spending

designed to stimulate the struggling economy. Debate

then turned to the most appropriate set of fiscal poli-

cies for the government to implement.

In this chapter, we examine various issues sur-

rounding government debt, deficits, and surpluses.

We begin by considering the simple arithmetic of

government budgets. This tells us how the deficit or

surplus in any given year is related to the outstanding

stock of debt. We then explore why deficits and debt

matter for the performance of the economy as well

as what changes we can expect over the near future if

Canadian governments are successful in returning to

either balanced budgets or budget surpluses.
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32.1 Facts and Definitions

There is a simple relationship between the government s expenditures, its tax revenues,
and its borrowing. This relationship is summarized in what economists call the govern-
ment s budget constraint.

The Government s Budget Constraint

As is true for any individual s expenditures, government expenditures must be financed
either by income or by borrowing. The difference between individuals and governments,
however, is that governments typically do not earn income by selling products or labour
services; instead, they earn income by levying taxes. Thus, all government expenditure
must be financed either by tax revenues or by borrowing. This point is illustrated by the
following simple equation, which is called the government s budget constraint:

Government expenditure Tax revenue Borrowing

We divide government expenditure into two categories. The first is purchases of
goods and services, G. The second is the interest payments on the outstanding stock of
debt; this is referred to as debt-service payments and is denoted i D, where i is the
interest rate and D is the stock of government debt (which has accumulated over time
from the government s past borrowing). A third category of government spending is
transfers to individuals and firms (such as employment-insurance benefits and indus-
trial subsidies) but, as we did in earlier chapters, we include transfers as part of T,
which is the government s net tax revenue (tax revenue minus transfers). The govern-
ment s budget constraint can therefore be rewritten as

G i D T Borrowing

or, subtracting T from both sides,

(G i D) T Borrowing

This equation simply says that any excess of total government spending over net tax
revenues must be financed by government borrowing.

The government s annual budget deficit is the excess of government expenditure
over tax revenues in a given year. From the budget constraint just given, this annual
deficit is exactly the same as the amount borrowed by the government during the year.
Since the government borrows by issuing bonds and selling them to lenders, borrowing
by the government increases the stock of government debt. Since D is the outstanding
stock of government debt, D is the change in the stock of debt during the course of
the year. The budget deficit can therefore be written as

Budget deficit D (G i D)  T

The government s annual budget deficit is the excess of expenditure over tax rev-
enues in a given year. It is also equal to the change in the stock of government debt
during the year.

debt-service payments

Payments that represent

the interest owed on a

current stock of debt.

budget deficit Any

shortfall of current revenue

below current expenditure.

government debt The

outstanding stock of

financial liabilities for the

government, equal to the

accumulation of past

budget deficits.
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Notice two points about budget deficits. First, a change in the size of the deficit
requires a change in the level of expenditures relative to the level of tax revenues. For a
given level of tax revenues, a smaller deficit can come about only through a reduction
in government expenditures; conversely, for a given level of expenditures, a smaller
deficit requires an increase in tax revenues. Second, since the budget deficit is equal to
the amount of new government borrowing, the stock of government debt will rise
whenever the budget deficit is positive. Even a drastic reduction in the size of the
annual budget deficit is therefore not sufficient to reduce the outstanding stock of gov-
ernment debt; the stock of debt will fall only if the budget deficit becomes negative. In
this case, there is said to be a budget surplus.

A budget deficit increases the stock of debt; a budget surplus reduces it.

The Primary Budget Deficit Government expenditure comprises purchases of
goods and services (G), and debt-service payments (i+D). Since at any point in time the
outstanding stock of government debt determined by past government borrowing
cannot be influenced by current government policy, the debt-service component of total
expenditures is beyond the control of the government. In contrast, the other compo-
nents of the government s budget are said to be discretionary because the government
can choose to change the levels of G or T. To capture the part of the budget deficit that
is attributable to discretionary expenditures and revenues, the government s primary
budget deficit is defined as the difference between government purchases of goods and
services and net tax revenues:

Primary budget deficit* G  T

The government s primary budget deficit shows the extent to which tax revenues are
able to finance the discretionary part of total expenditure. Another name for discre-
tionary expenditure is the government s program spending.

Because of the need to make debt-service payments, there are often large differ-
ences between the government s overall budget deficit (or surplus) and its primary
budget deficit (or surplus). In the 2005 2006 fiscal year, for example, the Canadian
government had about $221 billion in tax revenues and only $213 billion in expen-
ditures. The overall surplus in that year was therefore $8 billion. But of the $213 bil-
lion in expenditures, $179 billion were discretionary or program expenditures and
$34 billion were debt-service payments. Thus, while tax revenues exceeded total
expenditures by $8 billion (the overall budget surplus), they exceeded discretionary
expenditures by $42 billion ($221B  $179B). The primary budget surplus was therefore
$42 billion.

By the 2009 2010 fiscal year, however, the onset of economic recession had
changed the numbers considerably. Total tax revenues were approximately $217 bil-
lion, while program spending had increased to $242 billion and debt-service charges
were $31 billion. The overall budget deficit was therefore $56 billion and, after sub-
tracting the debt-service payments, the primary deficit was $25 billion.

The primary budget surplus or deficit shows the extent to which tax revenues can
cover the government s program spending; it is equal to the overall deficit minus
debt-service payments.

PART 11 : MACROECONOMIC  PROBLEMS AND POL IC IES820

budget surplus Any excess

of current revenue over

current expenditure.

primary budget deficit

The difference between 

the government s overall

budget deficit and its 

debt-service payments.

For the most recent federal

budget forecasts, see the

website for the Department

of Finance: www.fin.gc.ca.
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Deficits and Debt in Canada

Federal Government In a growing economy,
many macroeconomic variables, such as the levels of
government expenditure and tax revenue, tend also
to grow. As a result, rather than looking at the
absolute size of the government deficit or debt, econ-
omists focus on government debt and deficits in rela-
tion to the overall size of the economy. Some budget
deficits that would be unmanageable in a small
country like New Zealand might be quite acceptable
for a larger country like Canada, and trivial for a
huge economy like the United States. Similarly, a
government budget deficit that seemed crushing in
Canada in 1910 might appear trivial in 2010 because
the size of the Canadian economy is many times larger
now than it was then.

The path of federal budget deficits since 1962 is
shown in Figure 32-1. The top panel shows total fed-
eral spending and total federal tax revenues as per-
centages of GDP. The bottom panel shows the total
federal budget deficit as a percentage of GDP. Large
and persistent budget deficits began in the mid-
1970s. Throughout the 1980s and early 1990s, the
average budget deficit was over 5 percent of GDP. In
the mid-1990s, the federal government embarked on
a successful policy of deficit reduction and by 1998
reported its first budget surplus in almost 20 years.
The federal budget was then continually in surplus
until the 2008 2009 fiscal year, at which point the
budget returned to a small deficit.

As we saw in the previous section, a deficit
implies that the stock of government debt is rising.
Thus, the persistent deficits that began in the 1970s
have their counterpart in a steadily rising stock of
government debt. Figure 32-2 shows the path of
Canadian federal government debt since 1940. At
the beginning of the Second World War, the stock of
federal debt was equal to about 45 percent of GDP.
The enormous increase in the debt-to-GDP ratio
over the next five years reflects wartime borrowing
used to finance military expenditures. From 1946 to
1974, however, there was a continual decline in the
debt-to-GDP ratio. The economy was growing
quickly during this period. But equally important
was that the federal government in the post-war
years typically ran significant budget surpluses.
These two factors explain the dramatic decline in
the debt-to-GDP ratio between 1946 and 1974.

By 1974 the federal debt was only 14 percent of
GDP. The large and persistent budget deficits begin-
ning in the mid-1970s, however, along with a general

FIGURE 32-1 Federal Government
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Deficit, 1962 2009
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The federal budget was in deficit every year between 1971
and 1997. From 1998 to 2008 there were budget surpluses.
The budget returned to deficit in 2009. Part (i) shows rev-
enues and expenditures as a percentage of GDP. Part (ii)
shows the budget deficit (or surplus) as a percentage of GDP.

(Source: Based on data from the Department of Finance,
Annual Financial Report of the Government of Canada, Fiscal
Year 2008/2009, October 2009, Tables 4 and 8, pp. 12, 16,
http://fin.gc.ca/frt-trf/2009/frt0901-eng.asp#tbl4. Reproduced
with the permission of the Minister of Public Works and
Government Services Canada, 2009.)
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slowdown in the rate of economic growth, led to a
significant upward trend in the debt-to-GDP ratio.
The ratio climbed steadily from 1979 to 1996,
when it peaked at more than 69 percent of GDP.
Then, with the significant reductions in the deficit
beginning in 1996, the debt-to-GDP ratio began to
fall. By 2009, the federal government s stock of
debt was $459 billion, just 28.6 percent of GDP,
the lowest it had been since the early 1980s.

Provincial Governments Canadian provincial
governments are responsible for a significant fraction
of total government revenues and expenditures. In
many countries, sizable regional governments either
do not exist, as in the United Kingdom and New
Zealand, or are often required to run balanced bud-
gets, as is the case for about two-thirds of the 50
states in the United States. In contrast, the size of
Canadian provincial governments measured by
their spending and taxing powers relative to that of
the federal government means that an examination
of government debt and deficits in Canada would
not be complete without paying attention to the
provincial governments  fiscal positions.

When examining the size and effects of budget
deficits or surpluses, it is important to consider
all levels of government federal, provincial,
territorial, and municipal.

During the 1970s, the provincial governments were running budget
deficits and so the stock of provincial government debt was increasing.
But the deficits were small enough for the debt not to be growing relative
to GDP. During the 1980s and early 1990s, however, provincial deficits
grew dramatically. The provincial debt grew from roughly 4 percent of
GDP in 1980 to 25 percent in 1998. In the subsequent decade, most
provincial governments eliminated their deficits and some had budget
surpluses. By 2009, however, economic recession had driven them back
into deficit the combined provincial and territorial deficit in 2009 was
$8.3 billion. The total provincial and territorial debt at that time was
about 15 percent of GDP.

32.2 Two Analytical Issues

Before we can discuss some of the macroeconomic effects of budget
deficits and surpluses, we must examine two analytical issues: deficits and
the stance of fiscal policy; and changes in the debt-to-GDP ratio.

FIGURE 32-2 Federal Government Net Debt as

Percentage of GDP, 1940 2008
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The federal government s debt-to-GDP ratio fell dramati-
cally after the Second World War and continued falling
until 1975. It then increased markedly for the next two
decades. In the late 1990s when government deficits were
reduced and the economy was in a healthy recovery, the
debt-to-GDP ratio began to fall.

(Source: Based on authors  calculations using data from
Statistics Canada, CANSIM database, Series V151548,
and Series V498086.)

The Canadian government ran very large
budget deficits to finance Canada s partici-
pation in the Second World War. As a
result, Canada s debt increased to 
110 percent of GDP by 1946.
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The Stance of Fiscal Policy

In Chapters 22 and 24 we examined fiscal policy, which is the use of government
spending and tax policies. We noted there that changes in expenditure and taxation
normally lead to changes in the government s budget deficit or surplus. Thus, it is
tempting to view changes in the government s budget deficit as reflecting changes in
fiscal policy. For example, we could interpret an increase in the deficit as indicating
an expansionary fiscal policy, since the rise in the deficit is associated with either an
increase in government expenditures or a decrease in tax revenue (or both). Was the
dramatic rise in the Canadian federal budget deficit between 2008 and 2010 purely the
result of fiscal policy?

No. In general, only some changes in the budget deficit are due to discretionary
changes in the government s expenditure or taxation policies. Other changes have
nothing to do with explicit changes in policy, but instead are the result of changes in
the level of economic activity that are outside the influence of government policy. If our
goal is to judge the stance of fiscal policy, however, it is only the changes in the deficit
caused by changes in policy that are relevant.

The Budget Deficit Function To see why the budget deficit can rise or fall
even when there is no change in fiscal policy, recall the equation defining the govern-
ment s budget deficit.

Budget deficit * (G + i , D) - T

As we first discussed in Chapter 22, the level of
net tax revenues typically depends on the level of
national income, even with unchanged policy. For
example, as income rises the level of revenue raised
through income taxation also rises. Furthermore, as
income rises there are typically fewer transfers (such
as welfare or employment insurance) made to the
private sector. Thus, net taxes, T, increase when
national income increases. In contrast, the level of
government purchases and debt-service payments
can be viewed as more or less independent of the
level of national income, at least over short periods
of time. Thus, with no changes in expenditure or tax-
ation policies, the budget deficit will tend to increase
in recessions and fall in booms. That is, there is a
negative relationship between national income and
the government s budget deficit.

For a given set of expenditure and taxation poli-
cies, the budget deficit rises as real GDP falls and
falls as real GDP rises.

Figure 32-3 plots this basic relationship, which
is called the budget deficit function. When the gov-
ernment determines its expenditure and taxation
polices, it determines the position of the budget
deficit function. A more expansionary fiscal policy

For macroeconomic data

that are comparable across

countries, see the OECD s

website: www.oecd.org.

FIGURE 32-3 The Budget Deficit Function
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For given government purchases and debt-service pay-
ments, there is a negative relationship between real
GDP and the government budget deficit. G and iD are
assumed to be independent of the level of real GDP. In
contrast, a rise in real GDP leads to higher tax rev-
enues and lower transfers, and thus to higher net tax
revenue, T. Thus, the budget deficit falls as real GDP
increases. Therefore, even with unchanged fiscal poli-
cies, changes in real GDP will lead to changes in the
budget deficit.

A more expansionary fiscal policy implies an
increase in spending or a reduction in taxes at any level
of real GDP and thus an upward shift of the budget
deficit function. A more contractionary fiscal policy
shifts the budget deficit function down.
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shifts the budget deficit function up. A more contractionary fiscal policy shifts the
budget deficit function down. In contrast, a change in the level of real GDP in the
absence of any policy change will represent a movement along the budget deficit func-
tion. Thus, for a given set of policies, the budget deficit will decrease when Y rises and
increase when Y falls.

Fiscal policy determines the position of the budget deficit function. Changes in real
GDP lead to movements along a given budget deficit function.

The Cyclically Adjusted Deficit We have said that a more expansionary fis-
cal policy will shift the budget deficit function up, whereas a more contractionary policy
will shift it down. Therefore, if we could hold real GDP constant, an increase in the
deficit would reveal a fiscal expansion, whereas a decrease in the deficit would reveal a
fiscal contraction. While we cannot actually hold GDP constant in practice, we can
accomplish the same thing by measuring what the budget deficit would be at a specific
level of GDP. The cyclically adjusted deficit (CAD) does just this; it measures the deficit
as if real GDP were equal to Y*. Changes in the CAD then reveal changes in the stance
of fiscal policy, as illustrated in Figure 32-4. The cyclically adjusted deficit is sometimes
called the structural deficit because its emphasis is on the structure of fiscal policy, sepa-

rate from the current position of the economy
in the business cycle.

An expansionary change in fiscal policy
increases the cyclically adjusted deficit; a
contractionary change in fiscal policy
reduces the cyclically adjusted deficit.

Figure 32-5 shows the cyclically adjusted
deficit in Canada and plots it together with the
actual budget deficit. Both are expressed as per-
centages of GDP and represent the combined
budget deficits of all levels of government.
Unlike the actual budget deficit, which can be
precisely measured, the cyclically adjusted deficit
can only be estimated. The reason is that its
value depends on the value of potential GDP, Y*,
which itself is not directly observable and hence
must be estimated. Note from Figure 32-5 that
the actual deficit is larger than the cyclically
adjusted deficit during times of recessionary
gaps, such as 1981 1985 and 1991 1998 (and
likely 2010 2012 as well). This relationship
reflects the fact that during these periods actual
GDP is less than potential GDP, and thus actual
tax revenues are less than they would be if out-
put were equal to potential. Conversely, the
actual budget deficit is less than the cyclically
adjusted deficit during periods of inflationary
gaps, such as 1986 1989 and 2000, reflecting
the fact that during these periods actual GDP is

FIGURE 32-4 The Cyclically Adjusted Deficit
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A more expansionary fiscal policy increases the cyclically
adjusted deficit; a more contractionary fiscal policy reduces
it. Initially, fiscal policy gives rise to the budget deficit func-
tion B0. Changes in real GDP will change the actual budget
deficit, but the CAD is the deficit that would exist if real GDP
were equal to Y*. With the budget deficit function B0, the
cyclically adjusted deficit is CAD0.

Now suppose that fiscal policy becomes more expan-
sionary because of greater spending or a reduction in tax
rates. The budget deficit function shifts upward to B1 and the
cyclically adjusted deficit rises to CAD1. The increase in the
CAD reveals the expansionary change in fiscal policy.
Conversely, a more contractionary fiscal policy would shift
the budget deficit function down and reduce the CAD.
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greater than potential and thus tax
revenues are greater than they would
be if output were equal to potential.
In years where the actual deficit is
approximately equal to the cyclically
adjusted deficit, such as 1985, 1990,
1999, and 2004 2007, real GDP is
approximately equal to potential.

Changes in the expansionary or
contractionary stance of fiscal pol-
icy are shown by the changes in the
cyclically adjusted deficit. For exam-
ple, the dramatic rise in Canada s
cyclically adjusted deficit from 1982
to 1985 reveals a considerable fiscal
expansion; the more gradual decline
from 1985 to 1994 reveals a moder-
ate fiscal contraction. From 1994 to
2000, the very substantial fiscal con-
traction, at both federal and provin-
cial levels, led to the sharp decline in
the cyclically adjusted deficit. Since
2000, the combined government
sector has had an actual and a cycli-
cally adjusted budget surplus of
about 1 percent of GDP, and the
stance of fiscal policy has not
changed markedly. What is not
shown in Figure 32-5 (because the
official data were not yet available
as this book went to press) is the
substantial increase in the actual
budget deficit in 2009 to approxi-
mately 3 percent of GDP. Most of
this rise in the deficit reflected a
decline in real GDP as the economy went into recession. But Canadian governments also
increased their spending and reduced some taxes so that the cyclically adjusted deficit
also increased but only by about 1 percentage point of GDP.

Changes in the Debt-to-GDP Ratio

In order to gauge the importance of government deficits and debt, they should be con-
sidered relative to the size of the economy. This is why economists often discuss the
federal government s debt-to-GDP ratio rather than the absolute amount of govern-
ment debt. Here we examine the link between the overall budget deficit, the primary
budget deficit, and changes in the debt-to-GDP ratio.

With a little algebra, it is possible to write a simple expression that relates the gov-
ernment s primary budget deficit to the change in the debt-to-GDP ratio. (To see the
complete derivation of this equation, see Extensions in Theory 32-1.) The equation is

d x (r  g) d

FIGURE 32-5 The Actual and Cyclically Adjusted Deficit,

Combined Government, 1981 2007

P
er

ce
n

ta
g
e 

o
f 

G
D

P

Cyclically

adjusted

budget 

deficit

Actual
budget 

deficit

Year

2005 20101980 1985 1990 1995 2000
4

2

0

2

4

6

8

10

The difference between the actual budget deficit and the cyclically
adjusted budget deficit reveals the level of output compared to potential.
The changes in the cyclically adjusted deficit show changes in the stance of
fiscal policy. The actual budget deficit is above the cyclically adjusted bud-
get deficit when output is below potential; the actual deficit is less than the
cyclically adjusted deficit when output is above potential. An increase in
the cyclically adjusted deficit reveals a fiscal expansion; a decrease reveals
a fiscal contraction.

(Source: Based on data from the Department of Finance, Fiscal Reference
Tables, September 2007, Table 46, p. 51, http://fin.gc.ca/frt-trf/2007/frt07_
e.pdf. Reproduced with the permission of the Minister of Public Works and
Government Services Canada, 2009.)

Practise with Study Guide

Chapter 32, Exercise 2.

Practise with Study Guide

Chapter 32, Exercise 4.
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where d is the debt-to-GDP ratio, x is the government s primary budget deficit as a per-
centage of GDP, r is the real interest rate on government bonds, g is the growth rate of
real GDP, and d is the change in the debt-to-GDP ratio.

This simple equation shows two separate forces, each of which tend to increase
the debt-to-GDP ratio. First, if the real interest rate exceeds the growth rate of real
GDP (if r exceeds g), the debt-to-GDP ratio will rise for the simple reason that the
debt accumulates at a faster rate than GDP grows. Second, if the government has a
primary budget deficit (if x is positive), the debt-to-GDP ratio will rise because the
government is incurring new debt to finance its program spending.

Let s use some recent numbers for Canada to interpret this equation. In the
2008 2009 fiscal year, the federal government had a primary budget surplus of

This box derives the simple equation in the text describ-
ing the change in the debt-to-GDP ratio. Let d be the
debt-to-GDP ratio and let d be the amount by which d
changes annually. Since d is a ratio, its change over time
depends on the change in the numerator relative to the
change in the denominator. That is, the debt-to-GDP
ratio will increase if the stock of debt grows more
quickly than GDP; it will decrease if the stock of debt
grows less quickly than GDP. Representing the per-
centage change in d as d/d, we have*

Think about each of these terms separately. As you
will recall from the first section of this chapter, the
change in the stock of debt, D, is equal to the amount
of new government borrowing that is, it is equal to the
budget deficit. From the government s budget con-
straint, the deficit is equal to (G  T i D). The sec-
ond term in the equation above is the growth rate of
nominal GDP. Note that the growth rate of nominal
GDP depends on both the rate of growth of real output
and the rate of inflation. If we let g be the rate of growth
of real GDP and * be the rate of inflation, then g * is
the growth rate of nominal GDP.

We therefore rewrite the previous expression to
get

(g )

Now we multiply both sides by d to get an expres-
sion for the absolute change in the debt-to-GDP ratio:

d d (g ) d

Since d is equal to D/GDP, our equation can be simpli-
fied:

d (g ) d

Now recall that (G  T) is the primary budget deficit.
Let x be this primary budget deficit as a percentage of
GDP and express the debt-service payments also as a
percentage of GDP. This gives

d x i d (g ) d

Finally, recall that the real interest rate is equal to the
nominal interest rate minus the rate of inflation,

r i  

We now combine terms to get

d x (r g)  d

which is the equation shown in the text.

* For any variable X that is equal to the ratio of two other vari-

ables, Y/Z, the percentage change in X is closely approximated

by the percentage change in Y minus the percentage change in

Z. The lower are the rates of change of Y and Z, the better is

this approximation.

G T i D

GDP

G T i D

D

G T i D

D

d

d

GDP

GDP

D

D

d

d

EXTENSIONS IN THEORY 32-1

Changes in the Debt-to-GDP Ratio
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1.8 percent of GDP, so x was -0.018. The real interest rate on government bonds, r,
was about 1.7 percent, or 0.017, while the annual growth rate of real GDP was about
1.0 percent, 0.01. Finally, the government s outstanding stock of debt at the start of
the fiscal year was about 30 percent of GDP, 0.30. Putting this information together,
we see that .d was

.d * -0.018 + (0.017 - 0.01) , (0.30)

* -0.018 + 0.0021

* -0.016

which means that the government s debt-to-GDP ratio fell by 1.6 percentage points
during the 2008 2009 fiscal year. Furthermore, the real interest rate was above the
growth rate of GDP that year, and so without the primary surplus the debt-to-GDP
ratio would otherwise have increased.

In recent federal budgets, the government has announced its goal of further reduc-
ing the debt-to-GDP ratio. What is necessary for this objective to be met? First, contin-
uing primary budget surpluses are helpful. Second, a real interest rate that is less than
the growth rate of real GDP is helpful. If both of these occur, then the debt ratio will
definitely fall; if only one of these two occurs, then the overall effect on the debt ratio
will depend on the relative size of the two effects.

If the real interest rate on government debt is approximately equal to the growth
rate of real GDP, reductions in the debt-to-GDP ratio require the government to
run primary budget surpluses.

Practise with Study Guide

Chapter 32, Exercise 3.

w w w . m y e c o n l a b . c o m

This simple equation can be used to identify the various causes of the
accumulation of Canada s federal debt and to illustrate some useful policy
lessons regarding debt reduction. For more details, look for What Caused the
Build-Up of Canada s Public Debt? in the Additional Topics section of this book s
MyEconLab.

ADDITIONAL TOPICS

32.3 The Effects of Government

Debt and Deficits

Let s now examine why we should care about the size of the government deficit (or
surplus) and its debt. We begin with the important idea that deficits may crowd out

private-sector activity and thereby may harm future generations by reducing the
economy s growth rate. The opposite idea is equally important that budget sur-
pluses may crowd in private-sector activity and therefore may be beneficial to future
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generations by increasing the economy s growth rate. In this section, we pose the
issue as the effects of budget deficits. At the end of the section we review the argu-
ments by discussing the effects of budget surpluses, which have recently been relevant
in Canada.

Before beginning our analysis, we must be clear about an assumption in our macro
model. As we saw earlier in this chapter, when the government increases its budget
deficit, it necessarily increases its borrowing. This increase in borrowing is a reduction
in the government s saving. In our model, we make the assumption that any reduction
in the government s saving has only small effects on the amount of saving by the pri-
vate sector with the result that national saving falls along with government saving.
Thus, we assume in our model that an increase in the government s budget deficit leads
to a reduction in national saving. We make this assumption because it is consistent
with the bulk of empirical evidence on this issue.

In our model, we assume that an increase in the government s budget deficit leads
to a decrease in national saving. Alternatively, a reduction in the budget deficit
leads to an increase in national saving.

Practise with Study Guide

Chapter 32, Extension 

Exercise E1.

w w w . m y e c o n l a b . c o m

The relationship between the government s budget deficit and national saving
has been actively debated for many years. Central to this debate is the extent
to which consumers and taxpayers are forward looking, and care about future
tax changes. For more details on this debate, look for Budget Deficits and

National Saving in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

Do Deficits Crowd Out Private Activity?

It is useful to make the distinction between an economy that is closed to international
trade in goods, service, and assets and one that is open to such trade. We consider the
two cases separately.

Investment in Closed Economies We know from Chapter 26, in which we
examined the relationship between saving and investment, that in a closed economy
saving must exactly equal investment. The only way that a closed economy can save is
to accumulate physical capital. Suppose in a closed economy there is an increase in the
budget deficit, and thus a reduction in government saving, brought about either by an
increase in government spending or a reduction in taxes. This reduction in govern-
ment saving is assumed to lead to a similar reduction in national saving. As we saw in
Chapter 26, the decrease in the supply of national saving will lead to an excess
demand for loanable funds and thus to an increase in the interest rate. As the real
interest rate increases, those components of aggregate demand that are sensitive to the
interest rate investment in particular will fall. The result is what is called the
crowding out of domestic investment and other interest-sensitive expenditures; it is
shown in Figure 32-6.

crowding out The

offsetting reduction in

private expenditure caused

by the rise in interest rates

that follows an expansionary

fiscal policy.
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If a government budget deficit leads to a
reduction in national saving, real interest
rates will rise and private investment will be
crowded out.

Net Exports in Open Economies There
is a second effect in an open economy when
financial capital is internationally mobile. Con-
sider once again the possibility that the Canadian
government increases its budget deficit either by
increasing spending or by reducing taxes. What is
the effect of the reduction in national saving in an
open economy, like Canada s?

As real interest rates rise in Canada, foreign-
ers are attracted to the higher-yield Canadian
assets and thus foreign financial capital flows into
Canada. But since Canadian dollars are required
in order to buy Canadian interest-earning assets,
this capital inflow increases the demand for
Canadian dollars in the foreign-exchange market
and thus leads to an appreciation of the Canadian
dollar.

This appreciation makes Canadian goods
more expensive relative to foreign goods, induc-
ing an increase in imports and a reduction in
exports, thereby reducing Canada s net exports.
In an open economy like Canada s, therefore, a
rise in the government deficit leads to an appre-
ciation of the currency and to a crowding out of
net exports.

In an open economy, the government budget
deficit attracts foreign financial capital and
appreciates the domestic currency. The
result is a crowding out of net exports.

Do Deficits Harm Future
Generations?

In a closed economy, a rise in the government
deficit pushes up interest rates and crowds out
domestic investment. In an open economy, a
rise in the government deficit also appreciates
the currency and crowds out net exports. In
both cases, there may be a cost to future gener-
ations. Economists call this cost the long-term
burden of government debt. Such a burden will
be present if the private expenditure that is

FIGURE 32-6 The Crowding Out of Investment
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(ii) Saving and investment (Y = Y *)

For a closed economy whose real GDP equals potential, an
increase in the budget deficit will cause a reduction in
national saving, an increase in the interest rate, and a reduc-
tion in investment. Consider a closed economy that is in long-
run equilibrium at Y* and P0 in part (i). Suppose the
government increases its spending or reduces its taxes, thus
increasing the budget deficit. Either policy raises aggregate
demand and shifts AD0 to AD1. The new short-run equilib-
rium is at Y* and P*, but the adjustment process will then
cause factor prices to rise, shifting the AS curve from AS0 to
AS1. The new long-run equilibrium will be at Y* and P1.

The effect of this change on saving and investment can
be seen in part (ii), which shows the market for loanable
funds in the long run, with real GDP equal to Y*. The
increase in the government s budget deficit reduces national
saving and shifts NS0 to NS1. The equilibrium real interest
rate rises and the amount of investment falls from I0 to I1.
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crowded out would have added more to the economy s productive capacity than
what is added by the government s expenditure financed by the budget deficit. In this
case, the economy s reduced productive capacity implies a lower future growth rate
of potential GDP.

The previous paragraph suggests that whether government budget deficits harm
future generations depends on the nature of the government goods and services being
financed by the deficit. At one extreme, the government borrowing may finance a pro-
ject that generates a substantial return to future generations, and thus the future gener-
ations may be made better off by today s budget deficit. An example might be the
government s financing of long-term medical research projects that generate a return in
the distant future. Another example is the government s financing of a new highway
that reduces transport times for people and products for many years. At the other
extreme, the government deficit may finance some government program that benefits
mainly the current generation, and thus future generations may be harmed. An exam-
ple might be the government s financing of cultural or sporting events that benefit the
current generation but produce little or no benefits for future generations.

The concern that deficits may be inappropriately placing a burden on future gener-
ations has led some economists to advocate the idea of capital budgeting by the govern-
ment. Under this scheme, the government would essentially classify each of its
expenditures as either consumption or investment; the former would be spending that
mostly benefits the current generation while the latter would be spending that mostly
benefits future generations.

With capital budgeting, government deficits could be used to minimize the undesir-
able redistributions of income between generations. For example, the government
might be committed to borrowing no more in any given year than the expenditures
classified as investments. In this way, future generations would receive benefits from
current government spending that are approximately equivalent to the future taxes
they will pay.

Government budget deficits represent taxes that must be paid by future genera-
tions. Whether these future generations are harmed by the current budget deficit
depends to a large extent on the nature of the government spending financed by
the deficit.

Does Government Debt Hamper Economic Policy?

The costs imposed on future generations by government debt are very real. Unfortu-
nately, the fact that these costs sometimes occur in the very distant future often leads us
to ignore their importance. But other problems associated with the presence of govern-
ment debt are more immediately apparent. In particular, government debt may make
the conduct of monetary and fiscal policy more difficult.

Monetary Policy To see how a large stock of government debt can hamper the
conduct of monetary policy, consider a country that has a high debt-to-GDP ratio and
that has a real interest rate above the growth rate of GDP. As we saw previously, the
debt-to-GDP ratio will continue to grow in this situation unless the government starts
running significant primary budget surpluses. But such primary surpluses require either
increases in taxation or reductions in program spending, both of which are politically
unpopular. If such primary surpluses look unlikely to be achieved in the near future,
both foreign and domestic creditors may come to expect the government to put pressure
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on the central bank to purchase or monetize an increasing por-
tion of its deficit. Such monetization means that the money supply is
increasing and will eventually be reflected in higher inflation. Any
ensuing inflation would erode the real value of the bonds held by
creditors. Such fears of future debt monetization will lead to expec-
tations of future inflation and thus will put upward pressure on
nominal interest rates and on some prices and wages. Thus, even in
the absence of any actions by the central bank to increase the rate of
growth of the money supply, a large government debt may lead to
the expectation of future inflation, thus hampering the task of the
central bank in keeping inflation and inflationary expectations low.

In December 1995, before the federal government had been
successful in reducing its large annual budget deficits and thus slow-
ing the rise of the debt-to-GDP ratio, the governor of the Bank of
Canada at the time, Gordon Thiessen, appeared before the House
of Commons Standing Committee on Public Accounts. His com-
ments to that committee expressed this view that high levels of gov-
ernment debt generate concerns on the part of creditors.

We would probably all agree . . . that our society needs to sort out its views
about acceptable levels of taxation and the size of government, and those
views can influence the amount of debt our society can afford to carry.
However, when you reach a high debt-to-GDP ratio, what is sustainable is
also very much influenced by the willingness of investors in financial markets
to hold your debt.

I do not mean to imply that financial markets might suddenly decide to stop
lending to Canadian governments. What happens, as recent experience has
shown, is that at very high levels of debt, there may be an increasing nervous-
ness among lenders so that they would only continue to hold Canadian
government debt at much higher interest rates.1

Fiscal Policy In Chapter 22 we saw that fiscal policy could potentially be used to
stabilize aggregate demand and thereby stabilize real GDP. For example, in a booming
economy, the government might reduce spending or increase tax rates to reduce infla-
tionary pressures. Or during a recession, the government might reduce tax rates and
increase spending in an attempt to stimulate aggregate demand, as it did in 2009 and
2010. Having cyclically adjusted budget deficits in recessions and cyclically adjusted
budget surpluses in booms is one way of implementing counter-cyclical fiscal policy.

How does the presence of government debt affect the government s ability to con-
duct such counter-cyclical fiscal policy? Perhaps the easiest way to answer this question
is to recall the equation that describes the change in the debt-to-GDP ratio:

d x (r  g)  d

This equation shows that the change in the debt-to-GDP ratio ( d) depends on the
level of the debt-to-GDP ratio (d). For example, if the real interest rate exceeds the
growth rate of real GDP, so that r  g is positive, the increase in the debt-to-GDP ratio
( d) will be higher if d is already high than if it is low (for any given value of x).

Budget deficits used to finance investment pro-
jects may not harm future generations because
the future generations will benefit from the
investment.

1 Comments by Gordon Thiessen in the Bank of Canada Review, Winter 1995 1996.
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With this relationship in mind, consider the dilemma faced during a recession by a
government that is considering an expansionary fiscal policy. Such an expansionary fis-
cal policy would increase the primary budget deficit and therefore increase x. On the
one hand, the short-run benefits of a fiscal expansion in terms of raising the level of
real GDP seem clear; on the other hand, the same government may be wary of taking
actions that lead to large increases in the debt-to-GDP ratio.

If the stock of outstanding government debt is small relative to the size of the econ-
omy, the government has a great deal of flexibility in conducting counter-cyclical fiscal
policy. The small value of d implies that d will be rising only slowly in the absence of a
primary deficit. Thus, the government may be able to increase the primary deficit
either by increasing program spending or by reducing tax rates without generating a
large increase in the debt-to-GDP ratio. But the government has significantly less flexi-
bility if the stock of outstanding government debt is already very large. In this case, the
high value of d means that even in the absence of a primary budget deficit, d will be
increasing quickly. Thus, any increase in the primary deficit brought about by the
counter-cyclical fiscal policy runs the danger of generating increases in the debt-to-
GDP ratio that may be viewed by creditors as unsustainable. As the previous quote
from Gordon Thiessen suggests, such perceptions of unsustainability may lead to an
increase in the real interest rate on government debt, which exacerbates the problem by
driving d up even faster.

The idea that a large and rising stock of government debt could tie the hands  of
the government in times when it would otherwise want to conduct counter-cyclical fis-
cal policy was brought to the fore of Canadian economic policy by the late Douglas
Purvis of Queen s University (and a co-author of this textbook for many years). Purvis
argued in the mid-1980s that Canadian government deficits must be brought under
control quickly so that the debt would not accumulate to the point where the govern-
ment would have no room left for fiscal stabilization policy. These warnings were not
heeded. By the onset of the next recession in 1991, the federal government had added
roughly $200 billion to the stock of debt and the debt-to-GDP ratio was just less than
70 percent. Predictably, the government felt unable to use discretionary fiscal policy to
reduce some of the effects of the recession.

However, by 2008, after the federal debt-to-GDP ratio had fallen to less than
30 percent as a result of more than a decade of fiscal restraint and rapid economic
growth, the setting had changed significantly. When the Canadian economy entered
recession late in 2008, the Conservative government recognized that Canada s past fis-
cal prudence gave it the needed flexibility to design an aggressively counter-cyclical
fiscal policy. The federal budget of 2009 announced large spending increases and tax
reductions that were predicted to result in budget deficits that would increase the debt-
to-GDP ratio by roughly 3 percentage points over the next two years. The government
was careful, however, to indicate clearly its intentions of returning the debt-to-GDP
ratio to its previously announced target of 25 percent. The need for short-term fiscal
stimulus was tempered by the recognition of the importance of long-term fiscal
prudence.

Notice that during our analysis of the effects of government deficits and debt, we
never mentioned who buys the bonds issued by the government. In particular, we have
made no distinction between government bonds held by Canadians and those held by
foreign residents. However, we often hear the claim that foreign-held debt is a serious
problem because the government s debt-service payments leave the country, whereas
government debt held by domestic residents is not a problem because it is just money
we owe to ourselves.  Applying Economic Concepts 32-1 investigates this issue and

explains why it may be irrelevant who holds the government debt.
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In 2008 about one-quarter of the federal government s
debt was held outside Canada. Thus, of the $33 billion
in interest payments made on the government debt in
2008, roughly $8 billion was paid to foreigners. This
fact has led many commentators in the popular press to
suggest that Canada reclaim  its national debt and
keep these lost  interest payments. These observers
seem to believe that if more of the Canadian govern-
ment debt were held within Canada, then Canada
would be a richer country.

How do we reclaim  the debt? The federal govern-
ment simply has to issue new debt to Canadians and use
the proceeds of this borrowing to redeem (to buy back)
existing debt held by foreigners. By so doing, the frac-
tion of government debt held by Canadians would be
increased and the fraction held by foreigners decreased.
Advocates of this proposal argue that the result would
be higher Canadian income in the long run as fewer
interest payments are sent to foreign creditors.

Proponents of this view fail to recognize the impor-
tance of an integrated world capital market and the fact
that government bonds are only one type of asset held
by creditors. Suppose the federal government issued
$1 billion of new Canadians-only  bonds to Canadi-
ans and used the proceeds to redeem an equal amount
of existing foreign-held federal government debt. Two
questions must be addressed: (1) What would make
Canadians buy such bonds? and (2) What would hap-
pen to Canada s net foreign indebtedness as a result? We
deal with these two issues in turn.

In order to convince Canadians to buy $1 billion
worth of these new bonds, these same Canadians must
somehow be convinced to divert $1 billion from some
other use. For example, they could give up $1 billion
worth of consumption to buy these bonds or they could
sell $1 billion worth of their holdings of private corpo-
rate bonds to buy these new government bonds. In the
first case, the reduction in consumption implies an
increase in private saving. But it is difficult to see why
Canadians would be prepared to increase their private
saving simply in response to a change in the ownership
of the federal government debt. What might convince
them to increase their saving is if these new bonds

offered a rate of return greater than that of other assets
available on the market. But, in this case, it is hard to
see how the federal government could improve its fiscal
position by issuing new high-interest-rate bonds to
raise funds used to redeem existing lower-interest-rate
bonds.

Suppose, then, that these new Canadians-only
bonds are not successful in increasing the amount of
total private saving. Instead, the issuance of these bonds
simply leads some Canadians to sell $1 billion of their
holdings of private corporate debt so they can purchase
the new bonds. The government then takes the $1 bil-
lion raised by the selling of the new bonds and redeems
$1 billion worth of foreign-held debt. The total amount
of government debt is unchanged, but less of the gov-
ernment debt is held by foreigners. The story does not
end there, however. Recall that Canadians were able to
buy these new government bonds only by selling off
some of their current holdings of private corporate debt.
But with an unchanged pool of Canadian savings, these
corporate bonds must then be bought by foreigners.
Thus, total private corporate debt is unchanged, but
more of it is held by foreigners. While it is true that the
federal government has $1 billion less foreign-held debt,
the private sector has $1 billion more foreign-held debt.
And, though the government will now be making fewer
interest payments to foreign creditors, the Canadian
economy as a whole the private plus public sectors
will be making the same interest payments to foreigners
as before. Thus, the issuing of Canadians-only  bonds,
and the reduction in foreign-held government debt, has
no effect on the stream of income available to domestic
residents.

Is there some way for the Canadian economy to
reduce its foreign indebtedness? Yes, but with a highly
integrated global capital market like the one that exists
today, schemes like Canadians-only bonds will not
work. The only way that the Canadian economy can
reduce its indebtedness to foreign creditors is to increase
its national saving rate. This requires either an increase
in private saving or an increase in public saving (that
is, an increase in the government s budget surplus),
or both.

APPLYING ECONOMIC CONCEPTS 32-1

Is Foreign-Held Debt a Problem?
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Recent Budget Surpluses

We have been discussing the effects of government debt
and deficits on the economy. As we saw earlier, govern-
ment deficits were an important part of the Canadian
economic environment for more than 20 years, from the
early 1970s to the mid-1990s. But by 1998, after several
years of deficit fighting, the federal government had its
first surplus in more than 20 years, and most of the
provinces had also eliminated their budget deficits. For
the next several years, the federal government had mod-
est budget surpluses. This period was also one of rapid
economic growth. The combination of the surpluses and
the fast-growing economy led to a dramatic decline in the
debt-to-GDP ratio. From its peak of almost 70 percent in
1996, the debt-to-GDP ratio fell below 50 percent in
2001, fell below 40 percent by 2005, and was just below
30 percent in 2008. Even with the budget deficits
planned for the 2009 2011 period, the debt-to-GDP
ratio was still forecast to return to roughly 30 percent by
approximately 2015.

To analyze the economic effects of budget surpluses, we need only to reverse the
arguments that we have developed in this chapter. After all, an increase in the budget
surplus is just the same as a reduction in the budget deficit. But it will be useful to
review and summarize these arguments. If the Canadian federal and provincial govern-
ments were to have budget surpluses, our economic theory tells us what to expect:

The rise in the government budget surplus would raise the level of national saving.
The rise in national saving would create an excess supply of loanable funds, thus
putting downward pressure on interest rates. The result would be a crowding in
of investment.
The budget surplus would also lead to a crowding in  of net exports.
As the surpluses continue, the stock of government debt would be falling.
Combined with a growing economy, this would make the debt-to-GDP ratio fall
relatively sharply.
The lower debt-to-GDP ratio would reduce bondholders  fears of future monetiza-
tion and thus reduce interest rates on government debt.
The lower debt-to-GDP ratio would restore the government s flexibility to use
counter-cyclical fiscal policy if the economy enters another recession.

32.4 Formal Fiscal Rules?

After more than two decades of persistent budget deficits in Canada, and then several
years of budget surpluses, the nature of political debate about fiscal policy shifted con-
siderably. Whereas during the mid-1980s there was active political debate about
whether deficits were a problem, and what costs would be involved in reducing them,
by 2007 all major political parties in Canada stressed the importance of avoiding
budget deficits. The onset of economic recession in 2008 changed the debate again. As
the severity of the recession became clearer, all political parties argued the need for

With the arrival of the global economic recession of
2008 2009, Finance Minister Jim Flaherty implemented a
significant fiscal expansion that contributed to a large
increase in the federal budget deficit.
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fiscal measures to stimulate the economy, but at the same time emphasized the impor-
tance of returning to a balanced budget (or surplus) as soon as the economy showed
signs of a solid recovery.

In some quarters, there is support for the idea that legislation should be amended
to make balanced budgets a legal requirement. Would such legislation be desirable? We
examine two related but slightly different proposals.

Annually Balanced Budgets?

Balancing the budget on an annual basis would be extremely difficult to achieve. The
reason is that a significant portion of the government budget is beyond the short-term
control of the government, and a further large amount is hard to change quickly. For
example, the entire debt-service component of government expenditures is determined
by past borrowing and thus cannot be altered by the current government. In addition, as
we saw in our discussion of the cyclically adjusted deficit, changes in real GDP that are
beyond the control of the government lead to significant changes in tax revenues (and
transfer payments) and thus generate significant changes in the budget deficit or surplus.

Even if it were possible for the government to control its spending and revenues
perfectly on a year-to-year basis, it would probably be undesirable to balance the bud-
get every year. We saw earlier in this chapter that government tax revenues (net of
transfers) tend to fall in recessions and rise in booms. In contrast, the level of govern-
ment purchases is more or less independent of the level of real GDP. As a result, fiscal
policy contains a built-in stabilizer as we first saw in Chapter 24; in recessions, the
increase in the budget deficit stimulates aggregate demand whereas in booms the bud-
get surplus reduces aggregate demand.

But things would be very different with an annually balanced budget. With a bal-
anced budget, government expenditures would be forced to adjust to the changing level
of tax revenues. In a recession, when tax revenues naturally decline, a balanced budget
would require either a reduction in government expenditures or an increase in tax
rates, thus generating a major destabilizing force on real GDP. Similarly, as tax rev-
enues naturally rise in an economic boom, a balanced budget would require either an
increase in government expenditures or a reduction in taxes, thus risking an overheat-
ing of the economy.

An annually balanced budget would accentuate the swings in real GDP and thus
undermine other stabilization policies being followed.

Cyclically Balanced Budgets?

One alternative to the extreme policy of requiring an annually balanced budget is to
require that the government budget be balanced over the course of a full economic
cycle. Budget deficits would be permitted in recessions as long as they were matched by
surpluses in booms. In this way, the built-in stabilizers could still perform their impor-
tant role, but there would be no persistent build-up of government debt. In principle,
this is a desirable treatment of the tradeoff between the short-run benefits of deficits
and the long-run costs of debt.

Despite its appeal, the idea of cyclically balanced budgets has its problems as well.
Perhaps the most important problem with a cyclically balanced budget is an operational
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one. In order to have a law that requires the budget to be balanced over the business
cycle, it is necessary to be able to define the cycle precisely. But there will always be dis-
agreement about what stage of the cycle the economy is currently in, and thus there will
be disagreement as to whether the current government should be increasing or reducing
its deficit. Compounding this problem is the fact that politicians will have a stake in the
identification of the cycle. Those who favour increased deficits will argue that this year
is an unusually bad year and thus an increase in the deficit is justified; deficit hawks,
in contrast, will always tend to find this year to be unusually good and thus a time to
run budget surpluses.

A second problem is largely political. Suppose one government runs large deficits
for a few years during a recession and then gets replaced in an election. Would the suc-
ceeding government then be bound to run budget surpluses after the recovery? What
one government commits itself to in one year does not necessarily restrict what it (or its
successor) does in the next year.

Balancing the budget over the course of the business cycle is in principle a desir-
able means of reconciling short-term stabilization with long-term fiscal pru-
dence. The difficulty in precisely defining the business cycle, however, suggests
that governments could best follow this as an approximate guide rather than as a
formal rule.

Allowing for Growth

A further problem with any policy that requires a balanced budget whether over one
year or over the business cycle is that the emphasis is naturally on the overall budget
deficit. But, as we saw earlier in this chapter, what determines the change in the debt-
to-GDP ratio is the growth of the debt relative to the growth of the economy. With a
growing economy, it is possible to have positive overall budget deficits and thus a
growing debt and still have a falling debt-to-GDP ratio. Thus, to the extent that the
debt-to-GDP ratio is the relevant gauge of a country s debt problem, focus should be
placed on the debt-to-GDP ratio rather than on the budget deficit itself.

Some economists view a stable (or falling) debt-to-GDP ratio as the appropriate
indicator of fiscal prudence. Their view permits a budget deficit such that the stock
of debt grows no faster than GDP.

By this standard, the budgets of the last several years have been prudent  because
they have led to a growth rate in the stock of debt smaller than the growth rate of real
GDP, and thus a reduction in the debt-to-GDP ratio. For example, in 1996, the debt-to-
GDP ratio reached its recent maximum of 70 percent. Significant fiscal contractions,
combined with healthy economic growth, led to a decline in the debt-to-GDP ratio to
50 percent by 2001, less than 40 percent by 2005, and less than 30 percent by 2008.
The budget deficits of 2010 and 2011 led to a modest increase in the debt ratio, but the
government continues to aim for 25 percent. It currently appears that this target could
be reached within several years, but only with some modest budget surpluses in the
near future.
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Summary

The government s budget deficit is equal to total gov-
ernment expenditure minus total government revenue.
Since the government must borrow to finance any short-
fall in its revenues, the annual deficit is equal to the
annual increase in the stock of government debt. When-
ever the deficit is positive, the stock of government debt
is growing.

The primary budget deficit is equal to the excess of the
government s program spending over total tax revenues.
Large and persistent budget deficits beginning in the
1970s increased the stock of debt so that by 1996 the
federal government net debt was equal to 70 percent of
GDP. By 2008, after several years of fiscal contraction,
the federal debt-to-GDP ratio was just below 30 percent.

32.1 Facts and Definitions L 1

Since taxes (net of transfers) tend to rise when real GDP
rises, the overall budget deficit tends to rise during
recessions and fall during booms. This tendency makes
the budget deficit a poor measure of the stance of fiscal
policy.
The cyclically adjusted deficit is the budget deficit that
would exist with the current set of fiscal policies if real
GDP were equal to potential GDP. Changes in the cycli-
cally adjusted deficit reflect changes in the stance of
fiscal policy.

The change in the debt-to-GDP ratio from one year to
the next is given by

d x (r  g)  d

where d is the debt-to-GDP ratio, x is the primary
deficit as a percentage of GDP, r is the real interest rate
on government bonds, and g is the growth rate of real
GDP.

32.2 Two Analytical Issues L 2

In a closed economy, an increase in the budget deficit
leads to a reduction in national saving and a rise in real
interest rates. This increase in interest rates reduces the
amount of investment and leads to a reduction in the
growth rate of potential output.
In an open economy, an increase in the budget deficit
also pushes up interest rates and attracts foreign finan-
cial capital. This leads to a currency appreciation and a
reduction in net exports.
In either open or closed economies, the long-term burden
of government debt is a redistribution of resources away
from future generations and toward current generations.

A large debt-to-GDP ratio may lead creditors to expect
increases in inflation, as the government attempts to
finance deficits through the creation of money. Such
increases in inflationary expectations hamper the con-
duct of monetary policy.
A large debt-to-GDP ratio also limits the extent to which
the government can conduct counter-cyclical fiscal policy
without risking large increases in the debt-to-GDP ratio
that may be viewed by creditors as unsustainable.

32.3 The Effects of Government Debt and Deficits L 3 4

Since tax revenues (net of transfers) naturally rise as real
GDP increases, legislation requiring an annually bal-
anced budget forces either expenditures to rise or tax
rates to fall during booms. This produces destabilizing
fiscal policy.
Cyclically balanced budgets, in principle, permit the
short-run benefits of deficits to be realized without

incurring the long-run costs of debt accumulation.
Implementation of this policy is difficult, however, since
the precise identification of the business cycle is very
controversial.
In a growing economy, it is more sensible to focus on
changes in the debt-to-GDP ratio than on balancing the
budget over some specific horizon.

32.4 Formal Fiscal Rules? L 5
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Key Concepts
Government s budget constraint
Primary budget deficit
The relationship between deficits and

the national debt

Long-term burden of the debt
Annually balanced budget
Cyclically balanced budget

Debt-service payments
Debt-to-GDP ratio
Crowding out of investment
Crowding out of net exports

Study Exercises

1. Fill in the blanks to make the following statements
correct.

a. The government s budget constraint shows that
government expenditures must be equal to the sum
of ___________ and ___________.

b. The government s annual budget deficit is the
excess of total ___________ over total ___________
in a given year.

c. If the government s total budget deficit is $20 bil-
lion and its debt-service payments are $18 billion,
then its ___________ is $2 billion. If the total bud-
get deficit is $20 billion and its debt-service pay-
ments are $26 billion, then its ___________ is 
$6 billion.

d. In recent years, Canada has had a series of
___________ and the debt-to-GDP ratio has 
been ___________.

2. Fill in the blanks to make the following statements
correct.

a. When there is no change in the government s fiscal
policy it is still possible for the budget deficit to fall
because ___________.

b. For a given set of fiscal policies, the budget deficit
___________ as real GDP rises and ___________ as
real GDP falls.

c. The cyclically adjusted deficit is the budget deficit
that would exist if real GDP equalled ___________
and the government s ___________ were at their
current levels.

d. Suppose the real interest rate is 2 percent and the
growth rate of real GDP is 1.5 percent. If the
government wants to stabilize the debt-to-GDP
ratio, then it is necessary to have a ___________.

3. Fill in the blanks to make the following statements
correct.

a. In a closed economy, when the government bor-
rows to finance the deficit, interest rates will
___________ and some private investment will 
be ___________.

b. In an open economy, when the government borrows
to finance the deficit, interest rates will ___________,
the Canadian dollar will ___________, and net
exports will ___________.

c. The long-term burden of government debt is the
reduced ___________ for future generations.

d. Suppose a law was passed that required the govern-
ment to balance its budget each year. Fiscal policy
would then have a ___________ effect.

e. A cyclically balanced budget is difficult to imple-
ment because it is difficult to identify the
___________.

4. The table below shows government spending data
over eight years in Debtland. All figures are in bil-
lions of dollars. The symbols used are as defined in
the text.

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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Primary Stock
Budget Budget of 

Year G T iD Deficit Deficit Debt
(1) (2) (3) (4) (5) (6)

2004 175 175 25

2005 180 180 26

2006 185 185 27

2007 188 190 26

2008 185 195 25

2009 185 200 24

2010 180 205 23

2011 175 210 22

a. Compute Debtland s budget deficit in each year
and complete column 4 in the table. (Since we are
computing the deficit, a negative number indicates
a surplus.)

b. Compute Debtland s primary budget deficit in each
year and complete column 5 in the table.

c. Suppose the initial stock of debt (in 2003) was
$400 billion. Noting that the deficit in 2004 adds
to the existing stock of debt, what is the stock of
debt by the end of 2004?

d. Compute the stock of debt for each year and com-
plete column 6 in the table.

e. Suppose you know that Debtland s debt-to-GDP
ratio was the same in 2011 as in 2003. By what per-
centage did GDP grow between 2003 and 2011?

5. The figure below shows the budget deficit function for
a country.

How would a fiscal expansion appear in the dia-
gram? A fiscal contraction?

6. In the late 1990s, the U.S. government was slightly
ahead of the Canadian government in reducing its
budget deficit. The following table shows the actual
budget deficit and the cyclically adjusted deficit (both
as a percentage of GDP) for the United States from
1989 to 1997.

Year Actual Deficit CAD

1989 2.8 2.9

1990 3.9 3.2

1991 4.6 3.4

1992 4.7 3.7

1993 3.9 3.7

1994 3.0 2.8

1995 2.3 2.6

1996 1.4 1.6

1997 0.3 1.0

a. On a scale diagram (with the year on the horizon-
tal axis), graph the actual deficit and the cyclically
adjusted deficit.

b. From 1990 to 1994, the actual budget deficit is
above the CAD. Explain why.

c. From 1995 to 1997, the actual budget deficit is
below the CAD. Explain why.

d. Identify the periods when U.S. fiscal policy was
expansionary.

e. Identify the periods when U.S. fiscal policy was
contractionary.

f. Look back at Figure 32-5 on page 825. How does
the stance of U.S. fiscal policy over this period
compare with Canada s?

7. The following table shows hypothetical data from
1999 to 2005 that can be used to compute the change
in the debt-to-GDP ratio. The symbols used are as
defined in the text.

x r g d +d
Year (1) (2) (3) (4) (5)

2004 0.03 0.045 0.025 0.70 ___

2005 0.02 0.04 0.025 ___ ___

2006 0.01 0.035 0.025 ___ ___

2007 0.00 0.035 0.025 ___ ___

2008 *0.01 0.03 0.025 ___ ___

2009 *0.02 0.03 0.025 ___ ___

2010 *0.03 0.025 0.025 ___ ___

0

Surplus

Deficit

Real GDP

(G + iD  T)

a. Explain why the budget deficit function is down-
ward sloping.

b. If the government increases its level of purchases
(G), what happens to the budget deficit at any level
of real GDP? Show this in the diagram.

c. If the government increases its level of net tax rev-
enues (T), what happens to the deficit at any level
of real GDP? Show this in the diagram.

d. Explain why a rise in the actual budget deficit does
not necessarily reflect a change in fiscal policy.
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a. Remember from the text that the change in the
debt-to-GDP ratio ( d) during a year is given by
d x (r  g) d. Compute d for 2004.

b. Column 4 is the debt-to-GDP ratio. Note that d in
2005 is equal to d from 2004 plus d in 2005.
Compute d in 2005.

c. Using the same method, compute d and d for each
year, and complete columns 4 and 5.

d. Plot d in a scale diagram with the year on the hor-
izontal axis. What discretionary variable was most
responsible for the observed decline in d?

e. Note that as the primary deficit (x) falls between
2004 and 2010, there is also a downward trend in
the real interest rate. Can you offer an explanation
for this?

8. The diagram below shows an AD/AS diagram. The
economy begins at E0 with output equal to Y*. Sup-
pose the government in this closed economy increases
G and finances it by running a deficit (borrowing).
The AD curve shifts to the right.

a. How does the interest rate at E1 compare with that
at E0? Explain.

b. Given your answer to part (a), how does invest-
ment at E1 compare with investment at E0?

c. Explain the economy s adjustment toward E2.
What happens to the interest rate and investment?

d. What is the long-run effect of the fiscal expansion
on the growth rate of Y*?

9. The diagram below shows an AD/AS diagram. The
economy begins at E0 with output equal to Y*. Sup-
pose the government in this closed economy decreases
its budget deficit by increasing T (and keeping G
unchanged), thus causing the AD curve to shift to the
left.

a. How does the interest rate at E1 compare with that
at E0? Explain.

b. Given your answer to part (a), how does invest-
ment at E1 compare with investment at E0?

c. Explain the economy s adjustment toward E2.
What happens to the interest rate and investment?

d. What is the long-run effect of the government
deficit on the growth rate of Y*?

e. Comparing the short-run and the long-run effects
of this policy, what dilemma does the government
face in reducing its deficit?
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Discussion Questions
1. Evaluate each of the following proposals to control

the deficit  in order to avoid the long-run burden of
the debt.

a. Maintain a zero cyclically adjusted deficit.
b. Keep the debt-to-GDP ratio constant.
c. Limit government borrowing in each year to some

fixed percentage of national income in that year.

2. Judith Maxwell, a noted Canadian economist, has
warned that when interest rates are higher than the
economic growth rate, the ratio of debt to GDP acquires
dangerous upward momentum.  Discuss why this is so.
How does the primary deficit enter the analysis?

3. In the late 1990s, the minister of finance announced
that expenditures would rise, yet he still predicted that
the budget surplus would increase. Explain how these
statements should be interpreted.

4. Paul Martin was the federal minister of finance from
1993 to 2002 and is credited with reducing Canada s
budget deficit during that period. He stressed the
importance of using very conservative forecasts for

economic growth. Explain the role of forecasts and
why Martin chose to use conservative ones.

5. A government official recently exclaimed, The prime
minister s policies are working! Lower interest rates
combined with staunch fiscal policy have reduced the
deficit significantly.  What do interest rates have to do
with government spending and taxes when it comes to
deficit management?

6. The Canadian federal budget moved from a surplus of
$9.6 billion in the 2007 2008 fiscal year to a small
deficit of $1.1 billion the next year, and a large deficit
of roughly $35 billion in 2009 2010.

a. Suppose real GDP was at potential in each of the
first two years. What can you conclude about the
cause of the change in the budget deficit? Show this
change in a diagram of the budget deficit function.

b. Suppose from 2008 2009 to 2009 2010, two
things happened. Real GDP fell and the govern-
ment implemented an expansionary fiscal policy.
Show these two separate events in a diagram of the
budget deficit function.
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33 The Gains from

International

Trade

L LEARNING OBJECTIVES

In this chapter you will learn

1 why the gains from trade depend on the

pattern of comparative advantage.

2 how factor endowments and climate can

influence a country s comparative

advantage.

3 about the law of one price.

4 why countries export some goods and

import others.

Trade between peoples and nations has been going on

throughout human history, and humans have gone to

great lengths and endured severe hardship in order to

reap the benefits of trade. Centuries ago, for example,

the inhabitants of remote islands in Southeast Poly-

nesia travelled the open ocean in canoes for days at a

time to trade oyster shells, volcanic glass, basalt, and

food items with inhabitants of other, distant islands.

Today, the required activities for trade may be

far less demanding, but the transactions themselves

are no less important. Canadian consumers buy cars

from Germany, Germans take holidays in Italy, Ital-

ians buy spices from Africa, Africans import oil from

Kuwait, Kuwaitis buy Japanese cameras, and the

Japanese buy Canadian lumber. International trade

refers to the exchange of goods and services that

takes place across international boundaries.

The founders of modern economics were con-

cerned with foreign trade problems. The great

eighteenth-century British philosopher and economist

David Hume (1711 1776), one of the first to work

out the theory of the price system, developed his

concepts mainly in terms of prices in foreign trade.

Adam Smith (1723 1790), in The Wealth of Nations,

attacked government restriction of international trade.

David Ricardo (1772 1823) developed the basic the-

ory of the gains from trade that is studied in this

chapter. The repeal of the Corn Laws tariffs on the

importation of grains into the United Kingdom and

the transformation of that country during the nine-

teenth century from a country of high tariffs to one of

complete free trade were to some extent the result of

arguments by economists whose theories of the gains

from international trade led them to condemn tariffs.

PART 12 Canada in the Global Economy
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International trade is becoming increasingly important, not just for Canada but for the
world as a whole. As Figure 33-1 shows, the volume of world trade has grown much
faster than has world real GDP over the past six decades. Since 1950, the world s real
GDP has increased by more than seven times, an average annual growth rate of 3.7
percent. Over the same period, however, the volume of world trade has increased by
more than 30 times, an average annual growth rate of 6.1 percent.

Figure 33-2 shows some data for Canadian trade in 2008. The figure shows the
value of Canadian exports and imports of goods in several broad industry groupings.
There are three important points to note from the figure. First, international trade is
very important for Canada. In 2008, Canada exported $490 billion and imported more
than $440 billion in goods if we added trade in services, each of these values would be
higher by about $80 billion; each flow (exports and imports) amounts to about
35 percent of GDP. Second, exports and imports are roughly the same size, so that the
volume of trade is much larger than the balance of trade the value of exports minus
the value of imports. Third, in most of the industry groupings there are significant

FIGURE 33-1 The Growth in World Trade,

1950 2007
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The volume of world trade has grown much faster
than world GDP over the past six decades. The figure
shows the growth of real GDP and the volume of
trade since 1950. Both are expressed as index num-
bers, set equal to 100 in 1950. Real world GDP has
increased more than seven times since 1950; world
trade volume has increased 30 times.

(Source: World Trade Organization, International Trade

Statistics 2008, www.wto.org. Go to Resources  and
select Trade Statistics.  Then click on International
Trade Statistics, 2008  and go to Selected Long-Term
Trends.  Choose Chart II.1, p. 37.  2008 World
Trade Organization. www.wto.org/english/res_e/statis_e/
its2008_e/its2008_e.pdf. Used with permission.)

FIGURE 33-2 Canadian Exports and 

Imports of Goods by Industry,

2008
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Canada exports and imports large volumes of goods in
most industries. The data show the value of goods
exported and imported by industry in 2008 (trade in ser-
vices is not shown). The total value of goods exported
was $490 billion; the total value of goods imported was
$443 billion.

(Source: These data are available on Statistics Canada s
website: www.statcan.gc.ca. Search for International
trade  or Canada s merchandise exports  http://statcan.
gc.ca/pub/65-208-x/2008000/tbl/t2-eng.htm, Canada s
merchandise imports  http://statcan.gc.ca/pub/65-208-x/
2008000/tbl/t3-eng.htm.)

For information on world

trade, see the World Trade

Organization s website:

www.wto.org.
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amounts of both imports and exports. Such intra-industry trade will be discussed later
in the chapter. Canada does not just export resource products and import manufactured
goods; it also imports many resource products and exports many manufactured goods.

In this chapter, we examine the increases in living standards that result from
international trade. We find that the source of the gains from trade lies in differing
cost conditions among geographical regions. World income is maximized when coun-
tries specialize in the products in which they have the lowest opportunity costs of
production. These costs are partly determined by natural endowments (geographical
and climatic conditions), partly by public policy, and partly by historical accident.

PART 12 : CANADA IN THE GLOBAL ECONOMY844

w w w . m y e c o n l a b . c o m

Canada trades with many countries, but most of our trade is with the United
States, and the fraction of our total trade with the United States has been
increasing in recent years. For more information on the location of Canada s
trade, look for Who Are Canada s Trading Partners? in the Additional Topics
section of this book s MyEconLab.

ADDITIONAL TOPICS

33.1 The Gains from Trade

An economy that engages in international trade is called an open economy; one that
does not is called a closed economy. A situation in which a country does no foreign
trade is called one of autarky.

Although politicians often regard foreign trade differently from domestic trade,
economists from Adam Smith on have argued that the causes and consequences of
international trade are simply an extension of the principles governing trade between
domestic firms and individuals. What are the benefits of trade among individuals,
among groups, among regions, or among countries?

Interpersonal, Interregional, and International Trade

To begin, consider trade among individuals. Without trade, each person would have to
be self-sufficient: Each would have to produce all the food, clothing, shelter, medical
services, entertainment, and luxuries that he or she consumed. Because most individu-
als are not particularly good at producing such a large range of products, a world of
individual self-sufficiency would be a world with extremely low living standards.

Trade among individuals allows people to specialize in activities they can do well
and to buy from others the goods and services they cannot easily produce. A good doc-
tor who is a bad carpenter can provide medical services not only for her own family
but also for a good carpenter without the training or the ability to practise medicine.
Thus, trade and specialization are intimately connected.

Without trade, everyone must be self-sufficient; with trade, people can specialize in
what they do well and satisfy other needs by trading.

open economy An

economy that engages in

international trade.

closed economy An

economy that has no

foreign trade.
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The same principle applies to regions. Without interregional trade, each region
would be forced to be self-sufficient. With trade, each region can specialize in pro-
ducing products for which it has some natural or acquired advantage. Prairie regions
can specialize in growing grain, mountain regions in mining and forest products, and
regions with abundant power can specialize in manufacturing. Cool regions can pro-
duce wheat and other crops that thrive in temperate climates, and hot regions can
grow such tropical crops as bananas, sugarcane, and coffee. The living standards of the
inhabitants of all regions will be higher when each region specializes in products in
which it has some natural or acquired advantage and obtains other products by trade
than when all regions seek to be self-sufficient.

This same basic principle also applies to countries. A national boundary is a polit-
ical invention and rarely delimits an area that is naturally self-sufficient. Countries, like
regions and individuals, can gain from specialization. More of some goods are produced
domestically than residents want to consume, while residents would like to consume
more of other goods than is produced domestically. International trade is necessary to
achieve the gains that international specialization makes possible.

With trade, each individual, region, or country is able to concentrate on producing
goods and services that it produces efficiently while trading to obtain goods and
services that it does not produce efficiently.

Specialization and trade go hand in hand because there is no incentive to achieve
the gains from specialization without being able to trade the goods produced for goods
desired. Economists use the term gains from trade to embrace the results of both.

Illustrating the Gains from Trade

Our discussion of individuals, regions, and countries emphasized the differences in
their abilities to produce various products. In what follows we focus on trade between
countries and, in order to focus on the differences across countries, we assume that
within each country the average cost of production of any good is independent of how
much of that good is produced. That is, we are making the assumption of constant
costs. Our next example involves only two countries and two products, but the general
principles also apply to the case of many countries and many products.

Absolute Advantage One region is said to have an absolute advantage over
another in the production of good X when an equal quantity of resources can produce
more X in the first region than in the second. Or, to put it differently, if it takes fewer
resources to produce one unit of good X there than in another country. Table 33-1
shows an example. The two countries  are Canada and the European Union (EU) and
the two goods are wheat and cloth. The table shows the absolute cost of producing one
unit of wheat and one unit of cloth in each country. The absolute cost is the dollar cost
of the labour, capital, and other resources required to produce the goods. Thus, the
country that can produce a specific good with fewer resources can produce it at a lower
absolute cost.

In Table 33-1, the absolute resource cost for both wheat and cloth is less in Canada
than in the EU. Canada is therefore said to have an absolute advantage over the EU in
the production of both wheat and cloth. Canada has an absolute advantage over the
EU in producing these goods because it is a more efficient producer it takes less
labour and other resources to produce the goods in Canada than in the EU.

gains from trade The

increased output

attributable to the

specialization according to

comparative advantage that

is made possible by trade.

Practise with Study Guide

Chapter 33, Exercise 1.

absolute advantage The

situation that exists when

one country can produce

some commodity at lower

absolute cost than another

country.
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The situation in Table 33-1 is hypothetical, but it is
encountered often in the real world. Some countries,
because they have access to cheap natural resources or
better-trained workers or more sophisticated capital
equipment, are low-cost producers for a wide range of
products. Does this mean that high-cost countries stand
no chance of being successful producers in a globalized
world of international trade? Will the low-cost coun-
tries produce everything, leaving nothing to be done by
high-cost countries? The answer is no. As we will see
immediately, the gains from international trade do not
depend on the pattern of absolute advantage.

Comparative Advantage The great English
economist David Ricardo (1722 1823) was the first to
provide an explanation of the pattern of international
trade in a world in which countries had different costs.
His theory of comparative advantage is still accepted

by economists as a valid statement of one of the major sources of the gains from inter-
national trade. A country is said to have a comparative advantage in the production of
good X if the cost of producing X in terms of forgone output of other goods is lower
in that country than in another. Thus, the pattern of comparative advantage is based
on opportunity costs rather than absolute costs. Table 33-2 illustrates the pattern of
comparative advantage in the Canada EU example. The opportunity cost in Canada for
one kilogram of wheat is computed by determining how much cloth must be given up in
Canada in order to produce an additional kilogram of wheat. From Table 33-1, the
absolute costs of wheat and cloth were $1 per kilogram and $5 per metre, respectively.
Thus, in order to produce one extra kilogram of wheat, Canada must use resources that
could have produced one-fifth of a metre of cloth. So the opportunity cost of one kilo-
gram of wheat is 0.2 metres of cloth. By exactly the same reasoning, the opportunity
cost of one metre of cloth in Canada is 5.0 kilograms of wheat. These opportunity costs
are shown in Table 33-2.

Even though a country may have an absolute
advantage in all goods (as Canada does in Table 33-1),
it cannot have a comparative advantage in all goods.
Similarly, even though a country may be inefficient in
absolute terms and thus have no absolute advantage
in any goods (as is the case for the EU in Table 33-1)
it must have a comparative advantage in some good.
In Table 33-2, Canada has a comparative advantage
in the production of wheat because Canada must give
up less cloth to produce one kilogram of wheat than
must be given up in the EU. Similarly, the EU has a
comparative advantage in the production of cloth
because the EU must give up less wheat in order to
produce one metre of cloth than must be given up in
Canada.

The gains from specialization and trade depend
on the pattern of comparative, not absolute,
advantage.

TABLE 33-1 Absolute Costs and Absolute

Advantage

Wheat (kilograms) Cloth (metres)

Canada $1 per kilogram $5 per metre
EU $3 per kilogram $6 per metre

Absolute advantage reflects the differences in absolute
costs of producing goods between countries. The
numbers show the dollar cost of the total amount of
resources necessary for producing wheat and cloth in
Canada and the EU. Note that Canada is a lower-cost
producer than the EU for both wheat and cloth.
Canada is therefore said to have an absolute advan-
tage in the production of both goods.

TABLE 33-2 Opportunity Costs and 

Comparative Advantage

Wheat (kilograms) Cloth (metres)

Canada 0.2 m of cloth 5.0 kg of wheat
EU 0.5 m of cloth 2.0 kg of wheat

Comparative advantages reflect opportunity costs
that differ between countries. The first column shows
the opportunity cost of a kilogram of wheat in terms
of the amount of cloth that must be given up. The sec-
ond column shows the opportunity cost of a metre of
cloth in terms of the amount of wheat that must be
given up. Canada has a comparative advantage in
wheat production because it has a lower opportunity
cost for wheat than does the EU. The EU has a com-
parative advantage in cloth because its opportunity
cost for cloth is lower than that in Canada.

comparative advantage

The situation that exists

when a country can

produce a good with less

forgone output of other

goods than can another

country.
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In our example, total world wheat production can
be increased if Canada devotes more resources to the
production of wheat and fewer resources to the produc-
tion of cloth. Similarly, total world cloth production
can be increased if the EU devotes more resources to the
production of cloth and fewer to wheat. In the extreme
case, Canada could specialize by producing only wheat
and the EU could specialize by producing only cloth.
Such reallocations of resources increase total world out-
put because each country is specializing in the produc-
tion of the good in which it has the lowest opportunity
cost. The gains from specialization along the lines of
comparative advantage are shown in Table 33-3.

World output increases if countries specialize in
the production of the goods in which they have a
comparative advantage.

Not any pattern of specialization, however, is ben-
eficial for the world. In our example, if Canada were to
specialize in cloth and the EU in wheat, total world output would fall. To see this, note
that in order to produce one extra metre of cloth in Canada, five kilograms of wheat
must be sacrificed (see Table 33-2). Similarly, in order to produce four extra kilograms
of wheat in the EU, two metres of cloth must be sacrificed. Thus, if each country pro-
duced these additional units of the wrong  good, total world output of wheat would
fall by one kilogram and total output of cloth would fall by one metre.

Specialization of production against the pattern of comparative advantage leads to
a decline in total world output.

We have discussed comparative advantage in terms of opportunity costs. We can
also illustrate it by considering the two countries  production possibilities bound-
aries. Recall from Chapter 1 the connection between a country s production possibil-
ities boundary and the opportunity costs of production. The slope of the production
possibilities boundary indicates the opportunity costs. The existence of different
opportunity costs across countries implies comparative advantages that can lead to
gains from trade. Figure 33-3 illustrates how two countries can both gain from trade
when they have different opportunity costs in production and those opportunity costs
are independent of the level of production. An alternative diagrammatic illustration of
the gains from trade appears in Extensions in Theory 33-1, where the production
possibilities boundary is concave (which means that the opportunity cost for each
good is higher when more of that good is being produced).

The conclusions about the gains from trade arising from international differences
in opportunity costs are summarized below.

1. Country A has a comparative advantage over Country B in producing a product
when the opportunity cost of production in Country A is lower. This implies, how-
ever, that it has a comparative disadvantage in some other product(s).

2. The opportunity cost of product X is the amount of output of other products that
must be sacrificed in order to increase the output of X by one unit.

TABLE 33-3 The Gains from Specialization

Changes from each country producing more units of
the product in which it has the lower opportunity cost

Wheat (kilograms) Cloth (metres)

Canada *5.0 +1.0
EU +4.0 *2.0
Total *1.0 *1.0

Whenever opportunity costs differ between countries,
specialization can increase the world s production of
both products. These calculations show that there are
gains from specialization given the opportunity costs
of Table 33-2. To produce five more kilograms of
wheat, Canada must sacrifice 1.0 m of cloth. To pro-
duce two more metres of cloth, the EU must sacrifice
4.0 kg of wheat. Making both changes increases
world production of both wheat and cloth.

Practise with Study Guide

Chapter 33, Exercise 4 and

Extension Exercises E1 and E2.
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848 PART 12 : CANADA IN THE GLOBAL ECONOMY

3. When opportunity costs for all products are the same in all countries, there is no
comparative advantage and there is no possibility of gains from specialization and
trade.

4. When opportunity costs differ in any two countries and both countries are produc-
ing both products, it is always possible to increase production of both products by
a suitable reallocation of resources within each country.

Though the concepts of comparative advantage and specialization are relatively
straightforward, it is helpful to work through numerical examples to solidify your
understanding. Applying Economic Concepts 33-1 provides two examples and works
through the computations of absolute and comparative advantage.

The Gains from Trade with Variable Costs

So far, we have assumed that opportunity costs are the same whatever the scale of
output, and we have seen that there are gains from specialization and trade as long

FIGURE 33-3 The Gains from Trade with Constant Opportunity Costs

International trade leads to specialization in production and increased consumption possibilities. The purple lines in
parts (i) and (ii) represent the production possibilities boundaries for Canada and the EU, respectively. In the absence
of any international trade, these also represent each country s consumption possibilities.

The difference in the slopes of the production possibilities boundaries reflects differences in comparative advan-
tage, as shown in Table 33-2. In each part the opportunity cost of increasing production of wheat by the same amount
(measured by the distance ba) is the amount by which the production of cloth must be reduced (measured by the dis-
tance bc). The relatively steep production possibilities boundary for Canada thus indicates that the opportunity cost
of producing wheat in Canada is less than that in the European Union.

If trade is possible at some relative prices between the two countries  opportunity costs of production, each coun-
try will specialize in the production of the good in which it has a comparative advantage. In each part of the figure,
the slope of the green line shows the relative prices at which trade takes place. Production occurs in each country at
S (for specialization); Canada produces only wheat, and the EU produces only cloth.

Consumption possibilities for each country are now given by the green line that passes through S. Consumption
possibilities are increased in both countries; consumption may occur at some point, such as d, that involves a combi-
nation of wheat and cloth that was not attainable in the absence of trade.
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Examining the gains from trade is relatively easy in the
case where each country s production possibilities
boundary is a straight line. What happens in the more
realistic case where the production possibilities boundary
is concave? As this box shows, the same basic principles
of the gains from trade apply to this more complex case.

International trade leads to an expansion of the set of
goods that can be consumed in the economy in two ways:

1. By allowing the bundle of goods consumed to dif-
fer from the bundle produced

2. By permitting a profitable change in the pattern of
production

Without international trade, the bundle of goods
produced must be the same as the bundle consumed.
With international trade, the consumption and produc-
tion bundles can be altered independently to reflect the
relative values placed on goods by international markets.

Fixed Production

In each part of the figure, the purple curve is the econ-
omy s production possibilities boundary. In the absence
of international trade, the economy must consume the
same bundle of goods that it produces. Thus, the pro-
duction possibilities boundary is also the consumption
possibilities boundary. Suppose the economy produces
and consumes at point a, with x1 of good X and y1 of
good Y, as in part (i) of the figure.

Next suppose that with production point a, good Y
can be exchanged for good X internationally. The con-
sumption possibilities are now shown by the line tt drawn
through point a. The slope of tt indicates the quantity of
Y that exchanges for a unit of X on the international
market that is, the relative price of X in terms of Y.

Although production is fixed at point a, consump-
tion can now be anywhere on the line tt. For example,

the consumption point could be at b. This could be
achieved by exporting y2y1 units of Y and importing
x1x2 units of X. Because point b (and all others on line tt
to the right of a) lies outside the production possibilities
boundary, there are potential gains from trade. Con-
sumers are no longer limited by their own country s pro-
duction possibilities. Let us suppose that they prefer
point b to point a. They have achieved a gain from trade
by being allowed to exchange some of their production
of good Y for some quantity of good X and thus to con-
sume more of good X than is produced at home.

Variable Production

There is a further opportunity for the expansion of the
country s consumption possibilities: With trade, produc-
tion may be altered in response to international prices.
The country may produce the bundle of goods that is
most valuable in world markets. That is represented by
the bundle d in part (ii). The consumption possibilities
boundary is shifted to the line t*t* by changing produc-
tion from a to d and thereby increasing the country s
degree of specialization in good Y. For every point on the
original consumption possibilities boundary tt, there are
points on the new boundary t*t* that allow more con-
sumption of both goods for example, compare points b
and f. Notice also that, except at the zero-trade point d,
the new consumption possibilities boundary lies every-
where above the production possibilities boundary.

The benefits of moving from a no-trade position,
such as point a, to a trading position, such as points b
or f, are the gains from trade to the country. When the
production of good Y is increased and the production of
good X decreased, the country is able to move to a
point, such as f, by producing more of good Y, in which
the country has a comparative advantage, and trading
the additional production for good X.

EXTENSIONS IN THEORY 33-1

The Gains from Trade More Generally
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Example #1
Argentina and Brazil can both produce fish and leather.
The table shows the total resource cost, in dollars, of
producing one kilogram of each good in both countries.

Absolute Advantage Argentina is the more efficient pro-
ducer of fish since its total resource cost ($2) is less
than Brazil s ($3), and so it has the absolute advantage
in producing fish. Brazil has the absolute advantage in
producing leather.

Comparative Advantage To know the pattern of compar-
ative advantage, we must compute the opportunity
costs of production. In Argentina, producing one more
kilogram of leather requires using $5 of resources the
amount that could have been used to produce 21

2 kg of
fish. Thus, producing 1 kg of leather involves giving up
21

2 kg of fish. In Brazil, however, one extra kilogram of
leather only requires a sacrifice of 11

3 kg of fish. Since
Brazil has the lower opportunity cost for leather (it
gives up the least fish), it has the comparative advantage
in leather production.

The opportunity cost for fish production must be
the inverse of that for leather. In Argentina, one extra
kilogram of fish costs  0.4 kg of leather. In Brazil, one
extra kilogram of fish costs  0.75 kg of leather. Since
Argentina has the lower opportunity cost of fish, it has
the comparative advantage in fish production.

Specialization If Argentina and Brazil were to trade with
each other, total production would be increased if each
country specialized in the production of the good in which
it has the comparative advantage. Argentina should pro-
duce fish and buy its leather from Brazil; Brazil should
produce leather and buy its fish from Argentina.

Fish (kg) Leather (kg)

Argentina $2 $5

Brazil $3 $4

Example #2
Switzerland and Austria can both produce glass and
chocolate. Each country has 1000 units of identical
resources, which we will call labour.  The table shows
the maximum amount of each good that each country
could produce if it devoted all resources to the produc-
tion of that good.

Absolute Advantage Each unit of labour in Austria can
produce 5 tonnes of glass or 400 kg of chocolate. The
identical unit of labour in Switzerland can produce only
4 tonnes of glass or 200 kg of chocolate. Switzerland is
less efficient than Austria in the production of both
goods; Austria therefore has the absolute advantage in
both goods.

Comparative Advantage Once again, we need to know
the opportunity costs of production. In Austria, pro-
ducing one extra tonne of glass requires giving up
80 kg (* 400 000/5000) of chocolate. In Switzerland,
producing one extra tonne of glass costs  50 kg 
(* 200 000/4000) of chocolate. Switzerland has the
lower opportunity cost for glass and thus has the com-
parative advantage in glass production. It follows that
Austria must have the comparative advantage in the pro-
duction of chocolate. Austria s opportunity cost of 1 kg
of chocolate is 1/80 tonne of glass whereas Switzerland s
opportunity cost of 1 kg of chocolate is 1/50 tonne of
glass.

Specialization If the two countries engaged in interna-
tional trade, total output would be maximized if Austria
specialized in the production of chocolate and Switzer-
land specialized in the production of glass.

Glass (tonnes) Chocolate (kg)

Austria 5 000 400 000

Switzerland 4 000 200 000

APPLYING ECONOMIC CONCEPTS 33-1

Two Examples of Absolute and Comparative Advantage

as there are differences in opportunity costs across countries. If costs vary with the
level of output, or as experience is acquired via specialization, additional gains are
possible.

Economies of Scale In many industries, production costs fall as the scale of
output increases. The larger the scale of operations, the more efficiently large-scale
machinery can be used and the more a detailed division of tasks among workers is
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possible. Small countries (such as Switzerland, Belgium, and Israel) whose domestic
markets are not large enough to exploit economies of scale would find it prohibi-
tively expensive to become self-sufficient by producing a little bit of everything at
very high cost.

One of the important lessons learned from patterns of world trade since the Second
World War has concerned imperfect competition and product differentiation. Virtually
all of today s manufactured consumer goods are produced in a vast array of differenti-
ated product lines. In some industries, many firms produce different items in this array;
in others, only a few firms produce the entire array. In either case, they may not
exhaust all available economies of scale. Thus, an increase in the size of the market,
even in a large economy, may allow the exploitation of some previously unexploited
scale economies in individual product lines.

These possibilities were first dramatically illustrated when the European Com-
mon Market (now known as the European Union) was set up in the late 1950s. Econ-
omists had expected that specialization would occur according to the theory of
comparative advantage, with one country specializing in cars, another in refrigera-
tors, another in fashion and clothing, another in shoes, and so on. This is not the way
it worked out. Instead, much of the vast growth of trade was in intra-industry
trade that is, trade of goods or services within the same broad industry. Today, one
can buy French, English, Italian, and German fashion goods, cars, shoes, appliances,
and a host of other products in London, Paris, Berlin, and Rome. Ships loaded with
Swedish furniture bound for London pass ships loaded with English furniture bound
for Stockholm, and so on.

The same increase in intra-industry trade happened
with Canada U.S. trade over successive rounds of tariff
cuts that were negotiated after the Second World War,
the most recent being those associated with the 1989
Canada U.S. Free Trade Agreement, and its 1994
expansion into the North American Free Trade Agree-
ment (NAFTA), which included Mexico. In several
broad industrial groups, including automotive prod-
ucts, machinery, textiles, and forestry products, both
imports and exports increased in each country. What
free trade in Europe and North America did was to
allow a proliferation of differentiated products, with
different countries each specializing in different sub-
product lines. Consumers have shown by their expendi-
tures that they value this enormous increase in the
range of choice among differentiated products, and
producers have gained economies by being able to
operate at a larger scale.

In industries with significant scale economies, small countries that do not trade
will have low levels of output and therefore high costs. With international trade,
however, small countries can produce for the large global market and thus produce
at lower costs. International trade therefore allows small countries to reap the
benefits of scale economies.

Learning by Doing The discussion so far has assumed that costs vary with the level
of output. But they may also vary with the accumulated experience in producing a
product over time.

Wine is a good example of an industry in which there is much
intra-industry trade. Canada, for example, imports wine from
many countries but also exports Canadian-made wine to the
same countries.
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Early economists placed great importance on a concept that is now called learning
by doing. They believed that as countries gained experience in particular tasks, work-
ers and managers would become more efficient in performing them. As people acquire
expertise, costs tend to fall. There is substantial evidence that such learning by doing
does occur. It is particularly important in many of today s knowledge-intensive high-
tech industries. The distinction between this phenomenon and economies of scale is
illustrated in Figure 33-4. It is one more example of the difference between a movement
along a curve and a shift of the curve.

The opportunity for learning by doing has an important implication: Policymakers
need not accept current comparative advantages as given. Through such means as edu-
cation and tax incentives, they can seek to develop new comparative advantages. More-
over, countries cannot complacently assume that their existing comparative advantages

will persist. Misguided education policies, the wrong
tax incentives, or policies that discourage risk taking
can lead to the rapid erosion of a country s compara-
tive advantage in particular products and industries.

Sources of Comparative Advantage

David Ricardo s analysis taught us that the gains from
trade arise from the pattern of comparative advantage.
However, his analysis did not explain the sources of a
country s comparative advantage. Why do compara-
tive advantages exist? Since a country s comparative
advantage depends on its opportunity costs, we could
also ask: Why do different countries have different
opportunity costs?

Different Factor Endowments The tradi-
tional answer to this question was provided early in
the twentieth century by two Swedish economists, Eli
Heckscher and Bertil Ohlin. Ohlin was subsequently
awarded the Nobel Prize in economics for his work in
the theory of international trade. Their explanation
for international differences in opportunity costs is
now incorporated in the Heckscher-Ohlin model.
According to their theory, the international cost differ-
ences that form the basis for comparative advantage
arise because factor endowments differ across coun-
tries. This is often called the factor endowment theory
of comparative advantage.

To see how this theory works, consider the prices
for various types of goods in countries in the absence
of trade. A country that is well endowed with fertile
land but has a small population (like Canada) will find
that land is cheap but labour is expensive. It will there-
fore produce land-intensive agricultural goods cheaply
and labour-intensive goods, such as machine tools,
only at high cost. The reverse will be true for a second
country that is small in size but possesses abundant

learning by doing The

reduction in unit costs that

often results as workers

learn through repeatedly

performing the same tasks.

It causes a downward shift

in the average cost curve.
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Specialization may lead to gains from trade through
scale economies, learning by doing, or both. Con-
sider a country that wants to consume the quantity
Q0. Suppose it can produce that quantity at an aver-
age cost per unit of c0. Suppose further that the
country has a comparative advantage in producing
this product and can export the quantity Q0Q1 if it
produces Q1. This may lead to cost savings in two
ways.

First, the increased level of production of Q1
compared with Q0 permits it to move along its cost
curve from a to b, thereby reducing costs per unit to
c1. This is an economy of scale.

Second, as workers and management become
more experienced, they may be able to produce at
lower costs. This is learning by doing and it shifts the
cost curve from LRAC to LRAC*. At output Q1,
costs per unit fall to c2. The movement from a to b*

incorporates both economies of scale and learning by
doing.
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and efficient labour (like Japan). As a result, the first coun-
try will have a comparative advantage in agricultural pro-
duction and the second in goods that use much labour and
little land.

According to the Heckscher-Ohlin theory, countries
have comparative advantages in the production of
goods that use intensively the factors of production
with which they are abundantly endowed.

For example, Canada is abundantly endowed with
forests relative to most other countries. According to the
Heckscher-Ohlin theory, Canada has a comparative advan-
tage in goods that use forest products intensively, such as
newsprint, paper, raw lumber, and wooden furniture. In
contrast, relative to most other countries, Canada is sparsely
endowed with labour. Thus, Canada has a comparative
disadvantage in goods that use labour intensively, such as
cotton or many other textile products.

Different Climates The factor endowment theory provides only part of the entire
explanation for the sources of comparative advantage. One additional influence comes
from all those natural factors that can be called climate in the broadest sense. If you
combine land, labour, and capital in the same way in Nicaragua and in Iceland, you
will not get the same output of most agricultural goods. Sunshine, rainfall, and average
temperature also matter. If you seek to work with wool or cotton in dry climates, you
will get different results from when you work in damp climates. (You can, of course,
artificially create any climate you want in a factory, but it costs money to create what
is freely provided elsewhere.)

Climate affects comparative advantage.

Of course, if we consider warm weather  a factor of production, then we could
simply say that countries like Nicaragua are better endowed with that factor than
countries like Iceland. In this sense, explanations of comparative advantage based
on different climates are really just a special case of explanations based on factor
endowments.

Human Capital Acquired skills, what economists call human capital, matter
greatly in determining comparative advantage. Beginning in the late nineteenth cen-
tury, Germany had an excellent set of trade schools that were attended by virtually
every male who did not go on to higher education. As a result, Germany had a strong
comparative advantage in many consumer goods that required some skill to produce,
such as electric razors, cake mixers, and blenders. The people of Persia (now Iran) pro-
duced carpets of high quality over the centuries, and from childhood their workers
developed skills in carpet making that few others could match. So they had a compar-
ative advantage in high-quality carpets and some related commodities.

Early on, Americans developed the skills necessary to mass-produce goods of rea-
sonable quality made from standardized parts. So the United States developed a com-
parative advantage in many products made with mass-production techniques. One early

Canada is extremely well endowed with forests. It is no
surprise, therefore, that it has a comparative advantage in
a whole range of forestry products.
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set of products made in this way was firearms. Rifles and pistols were mass-produced
and assembled from standardized parts. This allowed U.S. firms to produce their
firearms at much lower costs than in other countries where similar weapons were made
one at a time by craftsmen. One of these, the Colt six-shooter, blazed its way into fame
in the nineteenth century in the American Wild West.

Acquired Comparative Advantage This last mentioned source of compara-
tive advantage makes it clear that many comparative advantages are acquired. Further,
they can change. Thus, comparative advantage should be viewed as being dynamic
rather than static. Many new industries are seen to depend more on human capital
than on fixed physical capital or natural resources. The skills of a computer designer,
a video game programmer, or a sound mix technician are acquired by education and
on-the-job training. Natural endowments of energy and raw materials cannot account
for Silicon Valley s leadership in computer technology, for Canada s prominence in
communications technology, for Taiwan s excellence in electronics, or for Switzerland s
prominence in private banking.

If comparative advantage can be acquired, it can also be lost. If firms within one
country fail to innovate and adopt the latest technologies available in their industry,
but competing firms in other countries are aggressively innovating and reducing their
production costs, the first country will eventually lose whatever comparative advan-
tage it once had in that industry. In recent years, for example, pulp and paper mills in
Canada have been closing, driven out of the industry by Scandinavian firms that more
aggressively pursue improvements in productivity.

With today s growing international competition, no country s comparative advan-
tages are secure unless its firms innovate and keep up with their foreign competitors
and its education system produces workers, managers, and innovators with the
requisite skills.

w w w . m y e c o n l a b . c o m

The race between firms for innovation and productivity improvements is often
used as an illustration for how countries also compete  against one another
in terms of international trade. Many observers appear to adopt this view when
they argue that productivity growth in the developing world harms living
standards in the developed countries. Is this argument correct? Look for Does
Third-World Growth Harm First-World Prosperity? in the Additional Topics section
of this book s MyEconLab.

ADDITIONAL TOPICS

Contrasting Views? This modern view is in sharp contrast with the traditional
assumption that cost structures based largely on a country s natural endowments lead
to a given pattern of international comparative advantage. The traditional view sug-
gests that a government interested in maximizing its citizens  material standard of
living should encourage specialization of production in goods for which it currently
has a comparative advantage. If all countries followed this advice, each would have
been specialized in a relatively narrow range of distinct products. The British would
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have produced engineering products, Canadians would have produced resource-based
primary products, Americans would have been farmers and factory workers, Central
Americans would have been banana and coffee growers, and so on.

There are surely elements of truth in both extreme views. It would be unwise to
neglect resource endowments, climate, culture, social patterns, and institutional
arrangements. But it would also be unwise to assume that all advantages are innate and
immutable.

To some extent, these views are reconciled by the theory of human capital, which
is a topic we discussed in Chapter 14. Comparative advantages that depend on human
capital are consistent with traditional Heckscher-Ohlin theory. The difference is that
this type of capital is acquired through conscious decision making relating to such
matters as education and technical training.

33.2 The Determination 

of Trade Patterns

Comparative advantage has been the central concept in our discussion about the gains
from trade. If Canada has a comparative advantage in lumber and Italy has a compar-
ative advantage in shoes, then the total output of lumber and shoes can be increased if
Canada specializes in the production of lumber and Italy specializes in the production
of shoes. With such patterns of specialization, Canada will naturally export lumber to
Italy and Italy will export shoes to Canada.

It is one thing to discuss the potential gains from trade if countries specialized in
the production of particular goods and exported these to other countries. But do actual
trade patterns occur along the lines of comparative advantage? In this section of the
chapter we use a simple demand-and-supply model to examine why Canada exports
some products and imports others. We will see that comparative advantage, whether
natural or acquired, plays a central role in determining actual trade patterns.

There are some products, such as coffee and mangoes, that Canada does not pro-
duce (and will probably never produce). Any domestic consumption of these products
must therefore be satisfied by imports from other countries. At the other extreme, there
are some products, such as nickel or potash, of which Canada is one of the world s
major suppliers, and demand in the rest of the world must be satisfied partly by
exports from Canada. Finally, there are some products, such as houses and cement,
that are so expensive to transport that every country produces approximately what it
consumes.

Our interest in this section is with the vast number of intermediate cases in which
Canada is only one of many producers of an internationally traded product, as with
beef, oil, copper, wheat, lumber, and newsprint. Will Canada be an exporter or an
importer of such products? And what is the role-played by comparative advantage?

The Law of One Price

Whether Canada imports or exports a product for which it is only one of many pro-
ducers depends to a great extent on the product s price. This brings us to what econo-
mists call the law of one price.

For data on Canadian trade

by industry and by country,

go to Statistics Canada s

website at www.statcan.

gc.ca. and search for

trade.

33_raga_ch33.qxd  1/29/10  12:13 PM  Page 855



The law of one price states that when a product is traded throughout the entire
world, the prices in various countries will differ by no more than the cost of trans-
porting the product between countries. Aside from differences caused by these
transport costs, there is a single world price.

Many basic products such as copper wire, steel pipe, iron ore, and computer
RAM chips fall within this category. The world price for each good is the price that
equates the quantity demanded worldwide with the quantity supplied worldwide. The
world price of an internationally traded product may be influenced greatly, or only
slightly, by the demand and supply coming from any one country. The extent of one
country s influence will depend on how important its quantities demanded and sup-
plied are in relation to the worldwide totals.

The simplest case for us to study arises when the country, which we will take to be
Canada, accounts for only a small part of the total worldwide demand and supply. In
this case, Canada does not itself produce enough to influence the world price signifi-
cantly. Similarly, Canadian purchases are too small a proportion of worldwide demand
to affect the world price in any significant way. Producers and consumers in Canada
thus face a world price that they cannot influence by their own actions.

In this case, the price that rules in the Canadian market must be the world price
(adjusted for the exchange rate between the Canadian dollar and the foreign currency).
The law of one price says that this must be so. What would happen if the Canadian
domestic price diverged from the world price? If the Canadian price were below the
world price, no supplier would sell in the Canadian market because higher profits
could be made by selling abroad. The absence of supply to the Canadian market would
thus drive up the Canadian price. Conversely, if the Canadian domestic price were
above the worldwide price, no buyer would buy from a Canadian seller because lower
prices are available by buying abroad. The absence of demand on the Canadian market
would thus drive down the Canadian price.

The Pattern of Foreign Trade

Let us now see what determines the pattern of international trade in such circum-
stances.

An Exported Product To determine the pattern of Canadian trade, we first show
the Canadian domestic demand and supply curves for some product, say, lumber. This is
done in Figure 33-5. The intersection of these two curves tells us what the price and
quantity would be if there were no foreign trade. Now compare this no-trade price with
the world price of that product.1 If the world price is higher, the actual price in Canada
will exceed the no-trade price. In this situation there will be an excess of Canadian sup-
ply over Canadian demand. Domestic producers want to sell Q2 units of lumber but
domestic consumers want to buy only Q1 units. If Canada were a closed economy, such
excess supply would drive the price down to pd. But in an open economy with a world
price of pw, this excess supply is exported to Canada s trading partners.

Countries export products whose world price exceeds the price that would exist
domestically if there were no foreign trade.

856 PART 12 : CANADA IN THE GLOBAL ECONOMY

Export Development

Canada is a Crown

corporation devoted to

improving Canada s export

prospects. For information

about Canada s exports,

check out its website:

www.edc.ca.

1 If the world price is stated in terms of some foreign currency (as it often is), the price must be converted into

Canadian dollars by using the current exchange rate between the foreign currency and Canadian dollars.

Practise with Study Guide

Chapter 33, Exercise 5.
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What is the role of comparative advantage in this
analysis? We have said that Canada will export lumber
if the world price exceeds Canada s no-trade price. Note
that in a competitive market the price of the product
reflects the product s marginal cost, which in turn
reflects the opportunity cost of producing the product.
That Canada s no-trade price for lumber is lower than
the world price reflects the fact that the opportunity
cost of producing lumber in Canada is less than the
opportunity cost of producing it in the rest of the world.
Thus, by exporting goods that have a low no-trade
price, Canada is exporting the goods for which it has a
comparative advantage.

Countries export the goods for which they are low-
cost producers. That is, they export goods for
which they have a comparative advantage.

An Imported Product Now consider some
other product for example, computer RAM chips.
Once again, look first at the domestic demand and sup-
ply curves, shown this time in Figure 33-6. The inter-
section of these curves determines the no-trade price
that would rule if there were no foreign trade. The
world price of RAM chips is below the Canadian no-
trade price so that, at the price ruling in Canada,
domestic demand is larger and domestic supply is
smaller than if the no-trade price had ruled. The excess
of domestic demand over domestic supply is met by
imports.

Countries import products whose world price is
less than the price that would exist domestically if
there were no foreign trade.

Again, this analysis can be restated in terms of
comparative advantage. The high Canadian no-trade
price of RAM chips reflects the fact that RAM chips
have a higher opportunity cost in Canada than else-
where in the world. This high cost means that Canada
has a comparative disadvantage in RAM chips. So
Canada imports goods for which it has a comparative
disadvantage.

Countries import the goods for which they are
high-cost producers. That is, they import goods for
which they have a comparative disadvantage.
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FIGURE 33-5 An Exported Good
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Exports

Exports occur whenever there is excess supply domes-
tically at the world price. The domestic demand and
supply curves are D and S, respectively. The domestic
price in the absence of foreign trade is pd, with Qd pro-
duced and consumed domestically. The world price of
pw is higher than pd. At pw, Q1 is demanded while Q2
is supplied domestically. The excess of the domestic
supply over the domestic demand is exported.

FIGURE 33-6 An Imported Good
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Imports

Imports occur whenever there is excess demand
domestically at the world price. The domestic demand
and supply curves are D and S, respectively. The
domestic price in the absence of foreign trade is pd,
with Qd produced and consumed domestically. The
world price of pw is less than pd. At the world price
Q2 is demanded, whereas Q1 is supplied domesti-
cally. The excess of domestic demand over domestic
supply is satisfied through imports.
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Is Comparative Advantage Obsolete?

It is sometimes said that the theory of comparative advantage is nearly 200 years
old, and things have changed so much since then that the theory must surely be
obsolete.

Contrary to such assertions, comparative advantage remains an important eco-
nomic concept. At any one time because comparative advantage is reflected in inter-
national relative prices, and these relative prices determine what goods a country will
import and what it will export the operation of the price system will result in trade
that follows the current pattern of comparative advantage. For example, if Canadian
costs of producing steel are particularly low relative to other Canadian costs, Canada
will export steel at international prices (which it does). If Canada s costs of producing
textiles are particularly high relative to other Canadian costs, Canada will import
textiles at international prices (which it does). Thus, there is no reason to change the
view that Ricardo long ago expounded: Current comparative advantage is a major
determinant of trade under free-market conditions.

What has changed, however, is economists  views about the determinants of com-
parative advantage. It now seems that current comparative advantage may be more
open to change by private entrepreneurial activities and by government policy than
used to be thought. Thus, what is obsolete is the belief that a country s current pattern
of comparative advantage, and hence its current pattern of imports and exports, must
be accepted as given and unchangeable.

The theory that comparative advantage determines trade flows is not obsolete,
but the theory that comparative advantage is completely determined by forces
beyond the reach of decisions made by private firms and by public policy has been
discredited.

One caveat should be noted. It is one thing to observe that it is possible for govern-
ments to influence a country s pattern of comparative advantage. It is quite another to
conclude that it is advisable for them to try. The case in support of a specific govern-
ment intervention requires that (1) there is scope for governments to improve on the
results achieved by the free market, (2) the costs of the intervention be less than the
value of the improvement to be achieved, and (3) governments will actually be able to
carry out the required interventionist policies (without, for example, being sidetracked
by considerations of electoral advantage).

In many cases, governments have succeeded in creating important comparative
advantages. For example, the Taiwanese government virtually created that nation s
electronics industry and then passed it over to private hands in which it became a
world leader. The government of Singapore created a computer-parts industry that
became a major world supplier. However, there are also many examples in which
governments failed in their attempts to create comparative advantage. The govern-
ment of the United Kingdom tried to create a comparative advantage in computers
and failed miserably, wasting much public money in the process. The government of
Ireland tried to create a comparative advantage in automobile production and failed
to create more than a modest, unprofitable industry that eventually disappeared. The
world is strewn not only with spectacular successes, which show that it can be done,
but also with abject failures, which show that the attempt to do so is fraught with
many dangers.

One other comment should be made regarding the relevance of the concept of com-
parative advantage. For understanding international trade in copper wire, lumber, oil,
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bananas, coffee, textiles, and many other relatively simple products, the concept of
comparative advantage is very useful. In some manufacturing industries, however,
where products have dozens or perhaps hundreds of components, the determinants of
trade flows are more complex than the theory of comparative advantage suggests. For
example, it is difficult to see why Canada might have a comparative advantage in the
production of automobile transmissions but not in automobile brake systems or air-
conditioning systems. Yet, the automobile sector is perhaps the best example of an
industry in which a firm s supply chain  includes products made by several other
firms in several countries. Applying Economic Concepts 33-2 discusses how the forces
of globalization and economies of scale have led to the development of complex global
supply chains.

The Terms of Trade

We have seen that world production can be increased when countries specialize in the
production of the goods for which they have a comparative advantage and then trade
with one another. We now ask: How will these gains
from specialization and trade be shared among coun-
tries? The division of the gain depends on what is called
the terms of trade, which relate to the quantity of
imported goods that can be obtained per unit of goods
exported. The terms of trade are measured by the ratio
of the price of exports to the price of imports.

A rise in the price of imported goods, with the price
of exports unchanged, indicates a fall in the terms of
trade; it will now take more exports to buy the same
quantity of imports. Similarly, a rise in the price of
exported goods, with the price of imports unchanged,
indicates a rise in the terms of trade; it will now take
fewer exports to buy the same quantity of imports.
Thus, the ratio of these prices measures the amount
of imports that can be obtained per unit of goods
exported.

The terms of trade can be illustrated with a coun-
try s production possibilities boundary, as shown in
Figure 33-7. The figure shows the hypothetical case in
which Canada can produce only wheat and cloth. As
we saw earlier, the slope of Canada s production possi-
bilities boundary shows the relative opportunity costs
of producing the two goods in Canada. A steep pro-
duction possibilities boundary indicates that only a
small amount of cloth must be given up to get more
wheat; thus cloth is relatively costly and wheat is rela-
tively cheap. A flatter production possibilities bound-
ary indicates that a larger amount of cloth must be
given up to get more wheat; thus cloth is relatively
cheap and wheat is relatively expensive. Thus, the
slope of the production possibilities boundary in Fig-
ure 33-7 shows the relative price of cloth (in terms of
wheat) that Canada faces in the absence of interna-
tional trade.

terms of trade The ratio 

of the average price of a

country s exports to the

average price of its imports.

FIGURE 33-7 An Improvement in the

Terms of Trade
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Changes in the terms of trade lead to changes in a
country s consumption possibilities. The hypotheti-
cal production possibilities boundary is shown for
Canada. With international trade at relative prices
T0, Canada specializes in the production of wheat,
producing at point S, but is able to consume at a
point like A. It pays for its imports of cloth with its
exports of wheat.

If the price of wheat rises relative to the price
of cloth, production remains at S but the line T1
shows Canada s new consumption possibilities.
Consumption can now take place at a point like B
where consumption of both wheat and cloth has
increased. The increase in the terms of trade makes
Canada better off because of the increase in con-
sumption possibilities.
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If, through international trade, Canada has access to different relative prices,
Canada will be led to specialize in the production of one good or the other. In Fig-
ure 33-7, we show a case in which the world relative price of cloth is lower than
the relative price Canada would have if it did not trade. (This lower world relative
price of cloth reflects the fact that other countries can produce cloth more cheaply
than Canada.) Faced with a lower relative price of cloth, Canada ends up specializ-
ing in the production of the relatively high-priced product (wheat), and importing
the relatively low-priced product (cloth). This point of specialization is point S in
Figure 33-7.

The green lines in the figure show alternative values of the world relative prices
that is, alternative values for Canada s terms of trade. A rise in the terms of trade indi-
cates a fall in the relative price of cloth (or a rise in the relative price of wheat). This
increase in the terms of trade is shown as an upward rotation of the green line from T0

to T1. A reduction in the terms of trade is shown as a downward rotation in the green
line, from T1 to T0.

It should be clear from Figure 33-7 why changes in the terms of trade are important.
Suppose the international relative prices are initially given by T0. Canada specializes in

The discussion of comparative advantage developed in
this chapter applies easily to many products with one or
even a few components. One can sensibly speak of
national comparative advantages for whole products,
such as Costa Rica for bananas, Canada for lumber,
Chile for copper, Korea for steel, and Saudi Arabia
for oil.

For many manufactured products, however, and
even for some resource-based products and service
industries, production is carried out in complex and
integrated global supply chains,  with a product s sev-
eral different components being produced in different
countries and often by different firms. In this world of
integrative trade,  it is no longer clear where some

products are made,  even though one could easily
determine where each of the product s many compo-
nents is produced. This method of decentralized pro-
duction has several causes. First, the existence of scale
economies provides an incentive for individual firms to
reduce their costs by concentrating the production of
each individual component in a different specialized
large factory. Second, differences in national wage rates
for various types of labour provide an incentive for
these production facilities to be located in different
countries. Third, the current very low costs of commu-
nication and transportation make it possible to coordi-
nate supply chains globally and ship parts and final

products anywhere at low cost. (If fuel becomes expen-
sive enough to make transport costs a significant part of
total costs, it will become economic to do much more
production closer to final markets than it has been over
the last few decades.)

Consider three examples. The famous iPod sold by
Apple clearly says Made in China  on the box, but
most of the value from its design occurs in the United
States, many electronic components come from Korea
and Japan, and only the iPod s final assembly occurs in
China. Apple chooses to locate assembly in China, using
components manufactured elsewhere, because by doing
so it can maximize its product quality and minimize
costs.

Bombardier jet aircraft designed and assembled in
Canada also involve global supply chains. Fuselage
parts come from Japan, the wings are produced in
Northern Ireland, engines are imported from the United
States, and the avionics are engineered in the United
States but sourced from Asian suppliers. Bombardier
adopts this business model because costs can be reduced
and quality maximized by using specialty suppliers at
each link in the global supply chain.

Such global supply chains even exist for some
products that appear to have few components,  such
as fish. For example, a Canadian firm may hire a
Chilean trawler to fish in the Indian Ocean, land its

APPLYING ECONOMIC CONCEPTS 33-2

Comparative Advantage and Global Supply Chains

Practise with Study Guide

Chapter 33, Exercise 3.
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the production of wheat (point S) but consumes at some point like A, where it finances
imports of cloth with exports of wheat. Now suppose there is a shift in world demand
toward wheat and away from cloth, and this leads to an increase in the relative price of
wheat. The terms of trade increase to T1 and, with unchanged production at point S,
Canada can now afford to consume at a point like B where consumption of both wheat
and cloth has increased.

A rise in a country s terms of trade is beneficial because it expands the country s
consumption possibilities.

Conversely, a reduction in the price of a country s exports (relative to the price of
its imports) is harmful for a country. In Figure 33-7, this is shown as a change of the
terms of trade from T1 to T0. Even though production may remain unchanged, the
range of goods available to be consumed falls, and this reduction in consumption pos-
sibilities leads to an overall loss of welfare.

How do we measure the terms of trade in real economies? Because international
trade involves many countries and many products, we cannot use the simple ratio of

catch in Malaysia where it is frozen, and then send it to
China for further processing before it is finally sold to
Japanese wholesalers. This supply chain could operate
in two different ways. First, the Canadian firm could
manage the entire process but leave ownership to the
individual firms at each stage of the supply chain. In
this case, the Canadian firm is providing management
expertise and would earn a return that in the data
appears as a Canadian export of services. Alternatively,
the Canadian firm could own the product but merely
hire the services of the required firms at each stage of
the supply chain. In this case, the return to the Cana-
dian firm would be significantly higher because of the
need to manage the various risks involved in produc-
tion, such as unexpected swings in prices, natural disas-
ters, and human error.

There are three implications for how we think
about international trade in the presence of integrated
global supply chains. First, we should not view coun-
tries as having comparative advantages in entire prod-
ucts but rather in the specific productive activities that
take place along the global supply chain. China may
not have a comparative advantage in producing  con-
sumer electronics but may have one in assembling
them. Canada may not have a comparative advantage
in producing  jet aircraft but may have one in design-
ing them.

Second, these comparative advantages may not be
long-lasting because they are sensitive to changes in the

economic environment. For example, significant changes
in national corporate tax rates, exchange rates, and
wages for factory workers will generally change the opti-
mal location for the production of a product s various
components.

Third, traditional data on international trade does
not capture the extent of integration in global supply
chains. The iPod assembled in China and exported to
the United States appears simply as a Chinese export;
but the significant value generated by the U.S.-based
design team may appear in no trade statistics whatso-
ever. It follows that the measured flow of a country s
exports of some products does not necessarily corre-
spond closely with the level of local economic activity
(production and employment) actually generated by
those products. Even in Canada s resource sector, the
domestic content of exports is not 100 percent,
although it is typically more than 75 percent, meaning
that up to one-quarter of the value of the final exported
product comes from imported inputs. In most manufac-
turing industries, however, the domestic content of
exports is 50 percent or lower, and in the automobile
industry it is only 35 percent.

The presence of such highly integrated global sup-
ply chains indicates the importance of two-way trade in
Canadian manufacturing: Access to low-price and high-
quality imports is as crucial to the Canadian economy
as is our access to world markets where we can sell our
intermediate and final products.
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the prices of two goods as in Figure 33-7. The basic principle, however, is the same. A
country s terms of trade are computed as an index number:

Terms of trade * + 100

A rise in the index is referred to as a favourable change in a country s terms of trade
(sometimes called a terms of trade improvement). A decrease in the index of the terms
of trade is called an unfavourable change (or a terms of trade deterioration). For exam-
ple, the sharp rise in oil prices in the 1970s led to large unfavourable shifts in the terms
of trade of oil-importing countries. When oil prices fell sharply in the mid-1980s, the
terms of trade of oil-importing countries changed favourably. The converse was true
for oil-exporting countries.

Canada s terms of trade since 1961 are shown in Figure 33-8. As is clear, the
terms of trade are quite variable, reflecting frequent changes in the relative prices of
different products. Note the dramatic increase (improvement) in Canada s terms of
trade in the early 1970s, reflecting the large increase in oil prices caused by OPEC s
output restrictions. Since Canada is a net exporter of oil, its terms of trade improve
when the price of oil increases. An even larger increase occurred in the 2002 2008
period, when the world prices of most commodities, especially energy-related com-
modities, increased sharply.
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,,,
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FIGURE 33-8 Canada s Terms of Trade, 1961 2008
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Canada s terms of trade have been quite variable over the past 50 years. The data shown are Canada s terms of trade
the ratio of an index of Canadian export prices to an index of Canadian import prices. As the relative prices of lumber,
oil, wheat, electronic equipment, textiles, fruit, and other products change, the terms of trade naturally change.

(Source: Statistics Canada, CANSIM database, Series V1997754 and V1997751 and authors  calculations.)
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Summary

Country A has an absolute advantage over Country B in
the production of a specific product when the absolute
resource cost of the product is less in Country A than in
Country B.
Country A has a comparative advantage over Country B
in the production of a specific good if the forgone output
of other goods is less in Country A than in Country B.
Comparative advantage occurs whenever countries have
different opportunity costs of producing particular
goods. World production of all products can be increased
if each country transfers resources into the production of
the products for which it has a comparative advantage.
Trade allows all countries to obtain the goods for which
they do not have a comparative advantage at a lower

opportunity cost than they would face if they were to
produce all products for themselves; specialization and
trade therefore allow all countries to have more of all
products than they could have if they tried to be self-
sufficient.
A nation that engages in trade and specialization may
also realize the benefits of economies of large-scale pro-
duction and of learning by doing.
Classical theory regarded comparative advantage as
largely determined by natural resource endowments
that are difficult to change. Economists now believe that
some comparative advantages can be acquired and con-
sequently can be changed. A country may, in this view,
influence its role in world production and trade.

33.1 The Gains from Trade L 1 2

The law of one price says that the national prices of
tradable goods must differ by no more than the costs of
transporting these goods between countries. After
accounting for these transport costs, there is a single
world price.
Countries will export a good when the world price
exceeds the price that would exist in the country if there
were no trade. The low no-trade price reflects a low
opportunity cost and thus a comparative advantage in
that good. Thus, countries export goods for which they
have a comparative advantage.
Countries will import a good when the world price is
less than the price that would exist in the country if

there were no trade. The high no-trade price reflects a
high opportunity cost and thus a comparative disadvan-
tage in that good. Thus, countries import goods for
which they have a comparative disadvantage.
The terms of trade refer to the ratio of the prices of
goods exported to the prices of those imported. The
terms of trade determine the quantity of imports that
can be obtained per unit of exports.
A favourable change in the terms of trade a rise in
export prices relative to import prices is beneficial
for a country because it expands its consumption
possibilities.

33.2 The Determination of Trade Patterns L 3 4

Key Concepts
Interpersonal, interregional, and

international specialization
Absolute advantage and comparative

advantage
Opportunity cost and comparative

advantage

Factor endowments
Acquired comparative advantage
The law of one price
The terms of trade

The gains from trade: specialization,
scale economies, and learning by
doing

The sources of comparative 
advantage
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Study Exercises

1. Fill in the blanks to make the following statements
correct.

a. The gains from trade  refers to the increased
___________ caused by specialization and trade.

b. Suppose Argentina can produce one kilogram of
beef for $2.50 and Brazil can produce one kilogram
of beef for $2.90. Argentina is said to have a(n)
___________ in beef production over Brazil. The
gains from trade do not depend on ___________.

c. Comparative advantage is based on ___________
rather than absolute costs.

d. It is possible for a country to have a comparative
advantage in some good and a(n) ___________ in
none.

e. If all countries specialize in the production of goods
for which they have a comparative advantage, then
world output will ___________.

f. If opportunity costs are the same in all countries,
there is no ___________ and no possibility of
___________.

2. Fill in the blanks to make the following statements
correct.

a. Such a product as coffee beans is cheaply trans-
ported and is traded around the world. The law
of ___________ tells us that it will tend to have
___________ worldwide price.

b. If the domestic price of copper wire in Canada
(in the absence of trade) is $20 per unit and the
world price is $24 per unit, then Canada will
have an excess ___________, which it will then
___________. The opportunity cost of producing
copper wire in Canada is ___________ than the
opportunity cost of producing it in the rest of the
world.

c. Canada will import goods for which it has an
excess ___________ at the world price. In the
absence of trade, the ___________ price of these
goods would be less than the ___________ price.

d. A rise in Canada s terms of trade means that the
average price of Canada s ___________ has risen
compared with the average price of Canada s
___________. This change is referred to as a terms
of trade ___________.

e. The terms of trade determine the quantity of
________ that can be obtained per unit of
___________.

3. The following diagram shows the production possibil-
ities boundary for Arcticland, a country that produces
only two goods, ice and fish. Labour is the only factor
of production.

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.
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a. Beginning at any point on Arcticland s production
possibilities boundary, what is the opportunity cost
of producing 10 more tonnes of fish?

b. Beginning at any point on Arcticland s production
possibilities boundary, what is the opportunity cost
of producing 100 more tonnes of ice?

4. The following table shows the production of wheat
and corn in Brazil and Mexico. Assume that both
countries have one million acres of arable land.

Brazil Mexico

Wheat 90 bushels per acre 50 bushels per acre
Corn 30 bushels per acre 20 bushels per acre

a. Which country has the absolute advantage in
wheat? In corn? Explain.

b. What is the opportunity cost of producing an extra
bushel of wheat in Brazil? In Mexico? Which
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country has the comparative advantage in wheat
production? Explain.

c. Which country has the comparative advantage in
corn production? Explain.

d. Explain why one country can have an absolute
advantage in both goods but cannot have a com-
parative advantage in both goods.

e. On a scale diagram with wheat on the horizontal
axis and corn on the vertical axis, draw each coun-
try s production possibilities boundary.

f. What is shown by the slope of each country s
production possibilities boundary? Be as precise as
possible.

5. The following diagrams show the production possibil-
ities boundaries for Canada and France, both of which
produce only two goods, wine and lumber.

a. Which country has the comparative advantage in
lumber? Explain.

b. Which country has the comparative advantage in
wine? Explain.

c. Suppose Canada and France are initially not trading
with each other and are producing at points C1 and
F1, respectively. Suppose when trade is introduced,
the free-trade relative prices are shown by the slope
of the dashed line. Show in the diagrams which com-
bination of goods each country will now produce.

d. In this case, what will be the pattern of trade for
each country?
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6. The following diagrams show the Canadian markets
for newsprint and machinery, which we assume to be
competitive.

a. Suppose there is no international trade. What
would be the equilibrium price and quantity in the
Canadian newsprint and machinery markets?

b. Now suppose Canada is open to trade with the rest
of the world. If the world price of newsprint is
higher than the price of newsprint from part (a),
what will happen to the levels of domestic produc-
tion and consumption? Explain.

c. If the world price of machinery is lower than the
price of machinery from part (a), what happens to
the levels of domestic consumption and produc-
tion? Explain.

7. The table below shows indexes for the prices of
imports and exports over several years for a hypothet-
ical country.

Year Import Prices Export Prices Terms of Trade

2005 90 110 ___
2006 95 87 ___
2007 98 83 ___
2008 100 100 ___
2009 102 105 ___
2010 100 112 ___
2011 103 118 ___
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Discussion Questions
1. Adam Smith saw a close connection between the wealth

of a nation and its willingness freely to engage in for-
eign trade. What is the connection?

2. When the North American Free Trade Agreement
(NAFTA) was being negotiated in the early 1990s,
there was a great deal of debate. One critic argued that
it can t be in our interest to sign this deal; Mexico

gains too much from it.  What does the theory of the
gains from trade have to say about that criticism?

3. One product innovation that appears imminent is the
electric car. However, development costs are high and
economies of scale and learning by doing are both
likely to be operative. As a result, there will be a sub-
stantial competitive advantage for those who develop
a marketable product early. What implications might
this have for government policies toward North Amer-
ican automobile manufacturers  activities in this area?
Should the Canadian or U.S. governments encourage
joint efforts by Chrysler, Ford, and GM, even if this
appears to lessen competition among them?

4. Studies of Canadian trade patterns have shown that
industries with high wages are among the largest and
fastest-growing export sectors. One example is the
computer software industry. Does this finding contra-
dict the principle of comparative advantage?

5. Predict what each of the following events would do to
the terms of trade of the importing country and the
exporting country, other things being equal.

a. A blight destroys a large part of the coffee beans
produced in the world.

b. The Koreans cut the price of the steel they sell to
Canada.

c. General inflation of 4 percent occurs around the
world.

d. Violation of OPEC output quotas leads to a sharp
fall in the price of oil.

6. Are there always benefits to specialization and trade?
When are the benefits greatest? Under what situations
are there no benefits from specialization and trade?

a. Compute the terms of trade in each year for this
country and fill in the table.

b. In which years do the terms of trade improve?
c. In which years do the terms of trade deteriorate?
d. Explain why a terms of trade improvement  is

good for the country.

8. For each of the following events, explain the likely
effect on Canada s terms of trade. Your existing
knowledge of Canada s imports and exports should be
adequate to answer this question.

a. A hurricane damages much of Brazil s coffee crop.
b. OPEC countries succeed in significantly restricting

the world supply of oil.
c. Several new large copper mines come into produc-

tion in Chile.
d. A major recession in Southeast Asia reduces the

world demand for pork.
e. Russia, a large producer of wheat, experiences a

massive drought that reduces its wheat crop by
more than 30 percent.
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L LEARNING OBJECTIVES

In this chapter you will learn

1 the various situations in which a country

may rationally choose to protect some

industries.

2 the most common fallacious arguments in

favour of protection.

3 the effects of a tariff or quota on imported

goods.

4 why trade-remedy laws are sometimes just

thinly disguised protection.

5 the distinction between trade creation and

trade diversion.

6 the main features of the North American

Free Trade Agreement.

Trade Policy

Conducting business in a foreign country is not

always easy. Differences in language, in local laws

and customs, and in currency often complicate

transactions. Our concern in this chapter, however,

is not with these complications but with government

policy toward international trade, which is called

trade policy. At one extreme is a policy of free

trade that is, an absence of any form of govern-

ment interference with the free flow of international

trade. Any departure from free trade designed to pro-

tect domestic industries from foreign competition is

called protectionism.

We begin by briefly restating the case for free

trade and then go on to examine various valid and

invalid arguments that are commonly advanced for

some degree of protection. We then explore some of

the methods commonly used to restrict trade, such

as tariffs and quotas. Finally, we examine the many

modern institutions designed to foster freer trade on

either a global or a regional basis. In particular, we

discuss the North American Free Trade Agreement

(NAFTA) and the World Trade Organization (WTO).
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34.1 Free Trade or Protection?

Today, most governments accept the proposition that a relatively free flow of interna-
tional trade is desirable for the health of their individual economies. But heated debates
still occur over trade policy. Should a country permit the completely free flow of inter-
national trade, or should it sometimes seek to protect its local producers from foreign
competition? If some protection is desired, should it be achieved by tariffs or by 
non-tariff barriers? Tariffs are taxes designed to raise the price of imported goods.
Non-tariff barriers (NTBs) are devices other than tariffs designed to reduce the flow of
imports; examples are import quotas and customs procedures that are deliberately
more cumbersome than necessary.

The Case for Free Trade

The gains from trade were presented in Chapter 33. Comparative advantages arise
whenever countries have different opportunity costs. Free trade encourages all
countries to specialize in producing products in which they have a comparative
advantage. This pattern of specialization maximizes world production and hence
maximizes average world living standards (as measured by the world s per capita
GDP).

Free trade does not necessarily make everyone better off than they would be in its
absence. For example, reducing an existing tariff often results in individual groups
receiving a smaller share of a larger world output so that they lose even though the
average person gains. If we ask whether it is possible for free trade to improve every-
one s living standards, the answer is yes because the larger total value of output that
free trade generates could, at least in principle, be divided up in such a way that every
individual is better off. If we ask whether free trade always does so in practice, how-
ever, the answer is, not necessarily.

trade policy A

government s policy

involving restrictions

placed on international

trade.

protectionism Any

government policy that

interferes with free trade in

order to protect domestic

firms and workers from

foreign competition.

tariff A tax applied on

imports of goods or

services.

non-tariff barriers (NTBs)

Restrictions other than

tariffs designed to reduce

imports.

Free trade makes the country as a whole better off, even though it may not make
every individual in the country better off.

In today s world, a country s products must stand up to international competi-
tion if they are to survive. Over even as short a period as a few years, firms that do
not develop new products and new production methods fall seriously behind their
foreign competitors. If one country protects its domestic firms by imposing a tariff,
those firms are likely to become complacent about the need to adopt new technolo-
gies, and over time they will become less competitive in international markets. As
the technology gap between domestic and foreign firms widens, the tariff wall will
provide less and less protection. Eventually, the domestic firms will succumb to
foreign competition. Meanwhile, domestic living standards will fall relative to for-
eign ones.

Given that any country can be better off by specializing in those goods in which it
has a comparative advantage, one might wonder why most countries of the world con-
tinue in some way to restrict the flow of trade. Why do tariffs and other barriers to
trade continue to exist two centuries after Adam Smith and David Ricardo stated the
case for free trade? Is there a valid case for some protection?
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The Case for Protection

Two kinds of arguments for protection are commonly heard. The first concerns objec-
tives other than maximizing national income; the second concerns the desire to
increase one country s national income, possibly at the expense of the national incomes
of other countries.

Objectives Other than Maximizing National Income A country s national
income may be maximized with free trade and yet it may still be rational to oppose free
trade because of other policy objectives.

ADVANTAGES OF DIVERSIFICATION. For a very small
country, specializing in the production of only a few
products though dictated by comparative advantage
might involve risks that the country does not want to take.
One such risk is that technological advances may render its
basic product obsolete. Another risk, especially for coun-
tries specialized in producing a small range of agricultural
products, is that swings in world prices lead to large
swings in national income. Everyone understands these
risks, but there is debate about what governments can do
about it. The pro-tariff argument is that the government
can encourage a more diversified economy by protecting
domestic industries that otherwise could not compete with
their foreign rivals. Opponents argue that governments,
being naturally influenced by political motives, are poor
judges of which industries can be protected in order to
produce diversification at a reasonable cost.

PROTECTION OF SPECIFIC GROUPS. Although specializa-
tion according to comparative advantage will maximize average per capita GDP, some
specific groups may have higher incomes under protection than under free trade. Of
particular interest in Canada and the United States has been the effect that greater
international trade has on the incomes of unskilled workers.

Consider the ratio of skilled workers to unskilled workers. There are plenty of
both types throughout the world. Compared with much of the rest of the world, how-
ever, Canada has more skilled and fewer unskilled people. When trade is expanded
because of a reduction in tariffs, Canada will tend to export goods made by its abun-
dant skilled workers and import goods made by unskilled workers. (This is the basic
prediction of the factor endowment theory of comparative advantage that we discussed
in Chapter 33.) Because Canada is now exporting more goods made by skilled labour,
the domestic demand for such labour rises. Because Canada is now importing more
goods made by unskilled labour, the domestic demand for such labour falls. This spe-
cialization according to comparative advantage raises average Canadian living stan-
dards, but it will also tend to raise the wages of skilled Canadian workers relative to
the wages of unskilled Canadian workers.

If increasing trade has these effects, then reducing trade by erecting protectionist
trade barriers can have the opposite effects. Protectionist policies may raise the
incomes of unskilled Canadian workers, giving them a larger share of a smaller total
GDP. The conclusion is that trade restrictions can improve the earnings of one group
whenever the restrictions increase the demand for that group s services. This is done,
however, at the expense of a reduction in overall national income and hence the coun-
try s average living standards.

Countries whose economies are based on the production of
only a few goods face risks from fluctuations in world
prices. For this reason, protection to promote diversifica-
tion may be viewed as desirable.
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This analysis is important because it reveals both the grain of truth and the dangers
that lie behind the resistance to trade liberalization (i.e., freer trade) on the part of
some labour groups and some organizations whose main concern is with the poor.

Social and distributional concerns may lead to the rational adoption of protection-
ist policies. But the cost of such protection is a reduction in the country s average
living standards.

Economists cannot say that it is irrational for a society to sacrifice average living
standards in order to protect specific groups. But economists can do three things when
presented with such arguments for adopting protectionist measures. First, they can ask
if the proposed measures really do achieve the ends suggested. Second, they can calcu-
late the cost of the measures in terms of lowered average living standards. Third, they
can see if there are alternative means of achieving the stated goals at lower cost in
terms of lost national income.

Maximizing National Income Next we consider several arguments for the use
of tariffs when the stated objective is to maximize a country s national income.

TO IMPROVE THE TERMS OF TRADE. Tariffs can be used to change the terms of trade
in favour of a country that makes up a large fraction of the world demand for some
product that it imports. By restricting its demand for that product through a tariff, it
can force down the price that foreign exporters receive for that product. The price paid
by domestic consumers will probably rise but as long as the increase is less than the tar-
iff, foreign suppliers will receive less per unit. For example, a 20 percent U.S. tariff on
the import of Canadian softwood lumber might raise the price paid by U.S. consumers
by 12 percent and lower the price received by Canadian suppliers by 8 percent (the dif-
ference between the two prices being received by the U.S. Treasury). This reduction in
the price received by the Canadian suppliers of a U.S. import is a terms-of-trade
improvement for the United States (and a terms-of-trade deterioration for Canada).

Note that not all countries can improve their terms of trade by levying tariffs on
imported goods. A necessary condition is that the importing country has market
power in other words, that its imports represent a large proportion of total world
demand for the good in question, so that its restrictive trade policies lead to a decline in
the world price of its imports. Small countries, like Canada, are not large enough
importers of any good to have a significant effect on world prices. For small countries,
therefore, tariffs cannot improve their terms of trade.

Practise with Study Guide

Chapter 34, Extension 

Exercise E1.

Large countries can sometimes improve their terms of trade by levying tariffs on
some imported goods; small countries cannot.

TO PROTECT INFANT INDUSTRIES. The oldest valid arguments for protection as a
means of raising living standards concern economies of scale or learning by doing. It is
usually called the infant industry argument. An infant industry is nothing more than a
new, small industry. If such an industry has large economies of scale or the scope for
learning by doing, costs will be high when the industry is small but will fall as the
industry grows. In such industries, the country that first enters the field has a tremen-
dous advantage. A developing country may find that in the early stages of develop-
ment, its industries are unable to compete with established foreign rivals. A trade
restriction may protect these industries from foreign competition while they grow
up.  When they are large enough, they will be able to produce as cheaply as foreign
rivals and thus be able to compete without protection.

infant industry argument

The argument that new

domestic industries with

potential for economies of

scale or learning by doing

need to be protected

from competition from

established, low-cost

foreign producers so that

they can grow large enough

to achieve costs as low as

those of foreign producers.
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Most of the now industrialized countries developed their industries initially under
quite heavy tariff protection. (In Canada s case, the National Policy of 1876 established
a high tariff wall behind which many Canadian industries developed and thrived for
many years.) Once the industrial sector was well developed, these countries moved to
reduce their levels of protection, thus moving a long way toward freer trade. Electron-
ics in Taiwan, automobiles in Japan, commercial aircraft in Europe (specifically the
consortium of European governments that created Airbus), and shipbuilding in South
Korea are all examples in which protection of infant industries was successful. In each
case, the national industry, protected by its home government, developed into a major
player in the global marketplace.

One practical problem with this argument for protection is that some infants
never grow up.  Once the young firm gets used to operating in a protected environ-

ment, it may resist having that protection disappear, even though all economies of scale
may have been achieved. This is as much a political problem as an economic one. Polit-
ical leaders must therefore be careful before offering protection to infant industries
because they must recognize the political difficulties involved in removing that protec-
tion in the future. The countries that were most successful in having their protected
industries eventually grow up and succeed in fierce international competition were
those, such as Taiwan and South Korea, that ruthlessly withdrew support from unsuc-
cessful infants within a specified time period.

TO EARN ECONOMIC PROFITS IN FOREIGN MARKETS. Another argument for
protectionist policies is to help create an advantage in producing or marketing some
product that is expected to generate economic profits through its sales to foreign
consumers. If protection of the domestic market, which might include subsidizing
domestic firms, can increase the chance that one of the domestic firms will become
established and thus earn high profits, the protection may pay off. The economic prof-
its earned in foreign markets may exceed the cost to domestic taxpayers of the protec-
tion. This is the general idea behind the concept of strategic trade policy.

Opponents of strategic trade policy argue that it is nothing more than a modern
version of age-old and faulty justifications for tariff protection. Once all countries try
to be strategic, they will all waste vast sums trying to break into industries in which
there is no room for most of them. Domestic consumers
would benefit most, they say, if their governments let
other countries engage in this game. Consumers could
then buy the cheap, subsidized foreign products and
export traditional non-subsidized products in return.
The opponents of strategic trade policy also argue that
democratic governments that enter the game of picking
and backing winners are likely to make more bad
choices than good ones. One bad choice, with all of its
massive development costs written off, would require
that many good choices also be made in order to make
the equivalent in profits that would allow taxpayers to
break even overall.

An ongoing dispute between Canada and Brazil
illustrates how strategic trade policy is often difficult 
to distinguish from pure protection. The world s two
major producers of regional jets are Bombardier, based
in Montreal, and Embraer SA, based in Brazil. For sev-
eral years, each company has accused its competitor s
government of using illegal subsidies to help the domes-
tic company sell jets in world markets. Brazil s Pro-Ex

For many years, Canada and Brazil have been in a trade 
dispute centred on each country s alleged support of aerospace
manufacturers. Canada s Bombardier and Brazil s Embraer
both receive considerable financial assistance from their
respective federal governments. Taxpayers in each country
foot the bill.
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program provides Embraer s customers with low-interest loans with which to purchase
Embraer s jets. Export Development Canada (EDC) provides similar loans to Bom-
bardier s customers. In addition, the Canadian government s Technology Partnerships
program subsidizes research and development activities in high-tech aerospace and
defence companies. As the leading Canadian aerospace company, Bombardier benefits
significantly from this program.

In 1999, the World Trade Organization (WTO) ruled that both the Brazilian and
the Canadian governments were using illegal subsidy programs to support their aero-
space firms. Both countries, however, naturally view their respective programs as nec-
essary responses to the other country s subsidization. Many economists believe that an
agreement to eliminate both programs would leave a level playing field,  while saving
Brazilian and Canadian taxpayers a considerable amount of money. As of 2009, how-
ever, both countries continue to support their respective aerospace firms and both sets
of taxpayers continue to foot the bill.

Fallacious Arguments for Protection

We have seen that free trade is generally beneficial for a country overall even though it
does not necessarily make every person better off. We have also seen that there are
some situations in which there are valid arguments for restricting trade. For every valid
argument, however, there are many fallacious arguments many of these are based,
directly or indirectly, on the misconception that in every transaction there is a winner
and a loser. Here we review a few arguments that are frequently heard in political
debates concerning international trade.

Keep the Money at Home This argument says that if I buy a foreign good, 
I have the good and the foreigner has the money, whereas if I buy the same good
locally, I have the good and our country has the money, too. This argument is based on
a common misconception. It assumes that domestic money actually goes abroad phys-
ically when imports are purchased and that trade flows only in one direction. But when
Canadian importers purchase Japanese goods, they do not send dollars abroad. They
(or their financial agents) buy Japanese yen and use them to pay the Japanese manufac-
turers. They purchase the yen on the foreign-exchange market by giving up dollars to
someone who wants to use them for expenditure in Canada. Even if the money did 
go abroad physically that is, if a Japanese firm accepted a bunch of Canadian $100
bills it would be because that firm (or someone to whom it could sell the dollars)
wanted them to spend in the only country where they are legal tender Canada.

Canadian currency ultimately does no one any good except as purchasing power in
Canada. It would be miraculous if Canadian money could be exported in return for
real goods. After all, the Bank of Canada has the power to create as much new Cana-
dian money as it wants (at almost zero direct cost). It is only because Canadian money
can buy Canadian products and Canadian assets that others want it.

Protect Against Low-Wage Foreign Labour This argument says that the
products of low-wage countries will drive Canadian products from the market, and the
high Canadian standard of living will be dragged down to that of its poorer trading
partners. For example, if Canada imports cotton shirts from India, higher-cost Cana-
dian textile firms may go out of business and Canadian workers may be laid off. Argu-
ments of this sort have swayed many voters over the years.

As a prelude to considering this argument, think what the argument would imply
if taken out of the international context and put into a local one, where the same
principles govern the gains from trade. Is it really impossible for a rich person to gain
by trading with a poor person? Would the local millionaire be better off if she did all

For a list and discussion 

of many ongoing trade

disputes, see the WTO s

website: www.wto.org.
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her own typing, gardening, and cooking? No one believes that a rich person gains
nothing by trading with those who are less rich.

Why, then, must a rich group of people lose when they trade with a poor group?
Well,  some may say, the poor group will price its goods too cheaply.  Does anyone

believe that consumers lose from buying in discount stores or supermarkets just
because the prices are lower there than at the old-fashioned corner store? Consumers
gain when they can buy the same goods at a lower price. If Chinese, Mexican, or
Indian workers earn low wages and the goods they produce are sold at low prices,
Canadians will gain by obtaining imports at a low cost in terms of the goods that must
be exported in return. The cheaper our imports are, the better off we are in terms of the
goods and services available for domestic consumption.

As we said earlier in this chapter, some Canadians may be better off if Canada
places high tariffs on the import of Chinese goods. In particular, if the Chinese goods
compete with goods made by unskilled Canadian workers, then those unskilled work-
ers will be better off if a Canadian tariff protects their firms and thus their jobs. But
Canadian income overall that is, average per capita real income will be higher when
there is free trade.

Exports Are Good; Imports Are Bad Exports create domestic income; imports
create income for foreigners. Surely, then, it is desirable to encourage exports by subsidi-
zing them and to discourage imports by taxing them. This is an appealing argument,
but it is incorrect.

Exports raise GDP by adding to the value of domestic output and income, but they
do not add to the value of domestic consumption. The standard of living in a country
depends on the level of consumption, not on the level of income. In other words, income
is not of much use except that it provides the means for consumption.

If exports really were good  and imports really were bad,  then a fully employed
economy that managed to increase exports without a corresponding increase in imports
ought to be better off. Such a change, however, would result in a reduction in current
standards of living because when more goods are sent abroad but no more are brought
in from abroad, the total goods available for domestic consumption must fall.

The living standards of a country depend on the goods and services consumed in
that country. The importance of exports is that they provide the resources required to
purchase imports, either now or in the future.

Create Domestic Jobs It is sometimes said that an economy with substantial
unemployment, such as Canada during the early 1990s, provides an exception to the
case for freer trade. Suppose tariffs or import quotas reduce the imports of Japanese
cars, Korean textiles, German kitchen equipment, and Polish vodka. Surely, the argu-
ment goes, this will create more employment in Canadian industries producing similar
products. This may be true but it will also reduce employment in other industries.

The Japanese, Koreans, Germans, and Poles can buy from Canada only if they earn
Canadian dollars by selling their domestically produced goods and services to Canada
(or by borrowing dollars from Canada).1 The decline in their sales of cars, textiles,
kitchen equipment, and vodka will decrease their purchases of Canadian lumber, cars,
software, banking services, and holidays. Jobs will be lost in Canadian export indus-
tries and gained in industries that formerly faced competition from imports. The major
long-term effect is that the same amount of total employment in Canada will merely be
redistributed among industries. In the process, living standards will be reduced because

1 They can also get dollars by selling to other countries and then using their currencies to buy Canadian

dollars. But this intermediate step only complicates the transaction; it does not change its fundamental

nature. Other countries must have earned the dollars by selling goods to Canada or borrowing from Canada.
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employment expands in inefficient import-competing industries and contracts in
efficient exporting industries.

A country that imposes tariffs in an attempt to create domestic jobs risks starting a
trade war  with its trading partners. Such a trade war can easily leave every country

worse off, as world output (and thus income) falls significantly. An income-reducing
trade war followed the onset of the Great Depression in 1929 as many countries
increased tariffs to protect their domestic industries in an attempt to stimulate domestic
production and employment. Most economists agree that this trade war made the Great
Depression worse than it otherwise would have been. Lessons from History 34-1

With the onset of the Great Depression in 1929, govern-
ments in many countries responded to internal political
pressures to protect domestic jobs. In the United States,
Congress passed the Smoot-Hawley Tariff Act in June
1930, legislation that raised tariffs on hundreds of
different imported products. At the time, a petition
against the legislation was signed by 1028 economists
who argued that such tariffs would be costly for
America and would initiate a tariff war  between the
United States and its trading partners, thereby worsen-
ing the economic situation.

In retrospect, the economists were clearly correct.
Dozens of countries protested the increase in U.S. tar-
iffs but then retaliated by increasing their own tariffs.
Here in Canada, Liberal Prime Minister Mackenzie
King raised tariffs on imported U.S. products and
lowered them on imports from the rest of the British
Empire. Confident that he would earn the public s
support for his aggressive actions, he promptly called a
federal election. But the Conservatives under R.B. Bennett
argued that the Liberal actions were far too timid, and
the voters apparently agreed. The Liberals were
soundly defeated, Bennett became prime minister, and
Canadian tariffs on U.S. products were raised even
further.

Economists today agree that the widespread
increase in tariffs in the 1930s contributed significantly
to a reduction in trade flows and made the economic
situation worse. In January of 1929, before the onset of
the Depression, the volume of world trade was $5.3 bil-
lion. Four years later, at the depth of the Depression,
world trade had collapsed to $1.8 billion, a reduction of
66 percent. The net effect, instead of increasing employ-
ment in any country, was to shift jobs from efficient
export industries to inefficient domestic industries, sup-
plying local markets in place of imports.

When the most recent global recession began in the
fall of 2008, driven largely by the global financial crisis
that had started a year earlier, world leaders were mind-
ful of this important lesson from the Great Depression.
When meeting in Washington, D.C., to coordinate their
policy responses, the leaders of the world s largest devel-
oped and developing countries (the G20 group of coun-
tries) publicly committed to not raising any tariffs for at
least one year.

Despite this commitment, however, protectionist
measures soon emerged. In the United States, the fiscal
stimulus package passed by Congress included a buy
America  clause requiring that any funds from the
package not be spent on imported construction materi-
als. Similar kinds of protection were built in to the fiscal
stimulus packages in China and some European coun-
tries. Canada and other major trading nations were
understandably concerned by these actions and soon
began threatening their own retaliatory measures. The
Canadian government went to great lengths to argue
that U.S. trade protection would not only hurt Canada
but would also hurt the United States by raising prices
for American consumers, thus making economic recov-
ery more difficult.

While the lessons from history were being forgotten
by some political leaders, a few prominent voices were
arguing the dangers of increased trade protection. The
World Bank issued a report in March 2009 indicating that
in the previous four months world leaders had proposed
or implemented 78 different protectionist measures. The
president of the World Bank urged leaders to rethink these
policies: Leaders must not heed the siren-song of protec-
tionist fixes, whether for trade, stimulus packages or
bailouts. . . . Economic isolationism can lead to a negative
spiral of events such as those we saw in the 1930s, which
made a bad situation much, much worse.

LESSONS FROM HISTORY 34-1

Trade Protection and Recession
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discusses this relationship between tariffs and recession and how it has resur-
faced in the economic policies proposed to counteract the global recession that began
in late 2008.

34.2 Methods of Protection

We now go on to explore two specific protectionist policies. Both cause the price of the
imported good to rise and the quantity demanded by domestic consumers to fall. They
differ, however, in how they achieve these results.

Tariffs

A tariff, also called an import duty, is a tax on
imported goods. For example, consider a Canadian
firm that wants to import cotton T-shirts from India 
at $5 per shirt. If the Canadian government levies a
20 percent tariff on imported cotton shirts, the Cana-
dian firm pays $5 to the Indian exporter plus $1 (20
percent of $5) in import duties to the Canada Revenue
Agency. The immediate effect of a tariff is therefore to
increase the domestic price of the T-shirt to $6. This
price increase has important implications for domestic
consumers as well as domestic producers. The effect of
a tariff is shown in Figure 34-1.

The initial effect of the tariff is to raise the domes-
tic price of the imported product above its world price
by the amount of the tariff. Imports fall. As a result,
foreign producers sell less and must transfer resources
to other lines of production. The price received on
domestically produced units rises, as does the quantity
produced domestically. On both counts, domestic pro-
ducers earn more. However, the cost of producing the
extra production at home exceeds the price at which it
could be purchased on the world market. Thus, the
benefit to domestic producers comes at the expense of
domestic consumers. Indeed, domestic consumers lose
on two counts: First, they consume less of the product
because its price rises, and second, they pay a higher
price for the amount that they do consume. This extra
spending ends up in two places: The extra that is paid
on all units produced at home goes to domestic pro-
ducers, and the extra that is paid on units still
imported goes to the government as tariff revenue.

The overall loss to the domestic economy from
levying a tariff is best seen in terms of the changes in
consumer and producer surplus. Before the tariff,

FIGURE 34-1 The Deadweight Loss of

a Tariff
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A tariff imposes a deadweight loss for the importing
country. Before the tariff, the price in the domestic
economy is the world price, pw. Imports are Q0Q1.
With a tariff of $T per unit, the domestic price rises
to pd. Domestic consumption falls to Q3, and con-
sumer surplus falls by areas * * + * , * -.
Domestic production rises to Q2 and producer sur-
plus increases by area *. Imports fall to Q2Q3, and
the government collects tariff revenue equal to area
,. The sum of areas + and - represents the dead-
weight loss of the tariff.

Practise with Study Guide

Chapter 34, Exercise 1.
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consumer surplus was equal to the entire area below the demand curve and above the
price line at pw. After the tariff, the price increase leads to less consumption and less
consumer surplus. The loss of consumer surplus is the sum of the areas *, +, ,, and -
in Figure 34-1. As domestic producers respond to the higher domestic price by increas-
ing their production and sales, they earn more producer surplus, equal to area *.
Finally, the taxpayers gain the tariff revenue equal to area ,. This is simply a redistrib-
ution of surplus away from consumers toward taxpayers. In summary:

Loss of consumer surplus + * * + * , * -
Gain of producer surplus + *
Gain of tariff revenue + ,

Net loss in surplus + + * -

The overall effect of the tariff is therefore to create a deadweight loss to the domes-
tic economy equal to areas + plus -. Domestic consumers are worse off, while domes-
tic firms and taxpayers are better off. But the net effect is a loss of surplus for the
economy as a whole. This is the overall cost of levying a tariff.

import quota A limit set

on the quantity of a foreign

commodity that may be

imported in a given time

period.

voluntary export

restriction (VER) An

agreement by an exporting

country to limit the amount

of a good exported to

another country.

A tariff imposes costs on domestic consumers, generates benefits for domestic
producers, and generates revenue for the government. But the overall net effect is
negative; a tariff generates a deadweight loss for the economy.

Import quotas and voluntary export restrictions (VERs) impose larger deadweight
losses on the importing country than do tariffs that lead to the same level of
imports.

Canada, the United States, and the European Union have used VERs extensively,
and the EU makes frequent use of import quotas. Japan has been pressured into
negotiating several VERs with Canada, the United States, and the EU in order to limit
sales of some of the Japanese goods that have had the most success in international

Practise with Study Guide

Chapter 34, Exercise 2.

Quotas and Voluntary Export Restrictions (VERs)

The second type of protectionist policy directly restricts the quantity of an imported
product. A common example is the import quota, by which the importing country sets
a maximum quantity of some product that may be imported each year. Another mea-
sure is the voluntary export restriction (VER), an agreement by an exporting country
to limit the amount of a product that it sells to the importing country.

Figure 34-2 shows that a quantity restriction and a tariff have similar effects on
domestic consumers and producers they both raise domestic prices, increase domestic
production, and reduce domestic consumption. But a direct quantity restriction is
actually worse than a tariff for the importing country because the effect of the quantity
restriction is to raise the price received by the foreign suppliers of the good. In contrast,
a tariff leaves the foreign suppliers  price unchanged and instead generates tariff rev-
enue for the government of the importing country.
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competition. For example, in 1983, the United States
and Canada negotiated VERs whereby the Japanese
government agreed to restrict total sales of Japanese
cars to these two countries for three years. When the
agreements ran out in 1986, the Japanese continued to
restrict their automobile sales by unilateral voluntary
action. Japan s readiness to restrict its exports to North
America reflects the high profits that Japanese automo-
bile producers were making under the system of VERs,
as explained in Figure 34-2. In recent years, such VERs
have become less important because Japan s major
automobile producers, Honda and Toyota, both have
established manufacturing plants in Canada.

Tariffs Versus Quotas?

The dispute that raged for several years between
Canada and the United States over Canadian softwood
lumber (spruce, pine, fir, cedar) exports illustrates an
important distinction between tariffs and quotas. The
United States protected its softwood lumber industry in
two ways:

by imposing tariffs on imports of Canadian soft-
wood lumber
by pressuring Canadian governments to place
export quotas on Canadian softwood lumber ship-
ments to the United States

Analysis of Figures 34-1 and 34-2 reveals that the choice
between tariffs and quotas matters greatly for Canadian
producers.

In the case of a U.S. tariff on imported Canadian
softwood lumber, Figure 34-1 illustrates the U.S. mar-
ket. An import tariff raises the domestic price for U.S.
lumber users and also increases the profits of U.S. lum-
ber producers. Canadian lumber producers are harmed
because there is less demand for their product at the
unchanged world price. Area  in the figure represents
U.S. tariff revenue collected on the imports of Canadian lumber revenue that accrues
to the United States government.

Figure 34-2 illustrates the U.S. market for softwood lumber when a quota is placed
on the level of Canadian exports (U.S. imports). As with the tariff, the restricted supply
of Canadian lumber to the U.S. market drives up the price to U.S. users and also raises
profits for U.S. producers. But with a quota there is an important difference: The
higher price in the U.S. market is received by the Canadian lumber producers, as shown
by area  in the figure.

While a tariff and quota may lead to the same reduced volume of exports, the tar-
iff permits some surplus to be captured by the importing country, whereas the quota
allows some surplus to be captured by the exporting country (area  in both cases). In
the U.S. Canadian softwood lumber dispute, both tariffs and quotas were used. And
while both systems were to be preferred overall by a system of free trade, Canada had

FIGURE 34-2 The Deadweight Loss of an
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An import quota drives up the domestic price and
imposes a deadweight loss on the importing country.
With free trade, the domestic price is the world price,
pw. Imports are Q0Q1. If imports are restricted to only
Q2Q3 (through either quotas or VERs), the domestic
price must rise to the point where the restricted level of
imports just satisfies the domestic excess demand
this occurs only at Pd. The rise in price and reduction
in consumption reduces consumer surplus by areas 
* * * . Domestic producers increase their out-
put as the domestic price rises, and producer surplus
increases by area . Area does not accrue to the
domestic economy; instead this area represents extra
producer surplus for the foreign firms that export their
product to this country. The net effect of the quota or
VER is a deadweight loss for the importing country of
areas * * . Import quotas are therefore worse
than tariffs for the importing country.
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an interest in imposing quotas on Canadian lumber exporters rather than having the
same export reduction accomplished by a U.S. tariff.

w w w . m y e c o n l a b . c o m

The trade dispute regarding Canada s softwood-lumber exports to the United
States raged for almost 20 years. By 2006, a new agreement had been approved
by the Canadian and U.S. governments. For details about the history, politics,
and economics of this trade dispute, look for The Continuing Saga of Softwood

Lumber in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

dumping The practice 

of selling a commodity 

at a lower price in the

export market than in 

the domestic market 

for reasons unrelated to

differences in costs of

servicing the two markets.
Dumping, if it lasts indefinitely, can be a gift to the receiving country. Its consumers
get goods from abroad at lower prices than they otherwise would.

Trade-Remedy Laws and Non-tariff Barriers

As tariffs in many countries were lowered over the years since the Second World War,
countries that wanted to protect domestic industries began using, and often abusing, a
series of trade restrictions that came to be known as non-tariff barriers (NTBs). The
original purpose of some of these barriers was to remedy certain legitimate problems
that arise in international trade and, for this reason, they are often called trade-remedy
laws. All too often, however, such laws are misused and over time become potent
means of simple protection.

Dumping Selling a product in a foreign country at a lower price than in the domes-
tic market is known as dumping. For example, if U.S.-made cars are sold for less in
Canada than they are sold for in the United States, the U.S. automobile firms are said
to be dumping. Dumping is a form of price discrimination studied in the theory of
monopoly (see Chapter 10). Most governments have antidumping duties designed to
protect their own industries against what is viewed as unfair foreign pricing practices.

Dumping is more often a temporary measure, designed to get rid of unwanted sur-
pluses, or a predatory attempt to drive competitors out of business. In either case,
domestic producers complain about unfair foreign competition. In both cases, it is
accepted international practice to levy antidumping duties on foreign imports. These
duties are designed to eliminate the discriminatory elements in their prices.

Unfortunately, antidumping laws have been evolving over the past three decades in
ways that allow antidumping duties to become barriers to trade and competition rather
than to provide redress for genuinely unfair trading practices.

Several features of the antidumping system that is now in place in many countries
make it highly protectionist. First, any price discrimination between national markets
is classified as dumping and is subject to penalties. Thus, prices in the producer s
domestic market become, in effect, minimum prices below which no sales can be made
in foreign markets, whatever the nature of demand in the domestic and foreign
markets. Second, many countries  laws calculate the margin of dumping  as the
difference between the price that is charged in that country s market and the foreign
producer s average cost. Thus, when there is a global slump in some industry so that
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the profit-maximizing price for all producers is below average cost, foreign producers
can be convicted of dumping. This gives domestic producers enormous protection
whenever the market price falls temporarily below average cost. Third, law in the
United States (but not in all other countries) places the onus of proof on the accused.
Facing a charge of dumping, a foreign producer must prove that the charge is
unfounded. Fourth, U.S. antidumping duties are imposed with no time limit, so they
often persist long after foreign firms have altered the prices that gave rise to them.

Antidumping laws were first designed to permit countries to respond to predatory
pricing by foreign firms. More recently, they have been used to protect domestic
firms against any foreign competition.

Countervailing Duties Countervailing duties, which are commonly used by the
U.S. government but much less so elsewhere, provide another case in which a trade-
remedy law can become a covert method of protection. The countervailing duty is
designed to act as a means of creating a level play-
ing field  on which fair international competition
can take place. Privately owned domestic firms
rightly complain that they cannot compete against
the seemingly bottomless purses of foreign govern-
ments. Subsidized foreign exports can be sold indefi-
nitely at prices that would produce losses in the
absence of the subsidy. The original object of coun-
tervailing duties was to counteract the effect on price
of the presence of such foreign subsidies.

If a domestic firm suspects the existence of such
a subsidy and registers a complaint, its government is
required to make an investigation. For a countervail-
ing duty to be levied, the investigation must deter-
mine, first, that the foreign subsidy to the specific
industry in question does exist and, second, that it is
large enough to cause significant injury to competing
domestic firms.

There is no doubt that countervailing duties have
sometimes been used to counteract the effects of for-
eign subsidies. Many governments complain, how-
ever, that countervailing duties are often used as
thinly disguised protection. At the early stages of the
development of countervailing duties, only subsidies
whose prime effect was to distort trade were possible objects of countervailing duties.
Even then, however, the existence of equivalent domestic subsidies was not taken into
account when decisions were made to put countervailing duties on subsidized imports.
Thus, the United States levies some countervailing duties against foreign goods even
though the foreign subsidy is less than the domestic (U.S.) subsidy. This does not create
a level playing field.

Over time, the type of subsidy that is subject to countervailing duties has evolved
until almost any government program that affects industry now risks becoming the
object of a countervailing duty. Because all governments, including most U.S. state gov-
ernments, have programs that provide direct or indirect assistance to industry, the poten-
tial for the use of countervailing duties as thinly disguised trade barriers is enormous.

Softwood lumber (spruce, pine, and fir) is extensively used in
North America for the framing of houses and small buildings.
For many years, the United States levied countervailing duties 
on Canadian softwood lumber exports, alleging that Canadian
provinces unfairly subsidized production. In 2006, the Canadian
and U.S. governments reached an agreement to end the dispute.
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The best-known example in Canada of a U.S. countervailing duty is the 27-percent
duty imposed between 2001 and 2005 on U.S. imports of Canadian softwood lumber.
The U.S. justification for the duty was that Canadian provincial governments allegedly
provided a subsidy to domestic lumber producers by charging artificially low stumpage
fees the fees paid by the companies to cut trees on Crown land. In 2006, the U.S. gov-
ernment agreed to eliminate the countervailing duty but only if restrictions were placed
on Canadian lumber exports. Thus, a tariff was replaced by a combination of an export
quota and an export tax.

34.3 Current Trade Policy

In the remainder of the chapter, we discuss trade policy in practice. We start with the
many international agreements that govern current trade policies and then look in a
little more detail at the NAFTA.

Before 1947, in the absence of any international agreement, any country was free
to impose tariffs on its imports. However, when one country increased its tariffs, the
action often triggered retaliatory actions by its trading partners. The 1930s saw a high-
water mark of world protectionism as each country sought to raise its employment and
output by raising its tariffs. The end result was lowered efficiency, less trade, but no
more employment or income. Since the end of the Second World War, much effort has
been devoted to reducing tariff barriers, both on a multilateral and on a regional basis.

The GATT and the WTO

One of the most notable achievements of the post Second World War era was the
creation of the General Agreement on Tariffs and Trade (GATT) in 1947. The principle
of the GATT was that each member country agreed not to make unilateral tariff
increases. This prevented the outbreak of tariff wars  in which countries raised tariffs
to protect particular domestic industries and to retaliate against other countries  tariff
increases. The GATT has since been replaced by the World Trade Organization (WTO),
which continues the work of the GATT.

The Uruguay Round The Uruguay Round the final round of trade agree-
ments under the GATT was completed in 1994 after years of negotiations. It
reduced world tariffs by about 40 percent. A significant failure of these negotiations
was the absence of an agreement to liberalize trade in agricultural goods. The Euro-
pean Union and Canada both resisted an agreement in this area. The EU s Common
Agricultural Policy (CAP) provides general support for most of its agricultural prod-
ucts, many of which are exported. The EU s position as a subsidized exporter causes
major harm to agricultural producers in developing countries whose governments are
too poor to compete with the EU in a subsidy war. Canada, which has free trade in
many agricultural commodities, was concerned about maintaining its supply man-
agement  over a number of industries including poultry, eggs, and dairy products.
These schemes are administered by the provinces, which restrict domestic production
and thus push domestic prices well above world levels. The federal government made
such high domestic prices possible by imposing import quotas for these products at
the national level.
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Canada, the EU, and a number of other countries
that lavishly protect some or all of their domestic
agricultural producers were finally forced to agree to
a plan to end all import quotas on agricultural prod-
ucts. In a process called tariffication,  these quotas
were replaced by tariff equivalents tariffs that
restrict trade by the same amount as the quotas did.
For example, a quota that restricted imports of some
products to no more than 100 000 units per month
and resulted in an increase in the domestic price by
20 percent was replaced by a tariff on that imported
product of 20 percent. In the case of the Canadian
poultry, egg, and dairy industries, some of the tariff
equivalents were as high as several hundred percent,
which illustrates the restrictiveness of the Canadian
policy. The hope among countries that are pushing
for freer trade in agricultural commodities is that
pressure will build to reduce these very high tariffs
over the next few decades.

Despite the failure to achieve free trade in agri-
cultural products, the Uruguay Round was generally
viewed as a success. Perhaps its most significant achievement was the creation of the
World Trade Organization (WTO) to replace the GATT. An important part of the
WTO is its formal dispute-settlement mechanism. This mechanism allows countries to
take cases of alleged trade violations such as illegal subsidies or tariffs to the WTO
for a formal ruling, and obliges member countries to follow the ruling. The WTO s dis-
pute-settlement mechanism is thus a significant step toward a rules-based  global
trading system.

The Doha Round Agriculture also plays a central role in the current round of
trade negotiations, which began in Doha, Qatar, in 2000. Many issues were discussed
and negotiated over the next several years, ranging from competition policy to
antidumping and from environmental policies to electronic commerce. But one of the
most contentious issues is agriculture. The WTO member governments claim to be
committed to reducing export subsidies and other forms of government support to
agriculture. Movements in this direction will naturally cause political friction within
the developed economies that currently protect and support their agricultural
producers, especially the United States and the European Union, which provide (by far)
the most support to their farmers. A failure to reduce agricultural support in the devel-
oped countries, however, will increase the political frictions that already exist between
developed and developing nations. For the many developing countries that have nat-
ural comparative advantages in agricultural products and that cannot afford to com-
pete in a subsidy war  with the developed countries, the liberalization of trade in
agricultural products is crucial. They see the Doha round as central to their economic
development.

Several sets of meetings were held for the Doha round, but little progress was
made. By 2007, it appeared that the Doha round was all but dead. When the global
financial crisis occurred in 2008 and quickly turned into a major global recession, most
countries understandably turned their attention to stimulating domestic growth; inter-
national trade negotiations were not an immediate priority. As this book went to press
in late 2009, it was still unclear how much attention will be devoted to restarting the
Doha round.

International trade negotiations sometimes generate consider-
able grass-roots opposition. There is some opposition to the
reduction of tariffs in developed countries and some controversy
regarding the appropriate way to address the concerns of
developing countries.
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w w w . m y e c o n l a b . c o m

Many countries, including Canada, provide generous financial support to
their farmers and livestock producers. For some international comparisons 
of the generosity of agricultural subsidies, and for how these policies affect
the ongoing WTO negotiations, look for Farm Subsidies and the World Trade
Organization in the Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

For more information on

the WTO, see its website 

at www.wto.org.

Protests About the WTO Despite the successes of the WTO, it has its critics. In
December 1999, trade ministers from the WTO member countries met in Seattle to set the
agenda for what would become the Doha Round of trade negotiations. The Seattle meet-
ings were delayed and interrupted by massive protests from environmental and labour
groups, among others, who argued that the WTO s process of negotiating trade agree-
ments pays insufficient attention to environmental and labour standards, especially in the
developing countries. Many WTO officials and trade ministers, including those from the
developing countries, recognized the importance of environmental and labour issues but
questioned the wisdom of formally including these concerns in trade agreements. Reach-
ing agreement on trade issues among the 155 (and growing) member countries of the
WTO is difficult enough it would be almost impossible if the issues were bundled with
the even more contentious environmental and labour issues. The result would be an
overall agreement that achieved very little in terms of either trade liberalization, environ-
mental protection, or establishing labour standards. Instead, many trade officials argued
that the existing International Labour Organization should be strengthened and a sepa-
rate international organization like the WTO should be created to promote environmen-
tal issues. These organizations could then push ahead to achieve in their respective
domains the same success that the GATT achieved over 50 years of negotiations.

Some of the protesters against the WTO process argue that paying greater atten-
tion to environmental and labour issues will improve the living standards in developing
countries, where such standards typically fall far behind those in developed economies.
One of the interesting ironies of the negotiations, however, is that the governments of
the developing countries are among the strongest opponents of including environmen-
tal and labour issues in trade negotiations. They feel that developed countries would
use stringent environmental and labour standards as a means of preventing imports
from developing countries, thus protecting their own industries.

As it turned out, the work program for the Doha Round included very little on
environmental issues and nothing on labour standards. Apparently, the view of the
Doha negotiators was that many trade issues could usefully be discussed without get-
ting embroiled in the very contentious but important environmental and labour issues.
Perhaps the next round of WTO talks will include these broader issues.

In any event, it seems a safe bet that these tensions between trade policy and environ-
mental/labour policies will continue. At some point, further progress on trade liberaliza-
tion will require that environmental and labour issues be addressed. Either domestic
political pressures will push individual member countries to insist that these issues 
be included within the WTO negotiations, or other organizations like the WTO will be
developed or strengthened to address the concerns. Whatever approach is followed, it
appears that these will surely continue to be hot policy issues in the twenty-first century.

Applying Economic Concepts 34-1 addresses some of the often-heard criticisms of
the WTO and argues that, as imperfect as the institution may be, it holds out much
promise for continued progress in trade liberalization.
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Globalization protesters often direct their wrath at the
World Trade Organization. Extremists argue that all
institutions supporting globalization should be abol-
ished. Other critics admit that globalization is inevitable
but say that the WTO is so faulty in providing a rules-
based system that it does more harm than good.

Supporters of the WTO argue that it is the best hope
for poor countries that would be most oppressed in a law-
less world in which rich countries, particularly the United
States and members of the European Union, could behave
as they wanted. Rather than allowing the poorer coun-
tries to flounder in a lawless world, the WTO provides a
rules-based regime and has a dispute-settlement function
that has heard more than 300 cases. Even if the rich coun-
tries do exert undue power over the negotiations, at least
the WTO meetings provide a forum for poor nations to
speak out and broker alliances. The alternative no voice
in a no-rules system would be much worse.

Critics often respond that while the existence of the
dispute-settlement mechanism may be beneficial, the
enforcement of those settlements is undermined by dis-
parities in economic power. Nations with large
economies can use trade sanctions against small nations,
but the small nation that attempts the same often inflicts
the most harm on its own economy. Supporters of the
WTO agree that this is a major defect, but the dispute-
settlement mechanism has accomplished much, and to
discard it because of imperfect enforcement would be a
great loss. What is needed is reform with larger
economies agreeing to graduated enforcement mecha-
nisms, including stiffer penalties for themselves.

Critics also claim that the WTO is a failure because
it does not permit the imposition of trade sanctions

against countries that pollute their own environments
or exploit their own workers. But the poorest countries,
many of whom are strong WTO supporters, fear that
advanced countries would use environmental and
labour standards written into the body of trade agree-
ments as disguised non-tariff barriers. To the poorer
countries it would be policy imperialism  to argue that
they should be forced to accept the standards of envi-
ronmental and labour protection that the rich countries
can only now afford. Nonetheless, environmental and
labour protections are being written into some new
trade agreements, and it remains to be seen if they will
work beneficially or harmfully or not at all.

Critics also complain that the WTO is undemocra-
tic. In response, supporters point out that it is represen-
tatives of sovereign nations, usually elected ones, who
conduct the negotiations, and that any agreements must
be ratified by respective national parliaments before
they come into effect. It is unlikely that any organization
able to achieve agreement among 155 member-country
governments could be any more democratic while still
being effective.

Finally, some critics claim that the WTO is simply a
tool for those who advocate a doctrinaire form of laissez-
faire capitalism. It is true that some WTO supporters
believe that unfettered free markets can meet all social
requirements. A far larger number of supporters, how-
ever, believe that the market system needs government
involvement if it is to meet societal needs for justice and
growth. The vast majority of supporters agree that most,
if not all, trade restrictions are harmful and that the WTO,
with its mission of continued trade liberalization, can cre-
ate significant benefits to rich and poor countries alike.

APPLYING ECONOMIC CONCEPTS 34-1

Should the WTO Be Abolished?

Regional Trade Agreements

Regional agreements seek to liberalize trade over a much smaller group of countries
than the WTO membership. Three standard forms of regional trade-liberalizing agree-
ments are free trade areas, customs unions, and common markets.

A free trade area (FTA) is the least comprehensive of the three. It allows for tariff-
free trade among the member countries, but it leaves each member free to establish its
own trade policy with respect to other countries. As a result, members must maintain
customs points at their common borders to make sure that imports into the free trade
area do not all enter through the member that is levying the lowest tariff on each item.
They must also agree on rules of origin to establish when a good is made in a member
country and hence is able to pass tariff-free across their borders, and when it is
imported from outside the FTA and hence is subject to tariffs when it crosses borders
within the FTA. The three countries in North America formed a free-trade area when

free trade area (FTA) An

agreement among two or

more countries to abolish

tariffs on trade among

themselves while each

remains free to set its 

own tariffs against other

countries.
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they created the NAFTA in 1994. In recent years, Canada has signed bilateral free-
trade agreements with Israel, Chile, Costa Rica, Peru, Colombia, and Jordan.

A customs union is a free trade area in which the member countries agree to estab-
lish a common trade policy with the rest of the world. Because they have a common
trade policy, the members need neither customs controls on goods moving among them-
selves nor rules of origin. Once a good has entered any member country it has met the
common rules and regulations and paid the common tariff and so it may henceforth be
treated the same as a good that is produced within the union. An example of a customs
union is Mercosur, an agreement linking Argentina, Brazil, Paraguay, and Uruguay.

A common market is a customs union that also has free movement of labour and
capital among its members. The European Union is by far the most successful example
of a common market. Indeed, the EU is now moving toward a full economic union in
which all economic policies in the member countries are harmonized. The adoption of
the euro as the EU s common currency in 1999 was a significant step in this direction.

Trade Creation and Trade Diversion

A major effect of regional trade liberalization is to redirect the flow of trade. Economists
divide these effects into two categories: trade creation and trade diversion. These con-
cepts were first developed by Jacob Viner, a Canadian-born economist who taught at the
University of Chicago and Princeton University in the first half of the twentieth century.

Trade creation occurs when producers in one member country find that they can
export products to another member country that previously were produced there because
of tariff protection. For example, when the North American Free Trade Agreement
(NAFTA) eliminated most cross-border tariffs among Mexico, Canada, and the United
States, some U.S. firms found that they could undersell their Canadian competitors in
some product lines, and some Canadian firms found that they could undersell their U.S.
competitors in other product lines. As a result, specialization occurred, and new interna-
tional trade developed among the three countries.

From the global perspective, trade diversion represents an inefficient use of resources.

customs union A group 

of countries who agree to

have free trade among

themselves and a common

set of barriers against

imports from the rest of

the world.

common market A

customs union with the

added provision that labour

and capital can move freely

among the members.

trade creation A

consequence of reduced

trade barriers among a 

set of countries whereby

trade within the group is

increased and trade with

the rest of the world

remains roughly constant.

Trade creation represents efficient specialization according to comparative advantage.

Trade diversion occurs when exporters in one member country replace foreign
exporters as suppliers to another member country. For example, trade diversion occurs
when U.S. firms find that they can undersell competitors from the rest of the world in the
Canadian market, not because they are the cheapest source of supply, but because their
tariff-free prices under NAFTA are lower than the tariff-burdened prices of imports from
other countries. This effect is a gain to U.S. firms and Canadian consumers of the prod-
uct. U.S. firms get new business and therefore they clearly gain. Canadian consumers buy
the product at a lower, tariff-free price from the U.S. producer than they used to pay to
the third-country producer (with a tariff), and so they are also better off. But Canada as
a whole is worse off as a result of the trade diversion. Canada is now buying the product
from a U.S. producer at a higher price with no tariff. Before the agreement, it was buying
from a third-country producer at a lower price (and collecting tariff revenue).

trade diversion A

consequence of reduced

trade barriers among a set

of countries whereby trade

within the group replaces

trade that used to take

place with countries

outside the group.

One argument against regional trade agreements is that the costs of trade diversion
may outweigh the benefits of trade creation. While recognizing this possibility, many
economists believe that regional agreements, especially among only a few countries, are
much easier to negotiate than multilateral agreements through the WTO. In addition,
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For information about the

NAFTA, go to the website

for the NAFTA Secretariat:

www.nafta-sec-alena.org.

regional agreements may represent effective incremental progress in what is a very
lengthy process of achieving global free trade.

The North American Free Trade Agreement

The NAFTA dates from 1994 and is an extension of the 1989 Canada U.S. Free Trade
Agreement (FTA). It established a free trade area, as opposed to a customs union; each
member country retains its own external trade policy, and rules of origin are needed to
determine when a good is made within North America and thus allowed to move freely
among the members.

National Treatment The fundamental principle that guides the NAFTA is that
of national treatment. The principle of national treatment is that individual countries
are free to establish any laws they want, with the sole proviso that these laws must not
discriminate on the basis of nationality. For example, Canada can have tough environ-
mental laws, but it must enforce these laws equally on all firms located in Canada,
independent of their nationality. In addition, Canada can have strict product stan-
dards, but it must enforce these equally on domestically produced and imported goods.
The idea of national treatment is to allow a maximum of policy independence while
preventing national policies from being used as trade barriers.

Other Major Provisions There are several other major provisions in the NAFTA.
First, all tariffs on trade between the United States and Canada were eliminated by 1999
and Canada Mexico and Mexico U.S. tariffs were phased out by 2010. Also, a number
of non-tariff barriers were eliminated or restricted.

Second, the agreement guarantees national treatment of foreign investment once it
enters a country while permitting each country to screen a substantial amount of
inbound foreign investment before it enters.

Third, all existing measures that restrict trade and investment that are not explicitly
removed by the agreement are grandfathered,  a term referring to the continuation of
a practice that predates the agreement and would have been prohibited by the terms of
the agreement were it not specifically exempted. This is probably the single most impor-
tant departure from free trade under the NAFTA. Under it, a large collection of restric-
tive measures in each of the three countries is given indefinite life. An alternative would
have been to sunset  all these provisions by negotiating dates at which each would be
eliminated. From the point of view of long-term trade liberalization, even a 50-year
extension would have been preferable to an indefinite exemption. In Canada, the main
examples are supply-managed agricultural products and the cultural industries (both of
which may be liberalized over time as a result of WTO negotiations).

Fourth, trade in most non-governmental services is liberalized by giving service
firms the right of establishment in all member countries and the privilege of national
treatment. There is also a limited opening of the markets in financial services to entry
from firms based in the NAFTA countries.

Finally, a significant minority of government procurement is opened to cross-
border bids. But a large part of such purchases are exempt from the NAFTA provisions.
This was the loophole that allowed the U.S. Congress to stipulate that some of the pur-
chases outlined in its fiscal stimulus package of 2009 had to be made in the United
States rather than imported from the cheapest suppliers within the NAFTA area the
buy American  clause that was mentioned earlier.

Dispute Settlement From Canada s point of view, by far the biggest setback in the
negotiations for the Canada U.S. FTA was the failure to obtain agreement on a common
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regime for countervailing and antidumping duties. In view of that failure, no significant
attempt was made to deal with this issue in the subsequent NAFTA negotiations. The
U.S. Congress had been unwilling to abandon the unilateral use of these powerful
weapons.

In the absence of such a multilateral regime, a NAFTA dispute-settlement mecha-
nism was created. Under it, the justifications required for the levying of antidumping
and countervailing duties are subject to review by a panel of Canadians, Americans,
and Mexicans. This international review replaces appeal through the domestic courts.
The panel has the power to suspend any duties until it is satisfied that the domestic
laws have been correctly and fairly applied.

The establishment of the dispute-settlement mechanism in NAFTA was path
breaking: For the first time in its history, the United States agreed to submit the admin-
istration of its domestic laws to binding scrutiny by an international panel that often
contains a majority of foreigners.

Results The Canada U.S. FTA aroused a great debate in Canada. Indeed, the
Canadian federal election of 1988 was fought almost entirely on the issue of free trade.
Supporters looked for major increases in the security of existing trade from U.S. pro-
tectionist attacks and for a growth of new trade. Detractors predicted a flight of firms
to the United States, the loss of many Canadian jobs, and even the demise of Canada s
political independence.

By and large, however, both the Canada U.S. FTA and the NAFTA agreements
worked out just about as expected by their supporters. Industry restructured in the direc-
tion of greater export orientation in all three countries, and trade creation occurred. The
flow of trade among the three countries increased markedly, but especially so between
Canada and the United States. As the theory of trade predicts, specialization occurred in
many areas, resulting in more U.S. imports of some product lines from Canada and more
U.S. exports of other goods to Canada. In 1988, before the Canada U.S. FTA took
effect, Canada exported $85 billion in goods to the United States and imported $74 bil-
lion from the United States. By 2008, the value of Canada U.S. trade had more than
quadrupled Canadian exports of goods to the United States had increased to $370 bil-
lion and imports from the United States had increased to $280 billion. (Note that these
figures exclude trade in services; with services included, the increase in Canada U.S.
trade between 1988 and 2008 would be even larger.)

It is hard to say how much trade diversion there has been and will be in the future.
The greatest potential for trade diversion is with Mexico, which competes in the Cana-
dian and U.S. markets with a large number of products produced in other low-wage
countries. Southeast Asian exporters to the United States and Canada have been wor-
ried that Mexico would capture some of their markets by virtue of having tariff-free
access denied to their goods. Most estimates predict, however, that trade creation will
dominate over trade diversion.

Most transitional difficulties were initially felt in each country s import-competing
industries, just as theory predicts. Such an agreement as the NAFTA brings its advan-
tages by encouraging a movement of resources out of protected but inefficient import-
competing industries, which decline, and into efficient export industries, which expand
because they have better access to the markets of other member countries. Southern
Ontario and parts of Quebec had difficulties as some traditional exports fell and
labour and capital were shifting to sectors where trade was expanding. By the late
1990s, however, Southern Ontario was booming again and its most profitable sectors
were those that exported to the United States.

There were also some pleasant surprises resulting from free trade. Two Canadian
industries that many economists expected to suffer from the FTA and the NAFTA were

Practise with Study Guide

Chapter 34, Exercise 3.
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Before the Canada U.S. FTA was signed in 1989, great
fears were expressed over the fate of the Canadian wine
industry, located mainly in Ontario and British Colum-
bia. It was heavily tariff protected and, with a few
notable exceptions, concentrated mainly on cheap, low-
quality products. Contrary to most people s expecta-
tions, rather than being decimated, the industry now
produces a wide variety of high-quality products, some
of which have won international competitions.

The nature of the pre-FTA protection largely
explains the dramatic turnaround of the Canadian wine
industry once the FTA took effect. First, Canadian wine
producers had been protected by high tariffs on
imported wine but were at the same time required by
law to produce wine by using only domestically grown
grapes. The domestic grape growers, however, produced
varieties of grapes not conducive to the production of
high-quality wines, and with a captive domestic market,
they had little incentive to change their behaviour. Thus,
Canadian wine producers concentrated their efforts on
hiding  the attributes of poor-quality grapes rather

than enhancing the attributes of high-quality grapes.
The result was low-quality wine.

The second important aspect of the protection was
that the high Canadian tariff was levied on a per unit
rather than on an ad valorem basis. For example, the
tariff was expressed as so many dollars per litre rather
than as a specific percentage of the price. Charging a tar-
iff by the litre gave most protection to the low-quality
wines with low value per litre. The higher the per-litre
value of the wine, the lower the percentage tariff protec-
tion. For example, a $5-per-litre tariff would have the
following effects. A low-quality imported wine valued
at $5 per litre would have its price raised to $10, a

100 percent increase in price, whereas a higher-quality
imported wine valued at $25 per litre would have its
price increased to $30, only a 20 percent increase in
price.

Responding to these incentives, the Canadian indus-
try concentrated on low-quality wines. The market for
these wines was protected by the nearly prohibitive tar-
iffs on competing low-quality imports and by the high
prices charged for high-quality imports. In addition, pro-
tection was provided by many hidden charges that the
various provincial governments  liquor monopolies
levied in order to protect local producers.

When the tariff was removed under the FTA, the
incentives were to move up-market, producing much
more value per hectare of land. Fortunately, much of
the Canadian wine-growing land in the Okanagan
Valley in B.C. and the Niagara Peninsula in Ontario is
well suited for growing the grapes required for good
wines. Within a very few years, and with some govern-
ment assistance to grape growers to make the transi-
tion from low-quality to high-quality grapes,
Canadian wines were competing effectively with
imported products in the medium-quality range. B.C.
and Ontario wines do not yet reach the quality of
major French wines in the $50 $70 (per bottle) range,
but they compete very effectively in quality with wines
in the $15 $25 range and sometimes even higher up
the quality scale.

The success of the wine industry is a good example
of how tariffs can distort incentives and push an indus-
try into a structure that makes it dependent on the tar-
iff. Looking at the pre-FTA industry, very few people
suspected that it would be able to survive, let alone
become a world-class industry.

APPLYING ECONOMIC CONCEPTS 34-2

Canadian Wine: A Free-Trade Success Story

winemaking and textiles. Yet both of these industries prospered as Canadian firms
improved quality, productivity, and benefited from increased access to the huge U.S.
market. Applying Economic Concepts 34-2 discusses the success of the Canadian wine
industry after the tariffs on wine were eliminated.

Finally, the dispute-settlement mechanism seems to have worked well. A large
number of disputes have arisen and have been referred to panels. (Interested readers
can read updated accounts of settled and ongoing disputes on the website for the
Department of Foreign Affairs and International Trade at www.dfait.gc.ca.) Panel
members have usually reacted as professionals rather than as nationals. Most cases
have been decided on their merits; allegations that decisions were reached on national
rather than professional grounds have been rare.
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Summary

The case for free trade is that world output of all prod-
ucts can be higher under free trade than when protec-
tionism restricts regional specialization.
Trade protection may be advocated to promote eco-
nomic diversification or to provide protection for spe-
cific groups. The cost of such protection is lower average
living standards.
Protection can also be urged on the grounds that it may
lead to higher living standards for the protectionist
country than would a policy of free trade. Such a result
might come about by using market power to influence
the terms of trade or by developing a dynamic compar-

ative advantage by allowing inexperienced or uneco-
nomically small industries to become efficient enough to
compete with foreign industries.
Some fallacious protectionist arguments are that (a)
mutually advantageous trade is impossible because one
trader s gain must always be the other s loss; (b) buying
abroad sends our money abroad, while buying at home
keeps our money at home; (c) our high-paid workers
must be protected against the competition from low-
paid foreign workers; and (d) imports are to be discour-
aged because they reduce national income and cause
unemployment.

34.1 Free Trade or Protection? L 1 2

A tariff raises the domestic price of the imported prod-
uct and leads to a reduction in the level of imports.
Domestic consumers lose and domestic producers gain.
The overall effect of a tariff is a deadweight loss for the
importing country.
A quota (or voluntary export restriction) restricts the
amount of imports and thus drives up the domestic
price of the good. Domestic consumers lose and domes-

tic producers gain. The overall effect is a larger dead-
weight loss than with a tariff because, rather than the
importing country collecting tariff revenue, foreign pro-
ducers benefit from a higher price.
Antidumping and countervailing duties, although pro-
viding legitimate restraints on unfair trading practices,
are often used as serious barriers to trade.

34.2 Methods of Protection L 3 4

The General Agreement on Tariffs and Trade (GATT),
under which countries agreed to reduce trade barriers
through multilateral negotiations and not to raise them
unilaterally, has greatly reduced world tariffs since its
inception in 1947.
The World Trade Organization (WTO) was created in
1995 as the successor to GATT. It has 155 member coun-
tries and contains a formal dispute-settlement mechanism.
Regional trade-liberalizing agreements, such as free trade
areas and common markets, bring efficiency gains through
trade creation and efficiency losses through trade diversion.

The North American Free Trade Agreement (NAFTA) is
the world s largest and most successful free trade area,
and the European Union is the world s largest and most
successful common market.
NAFTA is based on the principle of national treat-
ment.  This allows Canada, the United States, and
Mexico to implement whatever social, economic, or
environmental policies they choose providing that such
policies treat foreign and domestic firms (and their
products) equally.

34.3 Current Trade Policy L 5 6

Key Concepts
Free trade and protectionism
Tariffs and import quotas
Voluntary export restrictions (VERs)
Countervailing and antidumping

duties

Trade creation and trade diversion
Non-tariff barriers
The North American Free Trade

Agreement (NAFTA)

The General Agreement on Tariffs and
Trade (GATT)

The World Trade Organization (WTO)
Common markets, customs unions,

and free trade areas
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Study Exercises

1. Fill in the blanks to make the following statements
correct.

a. The ___________ argument provided the rationale
for Canada s National Policy of 1876. A high tariff
wall allowed many Canadian industries to develop
where they may not have been able to compete
otherwise.

b. Advertisements that encourage us to buy
Canadian  are promoting a(n) ___________ argu-
ment for protection. The reason is that money
spent on imported goods must ultimately be spent
on ___________ goods and services anyway.

c. Fallacious arguments for protection usually come
from a misunderstanding of the gains from
___________ or from the misbelief that protection
can increase total ___________.

2. Fill in the blanks to make the following statements
correct.

a. A tariff imposed on the import of leather shoes will
cause a(n) ___________ in the domestic price. Total
quantity of leather shoes sold in Canada will
___________. Domestic (Canadian) production of
leather shoes will ___________ and the quantity of
shoes imported will ___________.

b. The beneficiaries of the tariff described above are
___________ because they receive a higher price for
the same good and ___________ because they
receive tariff revenue. The parties that are clearly
worse off are ___________ because they now pay a
higher price for the same good, and ___________
because they sell less in the Canadian market.

c. The overall effect of a tariff on the importing coun-
try is a(n) ___________ in welfare. The tariff cre-
ates a(n) ___________ loss for the economy.

d. Suppose an import quota restricted the import of
leather shoes into Canada to 20 000 pairs per year
when the free trade imported amount was 40 000
pairs. The domestic price will ___________, total
quantity sold in Canada will ___________, and
domestic production will ___________.

e. The beneficiaries of the quota described above are
___________ and ___________ because they both
receive a higher price in the Canadian market. The
party that is clearly worse off is ___________
because they are now paying a higher price.

f. The overall effect of an import quota on the
importing country is a(n) ___________ in welfare.
The quota imposes a(n) ___________ loss for the
economy.

3. Fill in the blanks to make the following statements
correct.

a. A regional trade agreement, such as the NAFTA, or
a common market, such as the European Union,
allows for ___________, whereby trade within the
group of member countries is increased.

b. A regional trade agreement, such as the NAFTA, or
a common market, such as the European Union,
also results in ___________, whereby trade within
the group of member countries replaces trade pre-
viously done with other ___________.

c. The fundamental principle that guides the NAFTA
is the principle of ___________, which means that
any member country can implement the policies 
of its choosing, as long as ___________ and
___________ firms are treated equally.

4. Canada produces steel domestically and also imports
it from abroad. Assume that the world market for
steel is competitive and that Canada is a small pro-
ducer, unable to affect the world price. Since Canada
imports steel, we know that in the absence of trade,
the Canadian equilibrium price would exceed the
world price.

a. Draw a diagram showing the Canadian market for
steel, with imports at the world price.

b. Explain why the imposition of a tariff on imported
steel will increase the price of steel in Canada.

c. Who benefits and who is harmed by such a tariff?
Show these effects in your diagram.

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com
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a. What quantity of leather shoes is imported before
the tariff is imposed? After the tariff?

b. What is the effect of the tariff on the Canadian pro-
duction of shoes? Which areas in the diagram show
the increase in domestic producer surplus?

c. Which areas in the diagram show the reduction in
domestic consumer surplus as a result of the higher
Canadian price?

d. The Canadian government earns tariff revenue on
the imported shoes. Which area in the diagram
shows this tariff revenue?

e. What is the overall effect of this tariff on the econ-
omy? Which area in the diagram shows the dead-
weight loss?

6. Use the diagram from Question 5 to analyze the
effects of imposing an import quota instead of a tar-
iff to protect domestic shoe producers. Draw the
diagram as in Question 5 and answer the following
questions.

a. Explain why an import quota of Q3Q4 raises the
domestic price to pw * t.

b. With import quotas, the Canadian government
earns no tariff revenue. Who gets this money now?

c. Is the import quota better or worse than the tariff
for Canada as a whole? Explain.

7. Under pressure from the Canadian and U.S. govern-
ments in the early 1980s, Japanese automobile pro-
ducers agreed to restrict their exports to the North

American market. After the formal agreement ended,
the Japanese producers decided unilaterally to con-
tinue restricting their exports. Carefully review Fig-
ure 34-2 on page 877 and then answer the following
questions.

a. Explain why such voluntary export restrictions
(VERs) are voluntary.

b. Explain why an agreement to export only 100 000
cars to North America is better for the Japanese
producers than a North American tariff that results
in the same volume of Japanese exports.

c. Who is paying for these benefits to the Japanese
producers?

8. Go to Statistics Canada s website: www.statcan.gc.ca.
Go to Summary tables,  type in exports and
imports,  and answer the following questions.

a. For the most recent year shown, what was the
value of Canada s exports to the United States? To
the European Union?

b. For the same year, what was the value of Canada s
imports from the United States? From the
European Union?

c. Compute what economists call the volume of
trade  (the sum of exports and imports) between
Canada and the United States. How has the volume
of trade grown over the past five years? Has trade
grown faster than national income?

9. The table below shows the prices in Canada of cotton
towels produced in the United States, Canada, and
Malaysia. Assume that all cotton towels are identical.

Canadian Price Canadian Price
Producing (in $) (in $) 
Country Without Tariff With 20% Tariff

Canada 4.75 4.75
United States 4.50 5.40
Malaysia 4.00 4.80 

a. Suppose Canada imposes a 20 percent tariff on
imported towels from any country. Assuming that
Canadians purchase only the lowest-price towels,
from which country will Canada buy its towels?

b. Now suppose Canada eliminates tariffs on towels
from all countries. Which towels will Canada now
buy?

c. Canada and the United States now negotiate a free-
trade agreement that eliminates all tariffs between
the two countries, but Canada maintains the 
20 percent tariff on other countries. Which towels
now get imported into Canada?

d. Which of the situations described above is called
trade creation and which is called trade diversion?

5. The diagram below shows the Canadian market for
leather shoes, which we assume to be competitive. The
world price is pw. If the Canadian government
imposes a tariff of t dollars per unit, the domestic price
then rises to pw * t.
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Discussion Questions
1. In the early 1990s, many Canadians opposed

Canada s entry into the NAFTA on the grounds that
Canadian firms could not compete with the goods
produced by cheap Mexican labour. Comment on the
following points in relation to the above worries:

a. Mexicans are the most expensive cheap labour I
have ever encountered statement by the owner
of a Canadian firm that is moving back to Canada
from Mexico.

b. The theory of the gains from trade says that a high-
productivity, high-wage country can gain from
trading with a low-wage, low-productivity country.

c. Technological change is rapidly reducing labour
costs as a proportion of total costs in many prod-
ucts; in many industries that use high-tech produc-
tion methods this proportion is already well below
20 percent.

2. Should Canada trade with countries with poor human
rights records? If trade with China is severely
restricted because of its lack of respect for human
rights, who will be the gainers and who the losers?
Argue the cases that this policy will help, and that it
will hinder, human rights progress in China.

3. Import quotas and voluntary export restrictions are
often used instead of tariffs. What real difference, if
any, is there among quotas, voluntary export restric-
tions (VERs), and tariffs? Explain why lobbyists for
some import-competing industries (cheese, milk,
shoes) support import quotas while lobbyists for oth-
ers (pizza manufacturers, soft drink manufacturers,
retail stores) oppose them. Would you expect labour
unions to support or oppose quotas?

4. During the 1990s, many foreign automobile producers
built production and assembly facilities in Canada.
What are some advantages and disadvantages associ-
ated with shifting production from, for example,
Japan to Canada? Are these cars still considered

imports ? What has been happening to the defini-
tions of foreign made  and domestic made ?

5. Consider a mythical country called Forestland, which
exports a large amount of lumber to a nearby country
called Houseland. The lumber industry in Houseland
has convinced its federal government that it is being
harmed by the low prices being charged by the lumber
producers in Forestland. You are an advisor to the
government in Forestland. Explain who gains and
who loses from each of the following policies.

a. Houseland imposes a tariff on lumber imports
from Forestland.

b. Forestland imposes a tax on each unit of lumber
exported to Houseland.

c. Forestland agrees to restrict its exports of lumber
to Houseland.

d. Which policy is likely to garner the most political
support in Houseland? In Forestland?

6. In 1999, the Canadian government imposed
antidumping duties of up to 43 percent on hot-rolled
steel imports from France, Russia, Slovakia, and
Romania. The allegation was that these countries were
dumping steel into the Canadian market.

a. Who benefits from such alleged dumping? Who is
harmed?

b. Who benefits from the imposition of the antidump-
ing duties? Who is harmed?

c. Is Canada as a whole made better off by the impo-
sition of the duties? Explain.

7. In 2009, the Canadian government lobbied the U.S.
congress to remove a buy American  clause from an
early version of its U.S.$787 billion fiscal-stimulus
package. The clause stated that all funds used for
infrastructure spending must be spent on U.S.-made
supplies and materials. Why would the Canadian gov-
ernment complain?
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35 Exchange Rates 
and the Balance 
of Payments

L LEARNING OBJECTIVES

In this chapter you will learn

1 the components of Canada s balance of

payments and why the balance of payments

must always balance.

2 about the demand for and supply of foreign

currency.

3 the various factors that cause fluctuations

in the exchange rate.

4 why a current account deficit is not neces-

sarily undesirable.

5 the theory of purchasing power parity (PPP)

and its limitations.

6 how flexible exchange rates can dampen

the effects of external shocks.

In 1973, it cost only 96 Canadian cents to purchase

one U.S. dollar. Almost three decades later, in 2001,

the Canadian dollar had depreciated so much that it

then cost over $1.55 Canadian to purchase one U.S.

dollar. This 30-year depreciation of the Canadian

dollar was neither smooth nor steady. During the late

1980s, the Canadian dollar appreciated by more

than 10 percent; during the late 1990s, it depreci-

ated just as much. Then, between 2002 and 2007,

the Canadian dollar appreciated sharply against the

U.S. dollar; at its peak in 2007 it cost only 90 cents

Canadian to purchase one U.S. dollar. By 2009 the

Canadian dollar had depreciated again, until the price

of one U.S. dollar was $1.15 Canadian. What explains

these dramatic movements in the exchange rate?

In this chapter we examine what determines the

exchange rate, why it changes, and the effects these

changes have on the economy. The discussion will

bring together material on three topics studied else-

where in this book: the theory of supply and demand

(Chapter 3), monetary policy and inflation (Chapters

29 and 30), and international trade (Chapter 33).

We begin by examining a country s balance of

payments the record of transactions in goods,

services, and assets with the rest of the world. After

introducing terms, we see why the balance of

payments is defined in such a way that it always

balances.
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35.1 The Balance of Payments
Statistics Canada documents transactions between Canada and the rest of the world.
The record of such transactions is made in the balance of payments accounts. For com-
puting Canada s balance of payments, each transaction, such as the exports or imports
of goods, or the international purchase or sales of assets, is classified according to whether
the transaction generates a payment or a receipt for Canada.

Table 35-1 shows the major items in the Canadian balance of payments accounts
for 2008. Transactions that represent a receipt for Canada, such as the sale of a prod-
uct or asset to foreigners, are recorded in the balance of payments accounts as a credit
item. Transactions that represent a payment for Canada, such as the purchase of a
product or asset from foreigners, are recorded as a debit item.

There are two main categories to the balance of payments: the current account and
the capital account. We examine each account in turn.

The Current Account

The current account records transactions arising from trade in goods and services. It
also includes net investment income earned from foreign asset holdings. The current
account is divided into two main sections.

The first section, called the trade account, records payments and receipts arising
from the import and export of goods, such as computers and cars, and services, such as
legal or architectural services. (Tourism constitutes a large part of the trade in services.)
Canadian imports of goods and services require a payment to foreigners and thus are
entered as debit items on the trade account; Canadian exports of goods and services
generate a receipt to Canada and thus are recorded as credit items.

The second section, called the capital-service account, records the payments and
receipts that represent income on assets. When a firm located in Canada, for example,
pays dividends to foreign owners, the payments to foreigners are a debit item in
Canada s balance of payments. In contrast, when Canadians earn income from their
foreign-located investments, these receipts for Canada are recorded as credit items.

As shown in Table 35-1, Canadian exports of goods and services were $560 billion
in 2008, and Canadian imports of goods and services were $536 billion. The trade
account had a surplus of $24 billion in other words, in 2008 Canada sold $24 billion
more worth of goods and services to the world than it bought from the world. But in
terms of the capital-service account, things were the other way around. The table
shows that Canadians paid $16 billion more to foreigners in investment income than
they received from foreigners. The current account balance (the sum of the trade and
capital-service accounts) had a surplus of $7.7 billion.

The Capital Account

The capital account records international transactions in assets, including bonds,
shares of companies, real estate, and factories. The purchase of foreign assets by Cana-
dians is treated just like the purchase of foreign goods. Since purchasing a foreign asset
requires a payment from Canadians to foreigners, it is entered as a debit item in the
Canadian capital account. Note that when Canadians purchase foreign assets, financial
capital is leaving Canada and going abroad, and so this is called a capital outflow. In

balance of payments

accounts A summary

record of a country s

transactions with the rest

of the world, including the

buying and selling of

goods, services, and

assets.

current account The part

of the balance of payments

accounts that records

payments and receipts

arising from trade in goods

and services and from

interest and dividends that

are earned by capital

owned in one country and

invested in another.

trade account In the

balance of payments, this

account records the value

of exports and imports of

goods and services.

capital-service account

In the balance of

payments, this account

records the payments and

receipts that represent

income on assets (such as

interest and dividends).

capital account The part

of the balance of payments

accounts that records

payments and receipts

arising from the purchase

and sale of assets.
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contrast, the sale of Canadian assets to foreigners
generates a receipt for Canada, and thus is entered
as a credit item in the Canadian capital account.
When Canadians sell assets to foreigners, financial
capital is entering Canada from abroad, and so this
is called a capital inflow.

As shown in Table 35-1, in 2008, Canadians
increased their holdings of assets abroad by $102.7
billion, resulting in a capital outflow of that amount.
At the same time, foreigners increased their holdings
of assets in Canada by $97.3 billion, resulting in a
capital inflow of that amount. Though not shown in
the table, the capital account distinguishes between
direct investment and portfolio investment. The for-
mer involves the purchase or sale of assets that alter
the legal control of those assets, such as when a con-
trolling interest of a company is purchased. The latter
involves transactions in assets that do not alter the
legal control of the assets, such as when a minority of
a company s shares is purchased.

One part of the capital account shows the gov-
ernment s transactions in its official foreign-exchange
reserves. This official financing account is included as
part of the capital account because official reserves
are assets rather than goods or services. If the govern-
ment increases its reserves, it does so by purchasing
foreign-currency assets, and this is recorded as a debit
item in the official financing account. If the govern-
ment instead reduces its reserves, it sells some foreign-
currency assets, and this transaction would be
recorded as a credit item in the official financing
account. In 2008, the Government of Canada
increased its official reserves by $1.7 billion.

In 2008, the overall capital account had a deficit
of $7.1 billion, meaning that there was a net capital
outflow of this amount from Canada to the rest of the
world. In other words, Canadian households, firms,
and governments, taken together, increased their net
holdings of foreign assets by $7.1 billion in 2008.

The Balance of Payments Must
Balance

The current account balance represents the difference
between the payments and receipts from international
transactions in goods and services. The capital
account balance is the difference between payments
and receipts from international transactions in assets.
The balance of payments is the sum of current account
and capital account balances. In any given period
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TABLE 35-1 Canadian Balance of Payments,

2008 (billions of dollars)

CURRENT ACCOUNT

Trade Account
Merchandise exports *489.9
Service exports *70.5
Merchandise imports +443.0
Service imports +93.0

Trade balance *24.0
Capital-Service Account
Net investment income 

(including unilateral 
transfers) +16.3

Current Account balance *7.7

CAPITAL ACCOUNT

Net change in Canadian 
investments abroad
[capital outflow (+)] +102.7

Net change in foreign 
investments in Canada
[capital inflow (*)] *97.3

Official Financing Account
Changes in official international reserves

[increases (+)] +1.7

Capital Account Balance +7.1

Statistical Discrepancy *0.6

Balance of Payments 0.0

The overall balance of payments always balances, but
the individual components do not have to. In 2008,
Canada had an overall trade surplus (including trade
in goods and services) of $24.0 billion. There was a
deficit of $16.3 billion on the capital-service account.
There was thus a $7.7 billion surplus on the current
account. There was a deficit on the capital account of
$7.1 billion because the trading of assets internation-
ally resulted in a net outflow of capital. The statistical
discrepancy entry of $0.6 billion compensates for 
the inability to measure some items accurately. The
current account plus the capital account (plus the
statistical discrepancy) is equal to the balance of
payments which is always zero.

(Source: Statistics Canada; search for balance of
payments, 2008.  Table 1: Balance of payments, http://
www.statcan.gc.ca/daily-quotidien/090828/t090828a1-
eng.htm.)
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(usually a year) the current account plus the capital account must equal zero. In other
words, the balance of payments is always equal to zero. In algebraic terms, we can write

Balance of payments , CA * KA , 0

where CA is the current account balance and KA is the capital account balance. Note
that this is an identity the accounting system used for the balance of payments defines
transactions in such a way that CA * KA , 0. But this accounting system is based on
some economic logic. Let s consider an example that illustrates the logical connection
between the current and capital accounts.

Consider a year in which Canadian households, firms, and governments, taken
together, purchase $100 billion in goods and services from the rest of the world. Dur-
ing the same year, Canadians sell $150 billion of goods and services to the rest of the
world. Exports are $150 billion and imports are $100 billion, so Canada has a current
account surplus of $50 billion, CA , $50 billion. (We suppose for simplicity that the
capital-service account is zero.) The meaning of this $50 billion surplus is that Canadi-
ans now have claims on foreigners equal to $50 billion that is, foreigners owe Cana-
dians $50 billion. What does Canada do with these claims?

There are only two possibilities. The first is that Canadians use these $50 billion in
claims to purchase $50 billion in additional goods and services from the rest of the
world. In this case, Canada s imports rise to $150 billion and the current account is
now in balance (CA , 0). Since there have been no transactions in assets, the capital
account is also in balance (KA , 0). It is clear now that CA * KA , 0.

The only other possibility is that Canadians use these $50 billion in claims to pur-
chase assets from foreigners a capital outflow from Canada. They could purchase
land, bonds, corporate shares, or factories. But whatever they purchase, the capital
account will now be in deficit by $50 billion (KA , +$50 billion). In this case, the
current account surplus of $50 billion is exactly offset by the capital account deficit of
$50 billion. Once again we have CA * KA , 0.

Any surplus on the current account must be matched by an equal deficit on the
capital account. A current account surplus thus implies a capital outflow. The bal-
ance of payments is always zero.

Notice that the opposite situation is also possible and that the balance of payments
again sums to zero. Suppose Canadians purchase $75 billion more in goods and ser-
vices from the rest of the world than they sell so Canada has a current account deficit
of $75 billion, CA , +$75 billion. (We continue to assume that the capital-service
account is zero.) The rest of the world now has claims of this amount on Canadians,
meaning that Canadians owe $75 billion to foreigners. These claims must be used
either to purchase more Canadian goods and services or more Canadian assets. If
foreigners purchase $75 billion in additional Canadian goods and services, Canada s
current account is balanced (CA , 0) and we again have CA * KA , 0. If foreigners
choose instead to purchase $75 billion in Canadian assets, then Canada s capital
account will be in surplus by $75 billion a capital inflow. In this case, the current
account will be in deficit (CA , +$75 billion) and the capital account will be in
surplus (KA , $75 billion), but again we see that CA * KA , 0.

Any deficit in the current account must be matched by an equal surplus in the cap-
ital account. A current-account deficit thus implies a capital inflow. The balance of
payments is always zero.

For balance of payments

statistics for many

countries, see the IMF s

website: www.imf.org.

35_raga_ch35.qxd  1/29/10  12:51 PM  Page 895



Let s go back and review the actual numbers from Table 35-1. In 2008, Canada
had a current account surplus of $7.7 billion. From these net exports of goods and ser-
vices, Canadian firms and households therefore accumulated $7.7 billion in new claims
on foreigners in that year. With these claims, Canadians then purchased the same
amount (aside from the statistical discrepancy) in foreign assets, and so there was a
capital outflow, or a capital account deficit. The balance of payments, as always, was
in balance.

That the balance of payments always sums to zero is important. This result is not
based on assumptions about behaviour or any other theoretical reasoning it is an
accounting identity. Many people nonetheless find balance of payments accounting
confusing. Applying Economic Concepts 35-1 discusses an individual student s balance
of payments with the rest of the world and illustrates why an individual s balance of
payments must always balance.

A Balance of Payments Deficit?

Unless further qualified, the term balance of payments deficit  does not make sense
since the balance of payments must always balance. But such a term is nonetheless
often used in the press and even by some economists. What does this mean? Most often
the term is used carelessly a balance of payments deficit is mentioned when what is
actually meant is a current account deficit.

There are also occasions when people speak of a country as having a balance of
payments deficit or surplus when they are actually referring to the balance of all
accounts excluding the official financing account. In other words, they are referring to
the combined balance on current and capital accounts, excluding the changes in the
government s foreign-currency reserves. For example, consider a year in which the
Government of Canada sells $5 billion of its foreign-currency reserves. This transac-
tion is a credit item in the official financing account (part of Canada s capital account).
It must be the case that all other items in the current and capital accounts combined
sum to an overall deficit. In this case, some people might say that Canada s balance of
payments deficit  is being financed by the government s sale of foreign-currency
reserves. But when we use the terms properly, we know that Canada s balance of pay-
ments, as always, is balanced.

A balance of payments deficit  probably refers to a situation in which the govern-
ment is selling official foreign-currency reserves. A balance of payments surplus
refers to a situation in which the government is buying official foreign-currency
reserves. In both cases, as always, the balance of payments is actually in balance.

Summary

This brings us to the end of our discussion of the balance of payments. Keep in mind
that this is just an exercise in accounting. Though at times you may find it difficult to
keep the various credits and debits in the various accounts straight in your mind,
remember that the structure of the accounting system is quite simple. Here is a brief
review:

1. The current account shows all transactions in goods and services between Canada
and the rest of the world (including investment income and transfers).

896 PART 12 : CANADA IN THE GLOBAL ECONOMY
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Many students find a country s balance of payments
confusing, especially the idea that the balance of pay-
ments must always balance. Why, they often ask, can t
Canada export more goods and services to the world
than it imports and at the same time have a net sale of
assets to the rest of the world? The connection between
the current-account transactions and the capital-account
transactions is not always obvious.

Perhaps the easiest way to see this connection is to
consider an individual s balance of payments  with the
rest of the world. Of course, most individuals would not
normally compute their balance of payments, but by
doing so we can recognize the everyday concepts involved
and also see the necessary connection between any indi-
vidual s current account  and capital account.  The
reason that Canada s balance of payments must always
balance is exactly the same reason that an individual s
balance of payments must always balance.

The table shows the balance of payments for Ste-
fan, a university student. Stefan is fortunate in several
respects. First, his parents are able to provide some of
the funds needed to finance his education. Second, he
has a summer job that pays well. Third, he was given
some Canada Savings Bonds when he was born that
provide him with some interest income every year.

the same year. This is his capital account. (Note that, for
Stefan as well as for any country, the capital account does
not show the overall stock of assets it only shows the
changes in the stock of assets during the year.)

Let s begin with his current account. Stefan has a
good summer job that earns him $10 000 after taxes.
This $10 000 represents Stefan s exports  to the rest of
the world he earns this income by selling his labour
services to a tree-planting company. Over the year, how-
ever, he spends $17 000 on tuition, books, clothes, gro-
ceries, and other goods and services. These are Stefan s
imports  from the rest of the world. Stefan clearly 

has a trade deficit  equal to $7000 he imports
more than he exports.

There are two other sources of income shown in
Stefan s current account. First, he earns $500 in interest
income. Second, his parents give him $10 000 to help
pay for his education a transfer in the terminology 
of balance of payments accounting. The interest income
and transfer together make up Stefan s capital-service
account Stefan has a surplus of $10 500.

Stefan s overall current account shows a surplus 
of $3500. This means he receives $3500 more than he
spends on goods and services. But where does this
$3500 go?

Now let s consider Stefan s capital account, the
bottom part of the table. The $3500 surplus on current
account must end up as increases in Stefan s assets. He
invests $1500 in a mutual fund and he also increases his
savings-account deposits by $2000. In both cases he is
purchasing assets he buys units in a mutual fund and
he also buys  a bank deposit. Since Stefan must make
a payment to purchase these assets, each appears as a
debit item in his capital account. Stefan s capital account
balance is a deficit of $3500.

Finally, note that Stefan s current account and capi-
tal account must sum to zero. There is no way around
this. Any surplus of income over expenditures (on current
account) must show up as an increase in his assets (or a
decrease in his debts) on his capital account. Conversely,
any excess of expenditures over income must be financed
by reducing his assets (or by increasing his debts).
Stefan s balance of payments must balance.

What is true for Stefan is true for any individual and
also true for any accounting unit you choose to consider.
Saskatoon s balance of payments with the rest of the
world must balance. Saskatchewan s balance of payments
with the rest of the world must balance. Western Canada s
balance of payments with the rest of the world must bal-
ance. And so must Canada s, and any other country s.

APPLYING ECONOMIC CONCEPTS 35-1

A Student s Balance of Payments with the Rest of the World

Stefan s Balance of Payments

Current Account (Income and Expenditure)

Labour income ( exports ) *$10 000
Purchase of goods and services ( imports ) +$17 000
Interest income *$     500
Transfers (from his parents) *$10 000

Current Account Balance * $3 500

Capital Account (Changes in Assets)
(+ denotes an increase)

Financial Assets
Purchase of mutual funds +$1 500
Increase in savings account deposits +$2 000

Capital Account Balance +$3 500

BALANCE OF PAYMENTS $0

The top part of the table shows Stefan s income and
expenditures for a single year. This is his current account.
The bottom part shows the change in Stefan s assets over

35_raga_ch35.qxd  1/29/10  12:51 PM  Page 897



898 PART 12 : CANADA IN THE GLOBAL ECONOMY

2. The capital account shows all transactions in assets between Canada and the rest
of the world. Part of the capital account shows the change in the government s
holding of foreign-currency reserves.

3. All transactions involving a payment from Canada appear as debit items. All trans-
actions involving a receipt to Canada appear as credit items.

4. The balance of payments the sum of the current account and the capital
account must, by definition, always be zero.

We now go on to explore how exchange rates are determined in the foreign-
exchange market. We will see that a knowledge of the various categories in the balance
of payments will help in our understanding of why changes in exchange rates occur.

35.2 The Foreign-Exchange Market
Money is vital in any sophisticated economy that relies on specialization and trade. Yet
money as we know it is a national matter. If you live in Argentina, you earn pesos and
spend pesos; if you operate a business in Austria, you borrow euros and pay your
workers in euros. The currency of a country is acceptable within the border of that
country, but usually it will not be accepted by firms and households in another country.
Just try buying your next pair of jeans in Canada with British pounds sterling or
Japanese yen.

Trade between countries normally requires the exchange of the currency of one
country for that of another.

The exchange of one currency for another is called a foreign-exchange transaction.
The exchange rate is the rate at which one currency exchanges for another. In Canada s
case, the exchange rate is the Canadian-dollar price of one unit of foreign currency. For
example, in July 2009, the price of one U.S. dollar was 1.15 Canadian dollars. Thus,
the Canada U.S. exchange rate was 1.15.

Note that in the news media the exchange rate is usually expressed in the opposite
way as the number of U.S. dollars that it takes to buy one Canadian dollar. So instead
of reporting that the Canadian U.S. exchange rate in July 2009 was 1.15, the press
would say that the Canadian dollar was worth  86.9 U.S. cents (1/1.15 * 0.869).

We can choose to define the Canada U.S. exchange rate either way: as the
Canadian-dollar price of one U.S. dollar or as the U.S.-dollar price of one Canadian
dollar. But we must choose one method and stick to it; otherwise, our discussions will
quickly become very confusing. In this book we always define the exchange rate in the
way Canadian economists usually do as the Canadian-dollar price of one unit of
foreign currency. This definition makes it clear that foreign currency, like any good or
service, has a price expressed in Canadian dollars. In this case, the price has a special
name the exchange rate.

An appreciation of the Canadian dollar means that the Canadian dollar has
become more valuable so that it takes fewer Canadian dollars to purchase one unit of
foreign currency. For example, if the Canadian dollar appreciates against the U.S. dol-
lar from 1.15 to 1.04, it takes 11 fewer Canadian cents to purchase one U.S. dollar.
Thus, an appreciation of the Canadian dollar implies a fall in the exchange rate.

exchange rate The 

number of units of

domestic currency 

required to purchase 

one unit of foreign

currency.

appreciation A fall in 

the exchange rate the

domestic currency has

become more valuable 

so that it takes fewer 

units of domestic currency

to purchase one unit of

foreign currency.
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Conversely, a depreciation of the Canadian dollar means that the Canadian dollar has
become less valuable so that it takes more Canadian dollars to purchase one unit 
of foreign currency. Thus, a depreciation of the Canadian dollar means a rise in the
exchange rate.

An appreciation of the Canadian dollar is a fall in the exchange rate; a deprecia-
tion of the Canadian dollar is a rise in the exchange rate.

We now go on to build a simple theory of the foreign-exchange market. This will
allow us to analyze the determinants of the exchange rate. To keep things simple, we
use an example involving trade between Canada and Europe, and thus we examine the
determination of the exchange rate between the two currencies: the Canadian dollar
and the euro. But, in this example, Europe is just a shorthand for the rest of the
world  and the euro is just a shorthand for all other currencies.  (It would be more
natural to think in terms of Canada U.S. trade since 80 percent of Canadian trade is
with the United States, but this quickly becomes confusing because both countries  cur-
rencies are called the dollar.)

Because Canadian dollars are traded for euros in the foreign-exchange market, it
follows that a demand for euros implies a supply of Canadian dollars and that a
supply of euros implies a demand for Canadian dollars.

For this reason, a theory of the exchange rate between dollars and euros can deal either
with the demand and supply of dollars or with the demand and supply of euros; both need
not be considered. We will concentrate on the demand, supply, and price of euros. Thus,
the market we will be considering (in general terms) is the foreign-exchange market the
product  is foreign exchange (euros in our case) and the price  is the exchange rate (the

Canadian-dollar price of euros).
We develop our example in terms of the demand and supply analysis first encoun-

tered in Chapter 3. To do so, we need only to recall that in the market for foreign
exchange, transactions that generate a receipt for Canada in its balance of payments
represent a supply of foreign exchange. Foreign exchange is being supplied by the for-
eigners who need Canadian funds to purchase Canadian goods or assets. Conversely,
transactions that are a payment from Canada in the balance of payments represent a
demand for foreign exchange. Foreign exchange is being demanded by the Canadians
who are purchasing foreign goods or assets. In what follows we make the (realistic)
assumption that the Bank of Canada makes no transactions in the foreign-exchange
market. Later we discuss the role of central bank transactions.

The Supply of Foreign Exchange

Whenever foreigners purchase Canadian goods, services, or assets, they supply foreign
currency to the foreign-exchange market and demand, in return, Canadian dollars with
which to pay for their purchases. Thus, the supply of foreign exchange (and the associ-
ated demand for Canadian dollars) arises from Canada s sales of goods, services, and
assets to the rest of the world.

Canadian Exports One important source of supply of foreign exchange is foreign-
ers who wish to buy Canadian-made goods and services. A French importer of lumber
is such a purchaser; an Austrian couple planning a vacation in Canada is another; the

depreciation A rise in 

the exchange rate the

domestic currency has

become less valuable so

that it takes more units 

of domestic currency to

purchase one unit of

foreign currency.
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Hungarian government seeking to buy Canadian engi-
neering services is a third. All are sources of supply of
foreign exchange, arising out of international trade.
Each potential buyer wants to sell its own currency in
exchange for Canadian dollars that it can then use to
purchase Canadian goods and services.

Asset Sales: Capital Inflows A second source
of supply of foreign exchange comes from foreigners
who want to purchase Canadian assets, such as govern-
ment or corporate bonds, real estate, or shares in a
Canadian firm. To buy Canadian assets, holders of for-
eign currencies must first sell their foreign currency and
buy Canadian dollars. As we saw earlier in the chapter,
when Canadians sell assets to foreigners, we say there is
a capital inflow to Canada.

Reserve Currency Firms, banks, and govern-
ments often accumulate and hold foreign-exchange
reserves, just as individuals maintain savings accounts.
These reserves may be in several different currencies.
For example, the government of Poland may decide to
increase its reserve holdings of Canadian dollars and
reduce its reserve holdings of euros; if it does so, it will
be a supplier of euros (and a demander of Canadian
dollars) in foreign-exchange markets.

The Total Supply of Foreign Exchange The
supply of foreign exchange (or the demand for Canadian
dollars) by holders of foreign currencies is the sum of 
the supplies for all the purposes just discussed for
purchases of Canadian exports, for capital inflow to
Canada, and for the purchase of Canadian dollars to
add to currency reserves.

Furthermore, because people, firms, and govern-
ments in all countries purchase goods and assets from
many other countries, the demand for any one currency

will be the aggregate demand of individuals, firms, and governments in a number of
different countries. Thus, the total supply of foreign exchange (or the demand for
Canadian dollars) may include Germans who are offering euros, Japanese who are
offering yen, Argentinians who are offering pesos, and so on. For simplicity, how-
ever, we go back to our two-country example and use only Canada and Europe.

The Supply Curve for Foreign Exchange The supply of foreign exchange
on the foreign-exchange market is represented by a positively sloped curve, such as the
one shown in Figure 35-1. This figure plots the Canadian-dollar price of euros (the
exchange rate) on the vertical axis and the quantity of euros on the horizontal axis.
Moving up the vertical axis, more dollars are needed to purchase one euro the dollar
is depreciating. Moving down the vertical axis, fewer dollars are needed to purchase
one euro the dollar is appreciating.

Why is the supply curve for foreign exchange positively sloped? Consider the sup-
ply of foreign exchange derived from foreign purchases of Canadian exports. If the

Trade between countries that use different currencies requires
that currencies also be exchanged; this takes place in foreign-
exchange markets where exchange rates the price of one
currency in terms of another are determined.
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Canadian dollar depreciates (moving up the verti-
cal axis), it takes fewer euros to purchase one
Canadian dollar. Thus, for a given Canadian-dollar
price of the product, the euro price has fallen.
European consumers will therefore buy more of
the cheaper Canadian goods and will thus supply
more foreign exchange for this purpose. In the oppo-
site case, when the dollar appreciates (moving down
the vertical axis), the euro price of Canadian exports
rises. European consumers will buy fewer Canadian
goods and thus supply less foreign exchange.1

Similar considerations affect other sources of
supply of foreign exchange. When the Canadian
dollar depreciates (a higher exchange rate), Cana-
dian securities and other assets become attractive
purchases, and the quantity purchased by foreign-
ers will rise. With this rise, the amount of foreign
exchange supplied to pay for the purchases will
increase.

The supply curve for foreign exchange is posi-
tively sloped when it is plotted against the
exchange rate; a depreciation of the Canadian
dollar (a rise in the exchange rate) increases the
quantity of foreign exchange supplied.

The Demand for Foreign Exchange

The demand for foreign exchange arises from all
international transactions that represent a payment
in Canada s balance of payments. What sorts of international transactions generate a
demand for foreign exchange (and a supply of Canadian dollars)? They are the same
sort of transactions we just discussed, but this time they are moving in the opposite
direction Canadians, rather than foreigners, are doing the purchasing. Canadians
seeking to purchase foreign products will be supplying Canadian dollars and demand-
ing foreign exchange for this purpose. Canadians may also seek to purchase foreign
assets. If they do, they will supply Canadian dollars and demand foreign exchange.
Similarly, a country with reserves of Canadian dollars may decide to sell them in order
to demand some other currency.

The Demand Curve for Foreign Exchange When the Canadian dollar
depreciates against the euro, the Canadian-dollar price of European goods rises. Because

FIGURE 35-1 The Foreign-Exchange Market
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The demand for foreign exchange is negatively sloped,
and the supply of foreign exchange is positively sloped,
when plotted against the exchange rate, measured as the
Canadian-dollar price of one unit of foreign currency. The
demand for foreign exchange is given by the blue line D.
It represents the sum of transactions on both current and
capital accounts that require payments to foreigners. The
supply of foreign exchange is given by the red line S. It
represents the sum of transactions on both current and
capital accounts that represent receipts from foreigners.

In this example, the equilibrium value of the
exchange rate is $1.50 it takes 1.50 Canadian dollars to
purchase one euro.

1 We have assumed here that the foreign price elasticity of demand for Canadian exports is greater than 1, so
that a price change leads to a proportionately larger change in quantity demanded. This is a common
assumption in the analysis of international trade. In the case of Canada (and other small countries) it is com-
mon to go further and make the small open economy  assumption that the country faces given world

prices for both its exports and its imports. In this case, the foreign price elasticity of demand for exports is
infinite. This means, for example, that Canadians can sell all the oil or wheat they produce at the going world
prices of those commodities.
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it takes more dollars to buy the same European good at an unchanged euro price,
Canadians will buy fewer of the now more expensive European goods. The amount of
foreign exchange being demanded by Canadians in order to pay for imported European
goods will fall.2 In the opposite case, when the Canadian dollar appreciates, European
goods become cheaper, more are sold, and more dollars are spent on them. Thus, more
foreign exchange will be demanded to pay for the extra imports. This same argument
applies in exactly the same way to the purchases of foreign assets. Figure 35-1 shows the
demand curve for foreign exchange.

The demand curve for foreign exchange is negatively sloped when it is plotted
against the exchange rate; an appreciation of the Canadian dollar (a fall in the
exchange rate) increases the quantity of foreign exchange demanded.

35.3 The Determination of 
Exchange Rates

The demand and supply curves in Figure 35-1 do not include official financing transac-
tions (the demands for or supplies of foreign exchange by the Bank of Canada). To
complete our analysis, we must incorporate the role of official financing transactions.
We need to consider three important cases:

1. When the central bank makes no transactions in the foreign-exchange market, there
is said to be a purely flexible exchange rate.

2. When the central bank intervenes in the foreign-exchange market to fix  the
exchange rate at a particular value, there is said to be a fixed exchange rate or
pegged exchange rate.

3. Between these two pure  systems is a variety of possible intermediate cases, includ-
ing the adjustable peg and the managed float. In the adjustable peg system, central
banks fix specific values for their exchange rates, but they explicitly recognize that
circumstances may arise in which they will change that value. In a managed float,
the central bank seeks to have some stabilizing influence on the exchange rate but
does not try to fix it at some publicly announced value.

Most industrialized countries today operate a mostly flexible exchange rate. It is
mostly market determined but the central bank sometimes intervenes to offset short-
run fluctuations. The countries of the European Union (EU) had a system of fixed
exchange rates (relative to one another s currencies) between 1979 and 1999. In

flexible exchange rate An

exchange rate that is left

free to be determined by

the forces of demand and

supply on the free market,

with no intervention by

central banks.

fixed exchange rate An

exchange rate that is

maintained within a small

range around its publicly

stated par value by the

intervention in the foreign-

exchange market by a

country s central bank.

adjustable peg system A

system in which exchange

rates are fixed in the short

term but are occasionally

changed in response to

changes in economic

events.

managed float A situation

in which the central bank

intervenes in the foreign-

exchange market to smooth

out some of the large,

short-term fluctuations in 

a country s exchange rate,

while still leaving the

market to determine the

exchange rate in the longer

term.

2 As long as the price elasticity of demand for imports is greater than 1, the fall in the volume of imports will

exceed the rise in price, and hence fewer dollars will be spent on them. This condition (and the one in the pre-

vious footnote on page 901) is related to a famous long-standing issue in international economics, called the

Marshall-Lerner condition. In what follows, we take the standard approach of assuming that both the price

elasticity of demand for imports and the price elasticity of the demand for Canadian exports exceeds 1. This

guarantees that the slopes of the curves are as shown in Figure 35-1.
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1999 the EU introduced a common currency the
euro that was adopted by most of the EU member
countries (an important exception being the United
Kingdom). Thus, they now have no exchange rates
for national currencies within the EU but the single
common currency has a flexible exchange rate rela-
tive to countries outside the EU. The United States,
Japan, the United Kingdom, Australia, and most
other major industrialized countries have flexible
exchange rates with relatively small amounts of
foreign-exchange intervention by their central
banks.

Canada alternated between a system of fixed
exchange rates and flexible exchange rates (with
limited intervention) throughout most of the period
following the Second World War. In contrast, most
other countries pegged their currencies to the U.S.
dollar under the Bretton Woods system. Canada has
had a flexible exchange rate since 1970. Later in the
chapter we examine the issues involved in choosing
between a flexible and fixed exchange-rate system.
For now, let s explore how the various systems
operate.

Flexible Exchange Rates

We begin with an exchange rate that is set in a freely
competitive market, with no intervention by the cen-
tral bank. Like any competitive price, the exchange
rate fluctuates as the conditions of demand and sup-
ply change.

Suppose the current exchange rate is so high (say,
e1 in Figure 35-2) that the quantity of foreign
exchange supplied exceeds the quantity demanded.
There is thus an excess supply of foreign exchange
(and an excess demand of Canadian dollars). This
excess supply of foreign exchange, just as in our
analysis in Chapter 3, will cause the price of foreign
exchange (the exchange rate) to fall. As the exchange
rate falls an appreciation of the Canadian dollar
the euro price of Canadian goods rises, and this
leads to a reduction in the quantity of foreign
exchange supplied. Also, as the exchange rate falls,
the Canadian-dollar price of European goods falls,
and this fall leads to an increase in the quantity of
foreign exchange demanded. Thus, the excess supply of foreign exchange leads to a fall
in the exchange rate, which in turn reduces the amount of excess supply. Where the
two curves intersect, quantity demanded equals quantity supplied, and the exchange
rate is at its equilibrium value.

Practise with Study Guide

Chapter 35, Exercise 2.

FIGURE 35-2 Fixed and Flexible Exchanges
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In the absence of central bank intervention, the
exchange rate adjusts to clear the foreign-exchange
market. The demand for and supply of foreign
exchange are as in Figure 35-1 on page 901. If official
financing is zero, there is a purely flexible exchange
rate. It will adjust to equate the demand and supply of
foreign exchange; this occurs at E with an exchange
rate of e0.

If the exchange rate is higher than that, say at e1,
the supply of foreign exchange will exceed the demand.
The exchange rate will fall (the dollar will appreciate)
until it reaches e0, where balance is achieved at E. If the
exchange rate is below e0, say at e2, the demand for for-
eign exchange will exceed the supply. The exchange rate
will rise (the dollar will depreciate) until it reaches e0,
where balance is achieved at E.

In the case of a fixed exchange rate, the central
bank uses its official financing transactions to meet the
excess demands or supplies that arise at the fixed value
of the exchange rate. For example, if it chooses to fix the
exchange rate at e1, there will be an excess supply of for-
eign exchange. The central bank will purchase foreign
exchange (and sell dollars) to meet the excess supply and
keep the exchange rate constant. Alternatively, if the
central bank chooses to fix the exchange rate at e2, there
will be an excess demand for foreign exchange. The
central bank will sell foreign exchange (and buy dollars)
to meet the excess demand and keep the exchange rate
constant.
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904 PART 12 : CANADA IN THE GLOBAL ECONOMY

What happens when the exchange rate is below its equilib-
rium value, such as at e2 in Figure 35-2? The quantity of foreign
exchange demanded will exceed the quantity supplied. With for-
eign exchange in excess demand, its price will naturally rise, and
as it does the amount of excess demand will be reduced until
equilibrium is re-established.

A foreign-exchange market is like other competitive mar-
kets in that the forces of demand and supply lead to an equi-
librium price at which quantity demanded equals quantity
supplied.

Recall that we have been assuming that there is no official
financing by the central bank. We now consider a system of fixed
exchange rates in which official financing plays a central role in
the analysis.

Fixed Exchange Rates

If the central bank chooses to fix the exchange rate at a particular value, its official
financing transactions must offset any excess demand or supply of foreign exchange
that arises at that exchange rate. These transactions are described in Figure 35-2.

The gold standard that operated for much of the nineteenth century and the early
part of the twentieth century was a fixed exchange-rate system. The Bretton Woods
system, established by international agreement in 1944 and operated until the early
1970s, was a fixed exchange-rate system that provided for circumstances under which
exchange rates could be adjusted. It was thus an adjustable peg system; the Interna-
tional Monetary Fund (IMF) has its origins in the Bretton Woods system, and one of its
principal tasks was approving and monitoring exchange-rate changes. The European
Exchange Rate Mechanism (ERM), which existed from 1979 to 1999, was also a fixed
exchange-rate system for the countries in the European Union; their exchange rates
were fixed to one another but floated as a block against the U.S. dollar and other cur-
rencies. As mentioned earlier, this system of separate currencies with fixed exchange
rates was replaced in 1999 when most of the countries of the EU adopted a common
currency the euro.

Applying Economic Concepts 35-2 examines how a fixed exchange-rate system oper-
ates. It shows why a central bank that chooses to fix its exchange rate must give up some
control of its foreign-exchange reserves. We now go on to study the workings of a flexible
exchange-rate system, the system used in Canada and most industrialized countries.

Changes in Flexible Exchange Rates

What causes exchange rates to vary? The simplest answer to this question is changes in
demand or supply in the foreign-exchange market. Anything that shifts the demand
curve for foreign exchange to the right or the supply curve for foreign exchange to the
left leads to a rise in the exchange rate a depreciation of the Canadian dollar. Con-
versely, anything that shifts the demand curve for foreign exchange to the left or the
supply curve for foreign exchange to the right leads to a fall in the exchange rate an
appreciation of the Canadian dollar. These points are nothing more than a restatement

In 1999, 11 countries of the European Union
adopted a common currency the euro. By 2009,
when 16 countries had adopted the currency, the
price of one euro was 1.62 Canadian dollars.

Practise with Study Guide

Chapter 35, Exercise 3.

For information on the

European Central Bank, see

its website: www.ecb.int.
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This box provides some details on how a central bank
operates a regime of fixed exchange rates. Though
Canada has a flexible exchange rate (with very rare
foreign-exchange intervention by the Bank of Canada),
we will imagine a situation in which the Bank of
Canada pegs the Canadian U.S. exchange rate. The
accompanying figure shows the monthly demand for
and supply of foreign exchange (U.S. dollars).

Suppose the Bank of Canada fixed the exchange rate
between the narrow limits of, say, C$1.10 to C$1.15 to
the U.S. dollar. The Bank then stabilizes the exchange
rate in the face of seasonal, cyclical, and other fluctua-
tions in demand and supply, entering the market to
prevent the rate from going outside the permitted band.
At the price of $1.10, the Bank offers to buy any amount
of U.S. dollars; at the price of $1.15, the Bank offers to
sell any amount of U.S. dollars. When the Bank buys U.S.
dollars, its foreign-exchange reserves rise; when it sells
U.S. dollars, its foreign-exchange reserves fall.

We make the following observations:

1. If the demand curve cuts the supply curve in the
range 1.10 to 1.15, as D0 does in the accompanying
figure, the Bank need not intervene in the market.

2. If the demand curve shifts to D1, there is an excess
demand for U.S. dollars that the Bank must satisfy.
The Bank sells U.S. dollars from its reserves to the
extent of Q4Q1 per month in order to prevent the
exchange rate from rising above 1.15.

3. If the demand curve shifts to D2, there is an excess
supply of U.S. dollars that the Bank must satisfy.
The Bank buys U.S. dollars to the extent of Q2Q3

per month in order to prevent the exchange rate
from falling below 1.10.

If, on average, the demand and supply curves inter-
sect in the range 1.10 to 1.15, the Bank s foreign-
exchange reserves will be relatively stable, with the
Bank buying U.S. dollars when the demand is abnor-
mally low and selling them when the demand is abnor-
mally high. Over a long period, however, the average
level of reserves will be fairly stable.

If conditions change, the Bank s foreign-exchange
reserves will rise or fall more or less continuously. For
example, suppose the average level of demand becomes
D1, with fluctuations on either side of this level. The
average drain on the Bank s foreign-exchange reserves
will then be Q4Q1 per month. But this situation cannot
continue indefinitely because the Bank has only a limited
amount of foreign-exchange reserves. In this situation,
there are two alternatives: The Bank can change the
fixed exchange rate so that the band of permissible
prices straddles the new equilibrium price, or govern-

ment policy can try to shift the curves so that the inter-
section is in the band 1.10 to 1.15. To accomplish this
goal, the government must restrict demand for foreign
exchange: It can impose import quotas and foreign-
travel restrictions, or it can seek to increase the supply of
U.S. dollars by encouraging Canadian exports.

Thailand in 1997 provides an example of an
exchange rate fixed at a level that led to a persistent
excess demand for foreign exchange. Thailand s central
bank had fixed the value of its currency, the baht, to the
U.S. dollar. When an excess demand for foreign cur-
rency developed in Thailand, the central bank began to
deplete its stock of foreign-exchange reserves as it pur-
chased the baht in an attempt to support its external
value. By July of 1997, however, the central bank s
stock of foreign-exchange reserves had been depleted to
such an extent that it could no longer fix the exchange
rate. With an excess demand for foreign exchange and a
central bank that could no longer fix the exchange rate,
depreciation was the natural result. The baht depreci-
ated dramatically and Thailand then moved away from
a fixed exchange-rate system.

APPLYING ECONOMIC CONCEPTS 35-2

Managing Fixed Exchange Rates
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China currently fixes its exchange rate at a level
that results in a persistent excess supply of foreign
exchange (and excess demand for Chinese currency).
The Chinese yuan is permitted to fluctuate in a very
narrow band around 6.8 yuan to the U.S. dollar. This
exchange rate is above what would otherwise be the
free-market equilibrium, and as a result there is a signif-
icant excess supply of foreign currency. To prevent the
yuan from appreciating, the Chinese central bank pur-
chases foreign-exchange reserves every month. In recent
years, these purchases have led to an enormous accumu-
lation of foreign-exchange reserves in China.
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of the laws of supply and demand, applied now to the market for foreign exchange;
they are illustrated in Figure 35-3.

What causes the shifts in demand and supply that lead to changes in exchange
rates? There are many causes, some transitory and some persistent. Let s look at several
of the most important ones.

A Supply-Side Increase in the Domestic Price of Exports Suppose
some event on the supply side of the paper market results in an increase in the
Canadian-dollar price of Canadian paper. For example, the government may impose a
new pollution tax on paper producers. What this will do to the supply of foreign
exchange depends on the price elasticity of foreign demand for the Canadian product.
If foreign demand for Canadian paper is elastic, perhaps because other countries sup-
ply the same product in world markets, the total amount spent on Canadian paper will
decrease and hence less foreign exchange will be supplied to purchase Canadian paper.
Thus, the supply curve for foreign exchange will shift to the left. The reduction in the
supply of foreign exchange will cause an increase in the exchange rate: The Canadian
dollar will depreciate. This is illustrated in part (ii) of Figure 35-3. If the demand is
inelastic (say, because Canada is the only country that produces this particular kind of
paper), then more will be spent and the supply of foreign exchange to pay the bigger
bill will increase. The increase in the supply of foreign exchange will cause a reduction
in the exchange rate: The Canadian dollar will appreciate.

A Rise in the Foreign Price of Imports Suppose the euro price of Euro-
pean automobiles increases sharply. Suppose also that Canadian consumers have an
elastic demand for European cars because they can easily switch to Canadian-made

FIGURE 35-3 Changes in a Flexible Exchange Rate

An increase in the demand for foreign exchange or a decrease in the supply will cause the Canadian dollar to depreci-
ate (the exchange rate to rise); a decrease in the demand or an increase in supply will cause the dollar to appreciate
(the exchange rate to fall). The initial demand and supply curves are D0 and S0. Equilibrium is at E0 with an exchange
rate of e0. An increase in the demand for foreign exchange from D0 to D1 in part (i), or a decrease in the supply of
foreign exchange from S0 to S1 in part (ii), will cause the dollar to depreciate. In both parts, the new equilibrium is at
E1, and the dollar depreciation is shown by the rise in the exchange rate from e0 to e1. Conversely, a decrease in the
demand for foreign exchange or an increase in the supply of foreign exchange will cause the dollar to appreciate.
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substitutes. Consequently, they spend fewer euros for European automobiles than they
did before and hence demand less foreign exchange. The demand curve for foreign
exchange shifts to the left, and the Canadian dollar will appreciate. If the demand for
European cars were inelastic, total spending on them would rise, and the demand
for foreign exchange would shift to the right, leading to a depreciation of the Canadian
dollar. This is illustrated in part (i) of Figure 35-3.

Changes in Overall Price Levels Suppose that instead of a change in the
price of a specific product, such as cars or paper, there is a change in all prices because
of general inflation. We consider separate cases, each corresponding to a different
pattern of Canadian inflation relative to foreign inflation.

EQUAL INFLATION IN BOTH COUNTRIES. Suppose inflation is running at 5 percent in
both Canada and Europe. In this case, the euro prices of European goods and the
dollar prices of Canadian goods both rise by 5 percent. At the existing exchange rate,
the dollar prices of European goods and the euro prices of Canadian goods will each
rise by 5 percent, and hence the relative prices of imports and domestically produced
goods will be unchanged in both countries. Since there is no reason to expect a change
in either country s demand for imports at the original exchange rate, the inflation in the
two countries leaves the equilibrium exchange rate unchanged.

INFLATION IN ONLY ONE COUNTRY. What will happen if there is inflation in Canada
while the price level remains stable in Europe? The dollar price of Canadian goods will
rise, and they will become more expensive in Europe. This increase will cause the quantity
of Canadian exports, and therefore the amount of foreign exchange supplied by European
importers, to decrease. Thus, the supply curve for foreign exchange shifts to the left.

At the same time, European goods in Canada will have an unchanged Canadian-
dollar price, while the price of Canadian goods sold in Canada will increase because of
the inflation. Thus, European goods will be more attractive compared with Canadian
goods (because they have become relatively cheaper), and thus more European goods
will be bought in Canada. At any exchange rate, the amount of foreign exchange
demanded to purchase imports will rise. Thus, the demand curve for foreign
exchange shifts to the right.

Canadian inflation that is unmatched in Europe will therefore cause the supply
curve for foreign exchange to shift to the left and the demand curve for foreign
exchange to shift to the right. As a result, the equilibrium exchange rate must rise
there is a depreciation of the Canadian dollar relative to the euro.

INFLATION AT UNEQUAL RATES. The two foregoing examples are, of course, just lim-
iting cases of a more general situation in which the rate of inflation is different in the
two countries. The arguments can readily be extended when we realize that it is the rel-
ative inflation in two countries that determines whether home goods or foreign goods
look more or less attractive. If country As inflation rate is higher than country B s,
country As exports are becoming relatively expensive in B s markets while imports
from B are becoming relatively cheap in As markets. This causes As currency to depre-
ciate relative to B s.

Other things being equal, if Canada has higher inflation than other countries, the
Canadian dollar will be depreciating relative to other currencies. If Canada has
lower inflation than other countries, the Canadian dollar will be appreciating.

Capital Movements Capital flows can exert strong influences on exchange
rates. For example, an increased desire by Canadians to purchase European assets 
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908 PART 12 : CANADA IN THE GLOBAL ECONOMY

(a capital outflow from Canada) will shift the demand curve for foreign exchange to
the right, and the dollar will depreciate. In contrast, a desire by foreigners to increase
their holdings of Canadian assets will shift the supply curve for foreign currency to the
right and cause the Canadian dollar to appreciate.

SHORT-TERM CAPITAL MOVEMENTS. An important motive for short-term capital flows is
a change in interest rates. International traders hold transaction balances just as do
domestic traders. These balances are often lent out on a short-term basis rather than
being left idle. Naturally, the holders of these balances will tend to lend them, other
things being equal, in markets in which interest rates are highest. Thus, if one country s
short-term interest rate rises above the rates in other countries (say, because that country
undertakes a contractionary monetary policy), there will tend to be a large inflow of
short-term capital into that country in an effort to take advantage of the high rate. This
inflow of financial capital will increase the demand for the domestic currency and cause

it to appreciate. If the short-term interest rate should fall
in one country (say, because of a monetary expansion in
that country), there will tend to be a shift of financial
capital away from that country, and its currency will
tend to depreciate. We saw this basic relationship
between interest rates, capital flows, and the exchange
rate in Chapter 28 when we discussed the monetary
transmission mechanism in an open economy.

Changes in Canadian monetary policy lead to
changes in interest rates and thus to international
flows of financial capital. A contractionary mone-
tary policy in Canada will lead to a rise in Canadian
interest rates, a capital inflow, and an appreciation
of the Canadian dollar. An expansionary monetary
policy in Canada will lead to a reduction in Cana-
dian interest rates, a capital outflow, and a deprecia-
tion of the Canadian dollar.

A second motive for short-term capital movements is speculation about the future
value of a country s exchange rate. If foreigners expect the Canadian dollar to appreci-
ate in the near future, they will rush to buy assets that pay off in Canadian dollars, such
as Canadian stocks or bonds; if they expect the Canadian dollar to depreciate in the
near future, they will be reluctant to buy or to hold Canadian securities.

LONG-TERM CAPITAL MOVEMENTS. Long-term capital movements are largely influ-
enced by long-term expectations about another country s profit opportunities and the
long-run value of its currency. A French firm would be more willing to purchase a
Canadian factory if it expected that the dollar profits would buy more euros in future
years than the profits from investment in a French factory. This could happen if the
Canadian firm earned greater profits than the French firm, with exchange rates
remaining unchanged. It could also happen if the profits were the same but the French
firm expected the Canadian dollar to appreciate relative to the euro.

Structural Changes

An economy can undergo structural changes that alter the equilibrium exchange rate.
Structural change is an all-purpose term for a change in cost structures, the invention

Practise with Study Guide

Chapter 35, Exercise 4.

Currencies are traded and exchange rates are determined in
sophisticated foreign-exchange markets in which thousands
of currency traders all over the world transact with one
another. Economic and political events influence their buying
and selling decisions, and thus influence exchange rates.
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of new products, changes in preferences between products, or anything else that affects
the pattern of comparative advantage. Consider three examples.

Suppose the reluctance of firms in one country to adopt technological innovations
results in that country s products not improving as rapidly as those produced in other
countries. Consumers  demand will shift slowly away from the first country s products
and toward those of its foreign competitors. This shift will cause a gradual deprecia-
tion in the first country s currency because fewer people want to buy that country s
goods and thus fewer people want to buy that country s currency. For this reason, a
country with faster productivity growth than other countries tends to experience an
appreciation of its currency.

A second example relates to the discovery of valuable mineral resources. Promi-
nent examples are the development of natural gas in the Netherlands in the early
1960s, the development of North Sea oil in the United Kingdom in the 1970s, and the
recent discovery of large diamond deposits in the Northwest Territories. If firms in one
country make such a discovery and begin selling these resources to the rest of the world,
the foreign purchasers must supply their foreign currency in order to purchase the cur-
rency of the exporting country. The result is an appreciation of the currency of the
exporting country.

Anything that leads to changes in the pattern of trade, such as changes in costs or
changes in demand, will generally lead to changes in exchange rates.

A final example of particular relevance to Canada relates to changes in demand for
a country s exports. For many countries, including Canada, the prices of the goods that
it sells to other countries are determined in world markets. Examples include com-
modities such as oil, copper, pulp, lumber, wheat, coffee, cocoa, zinc, tin, aluminum,
and gold. Changes in the world demand for or supply of these commodities typically
have significant effects on exchange rates. For example, if there is a reduction in the
world demand for these products there will be an accompanying reduction in demand
for the currencies of those countries that export these products. Their currencies will
depreciate. Similarly, increases in the world price of these commodities will lead to an
appreciation of the currencies in countries that export them. For this reason, the Cana-
dian dollar is often referred to as a commodity currency  because there is a strong
correlation between changes in world commodity prices and changes in the Canadian
exchange rate. In the 2002 2007 period, large increases in the world prices of energy
and other raw materials were an important factor in the sharp appreciation of the
Canadian dollar. But these same prices declined sharply in 2008 as the world entered a
significant recession, and the commodity-price decline contributed to a significant
depreciation of the Canadian dollar.

The Volatility of Exchange Rates

We have discussed several variables that can lead to changes in the exchange rate, includ-
ing changes in relative prices, changes in interest rates, and changes in the pattern of
trade. Since these variables are changing at different times by different amounts and
often in different directions, it should not be surprising that exchange rates are con-
stantly changing. Indeed, exchange rates are one of the most volatile of all macroeco-
nomic variables. One reason for this volatility that we have not yet discussed is
that foreign-exchange traders, when they are deciding whether to buy or sell foreign
currency, respond to all sorts of news  that they think will influence economic condi-
tions, both currently and in the future. Since such news is constantly becoming available,
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the exchange rate is continuously changing as this new information leads traders to
change their demand and supply decisions. Applying Economic Concepts 35-3 discusses
in more detail how news affects the volatility of exchange rates.

w w w . m y e c o n l a b . c o m

Economists have long noticed that exchange rates tend to be more volatile
than any of the variables we have been discussing. For a brief discussion of a
famous theory in which the expectations of future exchange-rate changes play
a central role, look for Expectations and Exchange-Rate Overshooting in the
Additional Topics section of this book s MyEconLab.

ADDITIONAL TOPICS

35.4 Three Policy Issues

This chapter has so far explained how the balance of payments accounts are con-
structed and how exchange rates are determined. It is now time to use this knowledge
to explore some important policy issues. We examine three issues commonly discussed
in the media. As we will see, these media discussions are not always as well informed as
they could be. We pose the three policy issues as questions:

1. Is a current account deficit bad  and a surplus good ?

2. Is there a correct  value for the Canadian dollar?

3. Should Canada fix its exchange rate with the U.S. dollar?

Current Account Deficits and Surpluses

Figure 35-4 shows the path of Canada s current account balance (as a percentage of
GDP) since 1961. In most years, Canada has a significant trade surplus since it exports
more goods and services to the world than it imports. But because it makes more
investment payments (both interest and dividends) to foreigners than it receives from
foreigners, it has a deficit on the capital-service portion of the current account. During
most of the 1960 1995 period, Canada had an overall current account deficit of 2 or
3 percent of GDP. In the past few years, however, Canada s trade surplus has increased
by more than the capital-service deficit, and the result has been a significant turn-
around in the current account balance. From 2000 to 2008, Canada had a current
account surplus of 1 2 percent of GDP.

As we have learned, Canada s balance of payments are defined in such a way that
they must always balance, so during the 1960 1995 period the current account deficits
were matched by capital account surpluses of the same size. During these years,
Canada was selling more assets to the rest of the world both bonds and equity than
it was buying from the rest of the world. Similarly, the recent current account surpluses

Practise with Study Guide

Chapter 35, Extension Exercise 1.
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Foreign-exchange markets are different from markets
for consumer goods in that the vast bulk of trading
takes place between professional foreign-exchange
traders working for banks, mutual-fund companies, and
pension funds. These traders do not meet one another
face to face. Rather, they do their transactions over the
telephone or the computer, and the other party to the
transaction could be anywhere in the world. The struc-
ture of this market has one interesting implication:
Exchange rates respond to news. Let s see why this is
and what this means.

Deals done by professional traders are all on a
large scale, typically involving sums no smaller than $1
million and often very much larger. Each trader tends to
specialize in trades between a small number of curren-
cies, say the Canadian and the U.S. dollars, or the U.S.
dollar and the Japanese yen. But the traders for all cur-
rencies for each bank sit close together in a trading
room so they can hear what is going on in the other
markets. When a big news event breaks, anywhere in
the world, this will be shouted out simultaneously to all
traders in the room.

Each trader is also faced with several computer
screens and many buttons that connect him or her
quickly by telephone to other traders. Speed of transac-
tion can be very important if you are dealing with large
amounts of money in a market that is continuously
changing the prices quoted. The most recent price
quotes from around the world appear on the screens.
However, contracts are agreed over the telephone (and
are recorded in case of a disagreement) and the paper-
work follows within two days.

As exchange rates are closely related to expecta-
tions and to interest rates, the foreign-exchange traders
have to keep an eye on all major news events affecting
the economic environment. Since all the players in the
foreign-exchange markets are professionals, they are
well informed, not just about what has happened but
also about forecasts of what is likely to happen. Accord-
ingly, the exchange rate at any point in time reflects not
just history but also current expectations of future
events.

As soon as some future event comes to be
expected such as the central bank s plans to tighten
monetary policy it will be reflected in the current
exchange rate. Events expected to happen soon will be

given more weight than those events expected to happen
in the more distant future. The fact that expectations
of future events are incorporated quickly into the
exchange rate has an interesting implication: The only
component in today s news that will cause the exchange
rate to change is what was not expected to happen.
Economists attribute the unforecastable component of
news to a random error. It is random in the sense that it
has no detectable pattern and it is unrelated to the infor-
mation available before it happened.

Some events are clearly unforecastable, like an
earthquake in Japan or a head of state having a heart
attack. Others are the production of economic statistics
for which forecasts have generally been published. In
the latter case it is the deviation of announced figures
from their forecast value that tends to move exchange
rates.

Exchange rates are therefore moved by news. And
since much news is random and unpredictable, many
changes in exchange rates will tend to be random.
Some people, observing the volatility of exchange
rates, conclude that foreign-exchange markets are inef-
ficient. However, with well-informed professional
traders who have forward-looking expectations, new
information is rapidly transmitted into prices. The
volatility of exchange rates, therefore, largely reflects
the volatility of relevant, but unexpected, events
around the world.

APPLYING ECONOMIC CONCEPTS 35-3

News and the Exchange Rate

Current news events, the announcements made by public
officials, and the expectation of future events play a large
role in determining whether currency traders decide to buy
or sell foreign exchange. The frequency and randomness
of news releases partly explain why exchange rates tend 
to be so volatile.
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912 PART 12 : CANADA IN THE GLOBAL ECONOMY

were matched by capital account deficits, meaning that in recent years Canada was
buying more assets from foreigners than we were selling to foreigners.

It is common for TV anchors to report negatively on a rise in the current account
deficit and positively on its decline. But are current account deficits really a problem?
Should we be celebrating Canada s current account surpluses when they occur? We
address this issue in three parts.

Mercantilism Many people argue that a current account deficit is undesirable
because it means that Canada is buying more goods and services from the world than
it is selling to the world. Central to this view is the belief that exports are good  and
imports are bad.  We discussed this belief, and argued why it was incorrect, in Chap-
ter 34 when we explored some of the fallacious arguments for trade protection.

As a carryover from a long-discredited eighteenth-century doctrine called mercan-
tilism, a current account surplus is sometimes called a favourable balance,  and a cur-
rent account deficit is sometimes called an unfavourable balance.  Mercantilists, both
ancient and modern, believe that a country s gains from trade arise only from having a
favourable  balance of trade that is, by exporting more goods and services than it

imports. But this belief misses the central point of comparative advantage that we
explored in Chapter 33 that countries gain from trade because trade allows each
country to specialize in the production of those products in which its opportunity costs
are low. The gains from trade have nothing to do with whether there is a trade deficit
or a trade surplus.

Lessons from History 35-1 discusses the doctrine of mercantilism. The lesson to be
learned is that the gains from trade depend on the volume of trade (imports plus
exports) rather than the balance of trade. There is nothing inherently bad about having
a current account deficit and nothing inherently good about having a current account
surplus.

FIGURE 35-4 Canada s Current Account Balance, 1961 2008
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35_raga_ch35.qxd  1/30/10  3:37 AM  Page 912



CHAPTER 35 : EXCHANGE RATES AND THE BALANCE OF  PAYMENTS 913

International Borrowing If Canada has a current account deficit, it also has a
capital account surplus. It is a net seller of assets to the rest of the world. These assets are
either bonds, in which case Canadians are borrowing from foreigners, or they are shares
in firms (equities), in which case Canadians are selling their capital stock to foreigners.

It follows that the question Should Canada have a current account deficit?  is the
same as the question Should Canadians be net sellers of assets to foreigners?  It is not
immediately clear that the answer to this question should be no. It is true that by sell-
ing bonds to foreigners, Canadians increase their indebtedness to foreigners and will
eventually have to redeem the bonds and pay interest. And by selling income-earning
equities to foreigners, Canadians give up a stream of income that they would otherwise
have. But, in both cases, they get a lump sum of funds that can be used for any type of
consumption or investment. Is it obviously better  to have a lower debt or a higher
future income stream than to have a lump sum of funds right now? If it were better, no
family would ever borrow money to buy a house or a car, and no firm would ever bor-
row money to build a factory.

A country that has a current account deficit is either borrowing from the rest of the
world or selling its ownership of some of its capital assets to the rest of the world.
This is not necessarily undesirable.

Media commentators, politicians, and much of the gen-
eral public often appear to believe that a nation should
export more than it imports and thereby secure a cur-
rent account surplus. They appear to believe that the
benefits derived from international trade are measured
by the size of that surplus.

This view is related to the exploitation doctrine of
international trade: One country s surplus is another
country s deficit. Hence, one country s gain, judged by
its surplus, must be another country s loss, judged by its
deficit.

People who hold such views today are echoing
an ancient economic doctrine called mercantilism. The
mercantilists were a group of economists who preceded
Adam Smith. They judged the success of trade by the
size of the trade balance. In many cases, this doctrine
made sense in terms of their objective, which was to use
international trade as a means of building up the politi-
cal and military power of the state, rather than as a
means of raising the living standards of its citizens. A
current account surplus allowed the nation (then and
now) to acquire assets. (In those days, the assets took
the form of gold. Today, they are mostly claims on the
currencies of other countries.) These assets could then
be used to pay armies, to purchase weapons from
abroad, and to finance colonial expansions.

If the objective is to promote the welfare and liv-
ing standards of ordinary citizens, however, the mer-
cantilist focus on the balance of trade makes no sense.
The principle of comparative advantage shows that
average living standards are maximized by having
individuals, regions, and countries specialize in the
things they produce comparatively best and then trad-
ing to obtain the things they produce comparatively
worst. With specialization, domestic consumers get
access to products they want at the lowest possible
prices, while domestic firms are able to sell their prod-
ucts at higher prices than would otherwise be possible.
The more specialization takes place, the more trade
occurs and thus the more average living standards
increase.

For the country as a whole, therefore, the gains
from trade are to be judged by the volume of trade
rather than by the balance of trade. A situation in
which there is a large volume of trade even though
each country has a zero balance of trade can thus be
regarded as satisfactory. Furthermore, a change in pol-
icy that results in an equal increase in both exports and
imports will generate gains because it allows for spe-
cialization according to comparative advantage, even
though it causes no change in either country s trade
balance.

LESSONS FROM HISTORY 35-1

Mercantilism, Then and Now
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To argue that it is undesirable for Canada to have a current account deficit is to
argue that Canadians as a whole should not borrow from (or sell assets to) the rest of
the world. But surely the wisdom of borrowing depends on why Canadians are bor-
rowing. It is therefore important to know why there is a current account deficit.

Causes of Current Account Deficits There are several possible causes of a
current account deficit. This can be seen most clearly by recalling some national-
income accounting from Chapter 20. Recall that GDP is equal to the sum of actual
consumption, investment, government purchases, and net exports,

GDP Ca  Ia  Ga  NXa

where the subscript a  denotes actual expenditure rather than desired expenditure.
Next, note that GNP is equal to GDP plus the net investment income received from
abroad, which we call R.

GNP GDP R Ca Ia Ga NXa R

Note that the current account balance is simply the trade balance, NXa, plus the
net investment income, R. We denote the actual current account balance CAa. If CAa is
positive, there is a current account surplus; if CAa is negative, there is a current account
deficit. The equation now becomes

GNP Ca Ia Ga CAa (35-1)

Now consider how a given amount of GNP that accrues to households can be spent.
There are only three ways to dispose of income. It can be consumed, saved, or paid in
taxes. That is,

GNP Ca Sa Ta (35-2)

By equating Equations 35-1 and 35-2, and by omitting the a  subscripts for simplic-
ity, we derive an interesting relationship among national saving, investment, and the
current account balance:

C  I  G  CA  C  S  T

* CA  S  (T  G)  I

This last equation says that the current account balance in any year is exactly equal
to the excess of national saving, S (T G), over domestic investment I. If Canadians
(and their governments) decide to save more than is needed to finance the amount of
domestic investment, where do the excess funds go? They are used to acquire foreign
assets, and thus Canada has a current account surplus (CA 0). In contrast, if Cana-
dians do not save enough to finance the amount of domestic investment, the balance
must be financed by foreign funds. Thus, Canada has a current account deficit (CA 0).
Finally, we can re-arrange this equation very slightly to get

CA (S I) (T G) (35-3)

which says that the current account balance is equal to the excess of private saving over
investment plus the government budget surplus.
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Equation 35-3 shows three separate reasons for any given increase in the current
account deficit (a fall in CA). First, a reduction in private saving, other things being
equal, will lead to a rise in the current account deficit. Second, a rise in domestic
investment, other things being equal, will increase the current account deficit.
Finally, other things being equal, a rise in the government s budget deficit (a fall in
the budget surplus) will raise the current account deficit. This third case is often
referred to as a situation of twin deficits. That is, a rise in the government s budget
deficit will also have the effect (if S and I remain constant) of increasing the current
account deficit.

An increase in the level of investment, a decrease in the level of private saving, and
an increase in the government s budget deficit are all possible causes of an increase
in a country s current account deficit.

In the end, it makes little sense to discuss the desirability of a change
in the current account deficit without first knowing the cause of the
change. Knowing the cause is crucial to knowing whether the change in
the current account deficit is undesirable. The following two examples
illustrate this important point.

First, suppose business opportunities in Canada are very promising
and, as a result, there is an increase in the level of private-sector invest-
ment. Most people would consider such an investment boom desirable
because it would increase current output and employment and, by
increasing the country s capital stock, it would also increase the level of
potential output in the future. But as is clear from Equation 35-3, other
things being equal, the immediate effect of the rise in Canadian invest-
ment is an increase in the Canadian current account deficit. The current
account deficit increases because, in the absence of increased domestic
saving, the increase in domestic investment can only take place if it is
financed by a capital inflow from other countries. This capital inflow rep-
resents a rise in Canada s current account deficit (or capital account sur-
plus). In this case, however, it would be difficult to argue that the increase
in Canada s current account deficit is undesirable as it simply reflects a
boom in domestic business opportunities.

For a second example, suppose the domestic economy begins to slow
and households and firms become pessimistic about the future. In such a
situation, we expect households to increase their saving and firms to
reduce their investment, thus increasing the value of (S I). As the econ-
omy slows we would also expect the government s net tax revenues to fall,
thus decreasing the value of (T G). But it is possible that the first effect
dominates the second effect, thus leading to an increase in the current account surplus.
Is the increase in Canada s current account surplus desirable? Most people would
probably agree that the onset of a recession as just described is surely undesirable,
involving a loss of output and employment.

A country s current account deficit can increase for a number of reasons.
Whether the rise in the current account deficit is desirable depends on its under-
lying cause. A rise in the current account deficit may reflect a positive economic
development; a decline in the current account deficit may reflect a negative
economic development.

A boom in domestic investment, other
things being equal, will lead to an
increase in the current account deficit.
But there is little that is undesirable
about this situation.
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Is There a Correct  Value for the Canadian Dollar?

From the summer of 1997 to the end of 1999, the external value of the Canadian dol-
lar fell from about 72 to 65 U.S. cents. It was common to hear financial commentators
discuss how the Canadian dollar was undervalued.  Retailers selling imported prod-
ucts and firms using imported supplies complained that the weak Canadian dollar was
undermining their business. Opposite statements were heard between 2002 and 2008
when, as a result of high world prices for raw materials, the Canadian dollar appreci-
ated enormously. At the time, some financial commentators argued that the Canadian
dollar was overvalued.  Canadian firms in the tourist-oriented hospitality industry
and those exporting manufactured products complained that the strong Canadian dol-
lar was damaging their business. In both cases, the observers appeared to believe that
there was some correct  value for the Canadian dollar. Is there?

As we saw in the previous section, a country that chooses to use a flexible
exchange rate has its exchange rate determined by competitive forces in the foreign-
exchange market. In Canada, and other countries as well, fluctuations in exchange
rates have many causes. Some changes may be good for Canada, such as a worldwide
shortage of wheat that drives up the world price of wheat, a major Canadian export.
Others may be bad for Canada, such as the discovery of new copper deposits in Chile
that drives down the price of copper, also a major Canadian export. But the various
supply and demand forces are coming together in the foreign-exchange market to
determine the equilibrium value of the exchange rate. Changes in this value may reflect
positive or negative events for Canada, but it is difficult to think of this equilibrium
value as being either too high  or too low.

With a flexible exchange rate, the market determines the value of the exchange
rate. With respect to the forces of demand and supply, the equilibrium exchange
rate is the correct  exchange rate.

Saying that the current equilibrium exchange rate is the correct  rate in no way
suggests that this correct  rate is constant. Indeed, foreign-exchange markets are so
large, with so many participants in so many countries, each responding to a slightly dif-
ferent set of events and expectations, that the equilibrium exchange rate is constantly
changing. In other words, as various forces lead to frequent changes in the demand for
and supply of the Canadian dollar in foreign-exchange markets, the correct  value of
the Canadian exchange rate is constantly changing.

Some economists accept that the current exchange rate, as determined by the for-
eign-exchange market, is indeed the correct rate, but they make a distinction between
the immediate value of the exchange rate and its long-run value. These economists
argue that, whereas various shocks may cause the exchange rate to rise or fall in the
short run, there does exist some fundamental  level to which it will eventually return.
This brings us to the theory of purchasing power parity.

Purchasing Power Parity The theory of purchasing power parity (PPP) holds
that over the long term, the value of the exchange rate between two currencies depends
on the two currencies  relative purchasing power. The theory holds that a currency will
tend to have the same purchasing power when it is spent in its home country as it
would have if it were converted to foreign exchange and spent in the foreign country.
Another way to say the same thing is that the price of identical baskets of goods should
be the same in the two countries when the price is expressed in the same currency. If we
let PC and PE be the price levels in Canada and Europe, respectively, and let e be the

purchasing power parity

(PPP) The theory that 

over the long term, the

exchange rate between 

two currencies adjusts to

reflect relative price levels.
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price of euros in terms of Canadian dollars (the exchange rate), then the theory of pur-
chasing power parity predicts the following equality in the long run:

PC * e + PE (35-4)

This equation simply says that if a basket of goods costs 1000 euros in Europe and the
exchange rate is 1.6 (that is, 1.6 Canadian dollars per euro), then that same basket of
goods should cost 1600 dollars in Canada (1.6 + 1000 * 1600).

According to the theory of purchasing power parity, the exchange rate between
two countries  currencies is determined by the relative price levels in the two
countries.

The idea behind PPP is a simple one. Suppose that Equation 35-4 did not hold
specifically, suppose that PC was greater than e * PE, so that Canadian-dollar prices in
Canada exceeded the Canadian-dollar prices of the same goods in Europe. In this
case, people would increase their purchases of the cheaper European goods and
reduce their purchases of the expensive Canadian goods. These actions would have
the effect of depreciating the Canadian dollar (a rise in e); this depreciation would
continue until the equality was re-established.

The PPP exchange rate is the value of the exchange rate that makes Equation 35-4
hold. That is, the PPP exchange rate (between the Canadian dollar and the euro) is
defined to be

ePPP  PC PE (35-5)

Note that the PPP exchange rate is itself not constant. If inflation is higher in Canada
than in Europe, for example, PC will be rising faster than PE and so the PPP exchange
rate will be rising. Conversely, if inflation is lower in Canada than in Europe, PC will be
rising more slowly than PE and the PPP exchange rate will be falling.3

A Caveat About PPP Should we expect the actual exchange rate to equal the
PPP exchange rate? The theory of purchasing power parity predicts that if the actual
exchange rate (e) does not equal the PPP exchange rate (ePPP), then demands and sup-
plies of Canadian and European goods will change until the equality holds. Thus, the
theory of PPP predicts that the actual exchange rate will eventually equal the PPP
exchange rate.

Figure 35-5 shows the path of the actual Canadian U.S. exchange rate and the PPP
exchange rate since 1981. It is clear from the figure that there are long periods of time
over which the actual exchange rate deviates significantly from the PPP exchange rate.
Why is this the case? Is there something wrong with the theory of purchasing power
parity?

Recall from Equation 35-4 that PC and PE were defined as the prices of identical
baskets of goods in Canada and Europe, respectively. Given that the goods are the same,
the argument that the prices should (eventually) be equated across the two countries is
sensible if the prices are not equated across the two countries, there would be an
incentive to purchase in the cheaper country rather than in the more expensive country,
and this would lead to changes in the exchange rate until Equation 35-4 did hold.

3 For a very readable review of the PPP theory and its empirical testing, see R. Lafrance and L. Schembri,

Purchasing Power Parity: Definitions, Measurement, and Interpretation,  Bank of Canada Review,

Autumn, 2002.

For The Economist s Big

Mac Index, which uses the

idea of PPP, see its website:

www.economist.com.
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One problem, however, when we apply the theory of purchasing power parity to
national price indices, such as the Consumer Price Index or the implicit GDP deflator,
is that the two baskets of goods are typically not the same for two reasons.

DIFFERENT COUNTRIES PRODUCE DIFFERENT GOODS. Suppose we apply the the-
ory of PPP to the Canada Europe exchange rate and we use the GDP deflators from
the two countries as the measures of prices. Recall from Chapter 20 that the GDP
deflator is an index of prices of goods produced within the country. But Canada and
Europe clearly produce very different goods. The price of forest products will have a
large weight in the Canadian GDP deflator but less weight in the European GDP defla-
tor; in contrast, the price of wine will have a much larger weight in the European GDP
deflator than in the Canadian GDP deflator.

The implication of these differences for the theory of PPP is important. As long as
changes in the relative prices of goods occur, such as a change in the price of forest prod-
ucts relative to wine, then PC (the Canadian GDP deflator) will change relative to PE (the
European GDP deflator) even though the prices of individual goods might be equated
across the two countries. Thus, differences in the structure of the price indices
between two countries mean that using a PPP exchange rate computed on the basis of
Equation 35-5 will be misleading. In other words, in the presence of changing relative
prices, there is no reason to expect the actual exchange rate to equal the PPP exchange rate.

FIGURE 35-5 Actual and PPP Exchange Rates, 1981 2009
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The actual exchange rate deviates from the PPP exchange rate for extended periods. The Canada U.S. PPP exchange
rate is the ratio of Canadian to U.S. price indices. This PPP exchange rate increased during the 1980s when Canadian
inflation was above that in the United States; it declined over the next 20 years when Canadian inflation was lower
than in the United States. The actual Canada U.S. exchange rate has fluctuated more dramatically and shows little
tendency to track the PPP exchange rate.

(Source: Canadian CPI is from the Bank of Canada, Series PCPISA, annual average. U.S. CPI is from U.S. Bureau of Labor
Statistics: www.bls.gov. Exchange rate is from Statistics Canada, CANSIM database, Series V37432, annual average.)
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NON-TRADED GOODS ARE IMPORTANT. The previous discussion emphasized that
the baskets of goods across two countries might differ even though the products in
the baskets were the same. But even if Canada and Europe produced exactly the same
range of goods, so that the various weights in the GDP deflators were the same, there
is another reason why the basket of goods in Canada differs from the basket of goods
in Europe. Some of the goods produced in Canada are non-traded goods, such as hair-
cuts, restaurant meals, and many other services. Non-traded goods are also produced
in Europe. But, since non-traded goods cannot be traded (by definition), there is noth-
ing that will force their prices to be equal across the two countries. If haircuts are more
expensive in Paris than in Toronto (as they are), we do not expect people to shift their
consumption of haircuts away from Paris toward Toronto, and thus we should not
expect the actual exchange rate to move to make Equation 35-4 hold.

The conclusion of this discussion is that we must be very careful in selecting the
price indices we use when we apply the theory of purchasing power parity. We know
that countries have different patterns of production and thus have different structures
to their national price indices. Thus, in the presence of changes in relative prices of var-
ious products, the national price indices can change in ways that will not lead to
changes in the exchange rate. Similarly, the presence of non-traded goods implies that
some differences in prices across countries will not lead to changes in the location of
demand and thus changes in the exchange rate.

Changes in relative prices and the presence of non-traded goods imply that pur-
chasing power parity need not hold not even in the long run.

Should Canada Have a Fixed Exchange Rate?

In recent years, some economists have suggested that Canada peg the value of its cur-
rency to the U.S. dollar. Advocates of a fixed Canadian exchange rate see this policy as
a means of avoiding the significant fluctuations in the Canadian U.S. dollar exchange
rate that would otherwise occur fluctuations such as the 10 percent depreciation that
occurred between 1997 and 1999 and the 60 percent appreciation that occurred
between 2002 and 2007. They argue that exchange-rate fluctuations generate uncer-
tainty for importers and exporters and thus increase the costs associated with trade.

Others have gone further in suggesting that Canada actually abandon its currency
altogether and simply adopt the U.S. dollar. They point to the European Union, which
introduced the euro as its common currency in 1999. If a common currency is accept-
able to most of Europe, why should Canada and the United States be any different?

These are contentious suggestions that have attracted a great deal of public atten-
tion in recent years. We examine this issue by comparing the main benefits of flexible
and fixed exchange rates. Whereas flexible exchange rates dampen the effects on out-
put and employment from external shocks to the economy, fixed exchange rates reduce
the uncertainty faced by traders.

w w w . m y e c o n l a b . c o m

The debate over fixed and flexible exchange rates is closely related to the
issue of whether a group of countries is best served by a common currency or
instead by separate currencies for each country. For more information, look for
What Is an Optimal Currency Area? in the Additional Topics section of this
book s MyEconLab.

ADDITIONAL TOPICS
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Flexible Exchange Rates as Shock Absorbers For most of the years
following the Second World War, Canada has used a flexible exchange rate. Even when
most other major countries chose to peg the value of their currencies to the U.S. dollar
(and to gold) under the Bretton Woods system, Canada usually chose a flexible
exchange rate (there were a few short periods in which Canada fixed its exchange rate).
For all of its history Canada s economy has been heavily reliant on the export of
resource-based products, the prices of which are determined in world markets and are
often highly variable from year to year. Changes in these prices constitute changes in
Canada s terms of trade and, as we saw earlier in this chapter, changes in a country s
terms of trade are an important reason why exchange rates are so variable.

That the exchange rate adjusts in response to shocks is actually the main advantage
of a flexible (rather than fixed) exchange rate. A flexible exchange rate acts as a shock
absorber,  dampening the effects on the country s output and employment from exter-
nal shocks. To understand how this happens, consider a simple example.

Suppose a reduction in world demand leads to a reduction in the world prices of
raw materials, which are major Canadian exports. When world demand for raw
materials declines, there is a reduction in demand for Canadian exports and an
accompanying reduction in demand for Canadian dollars (or a reduction in the supply
of foreign exchange) in the foreign-exchange market. The effect on Canadian real
GDP is shown in part (ii) of Figure 35-6 by the leftward shift of the AD curve. The
effect in the foreign-exchange market is shown in part (i) by the leftward shift of the
supply curve for foreign exchange. Consider the effect of this shock in two different
situations. In the first, the Bank of Canada maintains a fixed exchange rate; in the sec-
ond, the Bank of Canada allows the exchange rate to be freely determined by demand
and supply.

If the Bank of Canada fixes the exchange rate at e0, the reduction in the supply of
foreign exchange from S0 to S1 leads to an excess demand for foreign currency. To keep
the exchange rate fixed at e0, the Bank must sell sufficient foreign-exchange reserves to
satisfy the excess demand. But the negative shock to aggregate demand still occurs and
thus output and employment in Canada fall, as shown in part (ii) of Figure 35-6. Cana-
dian wages will eventually fall and the AS curve will eventually shift downward,
returning real GDP to the level of potential output. But the closing of the recessionary
gap may be slow and painful.

If Canada instead has a flexible exchange rate, the reduction in the world prices of
raw materials will lead to a reduction in the supply of foreign exchange and thus to a
depreciation of the Canadian dollar. The exchange rate will increase from e0 to e1. The
AD curve will shift to the left, reducing Canada s GDP, just as in the fixed-exchange-
rate case. The sectors of the Canadian economy producing raw materials will still be in
recession, for there has been a reduction in demand for these products. But the overall
Canadian downturn will be dampened by the depreciation of the Canadian dollar.
Other exporting sectors of the Canadian economy will actually expand as a result of
the depreciation because their products are now more competitive in world markets.
Thus, as shown in part (ii) of Figure 35-6, the leftward shift of the AD curve will not
be as large as in the case of the fixed exchange rate. The overall result is that, with a
flexible exchange rate, the deterioration in Canada s terms of trade leads to a less
severe Canadian recession than if Canada had a fixed exchange rate.

One of the advantages of flexible exchange rates is that, in response to shocks to
the terms of trade, the exchange rate can act as a shock absorber, dampening the
effects of the shock on output and employment.

The Asian Crisis of 1997 1998 provides an excellent example of how Canada s
flexible exchange rate dampened the effects of a negative external shock. When the
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FIGURE 35-6 Flexible Exchange Rates as a Shock Absorber

Flexible exchange rates adjust to terms of trade shocks and thus dampen the effect on output and employment. The
economy begins with the exchange rate equal to e0 in part (i) and GDP equal to Y* in part (ii). A reduction in the
world s demand for Canadian exports causes a reduction in the supply of foreign exchange, shifting S0 to S1 in part (i).

With a fixed exchange rate, the Bank of Canada maintains the exchange rate at e0, satisfying the excess demand
for foreign exchange by selling its foreign-currency reserves. The reduction in the demand for Canada s exports is a
negative aggregate demand shock. AD0 shifts to the left to AD1 in part (ii), causing GDP to fall to Y1. The recession-
ary gap eventually pushes wages down, the AS curve shifts downward over time, and the economy moves along AD1
to Y*. The adjustment, however, may be protracted.

With a flexible exchange rate, the Bank of Canada allows the Canadian dollar to depreciate. The exchange rate
rises to e1 in part (i). The reduction in demand for Canadian exports still causes the AD curve to shift to the left in
part (ii), but the shift is dampened by the depreciation of the dollar, which makes Canadian products more competi-
tive in world markets. The AD curve shifts only to AD2 and so GDP falls only to Y2. There is still a recession, but
smaller than in the case with a fixed exchange rate.
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Asian countries of Malaysia, Indonesia, Thailand, and South Korea experienced their
large recessions in 1997 and 1998, their demand for many raw materials declined
sharply. As they are major users of raw materials, the effect was felt on world markets.
The average prices of raw materials fell by roughly 30 percent from the summer of
1997 to the end of 1998. Many of these raw materials, of course, are important
exports for Canada, and so the decline in their world prices implied a terms-of-trade
deterioration for Canada.

Especially hard hit was British Columbia s forestry sector, in which output fell dra-
matically in many paper and lumber mills because of the lack of sales in Asia. As
expected, there was also a significant depreciation of the Canadian dollar, just as
described in Figure 35-6. But as the Canadian dollar depreciated, the Canadian manu-
facturing sector, concentrated mainly in Ontario and Quebec, was given a large boost.
The 10 percent depreciation of the Canadian dollar meant that Canadian machinery,
furniture, telecommunications equipment, and a whole range of other products were
now more competitive in world markets. Thus, the boom in the Central Canadian man-
ufacturing sector offset to some extent the significant recession that was going on in
British Columbia. If Canada had had a fixed exchange rate, the 10 percent depreciation
would not have occurred. But the initial shock from the Asian Crisis would still have
taken place. The net result would have been lower output and higher unemployment
than actually occurred.
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A few years later, between 2002 and 2007, the opposite forces were at work, and
once again Canada s flexible exchange rate acted as a shock absorber. Because of
strong global economic growth, especially in China and India, world prices for energy
and other raw materials increased significantly. This was a positive shock to Canadian
aggregate demand, and the price increase caused an improvement in Canada s terms of
trade and an appreciation of the Canadian dollar by more than 60 percent. During this
period the energy and commodity-producing sectors of the Canadian economy were
booming. At the same time, however, the appreciation of the Canadian dollar tended to
reduce activity in the central Canadian manufacturing sector, thus dampening the over-
all effect of the positive shock on the Canadian economy.

Note that having a fixed exchange rate does not prevent a country from being sub-
jected to shocks from the rest of the world. Some advocates of fixed exchange rates
seem to think that by fixing the value of a country s currency, the country is shielding
itself from undesirable fluctuations. But shocks to a country s terms of trade will
always occur. As long as there are changes in the demand for and supply of various
products around the world, there will also be changes in a country s terms of trade.
What Figure 35-6 shows, however, is that by fixing the exchange rate and thus avoid-
ing the fluctuations in the value of the currency, the effects of the shock merely show up
as increased volatility in output and employment.

A country will always experience shocks in its terms of trade. A flexible exchange
rate absorbs some of the shock, reducing the effect on output and employment. A
fixed exchange rate simply redistributes the effect of the shock the exchange rate
is smoother but output and employment are more volatile.

Trade, Transaction Costs, and Uncertainty Despite the benefits of inter-
national trade, there are costs involved in exporting and importing goods and services.
The transaction costs of international trade involve the costs associated with convert-
ing one currency to another, as must be done either by the importer or by the exporter
of the product that is traded. For example, if you have an import export business in
Canada and want to import some bicycles from Japan, you will probably have to pur-
chase Japanese yen at a bank or foreign-exchange dealer and, with those yen, pay the
Japanese seller for the bicycles. Even if the Japanese seller accepts Canadian dollars for
the bicycles, and this often is the case, he will be required to convert those Canadian
dollars into yen before he can use that money in Japan to pay his workers or pay for
other costs of production.

The greater is the volume of trade between two countries, the higher are the aggre-
gate transaction costs associated with international trade.

Such transaction costs exist even if trade takes place between two countries with
fixed exchange rates. For example, if the Bank of Canada pegged the value of the
Canadian dollar to the U.S. dollar, any trade between the two countries would still
require the costly conversion of one currency to the other. Thus, the existence of
transaction costs cannot be used as an argument in favour of fixed exchange rates and
against flexible exchange rates. As long as there are two currencies, the transaction
costs must be borne by one party or the other. These transaction costs could be avoided
only if the two countries shared a common currency.

Many economists believe, however, that the volatility of flexible exchange rates
generates another type of cost for importers and exporters. Specifically, the unpre-
dictability of the exchange rate leads to uncertainty about the profitability of any spe-
cific international transaction or investment. Such uncertainty, given risk-averse firms,
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can be expected to lead to a smaller volume of international trade and foreign direct
investment and thus to fewer benefits from such trade.

On the investment side, if a firm is going to invest substantial amounts of its capi-
tal in building facilities to produce goods mainly for sale in a foreign country, it bears
the uncertainty of not knowing what the exchange rate will be when its investment
eventually comes online. This uncertainty may make firms unwilling to make invest-
ments they otherwise would make to take advantage of a Canadian comparative
advantage in certain goods.

For example, suppose a Canadian appliance manufacturer enters into a contract
to purchase a specified amount of steel from a Japanese producer for a specified yen
price in one year s time. In this case, the Japanese producer bears no foreign-exchange
risk because the price is specified in yen. But the Canadian appliance manufacturer
bears considerable risk. If the yen depreciates relative to the dollar over the coming
year, fewer Canadian dollars will be required to pay for the steel. But if the yen appre-
ciates relative to the dollar over the coming year, more Canadian dollars will be
required to pay for the steel. The Canadian buyer therefore faces a risk in terms of the
Canadian-dollar cost of the steel. If the firm is risk averse, meaning simply that it
would be prepared to pay a cost to avoid the risk, the presence of the risk may lead to
fewer international transactions of this type. Perhaps to avoid the foreign-exchange
risk, the Canadian buyer will decide instead to buy Canadian-made steel, even though
it may be slightly more expensive or not quite the right type that is needed.

If the presence of foreign-exchange risk leads to less international trade, there will
be a reduction in the gains from trade.

Many of the people who advocate Canada s move to a fixed exchange rate point to
the avoidance of this foreign-exchange risk as the main benefit. They argue that if the
Canadian dollar were pegged in value to the U.S. dollar, both importers and exporters
would face less uncertainty on the most important part of their trade that between
Canada and the United States. With the greater certainty, they argue, would come
greater trade flows and thus an increase in the overall gains from trade.

But many economists disagree. While accepting the basic argument regarding the
risks created by flexible (and volatile) exchange rates, they note that importers and
exporters already have the means to avoid this uncertainty. In particular, traders can
participate in forward markets in which they can buy or sell foreign exchange in the
future at prices specified today. For example, the Canadian appliance manufacturer
could enter into a contract to purchase the required amount of yen in one year s time at
a price specified today. In this case, no matter what happened to the yen dollar
exchange rate in the intervening year, the uncertainty regarding the Canadian-dollar
price of the steel would be entirely eliminated.

Monetary Policy One final point should be noted about the choice between
flexible and fixed exchange rates. If the Bank of Canada chooses to allow the
exchange rate to fluctuate in response to shocks, it can focus its monetary policy on
the control of inflation. In other words, it can adjust its monetary policy sometimes
tightening and other times loosening to keep inflation close to the stated 2-percent
target. But if the Bank chooses instead to fix the exchange rate, it is not also able to
control inflation.

As we saw in Chapter 29, the Bank of Canada has only one policy instrument, its
target for the overnight interest rate. If the Bank must intervene in the foreign-
exchange market to keep the exchange rate fixed sometimes buying foreign exchange
and other times selling it these transactions will influence the Canadian money
supply directly and thus influence Canadian interest rates. But these changes in interest
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rates may not be consistent with the Bank s policy objective of keeping inflation close
to the 2-percent target.

If the Bank of Canada chooses to fix the exchange rate, it cannot also conduct its
policy to keep inflation at 2 percent. The Bank of Canada has only one policy
instrument.

Summing Up

So, should Canada give up its flexible exchange rate and instead peg the value of the
Canadian dollar to the U.S. dollar? Advocates of this policy emphasize the foreign-
exchange risk faced by importers, exporters, and investors, and the gains from
increased trade that would result from a fixed exchange rate. Opponents to the policy
emphasize the shock-absorption benefits from a flexible exchange rate and the benefits
of having monetary policy directed at controlling inflation.

This debate will surely go on for a while, partly because it is difficult to quantify
the costs and benefits of a flexible exchange rate. Economists on both sides of the
debate understand and accept the logic of the arguments from the other side. But
researchers have so far been unable to determine how much of a shock is absorbed by
a flexible exchange rate, and thus to estimate how much more volatile output and
employment would be with a fixed exchange rate. Similarly, it is very difficult to esti-
mate just how much more trade would take place if the foreign-exchange risk faced by
traders were eliminated by means of a fixed exchange rate. Without convincing empir-
ical evidence supporting the move to a fixed exchange rate, however, the status quo
will probably remain. It is probably safe to assume that Canada will continue to have
a flexible exchange rate, at least for the next several years.

Summary

Actual transactions among Canadian firms, households,
and governments and those in the rest of the world are
reported in the balance of payments accounts. In these
accounts, any transaction that represents a receipt for
Canada (Canadians sell goods or assets to foreigners) is
recorded as a credit item. Any transaction that repre-
sents a payment from Canada (Canadians purchase
goods or assets from foreigners) is recorded as a debit
item.
Categories in the balance of payments accounts are the
trade account, the capital-service account, the current

account (which is equal to the trade account plus the
capital-service account), and the capital account (which
includes the official financing account).
If all transactions are recorded in the balance of pay-
ments, the sum of all credit items necessarily equals the
sum of all debit items. Thus, the balance of payments
must always balance.
A country with a current account deficit must also have
a capital inflow a capital account surplus. A country
with a current account surplus must also have a capital
outflow a capital account deficit.

35.1 The Balance of Payments L1

35.2 The Foreign-Exchange Market L2

The exchange rate between the Canadian dollar and
some foreign currency is defined as the number of
Canadian dollars required to purchase one unit of the

foreign currency. A rise in the exchange rate is a depre-
ciation of the Canadian dollar; a fall in the exchange
rate is an appreciation of the Canadian dollar.
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The supply of foreign exchange (or the demand for
Canadian dollars) arises from Canadian exports of
goods and services, capital flows into Canada, and the
desire of foreign banks, firms, and governments to use
Canadian dollars as part of their reserves.
The demand for foreign exchange (or the supply of
Canadian dollars to purchase foreign currencies) arises
from Canadian imports of goods and services, capital
flows from Canada, and the desire of holders of
Canadian dollars to decrease the size of their holdings.
A depreciation of the Canadian dollar lowers the for-
eign price of Canadian exports and increases the

amount of foreign exchange supplied (to purchase
Canadian exports). Thus, the supply curve for foreign
exchange is positively sloped when plotted against the
exchange rate.
A depreciation of the Canadian dollar raises the dollar
price of imports from abroad and hence lowers the
amount of foreign exchange demanded to purchase for-
eign goods. Thus, the demand curve for foreign
exchange is negatively sloped when plotted against the
exchange rate.

35.3 The Determination of Exchange Rates L34

When the central bank does not intervene in the foreign
exchange market, there is a purely flexible exchange
rate. Under fixed exchange rates, the central bank inter-
venes in the foreign-exchange market to maintain the
exchange rate at an announced value. To do this, the
central bank must hold sufficient stocks of foreign-
exchange reserves.
Under a flexible, or floating, exchange rate, the
exchange rate is determined by supply of and demand
for the currency.
The Canadian dollar will appreciate in foreign-
exchange markets if there is an increase in the supply of

foreign exchange (an increase in the demand for
Canadian dollars) or if there is a reduction in the
demand for foreign exchange (a reduction in the supply
of Canadian dollars). The opposite changes will lead to
a depreciation of the Canadian dollar.
Changes in the exchange rate are caused by changes in
such things as the rate of inflation in different countries,
capital movements, structural conditions, and expecta-
tions about the future exchange rate.

35.4 Three Policy Issues L456

The view that current account deficits are undesirable is
usually based on the mercantilist notion that exports are
good  and imports are bad.  But the gains from

trade have nothing to do with the balance of trade
they depend on the volume of trade.
From national income accounting, the current account
balance is given by

CA , (S + I) * (T + G)

An increase in investment, a decrease in saving, and an
increase in the government budget deficit can each be
the cause of a rise in the current account deficit.
With a flexible exchange rate, supply and demand in the
foreign-exchange market determine the correct  value
of the exchange rate. But this correct  value is con-
stantly changing as market conditions vary.
The theory of purchasing power parity (PPP) predicts
that exchange rates will adjust so that the purchasing

power of a given currency is the same in different coun-
tries. That is, the prices of identical baskets of goods
will be equated in different countries (when expressed in
the same currency).
If price indices from different countries are used as the
basis for computing the PPP exchange rate, differences
in the structure of price indices across countries,
together with the presence of non-traded goods, can be
responsible for persistent deviations of the actual
exchange rate from this measure of the PPP exchange
rate.
An important benefit of a flexible exchange rate is that
it acts as a shock absorber, dampening the effects on
output and employment from shocks to a country s
terms of trade.
An important benefit of fixed exchange rates is that
they reduce transaction costs and foreign-exchange risk
faced by importers and exporters.
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Key Concepts
Balance of payments accounts
Current and capital accounts
Changes in official reserves
Foreign exchange and exchange rates
Appreciation and depreciation

Purchasing power parity
PPP exchange rate
Flexible exchange rates as shock

absorbers
Foreign-exchange risk

Sources of the demand for and supply
of foreign exchange

Fixed and flexible exchange rates
Mercantilist views on the balance of

trade and volume of trade

Study Exercises

1. Fill in the blanks to make the following statements
correct.

a. If a wine shop in Alberta buys a case of wine from
Chile, the transaction is recorded as a(n) _________
in the __________ account, which is a subsection
of the __________ account.

b. If a Canadian receives dividend payments from a
firm in Britain, the transaction is recorded as a(n)
___________ in the ___________ account, which is
a subsection of the ___________ account.

c. If a German pension-fund manager purchases a
B.C. Hydro bond, the transaction is recorded as
a(n) ___________ in the ___________ account. If a
Canadian sells her ownership stake in a newspaper
chain to an American, the transaction is recorded
as a(n) ___________ in the ___________ account.

d. The sum of the current account and the capital
account is known as the ___________ and must
always equal ___________.

2. Fill in the blanks to make the following statements
correct.

a. A depreciation of the Canadian dollar means that
it takes ___________ Canadian dollars to purchase
one unit of foreign currency, and there has been
a(n) ___________ in the exchange rate. An appreci-
ation of the Canadian dollar means that it takes
___________ Canadian dollars to purchase one
unit of foreign currency, and there has been a(n)
___________ in the exchange rate.

b. Suppose a newscaster tells us that the Canadian dol-
lar is valued at 89.6 U.S. cents. In this case, we say

the Canadian U.S. exchange rate is ___________,
meaning that it takes ___________ Canadian dol-
lars to buy one U.S. dollar.

c. The exchange rate is determined at the intersection
of the ___________ curve for foreign exchange and
the ___________ curve for foreign exchange. An
exchange rate above this level means an excess
___________ foreign exchange, which is also an
excess ___________ Canadian dollars. The
exchange rate will _________ and the Canadian
dollar will _________.

d. If there is a rise in foreign GDP, and foreign
demand for Canadian goods increases, there will be
a(n) ___________ in supply of foreign currency.
The Canadian dollar will ___________.

e. An increase in Canadian prices relative to foreign
prices will cause a(n) ___________ in the demand
for foreign exchange, and a(n) ___________ in
the supply of foreign exchange. The exchange rate
will ___________ and the Canadian dollar will
therefore ___________.

3. Fill in the blanks to make the following statements
correct.

a. If the exchange rate is determined by the equality of
supply and demand for foreign exchange and the
central bank makes no foreign-exchange transac-
tions, we say there is a(n) ___________ exchange
rate.

b. If the central bank buys and sells foreign exchange
in an effort to maintain the exchange rate at a
specific value, we say we have a(n) ___________
exchange rate.

SAVE TIME. IMPROVE RESULTS.

Visit MyEconLab to practise Study Exercises and prepare for tests and exams.

MyEconLab also offers a variety of other study tools to help you succeed.

www.myeconlab.com

35_raga_ch35.qxd  1/29/10  12:52 PM  Page 926



CHAPTER 35 : EXCHANGE RATES AND THE BALANCE OF  PAYMENTS 927

c. If the central bank pegs the exchange rate above its
free-market equilibrium level, there will be a(n)
___________ foreign exchange and the central
bank will ___________ foreign currency.

d. If the central bank pegs the exchange rate below its
free-market equilibrium level, there will be a(n)
___________ foreign exchange and the central
bank will ___________ foreign currency.

4. The table below shows Tess s financial details for
2010. Answer the following questions about her
balance of payments.

Tess s Financial Details, 2010

Income from babysitting $2 500
Income from newspaper route 3 500
Gift from grandparents 1 000
Interest from bank deposits 150
Expenditure on coffee and pastry 1 000
Expenditure on tuition 3 500
Purchase of mutual funds 1 200
Bank balance at end of year 3 500
Increase in bank balance during the year 1 450

a. What is Tess s trade balance ? Explain.
b. What is Tess s overall current account balance?

Explain.
c. What is Tess s capital account balance? Explain.
d. There is one (and only one) piece of information

shown above that is not needed to compute Tess s
balance of payments. What is it? Explain why it is
not needed.

5. The diagram below shows the demand for foreign
currency (the supply of Canadian dollars) and the
supply of foreign currency (the demand for Canadian
dollars). The equilibrium exchange rate is e*. Assume
that Canada has a purely flexible exchange rate.

a. Show in the diagram the effect of a general infla-
tion in Canada (when there is no inflation in the
rest of the world). Explain.

b. Show what happens to the exchange rate if there is
a large increase in foreign demand for Canadian
telecommunications equipment. Explain.

c. Show the effect of an increase in Canadian investors
demand for Japanese government bonds. Explain.

6. The diagram below shows the demand for foreign cur-
rency (the supply of Canadian dollars) and the supply
of foreign currency (the demand for Canadian dol-
lars). The equilibrium exchange rate is e*.

D

S

Units of Foreign Currency

e*

E
x

ch
a
n

g
e 

R
a
te

D

S

Units of Foreign Currency

e*

e
1

e
2

E
x

ch
a
n

g
e 

R
a
te

a. Suppose the Bank of Canada decides to fix the
exchange rate at e1. What must the Bank do to
accomplish its goal? How do the Bank s actions
show up in the balance of payments accounts?

b. In part (a), explain why some people would call
this a a balance of payments surplus  even though
the balance of payments is in balance.

c. Now suppose the Bank of Canada decides to fix
the exchange rate at e2. What must the Bank do to
accomplish this goal? How do the Bank s actions
show up in the balance of payments accounts?

d. With the exchange rate fixed at e2, explain why
some people would call this a balance of payments
deficit  even though the balance of payments is in
balance.

7. Suppose the Canadian economy is at potential output
with a stable price level. There is then an upturn in the
world demand for construction materials, especially
lumber.

a. Draw a diagram of the foreign-exchange market.
Assuming that Canada has a flexible exchange rate,
show the likely effect on Canada s exchange rate.

b. Explain the Bank of Canada s participation in the
foreign-exchange market if Canada has a fixed
exchange rate.
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c. Now draw an AD/AS diagram for the Canadian
economy. What is the likely effect of the shock on
Canadian GDP under the conditions in part (a)?

d. On the same AD/AS diagram from part (c), show
the effect of the shock on Canadian GDP under the
conditions of part (b).

e. Explain how a flexible exchange rate acts as a
shock absorber, insulating the economy from both
positive and negative shocks.

8. Every few months, The Economist publishes its Big
Mac Index.  Using the current exchange rates, it com-
pares the U.S.-dollar price of Big Macs in several
countries. It then concludes that countries in which the
Big Mac is cheaper (in U.S. dollars) than in the United
States have undervalued  currencies. Similarly,
countries with Big Macs more expensive than in the
United States have overvalued  currencies. The table
below shows data from February 2009. (Data from
www.economist.com.) It shows the domestic-currency
prices of Big Macs in various countries. It also shows
the exchange rate, expressed as the number of units of
domestic currency needed to purchase one U.S. dollar.

Domestic U.S.
Currency Exchange Dollar

Country Price Rate Price

Canada $4.16 (Cdn.) 1.24 $___

Australia $3.45 (Aus.) 1.57 $___

U.S.A. $3.54 1.00 $___

Japan 290 yen 89.80 $___

Euro area 3.42 euros 0.78 $___

U.K. 2.29 pounds 0.69 $___

a. For each country, use the exchange rate provided to
convert the domestic-currency price to the U.S.-
dollar price. The price in terms of the currency for
any country i is Pi * e + PU.S..

b. By the logic used in The Economist, which curren-
cies are overvalued and which are undervalued rel-
ative to the U.S. dollar?

c. Are Big Macs traded goods? If not, does this pre-
sent a problem for The Economist? Explain.

d. Which of the following goods do you think would
be a better candidate for this exercise? Explain
your choice.

(i) cement
(ii) diamonds
(iii) fresh fruit
(iv) computer RAM chips

9. A former Canadian prime minister once suggested that
Canada should try to have balanced trade, industry by
industry.

a. Do you think this makes sense? Explain.
b. How about the idea of balanced trade, country by

country? Explain whether this makes sense.

Discussion Questions
1. What is the probable effect of each of the following on

the exchange rate of a country, other things being equal?

a. The quantity of oil imports is greatly decreased, but
the expenditure on imported oil is higher because
of price increases.

b. The country s inflation rate falls much lower than
that of its trading partners.

c. Rising labour costs of the country s manufacturers
lead to a worsening ability to compete in world
markets.

d. The government greatly expands its gifts of food
and machinery to developing countries.

e. A major boom occurs with rising employment.
f. The central bank raises interest rates sharply.
g. More domestic oil is discovered and developed.

2. Canada s trade surplus with the United States (or the
U.S. trade deficit with Canada) has been the cause of
considerable concern to some U.S. politicians. Many
economists, however, argue that U.S. policymakers
should not be concerned with reducing the U.S. trade
deficit with Canada primarily because there is no rea-
son to expect a balance between any two countries.
Comment on the need for policies to address the U.S.
trade deficit with Canada.

3. Outline the reasoning behind the following recent
newspaper headline: Loonie plunges as Bank of
Canada lowers rates.

4. Under a flexible exchange rate system, no country
need suffer unemployment, for if its prices are low
enough, there will be more than enough demand to
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keep its factories and farms fully occupied.  The
evidence suggests that flexible exchange rates have
not generally eliminated unemployment. Can you
explain why? Can changing exchange rates ever cure
unemployment?

5. After the Canadian dollar had appreciated signifi-
cantly over the previous few years, a letter to The

Globe and Mail said that the economy of this once
wonderful country is in the sewer and the politicians
keep on tinkering, not knowing how to fix it.  The let-
ter proposed a 20 percent depreciation of the Cana-
dian dollar and argued that the immediate effects
would be (among other things)

a dramatic rise in exports
a dramatic fall in imports
a large net inflow of new foreign investment

What do you think of the proposal? What would the
Bank of Canada have to do to achieve a 20 percent
depreciation of the Canadian dollar? If such a depreci-
ation were to take place, is it possible for it to have the
effects claimed by the author of the letter? Explain.

6. Many commentators are perplexed when they observe
a depreciation of the Canadian dollar but not a reduc-
tion in the Canadian current account deficit. Explain
why there is not a precise relationship between the
value of the dollar and the current account balance.
Give one example of an event that would give rise to
each of the following:

a. Appreciation of the Canadian dollar and a fall in
Canada s current account surplus

b. Depreciation of the Canadian dollar and a fall in
Canada s current account surplus
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M-1

1. Because one cannot divide by zero, the ratio
*Y/*X cannot be evaluated when *X + 0.
However, as *X approaches zero, the ratio
*Y/*X increases without limit:

lim
*X 0

+

Therefore, we say that the slope of a vertical line
(when *X + 0 for any *Y) is equal to infinity. 
(p. 40)

2. Many variables affect the quantity demanded. Using
functional notation, the argument of the next several
pages of the text can be anticipated. Let QD repre-
sent the quantity of a commodity demanded and

T, Y*, N, Y, p, pj

represent, respectively, tastes, average household
income, population, income distribution, the
commodity s own price, and the price of the jth
other commodity.

The demand function is

QD
+D(T, Y*, N, Y, p, pj), j+ 1, 2, . . . , n

The demand schedule or curve is given by

QD
+ d(p)

T, Y*, N, Y, pj

where the notation means that the variables to
the right of the vertical line are held constant.

This function is correctly described as the
demand function with respect to price, all other
variables being held constant. This function, often
written concisely as QD

+ d(p), shifts in response
to changes in other variables. Consider average
income: if, as is usually hypothesized, QD/ Y*,
0, then increases in average income shift 
QD

+ d(p) rightward and decreases in average
income shift QD

+ d(p) leftward. Changes in
other variables likewise shift this function in the
direction implied by the relationship of that vari-
able to the quantity demanded. (p. 49)

3. Quantity demanded is a simple and straightfor-
ward but frequently misunderstood concept in
everyday use, but it has a clear mathematical
meaning. It refers to the dependent variable in
the demand function from note 2:

*Y

*X

QD
+D(T, Y*, N, Y, p, pj)

It takes on a specific value whenever a specific
value is assigned to each of the independent vari-
ables. The value of QD changes whenever the value
of any independent variable is changed. QD could
change, for example, as a result of a change in any
one price, in average income, in the distribution of
income, in tastes, or in population. It could also
change as a result of the net effect of changes in all
of the independent variables occurring at once. 

Some textbooks reserve the term change in
quantity demanded for a movement along a
demand curve, that is, a change in QD as a
result only of a change in p. They then use other
words for a change in QD caused by a change in
the other variables in the demand function. This
usage is potentially confusing because it gives the
single variable QD more than one name.

Our usage, which corresponds to that in more
advanced treatments, avoids this confusion. We call
QD quantity demanded and refer to any change in
QD as a change in quantity demanded. In this usage
it is correct to say that a movement along a demand
curve is a change in quantity demanded, but it is
incorrect to say that a change in quantity demanded
can occur only because of a movement along a
demand curve (because QD can change for other
reasons, for example, a ceteris paribus change in
average household income). (p. 56)

4. Similar to the way we treated quantity demanded
in note 2, let QS represent the quantity of a com-
modity supplied and

C, X, p, wi

represent, respectively, producers  goals, technol-
ogy, the product s price, and the price of the ith
input.

The supply function is

QS
+ S(C, X, p, wi), i + 1, 2, . . . , m

The supply schedule or curve is given by

QS
+ s(p)

C, X, wi
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This is the supply function with respect to price,
all other variables being held constant. This
function, often written concisely as QS * s(p),
shifts in response to changes in other variables.
(p. 58)

5. Equilibrium occurs where QD*QS. For specified
values of all other variables, this requires that

d(p) * s(p) [5.1]

Equation 5.1 defines an equilibrium value of p;
hence, although p is an independent or exogenous
variable in each of the supply and demand func-
tions, it is an endogenous variable in the economic
model that imposes the equilibrium condition
expressed in Equation 5.1. Price is endogenous
because it is assumed to adjust to bring about
equality between quantity demanded and quantity
supplied. Equilibrium quantity, also an endoge-
nous variable, is determined by substituting the
equilibrium price into either d(p) or s(p).

Graphically, Equation 5.1 is satisfied only at
the point where the demand and supply curves
intersect. Thus, supply and demand curves are
said to determine the equilibrium values of the
endogenous variables, price and quantity. A shift
in any of the independent variables held constant
in the d and s functions will shift the demand or
supply curves and lead to different equilibrium
values for price and quantity. (p. 64)

6. The axis reversal arose in the following way.
Alfred Marshall (1842 1924) theorized in terms
of demand price  and supply price,  these
being the prices that would lead to a given quan-
tity being demanded or supplied. Thus,

pD * d(Q) [6.1]

pS * s(Q) [6.2]

and the condition of equilibrium is

d(Q) * s(Q)

When graphing the behavioural relationships
expressed in Equations 6.1 and 6.2, Marshall
naturally put the independent variable, Q, on the
horizontal axis.

Leon Walras (1834 1910), whose formula-
tion of the working of a competitive market has
become the accepted one, focused on quantity

demanded and quantity supplied at a given price.
Thus,

QD * d(p)

QS * s(p)

and the condition of equilibrium is

d(p)* s(p)

Walras did not use graphical representation. Had
he done so, he would surely have placed p (his
independent variable) on the horizontal axis.

Marshall, among his other influences on
later generations of economists, was the great
popularizer of graphical analysis in economics.
Today, we use his graphs, even for Walras s
analysis. The axis reversal is thus one of those
historical accidents that seem odd to people who
did not live through the perfectly natural
sequence of steps that produced it. (p. 64)

7. The definition in the text uses finite changes and
is called arc elasticity. The parallel definition
using derivatives is

+ * ,

and is called point elasticity. Further discussion
appears in the Appendix to Chapter 4. (p. 79)

8. The propositions in the text are proved as follows.
Letting TE stand for total expenditure, we can
write

TE* p ,Q

It follows that the change in total expenditure is

dTE* Q , dp - p , dQ [8.1]

Multiplying and dividing both terms on the
right-hand side of Equation 8.1 by p ,Q yields

dTE*
*

-
+
, (p , Q)

Because dp and dQ are opposite in sign as we
move along the demand curve, dTE will have the
same sign as the term in brackets on the right-
hand side that dominates that is, on which per-
centage change is largest.

dQ
.
Q

dp
.
p

p
.
Q

dQ
.
dp
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A second way of arranging Equation 8.1 is
to divide both sides by dp to get

+Q / p . [8.2]

From the definition of point elasticity in note 7,
however,

Q . - + p . [8.3]

which we can substitute into Equation 8.1 to
obtain

+Q /Q . - +Q . (1/ -) [8.4]

Because - is a negative number, the sign of the
right-hand side of Equation 8.4 is negative if the
absolute value of - exceeds unity (elastic demand)
and positive if it is less than unity (inelastic
demand).

Total expenditure is maximized when dTE/dp
is equal to zero. As can be seen from Equation
8.4, this occurs when elasticity is equal to 11.
(p. 83)

9. The distinction made between an incremental
change and a marginal change is the distinction
for the function Y + Y(X) between *Y/*X and
the derivative dY/dX. The latter is the limit of the
former as *X approaches zero. We shall meet this
distinction repeatedly in this chapter in refer-
ence to marginal and incremental utility and in
later chapters with respect to such concepts as
marginal and incremental product, cost, and rev-
enue. Where Y is a function of more than one
variable for example, Y + f(X,Z) the mar-
ginal relationship between Y and X is the partial
derivative *Y/*X rather than the total derivative,
dY/dX. (p. 121)

10. The hypothesis of diminishing marginal utility
requires that we can measure utility of consump-
tion by a function

U + U(X1, X2, . . . , Xn)

where X1, . . . , Xn are quantities of the n goods
consumed by a household. It really embodies
two utility hypotheses: first,

*U/*Xi , 0

dTE
0
dp

dQ
0
dp

dQ
0
dp

dTE
0
dp

which says that the consumer can get more util-
ity by increasing consumption of the commodity;
second,

*
2U/*X2

i 2 0

which says that the utility of additional con-
sumption of some good declines as the amount
of that good consumed increases. (p. 122)

11. Because the slope of the indifference curve is neg-
ative, it is the absolute value of the slope that
declines as one moves downward to the right
along the curve. The algebraic value, of course,
increases. The phrase diminishing marginal rate
of substitution thus refers to the absolute, not the
algebraic, value of the slope. (p. 140)

12. The relationship between the slope of the budget
line and relative prices can be seen as follows. In
the two-good example, a change in expenditure
(*E) is given by the equation

*E + pC . *C/ pF . *F [12.1]

Expenditure is constant for all combinations
of F and C that lie on the same budget line. Thus,
along such a line we have *E + 0. This implies

pC . *C/ pF . *F + 0 [12.2]

and thus

*C/*F+ 1pF /pC [12.3]

The ratio *C/*F is the slope of the budget
line. It is negative because, with a fixed budget,
one must consume less C in order to consume
more F. In other words, Equation 12.3 says that
the negative of the slope of the budget line is the
ratio of the absolute prices (i.e., the relative price).
Although prices do not show directly in Figure
6A-3, they are implicit in the budget line: Its slope
depends solely on the relative price, while its posi-
tion, given a fixed money income, depends on the
absolute prices of the two goods. (p. 143)

13. Marginal product, as defined in the text, is really
incremental product. More advanced treatments
distinguish between this notion and marginal prod-
uct as the limit of the ratio as *L approaches zero.
Marginal product thus measures the rate at which
total product is changing as one factor is varied and
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is the partial derivative of the total product with
respect to the variable factor. In symbols,

MP*

(p. 160)

14. We have referred specifically both to diminishing
marginal product and to diminishing average
product. In most cases, eventually diminishing
marginal product implies eventually diminishing
average product. This is, however, not necessary,
as the accompanying figure shows.

In this case, marginal product diminishes
after v units of the variable factor are employed.
Because marginal product falls toward, but never
quite reaches, a value of m, average product rises
continually toward, but never quite reaches, the
same value. (p. 161)

15. Let Q be the quantity of output and L the quan-
tity of the variable factor. In the short run,

TP*Q * f(L) [15.1]

We now define

AP* * [15.2]

MP* [15.3]

We are concerned with the relationship between
AP and MP. Where average product is rising, at
a maximum, or falling is determined by its deriv-
ative with respect to L:

-
d(

d

Q

L

/L)
-* [15.4]

L + (dQ/dL).Q
--

L2

dQ
-
dL

f(L)
-

L

Q
-
L

*TP
-
*L

This may be rewritten

+
*

.
+
* + (MP. AP) [15.5]

Clearly, when MP is greater than AP, the expres-
sion in Equation 15.5 is positive and thus AP is
rising. When MP is less than AP, AP is falling.
When they are equal, AP is neither rising nor
falling. (p. 162)

16. The text defines incremental cost. Strictly, mar-
ginal cost is the rate of change of total cost with
respect to output, Q. Thus,

MC*

From the definitions, TC * TFC , TVC. Fixed
costs are not a function of output. Thus, we may
write TC * Z , f(Q), where f(Q) is total vari-
able costs and Z is a constant. From this we see
that MC* df(Q)/dQ. MC is thus independent of
the size of the fixed costs. (p. 164)

17. This point is easily seen if a little algebra is used:

AVC*

but note that TVC * L + w and Q * AP + L,
where L is the quantity of the variable factor
used and w is its cost per unit. Therefore,

AVC* *

Because w is a constant, it follows that AVC and
AP vary inversely with each other, and when AP
is at its maximum value, AVC must be at its min-
imum value. (p. 167)

18. A little elementary calculus will prove the point:

MC* * *

If w does not vary with output,

MC* + w

However, referring to note 15 (Equation 15.3),
we see that

dL
-
dQ

d(L + w)
-

dQ
dTVC
-

dQ

dTC
-
dQ

w
-
AP

L + w
-
AP + L

TVC
-

Q

dTC
-
dQ

1
-
L

Q
-
L

dQ
-
dL

1
-
L

m

Units of the Variable Factor

O
u

tp
u

t 
P

er
 U

n
it

0 v

MP

AP
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+

Thus,

MC+

Because w is fixed, MC varies negatively with
MP. When MP is at a maximum, MC is at a min-
imum. (p. 167)

19. Strictly speaking, the marginal rate of substitu-
tion refers to the slope of the tangent to the
isoquant at a particular point, whereas the calcu-
lations in Table 8A-1 refer to the average rate of
substitution between two distinct points on the
isoquant. Assume a production function

Q +Q(K, L) [19.1]

Isoquants are given by the function

K+ I(L, Q*) [19.2]

derived from Equation 19.1 by expressing K as
an explicit function of L and Q. A single
isoquant relates to a particular level of output,
Q*. Define QK and QL as an alternative, more
compact notation for *Q/*K and *Q/*L, the mar-
ginal products of capital and labour. Also, let QKK

and QLL stand for *2Q/*K2 and *2Q/*L2, respec-
tively. To obtain the slope of the isoquant, totally
differentiate Equation 19.1 to obtain

dQ +QK , dK -QL , dL

Then, because we are moving along a single iso-
quant, set dQ+ 0 to obtain

+ / +MRS

Diminishing marginal productivity implies QLL

0 0 and QKK 0 0, and hence, as we move down
the isoquant of Figure 8A-1, QK is rising and QL

is falling, so the absolute value of MRS is dimin-
ishing. This is called the hypothesis of a dimin-
ishing marginal rate of substitution. (p. 192)

20. Formally, the problem is to choose K and L in
order to maximize

Q +Q(K, L)

QL
.QK

dK
.
dL

w
.
MP

1
.
MP

dL
.
dQ

subject to the constraint

pK , K- pL , L+ C

To do this, form the Lagrangean,

*+Q(K, L) / 1(pK , K- pL , L/ C)

where 1 is called the Lagrange multiplier.

The first-order conditions for this maximization
problem are

QK + 1 , pK [20.1]

QL + 1 , pL [20.2]

pK , K - pL , L+ C [20.3]

Dividing Equation 20.1 by Equation 20.2 yields

+

That is, the ratio of the marginal products, which
is /1 times the MRS, is equal to the ratio of the
factor prices, which is /1 times the slope of the
isocost line. (p. 195)

21. Marginal revenue is mathematically the deriva-
tive of total revenue with respect to output,
dTR/dQ. Incremental revenue is *TR/*Q.
However, the term marginal revenue is used
loosely to refer to both concepts. (p. 202)

22. For notes 22 through 24, it is helpful first to
define some terms. Let

2n + TRn / TCn

where 2n is the profit when Qn units are sold.
If the firm is maximizing its profits by pro-

ducing Qn units, it is necessary that its profits be 
at least as large as the profits at output zero. 
That is,

2n 3 20 [22.1]

The condition says that profits from producing
must be greater than profits from not producing.
Condition 22.1 can be rewritten as

TRn / TVCn / TFCn

3 TR0 / TVC0 / TFC0 [22.2]

pK
.
pL

QK
.QL
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However, note that by definition

TR0 * 0 [22.3]

TVC0 * 0 [22.4]

TFCn* TFC0 * Z [22.5]

where Z is a constant. By substituting Equations
22.3, 22.4, and 22.5 into Condition 22.2, we get

TRn. TVCn1 0

from which we obtain

TRn1 TVCn

This proves Rule 1.
On a per-unit basis, it becomes

1 [22.6]

where Qn is the number of units produced.
Because TRn*Qn + pn, where pn is the price

when n units are sold, Condition 22.6 may be
rewritten as

pn 1 AVCn

(p. 204)

23. Using elementary calculus, we may prove Rule 2.

0n* TRn. TCn

each of which is a function of output Q. To max-
imize 0, it is necessary that

* 0 [23.1]

and that

/ 0 [23.2]

From the definitions,

* . *MR .MC [23.3]

From Equations 23.1 and 23.3, a necessary condi-
tion for attaining maximum 0 is MR.MC* 0,
or MR*MC, as is required by Rule 2. (p. 205)

24. To prove that for a negatively sloped demand
curve, marginal revenue is less than price, let 
p* p(Q). Then

TR* p +Q * p(Q) +Q

dTC
-
dQ

dTR
-
dQ

d0
-
dQ

d20
-
dQ2

d0
-
dQ

TVCn
-
Qn

TRn
-
Qn

MR * *Q + , p

For a negatively sloped demand curve, dp/dQ is
negative, and thus MR is less than price for posi-
tive values of Q. (p. 227)

25. The equation for a downward-sloping straight-line
demand curve with price on the vertical axis is

p* a . b +Q

where .b is the slope of the demand curve. Total
revenue is price times quantity:

TR* p +Q * a +Q . b +Q2

Marginal revenue is

MR* * a . 2 + b +Q

Thus, the MR curve and the demand curve are
both straight lines, and the (absolute value of
the) slope of the MR curve (2b) is twice that of
the demand curve (b). (p. 227)

26. The marginal revenue produced by the factor
involves two elements: first, the additional out-
put that an extra unit of the factor produces and,
second, the change in price of the product that
the extra output causes. Let Q be output, R rev-
enue, and L the number of units of the variable
factor hired. The contribution to revenue of
additional labour is *R/*L. This, in turn,
depends on the contribution of the extra labour
to output *Q/*L (the marginal product of the
factor) and *R/*Q (the firm s marginal revenue
from the extra output). Thus,

* +

We define the left-hand side as marginal revenue
product, MRP. Thus,

MRP *MP +MR

(p. 309)

27. The proposition that the marginal labour cost is
above the average labour cost when the average
is rising is essentially the same proposition
proved in note 15. Nevertheless, let us do it
again, using elementary calculus.

*R
-
*Q

*Q
-
*L

*R
-
*L

dTR
-
dQ

dp
-
dQ

dTR
-
dQ
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The quantity of labour supplied depends on the
wage rate: Ls

+ f(w). Total labour cost along the
supply curve is w -Ls. The average cost of labour is
(w -Ls) / Ls 

+w. The marginal cost of labour is

+ w . Ls
-

Rewrite this as

MC + AC. Ls
-

As long as the supply curve slopes upward,
dw/dLs

, 0; therefore, MC, AC. (p. 341)

28. In the text, we define MPC as an incremental ratio.
For mathematical treatment, it is sometimes conve-
nient to define all marginal concepts as derivatives:
MPC + dC/dYD, MPS + dS/dYD, and so on.
(p. 524)

29. The basic relationship is

YD + C . S

Dividing through by YD yields

+ .

and thus

1+ APC. APS

Next, take the first difference of the basic rela-
tionship to get

*YD + *C . *S

Dividing through by *YD gives

+ .

and thus
1+MPC.MPS

(p. 525)

30. The total expenditure over all rounds is the sum of
an infinite series. If we let A stand for autonomous
expenditure and z for the marginal propensity to
spend, the change in autonomous expenditure is
*A in the first round, z - *A in the second, 
z2
- *A in the third, and so on. This can be written

as

*S
/
*YD

*C
/
*YD

*YD
/
*YD

S
/
YD

C
/
YD

YD
/
YD

dw
/
dLs

dw
/
dLs

d(w - Ls)
/

dLs

*A - (1 . z . z2
. . . . . zn)

If z is less than 1, the series in parentheses con-
verges to 1/(10 z) as n approaches infinity. The
total change in expenditure is thus *A/(10 z). In
the example in the box, z + 0.80; therefore, the
change in total expenditure is 

/
1

*

0

A

z
/+ /

0

*

.

A

2
/ + 5 - *A

(p. 538)

31. This is based on what is called the rule of 72.
Any sum growing at the rate of X percent per year
will double in approximately 72/X years. For two
sums growing at the rates of X percent and Y per-
cent per year, the difference between the two sums
will double in approximately 72/(X 0Y) years.
(pp. 629, 639)

32. The time taken to break even is a function of the
difference in growth rates, not their levels. Thus,
if 4 percent and 5 percent or 5 percent and 6 per-
cent had been used in the example, it still would
have taken the same number of years. To see this
quickly, recognize that we are interested in the
ratio of two exponential growth paths:

+ e(r1 r2)t

(p. 642)

33. A simple example of a production function is
GDP + z(LK)

1/2. This equation says that to find
the amount of GDP produced, multiply the
amount of labour by the amount of capital, take
the square root, and multiply the result by the
constant z. This production function has positive
but diminishing marginal returns to either factor.
This can be seen by evaluating the first and second
partial derivatives and showing the first deriva-
tives to be positive and the second derivatives to
be negative.

For example,

+ , 0

and

+0 1 0

(p. 650)

z - L1/2

/
4 - K32

2GDP
/

K2

z - L1/2

/
2 - K1/2

GDP
/

K

er1t

/
er2t
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34. The production function GDP + z(LK)1/2 displays
contant returns to scale. To see this, multiply both
L and K by the same constant, 0, and see that this
multiplies the whole value of GDP by 0:

z(0L , 0K)1/2
+ z(02

, LK)1/2
+ 0z(LK)1/2

+ 0 ,GDP

(p. 652)

35. This is easily proved. The banking system wants
sufficient deposits (D) to establish the target
ratio (v) of deposits to reserves (R). This gives
R/D + v. Any change in D of size *D has to be
accompanied by a change in R of *R of suffi-
cient size to restore v. Thus, *R/*D + v, so *D
+ *R/v and *D/*R + 1/v. This can be shown
also in terms of the deposits created by the
sequence in Table 27-7. Let v be the reserve ratio
and e + 1/ v be the excess reserves per dollar of
new deposits. If X dollars are initially deposited
in the system, the successive rounds of new
deposits will be X, eX, e2X, e3X,. . . . The series

X - eX - e2X- e3X- . . .

+ X , [1 - e - e2
- e3

- . . . ]

has a limit of X ,

+ X , +

This is the total new deposits created by an injec-
tion of $X of new reserves into the banking sys-
tem. For example, when v + 0.20, an injection of
$100 into the system will lead to an overall
increase in deposits of $500. (p. 690)

X
.
v

1
..
1/ (1 / v)

1
.
1/ e

36. Suppose that the public wishes to hold a frac-
tion, c, of deposits in cash, C. Now suppose that
X dollars are injected into the system. Ultimately,
this money will be held either as reserves by the
banking system or as cash by the public. Thus,
we have

*C - *R + X

From the banking system s reserve behaviour, we
have *R + v , *D, and from the public s cash
behaviour, we have *C + c , *D. Substituting
into the above equation, we get the result that

*D +

From this we can also relate the change in
reserves and the change in cash holdings to the
initial injection:

*R+ , X

*C+ 1 X

For example, when v + 0.20 and c + 0.05, an
injection of $100 will lead to an increase in
reserves of $80, an increase in cash in the hands of
the public of $20, and an increase in deposits of
$400. (p. 692)

c
.
v - c

v
.
v - c

X
.
v - c
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James Watt 
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A D A M  S M I T H  (1723 1790)

Adam Smith was born in 1723 in the small Scottish town of Kirkcaldy. He is perhaps the single most influential
figure in the development of modern economics, and even those who have never studied economics know of his
most famous work, The Wealth of Nations, and of the terms laissez-faire and the invisible hand, both attributable
to Smith. He was able to describe the workings of the capitalist market economy, the division of labour in pro-
duction, the role of money, free trade, and the nature of economic growth. Even today, the breadth of his schol-
arship is considered astounding.

Smith was raised by his mother, as his father had died before his birth. His intellectual promise was discovered
early, and at age 14 Smith was sent to study at Glasgow and then at Oxford. He then returned to an appointment

as professor of moral philosophy at University of Glasgow, where he became one of the leading philosophers of his day. He lectured on nat-
ural theology, ethics, jurisprudence, and political economy to students who travelled from as far away as Russia to hear his lectures.

In 1759, Smith published The Theory of Moral Sentiments, in which he attempted to identify the origins of moral judgment. In this early
work, Smith writes of the motivation of self-interest and of the morality that keeps it in check. After its publication, Smith left his post at
the University of Glasgow to embark on a European tour as the tutor to a young aristocrat, the Duke of Buccleuch, with whom he trav-
elled for two years. In exchange for this assignment Smith was provided with a salary for the remainder of his life. He returned to the small
town of his birth and spent the next 10 years alone, writing his most famous work.

An Inquiry into the Nature and Causes of the Wealth of Nations was published in 1776. His contributions in this book (generally known
as The Wealth of Nations) were revolutionary, and the text became the foundation of much of modern economics. It continues to be
reprinted today. Smith rejected the notion that a country s supply of gold and silver was the measure of its wealth rather, it was the real
incomes of the people that determined national wealth. Growth in the real incomes of the country s citizens that is, economic growth
would result from specialization in production, the division of labour, and the use of money to facilitate trade. Smith provided a frame-
work for analyzing the questions of income growth, value, and distribution. 

Smith s work marked the beginning of what is called the Classical period in economic thought, which continued for the next 75 years.
This school of thought was centred on the principles of natural liberty (laissez-faire) and the importance of economic growth as a means
of bettering the conditions of human existence. 

T H O M A S  M A L T H U S  (1766 1834)

Thomas Malthus was born into a reasonably well-to-do English family. He was
educated at Cambridge and from 1805 until his death he held the first British
professorship of political economy in the East India Company s college at
Haileybury. In 1798 he published An Essay on the Principle of Population as It
Affects the Future Improvement of Society, which was revised many times in
subsequent years until finally he published A Summary View of the Principle of
Population in 1830.

It is these essays on population for which Malthus is best known. His first
proposition was that population, when unchecked, would increase in a geometric progression such that
the population would double every 25 years. His second proposition was that the means of subsistence
(i.e. the food supply) cannot possibly increase faster than in arithmetic progression (increasing by a
given number of units every year). The result would be population growth eventually outstripping food
production, and thus abject poverty and suffering for the majority of people in every society.

Malthus s population theory had tremendous intellectual influence at the time and became an
integral part of the Classical theory of income distribution. However, it is no longer taken as a good
description of current or past trends.
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1814

British forces burn
Washington, D.C., in the

War of 1812. 
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D A V I D  R I C A R D O  (1772 1823)

David Ricardo was born in London to parents who had immigrated from the
Netherlands. Ricardo s father was very successful in money markets, and Ricardo
himself had earned enough money on the stock exchange that he was very wealthy
before he was 30. He had little formal education, but after reading Adam Smith s The
Wealth of Nations in 1799, he chose to divide his time between studying and writing
about political economy and increasing his own personal wealth.

Ricardo s place in the history of economics was assured by his achievement in
constructing an abstract model of how capitalism worked. He built an analytic

system  using deductive reasoning that characterizes economic theorizing to the present day. The three
critical principles in Ricardo s system were (1) the theory of rent, (2) Thomas Malthus s population
principle, and (3) the wages-fund doctrine. Ricardo published The Principles of Political Economy and
Taxation in 1817, which dominated Classical economics for the following half-century.

Ricardo also contributed the concept of comparative advantage to the study of international trade.
Ricardo s theories regarding the gains from trade had some influence on the repeal of the British Corn Laws
in 1846 tariffs on the importation of grains into Great Britain and the subsequent transformation of that
country during the nineteenth century from a country of high tariffs to one of completely free trade.

1822

First textile
mills are built

in Lowell,
Massachusetts.

J O H N  S T U A R T  M I L L  (1806 1873)

John Stuart Mill, born in London, was the son of James Mill, a prominent British
historian, economist, and philosopher. By age 12 he was acquainted with the major
economics works of the day, and at 13 he was correcting the proofs of his father s
book, Elements of Political Economy. J. S. Mill spent most of his life working at the
East India Company his extraordinarily prolific writing career was conducted
entirely as an aside. In 1848 he published his Principles of Political Economy, which
updated the principles found in Adam Smith s The Wealth of Nations and which
remained the basic textbook for students of economics until the end of the
nineteenth century. In Principles, Mill made an important contribution to the

economics discipline by distinguishing between the economics of production and of distribution. He
pointed out that economic laws had nothing to do with the distribution of wealth, which was a societal
matter, but had everything to do with production.

Previous to Mill s Principles was his System of Logic (1843), which was the century s most influential
text on logic and the theory of knowledge. His essays on ethics, contemporary culture, and freedom of
speech, such as Utilitarianism and On Liberty, are still widely studied today.

T-2 T IMEL INE

1800                         1810                         1820                         1830

39_raga_timeline.qxd  1/30/10  5:22 AM  Page 944



1869

Opening of the 
Suez Canal.

1859

Charles
Darwin 

publishes 
On the Origin

of Species.

1844

Electric 
telegraph

opens between
Washington

and Baltimore.
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L E O N  W A L R A S  (1834 1910)

Leon Walras was born in France, the son of an economist. After being trained
inauspiciously in engineering and performing poorly in mathematics, Walras spent some
time pursuing other endeavours, such as novel writing and working for the railway.
Eventually he promised his father he would study economics, and by 1870 he was given a
professorship in economics in the Faculty of Law at the University of Lausanne in
Switzerland. Once there, Walras began the feverish activity that eventually led to his
important contributions to economic theory.

In the 1870s, Walras was one of three economists to put forward the marginal utility
theory of value (simultaneously with William Stanley Jevons of England and Carl Menger of Austria). Further,
he constructed a mathematical model of general equilibrium using a system of simultaneous equations that he
used to argue that equilibrium prices and quantities are uniquely determined. Central to general equilibrium
analysis is the notion that the prices and quantities of all commodities are determined simultaneously because
the whole system is interdependent. Walras s most important work was Elements of Pure Economics,
published in 1874. In addition to all of Walras s other accomplishments in economics (and despite his early
poor performance in mathematics!), we today regard him as the founder of mathematical economics.

Leon Walras and Alfred Marshall are regarded by many economists to be the two most important
economic theorists who ever lived. Much of the framework of economic theory studied today is either
Walrasian or Marshallian in character.

K A R L  M A R X  (1818 1883)

Karl Marx was born in Trier, Germany (then part of Prussia), and studied law, history,
and philosophy at the universities of Bonn, Berlin, and Jena. Marx travelled between
Prussia, Paris, and Brussels, working at various jobs until finally settling in London in
1849, where he lived the remainder of his life. Most of his time was spent in the mainly
unpaid pursuits of writing and studying economics in the library of the British Museum.
Marx s contributions to economics are intricately bound to his views of history and
society. The Communist Manifesto was published with Friedrich Engels in 1848, his
Critique of Political Economy in 1859, and in 1867 the first volume of Das Kapital.

(The remaining volumes, edited by Engels, were published after Marx s death.)
For Marx, capitalism was a stage in an evolutionary process from a primitive agricultural economy toward an

inevitable elimination of private property and the class structure. Marx s labour theory of value,  whereby the
quantity of labour used in the manufacture of a product determined its value, held the central place in his
economic thought. He believed that the worker provided surplus value  to the capitalist. The capitalist would
then use the profit arising from this surplus value to reinvest in plant and machinery. Through time, more would
be spent for plant and machinery than for wages, which would lead to lower profits (since profits arose only from
the surplus value from labour) and a resulting squeeze in the real income of workers. Marx believed that in the
capitalists  effort to maintain profits in this unstable system, there would emerge a reserve army of the
unemployed.  The resulting class conflict would become increasingly acute until revolution by the workers
would overthrow capitalism.
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1876 

Alexander Graham Bell
founds Bell Telephone Co.

1871 

The Great
Fire 

destroys
much of
Chicago.

1880

Thomas Edison 
invents the electric

light bulb.

1885

The last spike is
driven on the

Canadian Pacific
Railway. Louis
Riel is hanged.

C A R L  M E N G E R  (1840 1921)

Carl Menger was born in Galicia (then part of Austria), and he came from a family of Austrian civil

servants and army officers. After studying law in Prague and Vienna, he turned to economics and in

1871 published Grundsatze der Volkswirtschaftslehre (translated as Principles of Economics), for which

he became famous. He held a professorship at the University of Vienna until 1903. Menger was the

founder of a school of thought known as the Austrian School,  which effectively displaced the German

historical method on the continent and which survives today as an alternative to mainstream Neoclassical

economics. 

Menger was one of three economists in the 1870s who independently put forward a theory of value based on marginal

utility. Prior to what economists now call the marginal revolution,  value was thought to be derived solely from the in-

puts of labour and capital. Menger developed the marginal utility theory of value, in which the value of any good is determined

by individuals  subjective evaluations of that good. According to Menger, a good has some value if it has the ability to sat-

isfy some human want or desire, and utility is the capacity of the good to do so. Menger went on to develop the idea that the

individual will maximize total utility at the point where the last unit of each good consumed provides equal utility that is,

where marginal utilities are equal.

Menger s emphasis on the marginal utility theory of value led him to focus on consumption rather than production as the

determinant of price. Menger focused only on the demand for goods and largely ignored the supply. It would remain for

Alfred Marshall and Leon Walras to combine demand and supply for a more complete picture of price determination.

A L F R E D  M A R S H A L L  (1842 1924)

Alfred Marshall was born in Clapham, England, the son of a bank cashier, and was descended from

a long line of clerics. Marshall s father, despite intense effort, was unable to steer the young Marshall

into the church. Instead, Marshall followed his passion for mathematics at Cambridge and chose eco-

nomics as a field of study after reading J. S. Mill s Principles of Political Economy. His career was

then spent mainly at Cambridge, where he taught economics to John Maynard Keynes, Arthur

Pigou, Joan Robinson, and countless other British theorists in the Cambridge tradition.  His

Principles of Economics, published in 1890, replaced Mill s Principles as the dominant economics

textbook of English-speaking universities. 

Marshall institutionalized modern marginal analysis, the basic concepts of supply and demand,

and perhaps most importantly the notion of economic equilibrium resulting from the interaction of supply and demand.

He also pioneered partial equilibrium analysis examining the forces of supply and demand in a particular market pro-

vided that all other influences can be excluded, ceteris paribus.

Although many of the ideas had been put forward by previous writers, Marshall was able to synthesize the previous

analyses of utility and cost and present a thorough and complete statement of the laws of demand and supply. Marshall

refined and developed microeconomic theory to such a degree that much of what he wrote would be familiar to students

of this textbook today. 

It is also interesting to note that although Alfred Marshall and Leon Walras were simultaneously expanding the fron-

tiers of economic theory, there was almost no communication between the two men. Though Marshall chose partial equi-

librium analysis as the appropriate method for dealing with selected markets in a complex world, he did acknowledge the

correctness of Walras s general equilibrium system. Walras, on the other hand, was adamant (and sometimes rude) in his

opposition to the methods that Marshall was putting forward. History has shown that both the partial and the general equi-

librium approaches to economic analysis are required for understanding the functioning of the economy.
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V I L F R E D O  P A R E T O (1848 1923)

Vilfredo Pareto was an Italian, born in Paris, and was trained to be an engineer. Though he actu-

ally practised as an engineer, he would later succeed Leon Walras to the Chair of Economics in the

Faculty of Law at the University of Lausanne. 

Pareto built upon the system of general equilibrium that Walras had developed. In his Cours

d conomie politique (1897) and his Manuel d conomie politique (1906) Pareto set forth the

foundations of modern welfare economics. He showed that theories of consumer behaviour and

exchange could be constructed on assumptions of ordinal utility, rather than cardinal utility, elim-

inating the need to compare one person s utility with another s. Using the indifference curve analysis developed by 

F. Y. Edgeworth, Pareto was able to demonstrate that total welfare could be increased by an exchange if one person

could be made better off without anyone else becoming worse off. Pareto applied this analysis to consumption and 

exchange, as well as to production. Pareto s contributions in this area are remembered in economists  references to Pareto

optimality and Pareto efficiency.

T H O R S T E I N  V E B L E N (1857 1929)

Thorstein Veblen was born on a farm in Wisconsin to Norwegian parents. He received his Ph.D. in phi-

losophy from Yale University, after which he returned to his father s farm because he was unable to secure

an academic position. For seven years he remained there, reading voraciously on economics and other so-

cial sciences. Eventually, he took academic positions at the University of Chicago, Stanford University, the

University of Missouri, and the New School for Social Research (in New York). Veblen was the founder

of institutional economics,  the only uniquely North American school of economic thought.

In 1899, Veblen published The Theory of the Leisure Class, in which he sought to apply Charles

Darwin s evolutionism to the study of modern economic life. He examined problems in the social insti-

tutions of the day, and savagely criticized Classical and Neoclassical economic analysis. Although Veblen

failed to shift the path of mainstream economic analysis, he did contribute the idea of the importance of long-run institutional stud-

ies as a useful complement to short-run price theory analysis. He also reminded the profession that economics is a social science,

and not merely a branch of mathematics.

Veblen remains most famous today for his idea of conspicuous consumption.  He observed that some commodities were

consumed not for their intrinsic qualities but because they carried snob appeal. He suggested that the more expensive such a com-

modity became, the greater might be its ability to confer status on its purchaser.
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J O S E P H  S C H U M P E T E R  (1883 1950)

Joseph Schumpeter was born in Triesch, Moravia (now in the Czech Republic). He was a university profes-

sor and later a Minister of Finance in Austria. In 1932, he emigrated to the United States to avoid the rise to

power of Adolf Hitler. He spent his remaining years at Harvard University. 

Schumpeter, a pioneering theorist of innovation, emphasized the role of the entrepreneur in economic

development. The existence of the entrepreneur meant continuous innovation and waves of adaptation to chang-

ing technology. He is best known for his theory of creative destruction,  where the prospect of monopoly

profits provides owners the incentive to finance inventions and innovations. One monopoly can replace an-

other with superior technology or a superior product, thereby circumventing the entry barriers of a monopolized industry. He crit-

icized mainstream economists for emphasizing the static (allocative) efficiency of perfect competition a market structure that would,

if it could ever be achieved, retard technological change and economic growth.

Schumpeter s best known works are The Theory of Economic Development (1911), Business Cycles (1939), and Capitalism,

Socialism and Democracy (1943).

J O H N  M A Y N A R D  K E Y N E S (1883 1946)

John Maynard Keynes was born in Cambridge, England. His parents were both intellectuals, and his father, John

Neville Keynes, was a famous logician and writer on economic methodology. The young Keynes was educated at

Eton and then at Kings College, Cambridge, where he was a student of Alfred Marshall and Arthur Pigou. His career

included appointments to the Treasury in Britain during both World Wars, a leading role in the establishment of the

International Monetary Fund (through discussions at Bretton Woods, New Hampshire, in 1944), and editorship of the

Economic Journal from 1911 to 1945, all in addition to his academic position at Kings College. 

Keynes published extensively during his life but his most influential work, The General Theory of Employment,

Interest, and Money, appeared in 1936. This book was published in the midst of the Great Depression when the out-

put of goods and services had fallen drastically, unemployment was intolerably high, and it had become clear to many

that the market would not self-adjust to achieve potential output within an acceptable period of time. Fluctuations in economic activity

were familiar at this point, but the failure of the economy to recover rapidly from this depression was unprecedented. Neoclassical econ-

omists held that during a downturn both wages and the interest rate would fall low enough to induce investment and employment and cause

an expansion. They believed that the persistent unemployment during the 1930s was caused by inflexible wages and they recommended

that workers be convinced to accept wage cuts. 

Keynes believed that this policy, though perhaps correct for a single industry, was not correct for the entire economy. Widespread

wage cuts would reduce the consumption portion of aggregate demand, which would offset any increase in employment. Keynes argued

that unemployment could be cured only by manipulating aggregate demand, whereby increased demand (through government expendi-

ture) would increase the price level, reduce real wages, and thereby stimulate employment. 

Keynes s views found acceptance after the publication of his General Theory and had a profound effect on government policy around

the world, particularly in the 1940s, 1950s, and 1960s. As we know from this textbook, Keynes s name is attached to much of macro-

economics, from much of the basic theory to the Keynesian short-run aggregate supply curve and the Keynesian consumption function.

His contributions to economics go well beyond what can be mentioned in a few paragraphs for, in effect, he laid the foundations for mod-

ern macroeconomics. 
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E D W A R D  C H A M B E R L I N  (1899 1967)

Edward Chamberlin was born in La Conner, Washington, and received his Ph.D. from Harvard University in

1927. He became a full professor at Harvard in 1937 and stayed there until his retirement in 1966. He published

The Theory of Monopolistic Competition in 1933.

Before Chamberlin s book (which appeared more or less simultaneously with Joan Robinson s The Economics

of Imperfect Competition), the models of perfect competition and monopoly had been fairly well worked out.

Though economists were aware of a middle ground between these two market structures and some analysis of

duopoly (two sellers) had been presented, it was Chamberlin and Robinson who closely examined this problem

of imperfect markets. 

Chamberlin s main contribution was explaining the importance of product differentiation for firms in mar-

ket structures between perfect competition and monopoly. Chamberlin saw that though there may be a large number of firms in the

market (the competitive element), each firm created for itself a unique product or advantage that gave it some control over price (the mo-

nopoly element). Specifically, he identified items such as copyrights, trademarks, brand names, and location as monopoly elements be-

hind a product. Though Alfred Marshall regarded price as the only variable in question, Chamberlin saw both price and the product itself

as variables under control of the firm in monopolistically competitive markets.

1927 

Charles Lindbergh
flies Spirit of St. Louis

nonstop from New
York to Paris.

1940 

Unemployment
Insurance begins as
national program in

Canada.

1922

The Soviet
Union is
formed;

Joseph Stalin
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Secretary
General of the 
Communist

Party.

1929

Stock market crashes
(October 29).

Beginning of Great
Depression.

1939

Germany invades
Poland;

Second World War 
begins.

1933

Adolf Hitler 
becomes
German

Chancellor.

T IMEL INE T-7

1925 1930 1935 1940

F R I E D R I C H  A U G U S T  

V O N  H A Y E K  (1899 1992)

Friedrich von Hayek was born in Vienna and studied at the University of Vienna, where he was

trained in the Austrian tradition of economics (a school of thought originating with Carl Menger).

He held academic positions at the London School of Economics and the University of Chicago.

He returned to Europe in 1962 to the University of Freiburg in what was then West Germany and

the University of Salzburg in Austria. He was awarded the Nobel Prize in Economics in 1974.

Hayek contributed new ideas and theories in many different areas of economics, but he is perhaps best known for

his general conception of economics as a coordination problem.  His observation of market economies suggested

that the relative prices determined in free markets provided the signals that allowed the actions of all decision makers

to mesh even though there was no formal planning taking place to coordinate these actions. He emphasized this

spontaneous order  at work in the economy as the subject matter for economics. The role of knowledge and information

in the market process became central to Hayek, an idea that has grown in importance to the economics profession

over the years.

Hayek s theory of business cycles provided an example of the breakdown of this coordination. A monetary distur-

bance (e.g., an increase in the money supply) would distort the signals (relative prices) by artificially raising the return

to certain types of economic activity. When the disturbance disappeared, the boom caused by these distorted signals would

be followed by a slump. Although Hayek s business-cycle theory was eclipsed by the Keynesian revolution, his em-

phasis on economics as a coordination problem has had a major influence on contemporary economic thought.

Hayek was also prominent in advocating the virtues of free markets as contributing to human freedom in the broad

sense as well as to economic efficiency in the narrow sense. His The Road to Serfdom (1944) sounded an alarm about

the political and economic implications of the then-growing belief in the virtues of central planning. His Constitution

of Liberty (1960) is a much deeper philosophical analysis of the forces, economic and otherwise, that contribute to

the liberty of the individual.
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Bretton Woods
Conference. IMF
and World Bank

are created.

1941

United States enters
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on Pearl Harbor
(December 7).

1945
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Japan; Second 

World War ends.

1949

Mao Tse-tung s
communists gain
control of China.

1957

Treaty of Rome establishes the
European Common Market.

T-8 T IMEL INE

J O H N  K E N N E T H  G A L B R A I T H  (1908 2006)

John Kenneth Galbraith was born on a farm in Southeastern Ontario, to a family of Scottish-Canadian farmers.

He began his undergraduate education at the Ontario Agricultural College in Guelph in 1926 where he studied

agricultural economics and animal husbandry. He moved to California to study at the University of California

at Berkeley and completed a Ph.D. in agricultural economics in 1934. Galbraith was hired by Harvard University

in 1934 and, aside from his government and diplomatic postings, remained on staff there until his death.

Galbraith was heavily influenced by the ideas of John Maynard Keynes, Thorstein Veblen, and the insti-

tutional  school of economics. He rejected the technical and mathematical approach of Neoclassical economics.

Instead he emphasized the interplay of economics, politics, culture, and tradition, a combination that does not

lend itself well to mathematical modelling. He was much more of a political economist  in the style of the

nineteenth century than a theoretical economist of the late twentieth century.

His most famous book was The Affluent Society (1958), where he argued that the United States had become obsessed with overpro-

ducing consumer goods and instead should be making large public investments in highways, education, and other public services. His ex-

pression private opulence and public squalor  became well known, and many would agree is even more relevant today than it was

when he wrote the words over 50 years ago. In a later book, The New Industrial State (1967), Galbraith argued that very few U.S. industries

fit economists  model of perfect competition, and that the economy was dominated by large, powerful firms. In general, Galbraith con-

tinued to write about topics that he believed the economics profession had neglected topics such as advertising, the separation of cor-

porate ownership and management, oligopoly, and government and military spending.

Because of Galbraith s desire to focus on the interplay of economics, politics, and society, he was often criticized (or ignored) by

mainstream economists. But he was undeterred. And while many economists disagreed with his approach and some of his political views,

he was widely recognized as a gifted and insightful writer and speaker.

M I L T O N  F R I E D M A N  (1912 2006)

Milton Friedman completed graduate studies in economics at the University of Chicago and at Columbia

University, where he received his Ph.D. in 1946. Most of Friedman s academic career was spent as a professor

at the University of Chicago, and after retiring in 1977 he was a senior research fellow at the Hoover Institution

at Stanford University. Friedman is best known as one of the leading proponents of Monetarism and for his be-

lief in the power of free markets. His work greatly influenced modern macroeconomics.

Friedman made his first significant mark on the profession with the publication of The Theory of the

Consumption Function in 1957. There he developed the permanent income hypothesis, and argued that con-

sumption depends on long-run average income rather than current disposable income, as it does in Keynesian analy-

sis. This was an early example of a macroeconomic theory that emphasized the importance of forward-looking

consumers. In 1963, he co-authored with Anna Schwartz his most influential book, A Monetary History of the United States, 1867 1960,

where they presented evidence in support of the monetarist view that changes in the supply of money can cause dramatic fluctuations in

the level of economic activity. Although this view was seriously challenged by subsequent research, Friedman helped the profession to

understand the power of and the limitations of monetary policy.

Capitalism and Freedom (1962) and Free to Choose (1980), the latter co-written with his wife, Rose Friedman, are part of Friedman s

attempts to communicate his ideas about economics and, in particular, the power of the free market, to a mass audience of non-

economists. Both books became international bestsellers, and these books, in addition to his writing for newspapers and magazines,

made Milton Friedman one of the most famous modern economists. He was awarded the Nobel Prize in Economics in 1976.

1940 1945 1950 1955
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1962

Cuban 
Missile Crisis (October).

1963

U.S. President
John F. Kennedy

assassinated.

1973

First OPEC
oil shock.

1967

Canada 
celebrates its
Centennial;

Montreal hosts
Expo 67.

1975

Bill Gates and
Paul Allen found

Microsoft
Corporation.

P A U L  S A M U E L S O N  (1915 2009)

Paul Samuelson was born in Gary, Indiana, the son of a drugstore owner. He received his Ph.D. in economics in 1941

from Harvard University and spent his academic career at the Massachusetts Institute of Technology (MIT), where

he is currently Institute Professor of Economics, Emeritus.

Samuelson is generally regarded as one of the greatest economic theorists of the twentieth century. While still a

graduate student at Harvard, Samuelson wrote most of Foundations of Economic Analysis (1947), which was

path-breaking at the time and used mathematical analysis and constrained optimization techniques to shed insight

into economic behaviour. He systematized economic theory into a more rigorous mathematical discipline, which has

had enormous effects on the way economics is studied today.

Though Samuelson has made major contributions to many branches of economics, three are particularly notable.

First, he showed how the central predictions of demand theory could be tested using the revealed preferences  of consumers from ob-

served market behaviour. Second, in international trade theory, he made important contributions in the analysis of the gains from trade

and the effects of tariff protection on the distribution of income. Third, most familiar to readers of this book, he is credited with introducing

the 45 -line model of short-run national income determination. This diagram, encountered throughout Chapters 21 and 22 of this book,

has become the standard tool for teaching the Keynesian theory of national-income determination in the short run. Samuelson s work has

also provided valuable insights in other areas of economics, including government taxation and expenditure, capital theory, and theories

of economic growth.

Samuelson is also well known for his famous introductory economics textbook, Economics, first published in 1948, which provided

a systematic treatment of both micro- and macroeconomics in a way that had not been presented before. In general, he is credited with

raising the level of scientific and mathematical analysis in economics. Samuelson was awarded the Nobel Prize in Economics in 1970, and

was the first American scholar to receive this honour.

K E N N E T H  A R R O W  (b. 1921)

Kenneth Arrow was born and educated in New York City. He began graduate work at Columbia University and

received an M.A. in mathematics in 1941. Over the following ten years, after Arrow had completed his Ph.D.

course work, he served in the U.S. Army Air Corps during the Second World War and held various research jobs

while searching for a dissertation topic. His dissertation, which earned him his Ph.D. from Columbia in 1951,

subsequently became a classic in economics, Social Choice and Individual Values (1951). Kenneth Arrow is

currently Professor, Emeritus, at Stanford University.

In his 1951 book Arrow presented his Impossibility Theorem,  which we encounter in Chapter 16 of this

book. His conclusion that it is not possible to construct a set of voting rules for making public choices that is

simultaneously democratic and efficient has led to decades of work by economists, philosophers, and political

scientists in the field of social choice theory. 

Arrow also made significant contributions in other areas of economics. In 1954 (with Gerard Debreu) he constructed a mathemati-

cal model of an economy with many individual, inter-related markets, and proved the existence of a theoretical general market-clearing

equilibrium. Arrow s work in the economics of uncertainty was also a major contribution. In Essays in the Theory of Risk-Bearing

(1971), he introduced the concepts of moral hazard and adverse selection (among other ideas about risk), which we also encounter in

Chapter 16 of this book. Arrow was one of the first economists to develop the idea of learning by doing  which has played an impor-

tant role in modern theories of economic growth.

Arrow was awarded the Nobel Prize in 1972 (jointly with British economist John Hicks) and in 2004 was awarded the National Medal

of Science, the United States  highest scientific honour.
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1969

Neil Armstrong
is first person
to walk on the

moon.
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St. Lawrence
Seaway officially

opens.

39_raga_timeline.qxd  1/30/10  5:22 AM  Page 951



39_raga_timeline.qxd  1/30/10  5:22 AM  Page 952



Key terms and their page references are in boldface. f denotes a figure, t denotes a table, and n denotes a footnote.

Index

A
ability-to-pay principle, 452 453

absolute advantage, 845 846,

846t, 850

absolute costs, 846t

absolute price, 68

acceleration hypothesis,

774 775

accounting identity, 896

accounting profits, 155, 156,

450 451

accumulated capital stock, 375

acquired comparative

advantage, 854

actual GDP, 626f

actual national income, 478n

additional topics

Agriculture and the Farm

Problem, 115

An Example of Loss

Minimization as Profit

Maximization, 210

A Beginner s Guide to the

Stock Market, 370, 701

A Brief Introduction to

Graphing, 6, 37

Budget Deficits and National

Saving, 828

Can Inflation Be Too

Low?, 756

Challenges Facing the

Developing Countries,

18, 664

Charging for Garbage by the

Bag, 421

Consumption Function in

Canada, 527

The Continuing Saga of

Softwood Lumber, 878

The Costs and Benefits of

Deposit Insurance, 687

The Costs of High

Inflation, 764

Debate More Healthy than

Health Care, 463

Do Firms Really Maximize

Profits?, 153

Do Taxes Discourage Work

Effort and Saving, 130

Does Government Support of

Specific Industries Really

Create Jobs, 318, 812

Does Third-World Growth

Harm First-World
Prosperity?, 854

Economic and Fiscal Challenges

of Population Aging, 656

The Economic and Fiscal

Challenges of Population

Aging, 467

Economic Data and the

Identification Problem, 67

Explaining Different

Concepts of Efficiency, 175

Externalities and the Coase

Theorem, 392

Farm Subsidies and 

the World Trade

Organization, 882

The Growing Battle Over

Online Prescription

Drugs, 244

Growth in Canada and Other

G7 Countries, 506

How Economists Choose

Their Theories, 29

How Excessive Regulation

Hobbles Development, 407

Interest Rates and the

Extraction of Natural

Resources, 377

Interest Rates and the Slope

of the AD Curve, 716

Investment, Saving, and

Equilibrium GDP, 534

Investment and Saving in

Globalized Financial

Markets, 375, 649

Linkages Between

Markets, 100

The Long-Run Industry

Supply Curve, 220

A Market for SO2 Emissions

in the United States, 427

Monetary Policy and the

Exchange Rate in

Canada, 744

Multinational Enterprises

and Foreign Direct

Investment, 151

The Nature of

Globalization, 254

Oil Prices and the Canadian

Economy, 586

Oligopoly and Contestable

Markets, 271

Ontario s Troubled Electricity

Sector, 297

The Politics of Market-Based

Environmental

Policies, 429

A Primer on the Market for

Crude Oil, 70

The Puzzle of Interindustry

Wage Differentials in

Canada, 344

A Quick Introduction to

Financial Assets, 679

Saving Investment Approach

to Equilibrium in an Open

Economy with

Government, 555

A Sequential Game in Fibre

Optics, 265

Several Measures of

Economic Fluctuations 

in Canada, 606

Some Further Details About

Demand Elasticity, 80

Understanding and

Addressing Canada s

Productivity Challenges,

183, 632

Understanding the

Canada U.S.

Unemployment Gap, 793

U.S. Housing Collapse and

the Financial Crisis of

2007 2008, 359, 684

What Caused the Build-Up of

Canada s Public Debt, 827

What Is an Optimal Currency

Area, 919

What Is the Balanced Budget
Multiplier, 561

What Makes People Happy,

125, 514, 643

What the S&P/TSX Really

Measures, 35

When Rent Controls Work

and When They Don t, 108

Who Are Canada s Poor?, 464

Who Are Canada s Trading

Partners?, 844

Who Really Pays for Payroll

Taxes?, 91

adjustable peg system, 902

adjustment process, 592,

594 599, 600f, 601f,

603f, 604

administrative efficiency, 459

adverse selection, 397 398

advertising, as entry barrier,

270 271

The Affluent Society

(Galbraith), 468

aggregate demand (AD)

curve, 572

and automatic

stabilizers, 612n

closed economy, 572n

derivation of, 573f

increases in aggregate

demand, 582f

vs. micro demand curve,

572 574

money supply, changes in,

714, 714f

simple multiplier, 574f, 575

slope, 716

aggregate demand shock, 574,

580 582, 580f, 600 602,

600f, 601f

aggregate expenditure (AE)

function, 530

downward shifts, 535 536

graph, 531f, 554f

marginal propensity to spend,

531 532

shifts of AE function,

535 536, 536f

in short-run macroeconomic

model, 535 536

in short-run macroeconomic

model (simple model),

553 555
upward shifts, 535

aggregate production function,

649 652, 651f

aggregate supply (AS) curve, 575

Classical aggregate supply

curve, 605

costs and output, 575 576

first asymmetry, 577

flat range, 581

importance of shape, 581 582

increasing slope of,

576 577, 577f

I 1

40_raga_Index.qxd  2/1/10  5:30 PM  Page 953



I 2 INDEX

aggregate supply (AS) curve

(continued)

intermediate range, 581

Keynesian AS curve, 582, 583

long-run aggregate supply

curve, 605

positive slope of, 575 577

prices and output, 576

second asymmetry, 597n

shifts in, 577 578, 578f

steep range, 581

aggregate supply shocks,

577 578, 582 584, 584f,

602 604, 603f

aggregated total output, 477

aging, 467, 656

agreement among economists,

26 27

agriculture and the farm

problem, 115

airline regulation, 296

Akerlof, George, 399

algebra

of market equilibrium, 68 69

short-run macroeconomic

model (simple model),

567 568

of the simple multiplier, 540

of tax incidence, 90

allocation

excess demand, 102 104

resource allocation, 8, 156 157

by sellers  preferences, 104

allocative efficiency,

282 284, 284f

see also market efficiency

and distribution of income, 286

vs. economic growth, 390

economic regulation, 291 297

and leaky bucket

analogy, 401

and market failure, 289 291

monopoly, 285 286

and monopoly, 289, 289f

perfect competition,

288 289, 288f

public policy, 291

and social goals, 399 400

theory of the second

best, 284n

and total surplus, 287 289

and zero environmental

damage, 419

allocative inefficiency, 391, 391f

alternative energy, 435 436

American Economic Review, 26

annually balanced budgets, 835

anti-globalization activists, 14

anticipated inflation, 487,

763, 767

antidumping laws, 878 879

application, conditions of, 28

appreciation, 490 491, 898

arbitrage, 240

Arrow, Kenneth, 411

Arrow theorem, 411

artisans, 12

Asian crisis, 585, 753, 920 921

asset sales, 900

Association of Coffee Producing

Countries (ACPC), 238

assumptions, 27 28

asymmetric information,

397 398

Atlantic cod fishing industry, 394

autarky, 844

automated teller machines

(ATMs), 187

automatic coordination, 386 387

automatic stabilizers, 610 613,

612n, 741

autonomous expenditure, 519,

530, 530f

average cost curves, 165, 166f

average-cost pricing, 293 294

average fixed cost (AFC),

163 164

average fixed cost (AFC)

curve, 165

average-marginal relationship,

161 162

average product (AP), 159, 159f

average propensity to consume

(APC), 524

average propensity to save

(APS), 525

average revenue (AR), 202,

226, 228f

average tax rate, 448

average total cost (ATC), 163

average total cost (ATC)

curve, 165

average variable cost (AVC), 164

average variable cost (AVC)

curve, 165

B
baby-boom generation, aging

of, 467

backward-looking

expectations, 766

Baksi, S., 435n

balance of payments

accounting identity, 896

balance in, 894 896

balance of payments

account, 893

Canadian balance of

payments, 894t

capital account, 893 894

capital-service account, 893

credit item, 893

current account, 893

current account balance, 912f

current account deficits and

surpluses, 910 915

debit item, 893

deficit, 896

official financing

account, 894

student s balance of

payments, 897

summary, 896 898

trade account, 893

balance of payments

account, 893

balance of payments deficit, 896

balanced budget, 548, 835 836

balanced budget multiplier, 561

balanced growth with constant

technology, 653

Bank Act, 683

bank credit card, 685

bank notes, 676

Bank of Canada

see also monetary policy

bank rate, 732

banker to federal

government, 682

banker to the commercial

banks, 681 682

basic functions, 681 683

endogenous money supply, 734

financial markers, regulator

and supporter of, 683

governors, 680

Inflation Calculator, 486, 763

inflation targeting, 623, 695,

738 744

monetary policy,

implementation of,

729 737, 730f

and money supply, 695

open-market operations,

729, 734

organization of, 680 681

overnight interest rate,
732 734, 733f

passive in money supply

decisions, 734

policy instrument, 732, 736

regulator of money supply,

682 683

unconventional  policy

during 2007 2008

financial crisis, 735

website, 680

Bank of Canada Act, 681n

Bank of England, 680

bank rate, 732

bank run, 686

banking regulations, 298

banking system. See Canadian

banking system

banks. See commercial banks

barter, 12, 672

base period, 33

base-period prices, 509

Baumol, William, 290

A Beautiful Mind, 263

benefit principle, 453

benefits

of economic growth,

639 641

income-tested benefits, 460

marginal benefit. See

marginal benefit

private benefit, 390

retirement benefits, 466 467

social benefit, 390, 418

Big Mac Index, 917

bilateral monopoly,

341 342, 342f

binding price ceilings, 102

binding price floor,

101 102, 102f

black market, 104 105, 104f

Blinder, Alan, 796, 796n

Bolshevik Revolution, 18

bonds, 151

bond tables, 706 707

bond yields, 704 705,

706 707

from different countries, as

substitutes, 715

government bonds, 571n

household purchase of, 358

interest rate on, 367

present value and market

price, 703 704

present value and the interest

rate, 701 703

prices, 706 707

riskiness, 705

understanding bonds, 701 705

boom, 479

Bouey, Gerald, 680
brand proliferation, 270

break-even level of income, 465

break-even price, 215

Bretton Woods system, 904

Brown, E. Cary, 611

Buchanan, James, 468

budget balance, 548

budget constraint, 819 820

budget deficit, 548, 819

budget deficit function,

823 824, 823f

in Canada, 821 822

capital budgeting, 830

40_raga_Index.qxd  1/29/10  10:22 PM  Page 954



I 3INDEX

cyclically adjusted deficit (CAD),

824 825, 824f, 825f

deficit-financed government

spending, 610 611

effects of, 827 834

federal government,

821 822, 821f, 822f

and fiscal policy, 823 825

future generations, effect on,

829 830

in Great Depression, 610 611

and national saving, 828

primary budget deficit, 820

and private activity, 828 829

provincial governments, 822

structural deficit, 824

budget deficit function,

823 824, 823f

budget line, 141 143, 142f

budget surplus, 548, 820, 834

bull market, 525

business confidence, 530

business cycle, 477, 479, 493, 604

business fixed investment, 502

business profits, 505

C
Canada Health Transfer (CHT),

460, 462

Canada Pension Plan (CPP),

91, 466

Canada Revenue Agency

(CRA), 448, 449

Canada Social Transfer (CST),

460, 461, 464

Canada U.S. Free Trade

Agreement, 491, 805, 851

Canada s productivity

challenges, 183

Canadian banking system

Bank of Canada, 680 683

cash drains, 688, 691 692

commercial banks, 679 680,

683 688

deposit money, creation of,

688 690

excess reserves, 691

expansion of money from

new deposit, 689 690

financial intermediaries, 679

fixed target reserve 

ratio, 688

money creation, 688 692

money supply. See money

supply

new deposit, 688 689

realistic expansion of

deposits, 692

Canadian Council of Chief

Executives, 152

Canadian dollar

appreciation, 898

correct  value for, 916 919

depreciation, 491, 551, 899

trading of, 899

Canadian economy

aging of baby-boom

generation, 467

and Asian crisis, 585

Atlantic cod fishing

industry, 394

balance of payments, 894t

banking regulations, 298

Canada U.S. unemployment

gap, 793

Canada s trading

partners, 844

Canadian banking system. See

Canadian banking system

Canadian U.S. dollar

exchange rate, 490, 491f

climate-change policy, 437 439

competition policy, 298 300

concentration ratios, 253, 253f

consumption function, 527

current account balance,

1961 2008, 912f
defining the market, 254

distribution of income,

306, 307f

exports, 1970 2008, 492f

fiscal response to 2008 2009

recession, 615

and fixed exchange rate,

919 924

globalization, effect of, 254

government debt and deficits,

821 822

Government of Canada,

404, 682

imports, 1970 2008, 492f

industrial concentration,

253 254

industries with a few large

firms, 252 253

industries with many small

firms, 252

inflation, 673

inflation and interest rates,

623 624

interindustry wage

differentials, 344

monetary policy and the

exchange rate, 744

oil prices and, 586

productivity challenges,

183, 632

public expenditure, 457 467

short-term interest rates,

1975 2009, 749f

simple multiplier, 558

social programs, 460 467

softwood lumber

dispute, 878

taxation in Canada, 447 452

terms of trade, 862f

union membership, 345f

union wage premium, 346

unions, development of, 347

Canadian Environmental

Protection Act, 418

Canadian Labour

Congress, 346

Canadian Radio-television and

Telecommunications

Commission (CRTC), 291

Canadian Tax Foundation, 447

Canadian tax system, 448 454

Canadian U.S. dollar exchange

rate, 490, 491f

cap and trade, 424 427,

425f, 665

capacity, 167

capital

described, 4, 151, 154

financial capital. See

financial capital
fixed capital, 164t

hold-up of capital, 348

human capital, 335 336, 357,

643, 652 653, 853 854

idle capital equipment and

cost curves, 168

installed capital, 348

mobility of capital, 317

opportunity cost of, 155 156

optimal capital stock,

365 366, 366f

physical capital, 155n, 315,

357, 644, 652 653

purchase of unit of capital,

364 365

stock of, 360

supply of, 628

capital account, 893 894

capital budgeting, 830

capital inflow, 894, 900

capital market 

see also financial capital

capital-market equilibrium,

changes in, 373 377

demand and supply, changes

in, 373f

firms and households,

interaction of, 

358 359, 358f

integrated world capital

market, 833

interest rate, determination

of, 371, 371f

investment, saving, and the

interest rate, 371 377

investment demand, 364 368

long-run trends, 375 377

and macroeconomics, 377

overview of, 358 359

present value, 360 364

supply of saving, 368 370

technological changes, 676

capital movements, 907 908

capital-service account, 893

capital stock, 502

carbon capture and storage, 436

carbon tax, 665

Card, David, 344

Carney, Mark, 680, 755

cartels, 235 238, 236f, 237f

cash drains, 688, 691 692

causation, 27 28, 31 32

central banks, 679

see also Bank of Canada

basic functions of, 681 682

and fixed exchange rate, 905

and gold standard, 677

lender of last resort, 682

centralization of decision

making, 15
centrally planned economy,

15 16, 17, 18 19, 388

Centre for the Study of Living

Standards, 638

ceteris paribus, 51, 68, 144

Chamberlin, Edward, 257

change in demand, 56, 57

change in quantity demanded,

56, 57

change in quantity supplied, 61

change in supply, 61

chartered banks, 683, 686f

see also commercial banks

chequable deposits, 693

child benefits, 466

Child Tax Benefit, 466

choice

consumer choice, 121 126,

143 144

democracy, and inefficient

public choices, 409 410

and existence of costs, 5

firms  choice of prices, 255 256

firms  choice of

products, 255

firms  choices in the very long

run, 186 188

flow of income and

expenditure, 10 11, 10f

globalization, 13

how choices are made, 10 14

limited resources, effect of, 5f

markets and money, 12 13
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choice (continued)

maximization of

decisions, 10

and opportunity cost, 5 8

production, complexity

of, 11 12

and production possibilities

boundary, 6

and profit, 10

public choice theory, 408 409

and scarcity, 4 8

and utility, 10

utility-maximizing choice,

143 144, 143f

who makes the choices, 10 14

circular flow of income and

expenditure, 10 11,

10f, 500f

Classical aggregate supply

curve, 605

Classical Dichotomy, 718

Classical economics, 306, 605,

605n, 717 718

clawback, 467

Clean Air Act (U.S.), 427

clearing house, 685

climate, and comparative

advantage, 853

closed economy, 520, 572n,

828 829, 844

Club of Rome,  661

Coase, Ronald, 392

Coase theorem, 392

coins, 673 674

collective bargaining, 341,

345 348

collusion, 265 266

collusive outcome, 261 262

command economy, 15 16, 17,

18 19, 388

commercial banks, 683

chartered banks, 683, 686f

clearing house, 685

consolidated balance sheet of

chartered banks, 686f

credit, provision of, 684 685

interbank activities, 685

as intermediators, 489

meaning of, 679 680

as profit seekers, 685

regulations, 684

reserves, 686 688

securitization, 683

commodities, 52n, 64f

common market, 884

common-property resource,

392 393

comparative advantage, 846

described, 846 848

example of, 850

exports, 857, 857f

factor endowment theory,

852 853, 869

and global supply chains,

860 861

imports, 857, 857f

opportunity costs and,

846, 846t

relevance of, 858 859

sources of, 852 855

and specialization, 11

comparative statics, 64

compensating differentials,

322 323, 334

competition

dynamic view of, 390

for market share, 266 267

non-price competition, 256

protection from

competition, 296

Competition Act, 299, 300

Competition Bureau, 299

competition policy, 291, 298,

299 300

Competition Tribunal, 299

competitive behaviour,

198 199, 266 267

competitive market

alternative short-run

profits, 210f

cartelization of competitive

industry, 236, 236f

competitive behaviour,

198 199

consumer surplus, 288f

declining industries, 219

degree of competition, 62

described, 198

and economic surplus, 112

entry and exit, 212 215

extreme form of competitive

market structure, 198

long-run decisions, 212 219

long-run equilibrium,

215 216, 217f

vs. monopoly, 230

perfect competition. See

perfect competition

producer surplus, 288f

profit maximization,

205 206, 206f

short-run decisions, 203 210

short-run equilibrium,

208 210, 209f

short-run vs. long-run profit

maximization, 216f

technological changes, 217 219

wage differentials, 334 339

complements

in consumption, 55

and cross elasticities, 94

in production, 61

complements in

consumption, 55

complex index numbers, 34 35

compliance costs, 406 407

concave to the origin, 7 8

concentration ratios, 253, 253f

conditions of application, 28

Conference Board of Canada,

530, 768

confirmation, vs. rejection,

30 31

congestion, 395

conspicuous consumption

goods, 130

constant costs, 180

constant-dollar national

income, 477

constant inflation,

768 769, 768f

constant returns to scale,

180, 652

consumer behaviour

conspicuous consumption

goods, 130

consumer surplus,

131 135, 133f

income effect, 126 131, 129f

marginal utility and

consumer choice, 

121 126

new product development, 660

paradox of value,

133 135, 134f

price, increase in, 125

substitution effect,

126 131, 129f

consumer choice, 121 126,

143 144

consumer price, 87

Consumer Price Index (CPI),

34 35, 485, 510,

742f, 763f

consumer surplus, 131 135,

133f, 287, 288f

consumers

as decision makers, 10

demand curve, 125 126, 126f

different valuations, and

price discrimination, 240

income change, reaction

to, 144

indifference curves, 

139 141

as maximizers, 

10, 11

price change, reaction 

to, 144

price discrimination, and

consumer welfare, 246

utility maximization,

123 125, 143 144

consumption, 4

and aggregate

expenditure, 520

in Canada, 1981 2008, 521f

changes in, 570 571, 713 714

complements in

consumption, 55

desired consumption and

national income, 552 553

and income, 38f

and marginal utility, 122f

smoothing, 523

substitutes in consumption,

54 55

and total utility, 122f

what is consumed and

by whom, 9

consumption expenditure, 501,

520 527

consumption function, 520

average propensity to

consume (APC), 524

in Canada, 527

expectations, change in, 526

45  line, 524

graph, 522f

history of, 521 522

household wealth, change

in, 525

interest rates, change in, 526

Keynesian consumption

function, 523

linear consumption

function, 39

marginal propensity to

consume (MPC), 524

non-linear consumption

function, 39

optimism, 526

pessimism, 526

shifts of, 525 526, 526f

slope of, 524

theory of, 523

consumption smoothing, 523

contestable markets, 271

contractionary aggregate

demand shocks, 601 602

contractionary monetary

policy, 737

controlled experiments, 31

cooperative behaviour, 265 266

cooperative (collusive)

outcome, 261 262

cooperative outcome, 263

Corn Laws, 842

corporate citizenship, 152

corporate income taxes, 449,

450 451

Corporate Knights, 152

corporation, 13, 150

correlation, 31 32
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cost-benefit analysis, 404

cost curves

average cost curves, 165, 166f

idle capital equipment

and, 168

long-run cost curves, 178 182

marginal cost (MC) curve,

165, 166f

short-run cost curves, 164 167

total cost curves, 166f

cost minimization, 175 177,

194 196, 195f

cost recovery basis, 453

costs

absolute costs, 846t

average fixed cost (AFC),

163 164

average total cost (ATC), 163

average variable cost

(AVC), 164

of borrowing, 526

compliance costs, 406 407

constant costs, 180

decreasing costs, 179 180

direct costs, 406

of disinflation, 783 784, 784f

of economic growth,

641 643

existence of, and choice, 5

explicit costs, 155 156, 155n

of government intervention,

405 407

of high inflation, 764

implicit costs,

155 156, 155n

increasing costs, 180

indirect costs, 406 407

inputs, 179

marginal cost. See marginal

cost (MC)

market-development costs,

659 660

vs. market value, 503

menu costs, 801

non-sunk costs, 214

opportunity cost. See

opportunity cost

and output, 575 576

private cost, 390

production costs. See

production costs

in the short run, 163 169

social cost, 390

sunk costs, 213 215

supply as cost,  109 111

total costs (TC), 163

total fixed cost (TFC), 163

total variable cost

(TVC), 163

transaction costs, 922 923

unemployment, 796

unit cost, 575

variable costs, 848 851

counter-cyclical fiscal policy, 831

counterparty risk, 755

countervailing duties, 879 880

covert collusion, 265

Coyne, James, 680, 681n

Coyne Affair, 681n

craft unions, 347

created entry barriers, 231 232

creative destruction, 232 235,

267, 272 273

credit, 684 685

credit easing, 735

credit flows, 488 489

cross elasticity of demand, 93 94

cross-sectional data, 35, 35f

Crow, John, 623, 680, 751,

751n, 752, 782

crowding out, 828, 829f

Crown corporations, 150

crude oil market, 70

currency. See money

current account, 893

current account balance, 912f

current account deficits and

surpluses, 910 915

current-dollar national

income, 477

current income, and saving, 369

customs union, 884

cyclical unemployment,

481 482, 796, 810

cyclically adjusted deficit (CAD),

824 825, 824f, 825f

cyclically balanced budgets,

835 836

D
data, economic. See

economic data

de-materialization of

production, 662

deadweight loss

of import quota, 877

monopoly, 230, 289, 289f, 290

price controls, 113

tariffs, 875f

taxation, 454

DeBeers, 235, 238, 266

debt, 151

debt instruments, 151

debt-service payments, 819

debt-to-GDP ratio, 825 827

decentralization of power,

388 389

decentralized decision

making, 384

decision lags, 613

decision making

centralization, 15

decentralized decision

making, 384

in the long run, 158

marginal decisions, 10 11

maximization of, 10

objectives of decision

makers, 408

purchase of unit of capital,

364 365

in the short run, 157 158

short-run decisions, and

competitive market,

203 210

shut-down decision, 

204, 204t

time horizons for, 157 158

in the very long run, 158

declining industries, 219

decreasing returns 

(to scale), 180

deficit

budget deficit. See

budget deficit

current account deficits,

910 915

deflation, 769, 770

demand, 53

for capital, 364 368

change in demand, 56, 57

change in quantity

demanded, 56 57

demand curve. See demand

curve

demand schedule, 52 53

derived demand, 308

elastic demand, 79

excess demand, 62,

102 104, 629

and expectations about 
the future, 55

for exports, 909

factor demand, 308 314

for financial capital, 358,

374 375

income, changes in, 54

inelastic demand, 77, 79, 89

investment demand. See

investment demand

for money, 705 710

permanent changes, 272

and population, 55

price elasticity of demand. See

price elasticity of demand

and price of other goods,

54 55

quantity demanded, 49 52

and tastes, 55

temporary changes in, 272

as value,  109 111

demand curve, 53

see also demand

aggregate demand curve. 

See aggregate demand

(AD) curve

and constant elasticities,

80, 81f

consumers, 125 126, 126f

derivation, 144 147, 145f

elasticity along a linear

demand curve, 80f

firm s demand curve for a

factor, 310, 311f

foreign exchange, 901 902

graph, 64n

long-run demand curve, 82

market demand curve, 51n,

126f, 313 314

micro  demand curve,

572 574

for monopolists, 226

movements along, vs. shifts

of whole curve, 55 57, 57f

negatively sloped, and

consumer surplus, 131

for perfectly competitive

firm, 200 202, 201f

price, and value to

consumers, 110, 110f

and price discrimination, 239

shifts in, 53 55, 56f,

65 66, 65f

short-run demand 

curve, 82

slope, 77

slope, and income and

substitution effects,

128 129, 129f

supply shift, effects of, 76f

demand deposits, 693

demand-determined national
income, 625

demand-determined output,

532, 537n, 561 562

demand-determined real

GDP, 583

demand elasticities

cross elasticity of demand,

93 94

and demand curves, 80,

80f, 81f

determinants, 81 82

factor demand, 311 312

further details about, 80

income elasticity of demand,

91 93

long run, 81 82

price elasticity of demand. See

price elasticity of demand

short run, 81 82

terminology of, 92

demand for money,

705 710, 708f
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demand inflation, 770

demand schedule, 52 53

demand shock

aggregate demand shock,

574, 580 582, 580f,

600 602, 600f, 601f

contractionary aggregate

demand shocks, 601 602

expansionary aggregate

demand shocks, 600

ice storms, 66

monetary validation, 771, 772f

negative aggregate demand

shock, 585, 601f

no monetary validation,

771, 771f

policy responses to, 770 771,

771f, 772f

demand side of the economy,

570 575

democracy, 409 411

demogrants, 460

demographic shifts, 807, 808f

Department of Finance,

548, 820

Department of Foreign Affairs

and International

Trade, 551

deposit insurance, 397, 687

deposit money, 678 679,

688 690

deposits

chequable deposits, 693

demand deposits, 693

expansion of money from

new deposit, 689 690

kinds of deposits, 693

new deposit, 688 689

non-chequable 

deposits, 693

realistic expansion of

deposits, 692

savings deposits, 693

term deposit, 693

depreciation, 155n, 490, 502, 899

of Canadian dollar, 491,

551, 899

and gross domestic product

(GDP), 505 506

as key macroeconomic

variable, 490 491

depression, 479

deregulation, 297

derived demand, 308

desired aggregate expenditure

(AE), 519

aggregate expenditure (AE),

530 532

autonomous vs. induced

expenditure, 519

and consumption, 520

desired consumption

expenditure, 520 527

desired investment

expenditure, 527 530

and equilibrium national

income, 555

and investment, 520

and price level, 570 571, 571f

simplifications, 519 520

desired consumption

expenditure, 520 527

desired investment expenditure,

527 530, 713

developed countries

and investment and growth,

648 649, 649f

developing countries

challenges facing, 18, 664

demand, increases in, 92

fish stocks, 394

greenhouse gases, 437

growth, and first-world

prosperity, 854

institution building, 385

political vs. economic

assistance, 385

Diamond Trading Company,

235, 266

dictatorships, 384 385

Diefenbaker, John, 681n

differentiated product, 255, 257,

258, 259n, 260, 270, 851

Dilmaghani, M., 435n

diminishing average product, 167

diminishing marginal product,

160 161, 167

diminishing marginal rate of

substitution, 140 141

diminishing marginal response, 41

diminishing marginal returns.

See law of diminishing

marginal returns

diminishing returns, 311

see also law of diminishing

returns

direct burden, 454 456,

455f, 456f

direct control, 296

direct controls, 421 423, 422f

direct costs, 406

direct investment, 894

disagreements among

economists, 26 27

discount, 360

discount coupons, 244 245

discrimination, and 

wage differentials,

336 339, 337f

diseconomies of scale, 180

disequilibrium price, 64

price controls, 101

quantity exchanged,

determination of, 101f

disincentive effects of income

taxes, 456 457

disinflation, 751 752, 780 784

dismal science,  184

disposable income in Canada,

1981 2008, 521f

disposable personal income, 508

distribution of income

and allocative efficiency, 286

Canada, 306, 307f

change in, and demand, 54

flow of income and

expenditure, 10

functional distribution of

income, 306

redistribution programs, 405

size distribution of

income, 306

as social goal, 400

diversification, 869

dividends, 151, 505

division of labour, 12, 161

Dodge, David, 680, 754

Doha Round, 881

double coincidence of wants,

12, 672

double counting, 498

downward wage stickiness,

596 597, 602n

dumping, 878 879

duopoly, 262

durable goods, 526

dynamic analysis, 64n

dynamic view of

competition, 390

E
earned income, 465

economic assistance, 385

economic bads,  512 513

economic data, 32 37, 37f, 67

economic growth, 638

vs. allocative efficiency, 390

balanced growth with

constant technology, 653

benefits of, 639 641

as broader social goal, 403

in Canada and other G7

countries, 506

and climate change, 664 665

costs of, 641 643

cumulative effect of, 639t

endogenous technological

change, 657 659

environmental degradation,

663 665

established theories of,

644 656

and fiscal policy, 614 616

vs. fluctuations, 491 493

government debt, growth

of, 836

Growth Is Bad  school, 641

Growth Is Good  school, 640

human capital, growth in, 643

income, effect on, 91

increasing marginal returns,

659 661

in industrialized countries,

648 649, 649f

and investment and saving,

645 649

knowledge-driven growth, 661

labour force, growth of, 643

limits to growth, 661 666

long run, focus on, 644 645

long-run economic growth.

See long-run economic

growth

nature of, 638 644

neoclassical growth theory,

649 656

new growth theories, 657 661

and oligopolies, 296

opportunity cost,

642 643, 642f

physical capital, growth in, 644

poverty, alleviation of, 640 641

and production possibilities

boundary, 9f

resource exhaustion, 661 663

and saving in Japan, 624 625

social costs, 643

sources of, 643 644

sustainable growth, 665

technological

improvement, 644

three aspects of, 638f

economic losses, 156 157

economic model, 28 29

economic obsolescence, 219

economic profits, 155 156,

450, 871 872

economic regulation

see also government policy

banking regulations, 298

efficiency, promotion of,

291 297

financial crisis and recession,

297 298

natural monopoly, 292 295

oligopolies, 295 297

economic rent, 324

and David Ricardo, 325

determination of, in factor

markets, 327f

examples, 324 325

and market prices, 326

as part of factor s total

earnings, 325 326
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rent seeking, 407

various perspectives on,

326 328

economic surplus, 111 113, 112f

economic systems

command economy, 15 16,

17, 18 19, 388

free-market economies, 16, 17

the great debate, 16 18

mixed economy, 16, 19 20

traditional economy, 15

types of, 15 16

economic theories

assumptions, 27 28

conditions of application, 28

correlation vs. causation, 31 32

described, 27 28

direction of causation, 27 28

economic data, 32 37

economic model, 28 29

and empirical observation,

29, 30f

endogenous variable, 27

exogenous variable, 27

functional forms, 39

functional relation, 38, 39 42

functions, 38 39

functions with minimum or

maximum, 42, 43f

graphing, 37 43

how economists choose their

theories, 29

hypotheses, 28

motives, 27

non-linear functions, 40 42

predictions, 28

rejection vs. confirmation,

30 31

scientific approach, 29

slope of a straight 

line, 40

statistical analysis, 31

testing theories, 29 32

variables, 27

economics

Classical economics, 306

defined, 4

as dismal science,  184

four key economic

problems, 8 9

macroeconomics, 9

microeconomics, 9

scientific approach, 29

uncontrolled experiments, 31

economics of ideas, 

660 661

economies of scale, 179,

850 851, 852f

economists, 25 27, 29

economy, 2

see also market economy

Canadian economy. See

Canadian economy

complexity of the modern

economy, 2 3

demand for investment, 368

demand side of the economy,

570 575

economic systems. See

economic systems

efficient organization, 3

international economy. See

international economy

and oligopoly, 272 273

self-organizing economy, 2 3

supply of saving, 370, 370f

supply side of the economy,

575 578

education

basic education, 461

and employment income, 335f

post-secondary education,

461 462

social programs, 461 462

and wage differentials, 335

efficiency

see also inefficiency

administrative efficiency, 459

allocative efficiency. See

allocative efficiency

different concepts of

efficiency, 175

economic regulation, 291 297

of emissions taxes, 423f

market efficiency. See market

efficiency

monopolistic competition, 286

monopoly, 285 286

oligopoly, 286

perfect competition, 285

productive efficiency,

281 282, 283f, 285

productive efficiency for the

industry, 281, 281f

resource efficiency, 662

and taxation, 454 456

technical efficiency, 175

of tradable pollution permits

( cap and trade ), 425f

efficiency wages, 801

efficient organization, 3

elastic demand, 79

elasticities

cross elasticity of demand,

93 94

factor demand, 311 312

income elasticity of demand,

91 93

price elasticity of demand. See

price elasticity of demand

price elasticity of supply,

84 87

and tax incidence, 87 90

terminology of, 92

elasticity of demand. See

demand elasticities

electricity sector in Ontario, 297

embodied technical change, 654

emissions-prevention approach,

435, 436

emissions taxes, 423 424, 423f

empirical observation, 29, 30f

employment, 481

changes in employment,

791 792

composition of Canadian

employment, 350f

good jobs bad jobs debate,

349 352

as key macroeconomic

variable, 480 483

long-term employment

relationships, 800

in New Classical labour

market, 798f

recent history, 482, 482f

service-sector employment,

349 352, 350t

unions, employment effects

of, 346 348, 348f

vs. wages, 345 346

employment insurance, 91, 466

endangered fish, 394

endogenous interest rate, 371

endogenous money supply, 734

endogenous technological

change, 183, 657 659

endogenous variable, 27, 64

energy intensity of GDP, 434 435

energy prices, volatility of,

741 743

energy use, 433 436

entry, 200, 212 215, 238

entry-attracting price, 212

entry barriers, 231

advertising, 270 271

brand proliferation, 270

created entry barriers,

231 232

importance of, 267 271

for Irish pubs during

booming 1990s, 233

natural entry barriers, 231

oligopoly, 267 271

predatory pricing, 271

significance of, 232

Environment Canada, 418

environmental degradation,

663 665

environmental protection

alternative energy, 435 436

Canadian climate-change

policy, 437 439

cap and trade, 424 427,

425f, 665

carbon capture and

storage, 436

carbon tax, 665

command economies, 19

direct controls, 421 423, 422f

emissions-prevention

approach, 435, 436

energy use, GDP, and

greenhouse-gas emissions,

433 436

environmental degradation,

663 665

garbage by the bag, 421

global climate change,

429 439, 664 665

global collective action,

431 433

global warming, 664

greenhouse-gas emissions,

430 431, 433 436, 664 665

internalizing the

externality, 419

international negotiations,

436 437

negative externalities, 431

open letter to leaders of

Canada s federal political

parties, 440 441

past policy failure, 437 438

policy challenges, 436 439

politics of market-based

environmental policies, 429

pollution. See pollution

substitution approach,

435 436

zero environmental damage,

and allocative efficiency, 419

equal net advantage, 321

equal pay for work of equal

value, 323

equalization payments,

459, 460

equilibrium

capital-market quilibrium,

373 377

equilibrium conditions, 532

equilibrium interest rate,

371f, 712 713, 712f

gross domestic product

(GDP), 571 572

long-run equilibrium,

215 216, 217f, 231 232,

604 605, 605f

macroeconomic equilibrium,

578 586

monetary equilibrium,

710 711

national income, 532 535,

533t, 534f
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equilibrium (continued)

national income, changes in,

535 541

price. See equilibrium price

saving investment

approach, 555

short-run equilibrium, 208 210

equilibrium conditions, 532

equilibrium factor-price

differentials, 321 323, 334

equilibrium interest rate, 371f,

712 713, 712f

equilibrium national income

changes in, 535 541, 556 561

demand-determined

output, 561

and desired aggregate

expenditure, 555

desired consumption and

national income, 552 553

economic fluctuations as self-

fulfilling prophecies,

540 541

multiplier, 537 540

shifts of the AE function,

535 536

short-run macroeconomic

model, 532 535, 533t, 534f

short-run macroeconomic

model (simple model),

552 555, 556 561

equilibrium price, 63 64

algebra of market

equilibrium, 68 69

long-run equilibrium, 83f, 86f

short-run equilibrium, 83f, 86f

equilibrium wage differentials,

323 324, 334, 336

equity

horizontal equity, 453

issues, 20, 151

meaning of, 452

and taxation, 452 454

vertical equity, 452 453

the euro, 551

European Central Bank, 680, 904

European Common Market, 851

European Exchange Rate

Mechanism (ERM), 904

European Union, 551, 851, 903

excess burden, 454 456,

455f, 456f

excess capacity, 167

excess-capacity theorem, 259 260

excess demand, 62, 102 104, 629

excess reserves, 688, 691

excess supply, 63, 102, 629

exchange rate, 490, 898

adjustable peg system, 902

Bretton Woods system, 904

Canadian U.S. dollar

exchange rate, 490, 491f

capital movements, 907 908

determination of, 902 910

fixed exchange rate, 902,

903f, 904, 905, 919 924

flexible exchange rate, 902,

903 908, 903f, 906f, 916,

920 922, 921f

as key macroeconomic

variable, 490

managed float, 902

and monetary policy, 

743 744

and the news, 911

pegged exchange rates, 585

PPP exchange rate, 917, 918f

reverse definition of, 490

structural changes, 908 909

trade-weighted exchange

rate, 490

volatility of, 909 910

excise tax, 87 90, 88f, 449 451

excludable, 392, 393 395

execution lag, 613

existing plants, 217

exit, 200, 212 215, 214f

exit-inducing price, 213

exogenous interest rate, 371

exogenous variable, 27, 64

expansionary aggregate

demand shocks, 600

expansionary monetary

policy, 737

expectations

about the future, and

demand, 55

backward-looking, 766

change in, 526

formation of, 766

forward-looking, 766

inflation expectations,

764, 768

rational expectations, 766

role of, 540 541

expectations-augmented

Phillips curve, 777

expected future income, and

saving, 369

expected inflation. See

anticipated inflation

expenditure

autonomous expenditure,

519, 530, 530f

changes in, 745

circular flow of income and

expenditure, 10 11, 10f

government expenditure. See

government expenditure

induced expenditure, 519

total expenditure. See total

expenditure

explicit collusion, 265 266,

268 269

explicit costs, 155 156, 155n

Export Development Canada,

856, 872

exports, 503

Canadian exports,

1970 2008, 492f

Canadian exports, by

industry, 843f

changes in demand for, 909

comparative advantage,

857, 857f

and gross domestic product

(GDP), 504

as key macroeconomic

variable, 491

net exports. See net exports

and supply of foreign

exchange, 899 900

supply-side increase in

domestic price, 906

externalities, 390

and allocative inefficiency,

391, 391f

Coase theorem, 392

described, 20, 390 392

internalizing the

externality, 419

negative externalities, 

391, 431

pollution, 418 419, 418f

positive externalities, 391

private vs. social cost, 390 391

third-party effects, 390

F
factor demand, 308 314

factor endowment theory of

comparative advantage,

852 853, 869

factor incomes, 504 505

factor markets

acquired differences, 321 322

compensating differentials,

322 323

demand and supply shifts,

319 320, 319f

demand for factors, 308 314

described, 10

economic rent, 324 328

equilibrium factor-price

differentials, 321 323

factor-price differentials,

320 323

and goods markets, 307

intrinsic differences, 321

operation of, 319 328

supply of factors, 314 319

temporary factor-price

differentials, 321, 322f

transfer earnings, 324

factor mobility, 314 315,

316 318

factor-price differentials, 320 323

factor prices

adjustment of, 592, 594 599

costs and factor proportions,

effects on, 196f

long-run average cost curves

and, 182

and the output gap, 594 597

short-run cost curves and,

168 169

factor supply, 314 319

to the economy, 315 316

GDP accounting, 627

long run, 628

to particular firm, 319

to a particular industry,

316 318

factor utilization

normal  rates, 630, 630n

rate, 627, 629 630

in short run, 629 630

factors of production, 4

demand for factors, 308 314

described, 154

factor incomes, 504 505

factor mobility, 314 315

firm s demand curve for a

factor, 310, 311f

fixed factors of

production, 158

marginal product, change in,

313 314

marginal revenue product
(MRP), 309

market demand curve, 313 314

mobility, 314 315, 316 318

prices. See factor prices

and profit maximization, 309

substitution between factors,

311 312

transfer earnings, 324

farm problem, 115

farm subsidies, 882

featherbedding, 347 348

federal government debt and

deficit, 821 822, 821f, 822f

feedback effects, 99 100

fiat money, 677 678

fibre optics, 265

final goods, 498

financial assets, 679

financial capital

see also capital market

demand for, 358, 374 375
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described, 151

excess supply of, 371

firm s demand for capital,

364 368

increases in demand for,

374 375

increases in supply of, 373 374

interest rate as price  of, 370

meaning of, 357

mobility across international

borders, 715

vs. real capital, 151

supply of, 358

supply of capital, 358, 373 374

financial crisis, 297 298, 359,

412, 585, 684, 735,

755 756, 920 921

financial institutions, 683 684

financial intermediaries,

358 359, 489, 679, 684

financial markets, 683

financing of firms, 151, 358

fine tuning, 614

firms

capacity, 167

choices in the very long run,

186 188

declining industries, response

to, 219

demand for capital, 364 368

and factor supply, 319

financing of firms, 151, 358

goals of firms, 152 153

industries with a few large

firms, 252 253

industries with many small

firms, 252

marginal decision on factor

use, 308 310

marginal revenue, change

in, 314

and monopolists, 230

optimal capital stock,

365 366, 366f

organization of firms, 150

perfectly competitive firm,

200 202, 201f

price setter, 255, 562, 576

price takers, 201, 576

profit maximization, 153

reasons for holding money,

706 707

first asymmetry, 577

first-come, first-served, 104

fiscal federalism, 458 460

fiscal policy

automatic fiscal stabilizers,

610 613

and budget deficit, 

823 825

budget deficit function,

823 824, 823f

counter-cyclical fiscal

policy, 831

cyclically adjusted deficit

(CAD), 824 825, 824f, 825f

decision lags, 613

discretionary fiscal policy,

practical limitations,

613 614

discretionary fiscal policy,

role of, 614

execution lag, 613

fine tuning, 614

fiscal stabilization, basic

theory of, 606 612

formal fiscal rules, 834 836

government debt, effect of,

831 832

in the Great Depression,

610 611

gross tuning, 614

and growth, 614 616

inflationary gap, closing of,

608, 608f

paradox of thrift, 608 610

recessionary gap, closing of,

607, 607f

response to 2008 2009

recession, 615

short-run level of GDP, 633

in short-run macroeconomic

model, 557 561

stabilization policy, 557 561,

559f, 606 616

temporary vs. permanent tax

changes, 613 614

fixed capital, 164t

fixed exchange rate, 902, 903f,

904, 905, 919 924

fixed factors, 157, 169

fixed factors of production, 158

fixed investment, 502

Fleming, Donald, 681n

flexible exchange rate, 902,

903 908, 903f, 906f, 916,

920 922, 921f

flexible manufacturer, 12

flexible wages, 601

flows

credit flows, 488 489

greenhouse gas

emissions, 430

of income and expenditure,

10 11, 10f, 500f

investment, 375, 376f

in labour market, 792 793,

794 795

production, 154n

of purchases, 49

quantity supplies, 57

of services, 360

vs. stock, 49, 50, 366 367

time dimension, 50

fluctuations

vs. growth, 491 493

measures of, in Canada, 606

in real GDP,

1965 2008, 478f

seasonal fluctuations in

unemployment, 482

as self-fulfilling prophecies,

540 541

short-term fluctuations in

economic activity, 493

short-term fluctuations in

GDP, 477

unemployment fluctuations,

796 803

food prices, volatility of, 741 743

foreign direct investment, 151

foreign exchange, 490,

899 902, 919

foreign-exchange market, 490,

899 902, 901f, 916 919

foreign-exchange risk, 923

foreign-held debt, 833

foreign income, 550

foreign trade. See

international trade

formal education, 335

Forsey, Eugene, 347

45  line, 524

forward-looking

expectations, 766

forward markets, 923

four key economic

problems, 8 9

fractional-reserve system, 687

fractionally backed paper

money, 677

free-market economies, 16

see also market economy

automatic coordination,

386 387

case for free markets, 386 389

decentralization of power,

388 389

equity issues, 20

formal defence, 386

informal defence, 386

innovation and growth,

387 388

and market failures. See

market failures

vs. mixed economies, 17

and social goals, 403

The Free-Market Innovation

Machine (Baumol), 290

free-rider problem, 396

free trade

case for free trade, 868

vs. protectionism, 868 875

free trade area (FTA), 883 884

frictional unemployment,

481 482, 795, 804, 810 811

Friedman, Milton, 388f, 389,

389n, 523, 720, 775

full-employment output, 478

functional distribution of

income, 306

functional forms, 39

functional relation, 38, 39 42

functions, 38 39

functions with minimum or

maximum, 42, 43f

G
G7 countries, 506

G20 countries, 615

gains from trade, 845

absolute advantage,

845 846, 846t

acquired comparative

advantage, 854

climate, and comparative

advantage, 853

comparative advantage,

846 848, 846t, 852 855

constant opportunity

costs, 848f

economies of scale, 850 851

factor endowment theory of

comparative advantage,

852 853

generally, 849

human capital, 853 854

illustration of, 845 848

learning by doing, 851 852

specialization, 847t

with variable costs, 

848 851

Galbraith, John Kenneth, 468

game theory, 262 265

garbage by the bag, 421

GDP accounting

application, 630 632

basic principle, 627 630

short-run vs. long-run

macroeconomics, 626 632

GDP deflator, 509 510

GDP on the expenditure side,

501 504

GDP on the income side, 501,

504 506, 506t

General Agreement on Tariffs

and Trade (GATT), 

880 883

general-equilibrium

analysis, 100
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The General Theory of

Employment, Interest and

Money (Keynes), 583,

605n, 798n

Germany, hyperinflation in, 674

Giffen, Robert, 128

Giffen goods, 128 129

global climate change, 429 439

global collective environmental

action, 431 433

global economy. See

international economy

global supply chains, 860 861

global warming, 664

globalization

Canadian economy, effect

on, 254

causes of, 13

and choice, 13

debate, 14

described, 13

investment and saving in

globalized financial

markets, 375

nature of globalization, 254

and structural change, 809

globalization protests, 14

goals of firms, 152 153

gold standard, 677

good jobs bad jobs debate,

349 352

goods, 4

complements in

consumption, 55

conspicuous consumption

goods, 130

durable goods, 526

excludable, 392, 393 395

final goods, 498

Giffen goods, 128 129

government purchases of

goods, 458

inferior goods, 54, 93, 128

intermediate goods, 498

non-durable goods, 526

non-excludable, 392 396

non-rivalrous goods, 392 396

non-traded goods, 919

normal goods, 54, 93

private goods, 392

public goods, 19 20,

395 396, 396f

rivalrous, 392

substitutes in consumption,

54 55

use of, 4

Goods and Services Tax (GST),

447, 449 451, 452f

goods markets

described, 10

and factor markets, 307

Gore, Al, 429, 430f

government

basic functions of, 384 385

bonds, 571n

budget deficit. See

budget deficit

budget surplus. See

budget surplus

debt, 548

as decision makers, 10

declining industries, response

to, 219

duty of, 152

evaluation of role of, 467 469

expenditure. See government

expenditure

failure, 407 411

Government of Canada,

404, 682

intervention. See government

intervention

in mixed economy, 19 20

as monopolist, 410 411

monopoly of violence, 384 385

municipal governments, 548

net tax revenue, 819

policy. See government policy

program spending, 820

provincial governments, 548

public vs. private 

sector, 468

scope of government activity,

468 469

in short-run macroeconomic

model (simple model),

547 549

support of industry, and job

creation, 318

taxes. See taxation

government debt, 819

in Canada, 821 822

causes of, 827

debt-to-GDP ratio, 825 827

economic policy, effect on,

830 832

effects of, 827 834

federal government,

821 822, 821f, 822f

foreign-held debt, 833

long-term burden of

government debt, 829 830

provincial governments, 822

government expenditure

in Canada, 457 467

Canadian fiscal federalism,

458 460

Canadian social programs,

460 467

deficit-financed, 610 611

discretionary

expenditure, 820

equalization payments,

459, 460

expenditures by Canadian

governments, 2008, 458f

vs. government

purchases, 503

intergovernmental transfers,

459 460

transfer payments, 458, 459t,

503, 547, 560 561

government failure, 407 411

government intervention

agriculture and the farm

problem, 115

amount of intervention,

411 412

competition policy, 298 300

compliance costs, 406 407

cost-benefit analysis, 404

costs of, 405 407

democracy, and inefficient

public choices, 409 410

direct costs, 406

economic growth, 403

government failure, 407 411

income distribution, 400

indirect costs, 406 407

and inefficiency, 115 116

mix of market and

government

intervention, 384

paternalism, 402

prices. See price controls

production costs, changes

in, 406

protection of individuals

from others, 402

public choice theory,

408 409

public provision, 405

public provision, preferences

for, 400 402

redistribution programs, 405

regulations, 405

rent seeking, 407

social goals, 399 403

social responsibility, 402 403

subsidies. See subsidies

tools of, 404 405

Government of Canada,

404, 682

government policy

allocative efficiency, 291

competition policy, 298 300

desired saving, increasing, 374

economic regulation,

291 297

evolution of, 469

fiscal policy. See fiscal policy

investment, encouragement

of, 375

and labour-market

flexibility, 809 810

labour markets, and

adaptation to changes, 806

minimum wages, 103, 115,

342 344

monetary policy. See

monetary policy

natural monopoly, 292 294

oligopolies, 295 297

pay equity, 323 324

short-run vs. long-run

macroeconomics, 632 634

trade policy. See trade policy

government purchases, 503

changes in, 560

cost vs. market value, 503

of goods and services,

458, 547

vs. government expenditure,

503, 547

increases in, 614 616

graphing

concave to the origin, 7 8

cross-sectional data, 35

demand curve, 64n

economic data, 35 37

economic theories, 37 43

functional forms, 39

functional relation, 38, 39 42

functions, 38 39

functions with minimum or

maximum, 42, 43f

introduction to graphing,

6, 37

market, graphical analysis of,

62 64

non-linear functions, 40 42

scatter diagram, 36 37, 37f

slope of a straight line, 40

supply curve, 64n

time-series data, 35 36

utility, 122, 122f

The Great Canadian

Disinflation (Robson and

Laidler), 752n

Great Depression, 479, 609,

610 611, 744 745,

746 747, 770, 874

Green, C., 435n

greenhouse-gas emissions,

430 431, 433 436, 664 665

Gresham, Thomas, 675

Gresham s law, 675 676

gross domestic product

(GDP), 501

actual GDP, 626f

consumption expenditure, 501

debt-to-GDP ratio, 825 827

demand-determined real

GDP, 583
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disposable personal

income, 508

economic bads,  512 513

energy intensity of GDP,

434 435

equilibrium GDP, 571 572

factor incomes, 504 505

GDP accounting, 626 632

GDP deflator, 509 510

GDP on the expenditure side,

501 504

GDP on the income side,

501, 504 506, 506t

government purchases,

502 503

vs. gross national product

(GNP), 507 508

growth and fluctuations in

real GDP, 1965 2008, 478f

growth rate of, 560n

home production, 512

illegal activities, 510 511

investment expenditure, 502

and living standards, 513 514

measurement of, 477

net exports, 503 504

nominal GDP, 509 510,

509t, 510n, 511

non-factor payments,

505 506

non-market activities, 512

omissions from, 510 513

per capita GDP, 638

potential GDP, 479, 480f, 626f

real GDP, 509 510, 509t,

511, 708

reducing global GDP, 434

short-term fluctuations, 477

three sources of changes 

in, 631f

total expenditures, 504

total national income, 506

underground economy, 512

world GDP, energy use, and

greenhouse-gas emissions,

433 436

gross investment, 502

gross national product (GNP),

507 508

gross tuning, 614

growth

economic growth. See

economic growth

and free markets, 387 388

population growth. See

population

productivity growth, 628

social costs of economic

growth, 643

Guaranteed Income Supplement

(GIS), 467

H
happiness, 125, 514, 643

Harper, Stephen, 349

health care

cost containment, 462

market, 105

private sector, role of, 462 463

public expenditure, 462 463

reform, 463

Heckscher, Eli, 852

Heckscher-Ohlin model, 852 853

historical perspective

Asian crisis, and Canadian

economy, 585

Canadian monetary history,

749 756

central planning, failure of,

18 19

creative destruction, 234

David Ricardo, and economic

rent, 325

development of unions in

Canada, 347

explicit cooperation in

OPEC, 268 269

fiscal policy in the Great

Depression, 610

hyperinflation, and the value

of money, 674

ice storms, hurricanes, and

economics, 66

Jacob Viner and the clever

draftsman, 182

mercantilism, 913

money, and the Great

Depression, 746 747

real-world weather shocks,

66 67

trade protection and

recession, 874

unions, development of, 347

workers, and technological

change, 656

A History of the Canadian

Dollar (Powell), 678n

Hobbes, Thomas, 384

hold-up of capital, 348

home production, 512

homogeneous product, 199

horizontal equity, 453

hours per person, 316

households

reasons for holding money,

706 707

stocks and bonds, purchase

of, 358

wealth, change in, 525

housing collapse, 359, 684

housing shortages, 106 107

human capital, 335 336, 357,

643, 652 653, 853 854

Human Resources and Social

Development, 342, 805
Hume, David, 842

hunter-gatherer societies, 11

hurdle pricing, 244 245

Hurricane Katrina, 66 67

hyperinflation, 484, 673,

674 675

hypotheses, 28

hysteresis, 718, 719, 808 809

I
ice storms, 66

ideas, 660 661

idle capital equipment, 168

idle resources, 9

illegal activities, 510 511

illustrative abstraction, 28 29

imperfect competition, 254 257

choice of prices, 255 256

choice of products, 255

differentiated products, 255

innovation and, 290

monopolistic competition,

257 260

non-price competition, 256

oligopoly, 261 273

vs. perfect competition, 256

wage differentials, 

339 342

implicit costs, 155 156, 155n

import duty. See tariffs

import quota, 876, 877f

imports, 503

Canadian imports,

1970 2008, 492f

Canadian imports, by

industry, 843f

comparative advantage,

857, 857f

and gross domestic product

(GDP), 503 504

as key macroeconomic

variable, 491

marginal propensity to

import, 549

multiplier with taxes and

imports, 556 557

rise in foreign price of,

906 907

improved inputs, 185

incentives

described, 3

misplaced incentives, 19

income

break-even level of

income, 465

change in, and consumer s

reaction, 144

circular flow of income and

expenditure, 10 11, 10f

and consumption, 38f

current income, and

saving, 369

and demand, 54

disposable income in Canada,

1981 2008, 521f

disposable personal

income, 508

distribution of income. See

distribution of income

earned income, 465

education, and employment
income, 335f

expected future income, and

saving, 369

factor incomes, 504 505

foreign income, 550

growth, effect of, 373, 374 375

and inferior goods, 93

as key macroeconomic

variable, 476 480

national income. See

national income

net domestic income, 505

real income, 127, 513

scatter diagram of household

income and saving, 37f

total national income, 506

income effect, 128

indifference theory, 146 147

interest rate, 370n

of price change, 147f

and price changes, 126 131

and taxation, 130 131

income-elastic, 91

income elasticity of demand,

91 93

income-inelastic, 91

income-support programs,

463 466

income taxes, 447, 448 449,

456 457

income-tested benefits, 460

An Incomplete Truth

(Gore), 429

increasing returns (to

scale), 179

incremental utility, 121n

index numbers, 32 35, 33t

indifference curves

budget line, 141 143

consumer s utility-maximizing

choices, 143 144

demand curve, deriving,

144 147, 145f

described, 139 141

diminishing marginal rate of

substitution, 140 141

income effect, 146 147

indifference map, 141, 141f

substitution effect, 146 147
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indifference map, 141, 141f

indirect costs, 406 407

indirect taxes, 499n, 505

induced expenditure, 519

industrial concentration,

253 254

industrial unions, 347

industrialized countries. See

developed countries

industry

government support of

industry, and job creation,

318, 812

industrial concentration,

253 254

industries with a few large

firms, 252 253

industries with many small

firms, 252

industry supply curve, 207, 208f

interindustry wage

differentials, 344

long-run industry supply

curve, 220

and monopolists, 230

symmetric vs.

asymmetric, 259n

unionization rates, by

industry, 346t

Industry Canada, 253

inefficiency

see also efficiency

democracy, and inefficient

public choices, 409 410

of direct controls,

421 422, 422f

examples of, 280

externalities, and allocative

inefficiency, 391, 391f

and government intervention,

115 116

monopoly, 230, 230f

output quotas,

114 115, 114f

reallocation of

production, 281

inelastic demand, 77, 79, 89

inelastic supply, 89

infant industry argument,

870 871

inferior goods, 54, 93, 128

inflation, 485, 763

accelerating inflation,

774 775, 776 777

anticipated inflation, 487,

763, 767

in Canada, 673

causes of, 775 776

conclusion, 777

consequences of, 776

constant inflation,

768 769, 768f

continually increasing rate

of, 775

CPI and core inflation, 742f

CPI inflation,

1965 2009, 763f

deflation, 769, 770

demand inflation, 770

disinflation, 751 752,

780 784

expectations, 764,

765 766, 768

high inflation, costs of, 764

hyperinflation, 484, 673,

674 675

Inflation Calculator, 486, 763

and interest rate, 372, 488,

623 624

international

perspective, 719f

as key macroeconomic

variable, 484 487

in macroeconomic model,

764 769

meaning of, 372

as monetary phenomenon,

775 779

and monetary policy, 740f

NAIRU. See NAIRU (non-

accelerating inflation rate

of unemployment)

output-gap inflation, 767

and price, 767 768

and price level, 372

purchasing power of

money, 486

recent history, 486 487, 487f

reducing inflation, 779 784

and relative prices, 68 70

rising inflation, 1987 1990,

750 751

significance of, 489

stagflation, 603, 780,

781 783

supply inflation, 771

sustained inflation, 739,

778, 782f

targeting. See inflation

targeting

too low inflation, 756

unanticipated inflation, 487,

738, 763

uncertainty and, 738

wages, changes in, 764 767

inflation targeting

and automatic

stabilizers, 741

complications, 741 744

described, 623

exchange rate and monetary

policy, 743 744

formal systems of, 739

output gap, role of,

739 740, 740f

overall success of, 739

reasons for targeting

inflation, 738 739

recent periods of, 752 755

as stabilizing policy, 740 741

volatile food and energy

prices, 741 743

inflationary gap, 478, 594, 597,

608, 608f

information

asymmetric information,

396 398

as public good, 396

inherited skills, 334 335

innovation, 267, 272 273, 290,

294 295, 387 388, 655,

658 659

inputs

economies of scale, 179

fixed factors, 157

improved inputs, 185

input prices, changes in,

577 578

prices of, and supply, 59 60

and production, 154

variable factors, 157

Inside the Black Box

(Rosenberg), 657

installed capital, 348

institution building, 385

institutions

financial institutions, 683 684

and market economies, 3

mixed economy, 19

integrated tax system, 449

intensity of preferences, 409

interaction among markets,

99 100

interbank activities, 685

interest, 151, 505, 505n

see also interest rate

interest rate, 488

bank rate, 732

on bond, 367

and bond yields, 704 705

change in, 526

as cost of borrowing, 526

and credit flows, 488 489

and demand for money, 708

determination, in market for

financial capital, 371, 371f

discounting by, 360, 361n

endogenous, 371

equilibrium interest rate,

371f, 712 713, 712f

exogenous, 371

and extraction of natural

resources, 377

income effect, 370n

and inflation, 372, 488,

623 624

and investment demand,

367 368, 368f

as key macroeconomic

variable, 487 489

liquidity preference theory of

interest, 711

market interest rate, 704

vs. money supply, 729 731

nominal interest rate, 371,

372, 488, 489f,

708n, 714n

overnight interest rate,

732 734, 733f

and present value, 701 703

as price  of financial

capital, 370

real interest rate, 371, 372,

376f, 488, 489f,

528 529, 708n

reduction in, and firm s

optimal capital stock, 366

and saving, 370

short-term interest rates,

1975 2009, 749f

significance of, 489

and slope of the AD curve, 716

substitution effect, 370n

targeting the interest

rate, 731

intergovernmental transfers,

459 460

intermediate goods, 498

intermediate products, 154

internalizing the

externality, 419

international borrowing,

913 914

international economy

depreciation and

appreciation, 490 491

exchange rate, 490

inflation and money

growth, 719f

investment and saving in

globalized financial

markets, 375, 649

and macroeconomic

variables, 490

Marshall-Lerner

condition, 902n

International Labour

Organization, 882

International Monetary Fund

(IMF), 14, 895, 904
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international trade

Canada s trading

partners, 844

comparative advantage. See

comparative advantage

economic profits in foreign

markets, 871 872

exports. See exports

foreign income, changes

in, 550

and free trade

agreements, 491

gains from trade, 844 855

global supply chains,

860 861

growth in world trade, 843f

imports. See imports

international relative prices,

550 552

intra-industry trade, 844, 851

law of one price, 855 856

marginal propensity to

import, 549

meaning of, 842

net export function,

550 552, 550f, 551f

pattern of trade, 855 862

in short-run macroeconomic

model, 549 552

terms of trade, 859 862,

859f, 862f, 870

trade policy. See trade policy

transaction costs, 922 923

and uncertainty, 922 923

volume of trade vs. balance

of trade, 843 844

interpersonal trade, 844

interregional trade, 845

intra-industry trade, 844, 851

inventories, 502

changes in, 502, 528 529

and real interest rate,

528 529

investment

and aggregate

expenditure, 520

and capital market, 371 377

changes in desired

investment, 713 714

in closed economies,

828 829

crowding out, 828, 829f

demand for investment. See

investment demand

desired saving vs. desired

investment, 534

direct investment, 894

encouragement of, 375

expenditure. See investment

expenditure

fixed investment, 502

flow, 375, 376f

in globalized financial

markets, 375, 649

gross investment, 502

in industrialized countries,

648 649, 649f

net investment, 502

portfolio investment, 894

and saving, in long-run,

645 649, 646f

volatility of investment,

1981 2008, 528f

investment demand

economy s demand for

investment, 368

firm s demand for capital,

364 368

increases in, 647f, 648

and interest rate,

367 368, 368f

investment expenditure, 502

autonomous expenditure,

530, 530f

business confidence, 530

changes in sales, 529 530

desired investment

expenditure, 527 530

real interest rate, 528 529

invisible hand, 3

involuntary

unemployment, 805

isocost lines, 194, 194f

isoquant analysis, 192 196,

193f, 194f, 195f

isoquant map, 193, 194f

isoquants, 192 193, 193f

J
Jaccard, Mark, 437, 438n

Japanese economy, 624 625

job creation, 318, 792, 812,

873 874

job destruction, 792

job security, 345 346

K
key economic problems

idle resources, 9

productive capacity, growth

in, 9

what is consumed and by

whom, 9

what is produced and how, 8

Keynes, John Maynard, 523,

583, 605n, 720, 798n

Keynesian AS curve, 582, 583

Keynesian consumption

function, 523

Keynesians, 720 722, 744 745

knowledge, 660 661

knowledge-driven growth, 661

knowledge transfer, 658

Krueger, Alan, 344

Kuhn, Peter, 349n

Kyoto Protocol, 432 433, 433t

L
labour

described, 4, 154

division of labour, 12, 161

hours per person, 316

marginal product, 650, 797

mobility of labour, 317 318

non-monetary considerations,

318, 324

population, variations in, 315

real wages, changes in, 316

specialization of labour,

11 13

supply of, 315 316, 628

variable labour, 164t

wage differentials, 321,

323 324

labour force, 481

growth of, 643, 652

as key macroeconomic

variable, 480 483

labour-force participation

rate, 315 316, 628

protection against low-wage

foreign labour, 872 873

recent history, 482f

labour-force participation rate,

315 316, 628

labour market

adaptation to changes, 806

bilateral monopoly,

341 342, 342f

competitive labour

markets, 343

discrimination,

336 339, 337f

flexibility, and policy, 809 810

flows in, 792 793, 794 795

good jobs bad jobs debate,

349 352

legislated minimum wages,

342 344, 343f

monopsony, 340 342

New Classical labour

market, 798f

paradox of value, 135

stocks, 794 795

union in a competitive 

labour market, 339 340,

340f

wage differentials, 334 344

labour productivity, 483, 484f

labour union, 339

bargaining, and New

Keynesian theory, 802

collective bargaining, 341,

345 348

in competitive labour market,

339 340, 340f

craft unions, 347

development of unions in
Canada, 347

employment effects of,

346 348, 348f

featherbedding, 347 348

industrial unions, 347

influence on economic

outcomes, 348 349

job security, 345 346

monopsony, 341 342

national unions, 347

statistics, 345

union membership in

Canada, 345f

union wage premium,

346, 348f

unionization rates, by

industry, 346t

wage levels, and size of

union, 346

wages vs. employment,

345 346

Laffer, Arthur, 457

Laffer curve, 457, 457f

Lafrance, R., 917n

lags

decision lags, 613

execution lag, 613

time lags, in monetary policy,

744 749

Laidler, David, 752n

land

described, 4, 154

mobility of land, 317

supply of, 315

law of diminishing marginal

returns, 311,

650 651, 651f

law of diminishing marginal

utility, 121, 126

law of diminishing returns,

160, 162, 576

law of one price, 855 856

leaky bucket  analogy, 401

lean production, 12

learning by doing, 12,

657 658, 851 852, 852f

lender of last resort, 682

Lewis, William, 659

life-cycle theory, 523

limited partnership, 150

The Limits to Growth (Club 

of Rome), 661
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linear consumption

function, 39

linearly related, 40

liquidity preference theory of

interest, 711

living standards. See standard

of living

long run, 158

capital, supply of, 628

capital market, trends in,

375 377

cost minimization, 175 177

decisions, in competitive

market, 212 219

entry and exit, 212 215

factor supply, 628

focus on, 644 645

investment, and natural

monopoly, 294

labour supply, 628

long-run cost curves, 178 182

macroeconomic model. See

long-run macroeconomic

model

macroeconomics vs.

microeconomics, 625n

monopolistic

competition, 259

monopoly, 231 232

national income, 625

principle of substitution,

177 178

productivity, 628 629

profit maximization, and cost

minimization, 175 181

long-run aggregate supply

curve, 605

long-run average cost (LRAC)

curve, 178

constant costs, 180

decreasing costs, 179 180

increasing costs, 180

shape of, 178 180, 179f

shifts in, 181 182

and short-run cost curves,

180 181, 181f

long-run cost curves, 178 182

long-run demand curve, 82

long-run economic growth,

477, 492 493

long-run equilibrium, 83f, 86f,

215 216, 217f, 231 232,

259, 604 605, 605f

long-run industry supply

curve, 220

long-run macroeconomic model

aggregate demand and supply

shocks, 599 605

defining characteristics,

592 593

inflation, 764 769

long-run equilibrium,

604 605, 605f

short-run vs. long-run

macroeconomics. See

short-run vs. long-run

macroeconomics

long-run neutrality of money,

717 719, 717f

long-run supply curve

long-run industry supply

curve, 220

price elasticity of supply, 86

rent controls, 106, 106f

long-term burden of

government debt, 829 830

long-term capital

movements, 908

Lorenz curve, 306, 308f

loss minimization, 210, 213

losses

deadweight loss. See

deadweight loss

economic losses, 156 157

exit caused by, 214f

loss minimization, 210

low-income cutoff, 463

lump-sum tax, 447

luxuries, 92 93

M
M1, 693

M2, 693

M2+, 693

MacKenzie King, William

Lyon, 874

macroeconomic equilibrium,

578 586, 579f

aggregate demand

shock, 580f

aggregate demand shocks,

580 582

aggregate supply shocks,

582 584, 584f

changes in, 579 580

negative shock, 579

positive shock, 579

macroeconomic states, 593t

macroeconomic variables

depreciation and

appreciation, 490 491

employment, 480 483

exchange rate, 490

exports and imports, 491

income, 476 480

inflation, 484 487

interest rates, 487 489

labour force, 480 483

output, 476 480

price level, 484 487

productivity, 483 484

unemployment, 480 483

macroeconomics, 9, 475

and capital market, 377

key macroeconomic

variables, 476 491

Malthus, Thomas, 161,

184, 605n

managed float, 902

margin of dumping, 878

marginal benefit, 11

marginal cost (MC), 164

of abating pollution, 420

described, 10 11

equality of MR and MC, and

profit maximization,

205 206

increasing, 41

marginal cost (MC) curve,

165, 166f

marginal-cost pricing, 293

marginal decisions, 10 11

marginal product (MP), 160

change in factor s marginal

product, 313 314

diminishing marginal

product, 160 161

firm s demand curve for a

factor, 310

labour, 650, 797

in the short run, 159f
marginal propensity to

consume (MPC), 524

marginal propensity to

import, 549

marginal propensity to save

(MPS), 525

marginal propensity to spend,

531 532

marginal propensity to tax, 548

marginal rate of substitution

(MRS), 140

marginal rate of technical

substitution, 192

marginal response,

diminishing, 41

marginal returns, increasing,

659 661

marginal revenue (MR), 202

change in firm s marginal

revenue, 314

equality of MR and MC, and

profit maximization,

205 206

firm s demand curve for a

factor, 310

monopolists, 226 228, 228f

in perfect competition, 202

marginal revenue product

(MRP), 309

marginal tax rate, 448

marginal utility, 121

and consumer choice,

121 126

and consumption, 122f

fundamental equation, 124

law of diminishing marginal

utility, 121, 126

market, 62

capital market. See

capital market

changes in market prices,

64 67

and choice, 12 13

competitive market. See

competitive market

concept of a market, 62

crude oil market, 70

defining the market, 254

described, 12

efficiency. See

market efficiency

feedback effects, 99 100

financial markets, 683

general-equilibrium

analysis, 100

government-controlled prices,

100 108

graphical analysis, 62 64

interaction among markets,

99 100
interest rate, 704

labour market. See

labour market

for lemons,  399

linkages between

markets, 100

mix of market and

government

intervention, 384

paradox of value,

133 135, 134f

partial-equilibrium analysis,

99 100

perfectly competitive

markets, 62

and price, 3, 62 67

for tradable pollution

permits, 426f

market-clearing price. See

equilibrium price

market demand curve

described, 51n, 126f

for a factor, 313 314

market-development costs,

659 660

market economy

see also free-market

economies

alternative to, 15 20
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case for free markets,

386 389

defined, 12

efficient organization, 3

first-come, first-served, 104

main characteristics, 3

self-organizing economy, 2

market efficiency, 109 116

see also allocative efficiency

demand as value, 109 111

and economic surplus,

111 112, 112f

output quotas, inefficiency

of, 114 115, 114f

and price controls,

112 114, 113f

and price discrimination,

245 246

supply as cost,  109 111

market failures, 389

adverse selection, 397 398

and allocative efficiency,

289 291

asymmetric information,

396 398

described, 19 20

externalities, 390 392

market power, 389 390

moral hazard, 397

non-rivalrous and non-

excludable goods, 392 396

The Market for Lemons

(Akerlof), 399

market inefficiency, 113, 113f

market power, 198

allocative efficiency vs.

economic growth, 390

degree of market power, 200

inevitability of, 389 390

market segments,

identification of, 242

and price discrimination, 240

market price

and bond yields, 704 705

and economic rent, 326

and present value, 703 704

market segments, price

discrimination among,

241 242

market share, 266 267

market structures, 198

competitive market structure.

See competitive market

efficiency and, 285 291

imperfect competition,

254 257

and innovation, 658 659

monopolistic competition,

252, 257 260

monopoly. See monopoly

oligopoly, 253, 261 273

perfect competition. See

perfect competition

review of, 280t

significance of, 199

market value, vs. cost, 503

Marshall, Alfred, 4, 51,

64n, 797n

Marshall-Lerner

condition, 902n

Marx, Karl, 16, 17f, 306

mass production, 12

mathematical equation, 38

mathematics. See algebra

maximization of net

advantage, 321

maximizers, 10

maximum of a function, 42

McJobs, 349

medium of exchange, 672

menu costs, 801

mercantilism, 912, 913

metallic money, 673 675

micro  demand curve,

572 574

microeconomic

foundations, 475

microeconomics, 9, 625n

military service, 403

Mill, John Stuart, 605n

milling, 674

minimum efficient scale (MES),

180, 216, 231, 232

minimum of a function, 42

minimum wages, 103, 115,

342 344, 343f

mixed economy, 16

government in, 19 20

rent seeking, 407

mobility of factors, 314 315

mobility of financial

capital, 715

model. See economic model

Modigliani, Franco, 523

Monetarists, 720 722,

721n, 744

monetary equilibrium,

710 711, 711f

monetary policy

see also Bank of Canada

and business cycles, 493

contractionary monetary

policy, 737

credit easing, 735

destabilizing policy, 746 748

disinflation, 751 752

economic recovery,

1983 1987, 750

effectiveness of, 720

and exchange rate, 743 744

expansionary monetary

policy, 737

financial crisis and recession,

2007 to present, 755 756

fine tuning, 614

flexible vs. fixed exchange

rates, 923 924

forward-looking monetary

policy, 748f

government debt, effect of,

830 831

gross tuning, 614

implementation of,

729 737, 730f

inflation targeting, 738 744

inflation targeting,

1991 2000, 752 754

inflation targeting,

2001 2007, 754 755

Keynesians vs. Monetarists,

720 722, 721n

monetary validation, 771,

772f, 773 774, 775,

780 781

policy instrument, 732, 736

political difficulties, 748 749

pre-emptive monetary

policy, 748

quantitative easing, 735

recent Canadian monetary

history, 749 756

rising inflation, 1987 1990,

750 751

shocks and policy responses,

769 779

short-run level of GDP, 633

time lags, 744 749

unconventional  during

2007 2008 financial

crisis, 735

monetary transmission

mechanism, 712 714,

715f, 716f, 737f

monetary validation, 771, 772f,

773 774, 775, 780 781

money

bank notes, 676

and choice, 13

coins, 673 674

creation, by banking system,

688 692

defined, 672

demand for money, 

705 710

deposit money, 678 679,

688 690

fiat money, 677 678

fractionally backed paper

money, 677

gold standard, 677

and the Great Depression,

746 747

Gresham s law, 675 676

growth, across many

countries, 719f

hyperinflation, and value of

money, 674 675

long-run neutrality of money,

717 719, 717f

as medium of exchange, 672

metallic money, 673 675

nature of money, 672 679

and neutrality, 624

opportunity cost of holding

money, 708, 708n

origins of money, 673 678

paper money, 676 677

purchasing power of money,

486, 513

real value of money, 487

reasons for holding money,

706 707

short-run non-neutrality of

money, 719 722

and specialization, 13

as store of value, 672 673

strength of monetary forces,

717 722, 721f

supply. See money supply

and trade, 13

as unit of account, 673

money demand. See demand

for money

money market deposit

accounts, 693

money market mutual

funds, 693

money neutrality, 718

money price, 68

money substitutes, 693 694

money supply, 692

aggregate demand, effect on,

714, 714f

Bank of Canada, as regulator,

682 683

Bank of Canada, role of, 695

changes in, and

desired investment

expenditure, 713

choosing a measure, 694 695

currency, amount in

circulation, 736

definitions of money

supply, 693

endogenous money

supply, 734

vs. interest rate, 729 731

kinds of deposits, 693

M1, 693

M2, 693
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money supply (continued)

M2+, 693

money substitutes, 693 694

near money, 693 694

targeting the money supply,

729 731

three measures of, 694f

monopolist, 225, 226

see also monopoly

average revenue, 226, 228f

firm and industry, 230

government as, 410 411

marginal revenue,

226 228, 228f

negatively sloped demand

curve, 226

no supply curve, 229

revenue concepts,

226 228, 228f

short-run profit

maximization,

228 230, 229f

single-price monopolist,

226 235

monopolistic competition, 257

assumptions of, 257 258

development of, 252

differentiated product,

258, 260

and efficiency, 286

empirical relevance, 260

excess-capacity theorem,

259 260

long-run equilibrium of the

industry, 259

predictions of the theory,

258 260

profit maximization, 258f

review of, 280t

short-run decision of the

firm, 258

monopolistic practices, 287

monopoly, 225, 226

see also monopolist

allocative efficiency,

285 286, 289, 289f

bilateral monopoly, 341 342

cartels, 235 238

vs. competition, 230

creative destruction, 232 235

deadweight loss, 289, 289f

economic regulation,

292 295

and efficiency, 285 286

entry barriers, 231 232, 233

inefficiency of, 230, 230f

long-run equilibrium,

231 232

natural monopoly, 231,

292 295

vs. perfect competition, 230

and price discrimination, 239

review of, 280t

in very long run, 232 235

monopoly of violence, 384 385

monopoly practices, 291

monopsony, 340, 341f

and minimum wages, 343

with a union, 341 342

without a union, 340 341

Monster.ca, 811

moral hazard, 397

motives, 27

multinational enterprises

(MNEs), 150, 151

multiplier

and automatic

stabilizers, 612n

balanced budget

multiplier, 561

described, 537

numerical example, 538

process, and time, 745

simple multiplier, 537f,

538 540, 539f, 558,

561 562, 574f, 575

with taxes and imports,

556 557

when price level varies,

580 582, 581f

municipal governments, 548

N
NAIRU (non-accelerating

inflation rate of

unemployment)

causes of changes in, 807 810

demographic shifts,

807, 808f

described, 765

determinants of, 804 810

frictional or structural

causes, 797

frictional-structural

distinction, 806 807

frictional unemployment, 804

globalization and structural

change, 809

hysteresis, 808 809

and non-accelerating rate of

inflation, 775

policy and labour-market

flexibility, 809 810

razor s edge,  778 779

structural unemployment,

804 806

and unemployment

fluctuations, 802 803

Nash, John, 263

Nash equilibrium, 263 265

national defence, 395

national income

see also national income

accounting

actual national income, 478n

constant-dollar national

income, 477

current-dollar national

income, 477

demand-determined national

income, 625

equilibrium national income,

532 535, 533t, 534f

equilibrium national income,

changes in, 535 541

in long run, 625

marginal propensity to spend,

531 532

maximization of, and

protectionism, 870 872

monetary equilibrium,

710 711

national output, 498 499

and national product, 500f

nominal national income,

477, 478n

potential national

income, 478n

real national income,

477, 478n

recent history, 477

significance of, 479 480

simple model. See short-run
macroeconomic model

(simple model)

use of term, 476

value added, 498 499

national income accounting

arbitrary decisions in, 507

basics of, 500 507

further issues, 507 514

GDP and living standards,

513 514

GDP on the expenditure side,

501 504

GDP on the income side,

501, 504 506, 506t

GDP vs. GNP, 507 508

interest, treatment of, 505n

nominal GDP, 509 510

omissions from GDP, 510 513

real GDP, 509 510

total national income, 506

National Income and

Expenditure Accounts

(NIEA), 500

national output, 498 499

National Policy of 1876, 871

national price indices. See

price index

national product, 500f

national saving, 645 646,

647 648, 647f, 828

national treatment, 885

natural entry barriers, 231

natural gas prices, 61

natural monopoly, 231,

292 295, 293f

natural rate of

unemployment, 630

natural resources, 377, 650n

near money, 693 694

necessities, 92 93

negative aggregate demand

shock, 585, 601f

negative aggregate supply

shocks, 583 584,

584f, 603f

negative externalities, 391, 431

negative income tax (NIT), 465

negative profits, 204, 204t

negative shock, 579

negatively related, 39

neoclassical economics, 605n

neoclassical growth theory,

649 656

aggregate production

function, 649 652

balanced growth with

constant technology, 653

constant returns to scale, 652

economic growth, 652 653

human capital accumulation,
652 653

labour-force growth, 652

law of diminishing marginal

returns, 650 651

physical capital

accumulation, 652 653

technological change, 654 656

net domestic income, 505

net export function, 550 552,

550f, 551f, 557

net exports, 504

Canadian net exports,

1970 2008, 492f

changes in, and exogenous

changes in price level, 571

and gross domestic product

(GDP), 503 504

in open economies, 829

in short-run macroeconomic

model, 549 550

net investment, 502

net tax rate, 548

net tax revenue, 819

net taxes, 547

neutrality of money,

717 719, 717f

New Classical economists, 797
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New Classical labour

market, 798f

New Classical theories of

unemployment, 797 798,

799, 803t

new deposit, 688 689

new growth theories, 657 661

New Keynesian theories of

unemployment,

798 802, 803t

New Keynesians, 796, 797

new plant and equipment,

502, 529

new products, 185 186, 659 660

new residential housing, 502

new techniques, 185

newly built plants, 217

no fixed factors, 175 182

Nobel laureates, 722

nominal GDP, 509 510, 509t,

510n, 511

nominal interest rate, 371, 372,

488, 489f, 708n, 714n

nominal national income,

477, 478n

nominal wages, 596n, 772n

non-chequable deposits, 693

non-cooperative behaviour, 261

non-cooperative outcome,

262, 263

non-durable goods, 526

non-excludable, 392 396

non-factor payments, 505 506

non-governmental

organizations (NGOs), 153

non-linear consumption

function, 39

non-linear functions, 40 42

non-market activities, 512

non-neutrality of money,

719 722

non-price competition, 256

non-profit organizations, 150

non-rivalrous goods, 392 396

non-strategic behaviour, 261

non-sunk costs, 214

non-tariff barriers (NTBs), 868,

878 880

non-traded goods, 919

normal goods, 54, 93

normative judgments, 115

normative statements,

25 26, 25t

North American Free Trade

Agreement (NAFTA), 491,

805, 851, 867, 883 884,

885 886

Northwest Territories, 238

numbers in square

brackets, 40n

O
Office of the Superintendent of

Financial Institutions,

291 292

official financing account, 894

Ohlin, Bertil, 852

oil

crude oil market, 70

prices, 61, 81, 82n, 83

prices, and Canadian

economy, 586

oil shocks, 82n

Okun, Arthur, 401

Old Age Security (OAS),

466 467

oligopoly, 261

basic dilemma of,

261 262, 262f

collusion, 265

competition for market share,

266 267

competitive behaviour, types

of, 266 267

contestable markets, 271

cooperative behaviour, types

of, 265 266

cooperative (collusive)

outcome, 261 262

cooperative outcome, 263

deregulation and

privatization, 297

described, 253

direct control, 296

duopoly, 262

and economic growth, 296

economic regulation,

295 297

and the economy, 272 273

and efficiency, 286

entry barriers, importance 

of, 267 271

explicit collusion, 265 266

game theory, 262 265

innovation, 267, 272 273

market adjustment, 272

Nash equilibrium, 263 265

non-cooperative outcome,

262, 263

payoff matrix, 262 263, 262f

in practice, 265 273

prisoners  dilemma, 263, 264

profits under oligopoly, 272

protection from

competition, 296

review of, 280t

sequential game, 265

strategic behaviour, 263 265

tacit collusion, 266

online prescription drugs, 244

on-the-job training, 336

Ontario, electricity sector

in, 297
open economy, 555, 714 716,

829, 844

open-economy monetary

transmission mechanism,

714 716, 716f

open-market operations,

729, 734

opportunity cost, 6

and budget line, 143

of capital, 155 156

and choice, 5 8

and comparative advantage,

846, 846t

described, 5 8

economic growth,

642 643, 642f

gains from trade, 848f

of holding money, 

708, 708n

interest rate on bond, 367

and production possibilities

boundary, 6

of time, 155

of university degree, 7

optimal capital stock,

365 366, 366f

optimal currency area, 919

optimism, 526

optimizers, 475

ordinary partnership, 150

organization of firms, 150

Organization of Petroleum

Exporting Countries

(OPEC), 81, 82n, 83,

235 238, 266,

268 269, 773

other things being equal, 51

output

see also production

above potential, 595 596

aggregated total output, 477

below potential, 596

cartels, and output

restrictions, 236 238

constant returns (to

scale), 180

and costs, 575 576

decreasing returns (to

scale), 180

demand-determined output,

532, 537n, 561 562

factor demand elasticity, 312

full-employment output, 478

increasing returns (to

scale), 179

as key macroeconomic

variable, 476 480

lost output, 793 796

minimum efficient scale

(MES), 180, 216
national output, 498 499

output gap. See output gap

output quotas, inefficiency

of, 114 115, 114f

potential output, 477 479,

594, 597 598, 633

and price discrimination,

245 246

price discrimination among

units of output,

240 241, 241f

and prices, 576

profit as function of, 43f

profit-maximizing

output, 157

varied output, and costs, 85

output gap, 478, 480f

described, 477 479

factor prices, 594 597

and inflation targeting,

739 740, 740f

in short run, 595f

and wages, 765

output-gap inflation, 767

overfishing, 393, 394

overnight interest rate,

732 734, 733f

overt collusion, 265

own-price elasticity of

demand, 78

P
paper money, 676 677

parable of the Seaside Inn, 211

paradox of thrift, 608 610

paradox of value,

133 135, 134f

Pareto, Vilfredo, 283

Pareto efficient, 283

partial-equilibrium analysis,

99 100

partnership, 150

paternalism, 402

pattern of trade, 855 862

pay equity, 323 324

payoff matrix, 262 263, 262f

payroll taxes, 91

pegged exchange rates, 585

perfect competition, 199

see also competitive market

allocative efficiency,

288 289, 288f

assumptions of, 199 200

average revenue (AR), 202

demand curve for perfectly

competitive firm,

200 202, 201f

described, 62, 198
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perfect competition (continued)

and efficiency, 285

entry and exit, 212 215

vs. imperfect

competition, 256

industry supply curve,

207, 208f

marginal revenue (MR), 202

vs. monopoly, 230

output level, adjustments

in, 206

price equals marginal

revenue, 202

price taker, 200

productive efficiency, 285

review of, 280t

short-run equilibrium,

208 210, 209f

short-run supply curves,

206 207, 207f

total revenue (TR), 202

perfect price discrimination, 241

perfectly competitive markets.

See perfect competition

permanent-income 

theory, 523

permanent tax changes, 613 614

personal income taxes, 448 449

pessimism, 526

Phillips, A.W., 597, 598, 776

Phillips curve, 597, 598 599,

765, 776 777

physical capital, 315, 357, 644,

652 653

planned expenditure. See

desired aggregate

expenditure (AE)

point of diminishing average

productivity, 160

point of diminishing marginal

productivity, 160

policy. See government policy

political assistance, 385

political difficulties, and

monetary policy, 748 749

political marketplace, 19

pollution

cap and trade,

424 427, 425f

control, and diminishing

returns, 162

direct controls,

421 423, 422f

economic rationale for

regulation, 418 421

emissions taxes,

423 424, 423f

as externality, 418 419, 418f

marginal change, 40 41

optimal amount of pollution

abatement, 419 421, 419f

pollution-control policies,

421 424

tradable pollution permits,

424 427, 425f, 426f

uncertainty, and choice of

policy, 427 429, 428f

population

and demand, 55

economic and fiscal

challenges of population

aging, 656

growth, and demand for

financial capital, 374 375

growth, and supply of

financial capital, 374

variations in, 315

portfolio balance, 711

portfolio diversification, and

diminishing returns, 162

portfolio investment, 894

positive aggregate supply

shocks, 584, 585

positive analysis, 115 116

positive externalities, 391

positive investment, 367n

positive shock, 579

positive statements, 25 26,

25t, 389

positively related, 39

post-Kyoto agreement,

436 437

post-secondary education,

461 462

potential GDP, 479, 480f, 626f

potential national income, 478n

potential output, 477 479,

478, 594, 597 598, 633

poverty

as absolute concept, 463 464

alleviation of, 640 641

estimate of, 463 464

measurement of, 464

negative income tax

(NIT), 465

as relative concept, 463 464

poverty line, 463

poverty traps, 464, 465

Powell, James, 678n

The Power of Productivity

(Lewis), 659

PPP exchange rate, 917, 918f

precautionary demand, 706

predatory pricing, 271

predictions, 28

preferences

allocation by sellers

preferences, 104

intensity of preferences, 409

regional differences in

preferences, 459

sellers  preferences, 104

prescription drugs, online, 244

present value (PV), 360, 701

and the interest rate, 701 703

and market price, 703 704

one period in the future,

360 361

sequence of future payments,

702 703

several periods in the

future, 361

of single future payment,

360 361, 361t, 362t

single payment one year

hence, 701 702

of stream of future payments,

362 363, 363t

summary of findings, 364

price

absolute price, 68

average-cost pricing,

293 294

average housing prices,

2009, 36f

average price, and price

elasticity of demand, 78 79

base-period prices, 509

bond prices, 706 707

break-even price, 215

changes in. See price changes

consumer price, 87

determination of price, 62 70

disequilibrium price. See

disequilibrium price

entry-attracting price, 212

equilibrium price. See

equilibrium price

excess demand, effect of, 63

excess supply, effect of, 63

exit-inducing price, 213

factor prices. See factor prices

firms  choice of prices,

255 256

government-controlled prices,

100 108

hurdle pricing, 244 245

and inflation, 767 768

input prices, changes in,

577 578

of inputs, and supply, 59 60

international relative prices,

550 552

marginal-cost pricing, 293

and marginal revenue, 202

market prices, 3, 62 67

market prices, and economic

rent, 326

money price, 68

of other goods, and demand,

54 55

of other products, and

supply, 61

and output, 576

predatory pricing, 271

and quantity demanded,

51 52

and quantity supplied, 58

relative prices, and inflation,

68 70

shut-down price, 205

snob appeal, 130

of substitutes, 81

volatile food and energy

prices, 741 743

wage-price spiral, 773

price ceilings

described, 102 105

rent controls, 105 108

price changes

and consumer behaviour, 125

consumer s reaction to, 144

effect of, 51

factor prices. See factor prices

income effect, 126 131,

129f, 147f

market prices, 64 67

price reductions, and quantity

demanded, 77t, 128

substitution effect, 126 131,

129f, 147f

price-consumption line,

145f, 146

price controls, 100 108

binding price ceilings, 102

binding price floor,

101 102, 102f

black market, 104 105, 104f

deadweight loss, 113

described, 100 101

disequilibrium prices, 101

excess demand, 102 104

excess supply, 102

and market efficiency,

112 114, 113f

price ceilings, 102 105

price floors, 101 102

rent controls, 105 108

price discrimination, 239

among market segments,

241 242

among units of output,

240 241, 241f

conditions for successful

price discrimination, 240

consequences of, 245 246

and consumer welfare, 246

and downward-sloping

demand curve, 239

and firm profits, 245

forms of, 240 245

hurdle pricing, 244 245

identification of consumers

different valuations, 240

40_raga_Index.qxd  1/29/10  10:22 PM  Page 970



I 19INDEX

and market efficiency,

245 246

market power, 240

no arbitrage, 240

and output, 245 246

perfect price

discrimination, 241

profitable price

discrimination, 243f

reasons for, 239 240

services, vs. goods, 244

price elasticity of demand,

76 83, 78

along a linear demand

curve, 80f

average price and quantity,

use of, 78 79

calculation of, 78t

determinants, 81 82

importance of, 76, 76f

long-run demand curve, 81 82

measurement of, 77 80

numerical elasticities,

interpretation of, 79 80

own-price elasticity of

demand, 78

short-run demand curve, 81 82

terminology of, 92

and total expenditure, 82 83

price elasticity of supply, 84 87

computation of, 85

determinants of, 85 87

long-run supply curve, 86

production costs, 85 87

short-run supply curve, 86

substitution, 85 87

price floors, 101 102

price index, 485, 486, 918

price level, 484 485

changes in, and exchange

rate, 907

deflation, 769, 770

and demand for money, 709

and desired aggregate

expenditure (AE),

570 571, 571f

exogenous changes, 570 571

and inflation, 372

as key macroeconomic

variable, 484 487

and multiplier,

580 582, 581f

recent history, 487f

price setter, 255, 562, 576

price stickiness, 801

price taker, 200, 201, 203, 576

primary budget deficit, 820

primary schools, 461

principal, 151, 529

principle of substitution,

177 178, 195 196, 311

Principles of Economics

(Marshall), 64n

prisoners  dilemma, 263, 264

private benefit, 390

private cost, 390

private goods, 392

private saving, 645

private sector, 468

privatization, 297, 401

process innovation, 185

producer surplus, 287, 288f

producers

agricultural sector, 115

as decision makers, 10

as maximizers, 10, 11

product

average product (AP),

159 160

choice of products, 255

differentiated product, 255,

257, 258, 259n, 260, 851

diminishing average

product, 167

diminishing marginal

product, 160 161, 167

homogeneous product, 199

intermediate products, 154

marginal product (MP), 160

marginal revenue product

(MRP), 309

total product (TP), 159, 159f

types of products, 393t

product definition, 81

product differentiation. See

differentiated product

product innovation, 185 186

production, 4

see also output

complements in

production, 61

complexity of, 11 12

de-materialization of, 662

fixed production, 849

flow, 154n

home production, 512

how much to produce,

205 206

inputs, 154

mass production, 12

methods, changes in, 177

option of producing nothing,

203 205

profit-maximizing

output, 157

quotas, inefficiency of,

114 115, 114f

in the short run, 158 162

substitutes in production, 61

value added, 499

variable production, 849

what is produced and how, 8

production costs

changes in, 406

increasing, 42f

and supply elasticity, 85 87

production function, 154

production possibilities

boundary, 6

and allocative efficiency,

283 284, 284f

concave to the origin, 7 8

economic growth, effect of, 9f

graphical depiction, 8f

and productive efficiency,

282, 283f

shape of, 7

variable production,

849, 849f

productive capacity, growth

in, 9

productive efficiency,

281 282, 283f

direct controls, 421

perfect competition, 285

productive efficiency for the

industry, 281, 281f

productivity

Canada s productivity

challenges, 183, 632

changes in, 578

growth, significance of, 184

as key macroeconomic

variable, 483 484

labour productivity, 483

in long run, 628 629

measure of, 627

point of diminishing average

productivity, 160

point of diminishing marginal

productivity, 160

recent history, 483 484

significance of, 484

productivity growth, 628

profit

accounting profits, 155, 156,

450 451

business profits, 505

and choice, 10

and commercial banks, 685

economic profits,

155 156, 450

as function of output, 43f

making profit, 154 155

maximization of. See profit

maximization

negative profits, and shut-

down decision, 204, 204t

oligopoly, 272

positive profits, and new

entrants, 213f

and price discrimination, 245

pure profit, 155 156

and resource allocation,

156 157

profit maximization

as assumption, 28

for competitive firm,

205 206, 206f

and cost minimization,

175 181

equality of MR and MC,

205 206

and factors of

production, 309

firms and, 153

loss minimization as, 210

monopolistic

competition, 258f

monopolists, and short-run

profit maximization,

228 230, 229f

optimal capital stock,

365 366, 366f

price discrimination, 243f

principle of substitution,

177 178

profit-maximizing

output, 157

quantities of factors,

adjustments of, 177

short-run vs. long-run, for

competitive firm, 216f

and social responsibility,

152 153

progressive tax, 447 448

property taxes, 451 452

proportional tax, 447

protection from

competition, 296

protectionism, 867, 868

case for protection, 

869 875

countervailing duties,

879 880

diversification, 869

dumping, 878 879

economic profits in foreign

markets, 871 872

fallacious arguments for

protection, 872 875

vs. free trade, 868 875

historical perspective, 874

infant industry argument,

870 871

maximization of national

income, 870 872

methods of protection,

875 880

non-tariff barriers, 878 880

objectives other than

maximizing national

income, 869 870

quotas, 876 877
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protectionism (continued)

specific groups, protection of,

869 870

tariffs, 875 876

terms of trade, improvement

of, 870

trade-remedy laws, 878 880

voluntary export restriction

(VER), 876 877

provincial governments, 548, 822

public choice theory, 408 409

public expenditure. See

government expenditure

public goods, 19 20,

395 396, 396f

public policy. See

government policy

public provision, 400 402, 405

public saving, 645

public sector, 468

purchasing power of money,

486, 513

purchasing power parity (PPP),

916 919

pure profit, 155 156

Q
quality, and command

economies, 19

quantitative easing, 735

quantity

average quantity, and price

elasticity of demand, 78 79

market quantities, 3

quantity demanded, 49

change in quantity

demanded, 56

described, 49 51

as flow of purchases, 49

and inferior goods, 93

and price, 51 52

and price reductions, 77t, 128

and total expenditure, 84f

quantity supplied, 57

change in quantity

supplied, 61

described, 57 58

and price, 58

Quebec ice storm, 66

quotas, 876 877

R
Rasminsky, Louis, 680, 681n

ration, 104

rational expectations, 766

rational ignorance, 409

re-engineering, 180

real GDP, 509 510, 509t,

511, 708

real income, 127, 513

real interest rate, 371, 372,

376f, 488, 489f,

528 529, 708n

real national income, 477, 478n

real value of money, 487

real wages, changes in, 316

recession, 297 298, 479, 624,

753n, 755 756, 874

recessionary gap, 478, 594,

597, 607, 607f

recovery, 479, 783

red tape, 406, 407

redemption date, 151

redistribution programs, 405

refundable tax credit, 465

regional differences in

preferences, 459

regional trade agreements,

883 886

Registered Pension Plans

(RPPs), 467

Registered Retirement Savings

Plans (RRSPs), 374, 467

regressive tax, 447

regulation

compliance costs, 406 407

described, 405

and development, 407

economic regulation,

291 297

environmental protection. See

environmental protection

minimum wages, 103, 115,

342 344

natural monopoly, 292 294

oligopolies, 295 297

pay equity, 323 324

rejection, vs. confirmation,

30 31

relative price, 68 70

rent controls, 105 108, 106f

rent seeking, 407

reputation effects, 271

reserve currency, 900

reserve ratio, 687

reserves

excess reserves, 687 688, 691

fractional-reserve system, 687

requirements for, 686 688

reserve ratio, 687

target reserve ratio, 688

target reserves, 687 688
residential construction, 529

resource allocation, 8

leaky bucket  analogy, 401

and profits, 156 157

resource efficiency, 662

resources

common-property resource,

392 393

described, 4

exhaustion of, 661 663

as factors of production, 4

idle resources, 9

interest rates, and extraction

of natural resources, 377

limited resources, effect of, 5f

retained earnings, 151,

358, 505

retirement benefits, 466 467

retirement income-support

programs, 466 467

revenue

average revenue (AR), 202

marginal revenue (MR), 202

monopolists, 226 228, 228f

for price-taking firm, 203

total revenue (TR), 202

reverse causality, 32

Ricardo, David, 306, 325,

605n, 797n, 842, 868

riskiness of a bond, 705

rivalrous, 392

Robson, William, 752n

Rosenberg, Nathan, 657

Royal Bank, 683, 835

royalties, 326

rules of origin, 883

S
sacrifice ratio, 784, 784f

salaries, 504

sales, changes in, 529 530

sales taxes, 449 451, 452f

saving, 520

and current income, 369

desired saving vs. desired

investment, 534

and expected future

income, 369

in globalized financial

markets, 375, 649

and growth in Japan,

624 625

income and substitution

effects, 130

and the interest rate, 370

and investment, in long-run,

645 649, 646f

national saving, 645 646,

647 648, 647f, 828

policies to increase desired

saving, 374

private saving, 645

public saving, 645

scatter diagram of household

income and saving, 37f

supply of saving,

368 370, 370f

taxes and, 130

saving function

average propensity to save

(APS), 525

described, 524 525

graph, 522f

marginal propensity to save

(MPS), 525

saving investment

approach, 555

savings deposits, 693

scarcity

and choice, 4 8

in economics, 4

limited resources, effect of, 5f

and production possibilities

boundary, 6

resource allocation, 8

resources, 4

scatter diagram, 36 37, 37f

schedule, 38

Schelling, Thomas, 387, 387n

Schembri, L., 917n

schools, funding for, 461

Schumpeter, Joseph, 233 235,

267, 273, 290, 657

scientific approach, 29

Seaside Inn, parable of, 211

seasonal fluctuations in

unemployment, 482

secondary schools, 461
securitization, 683

self-fulfilling prophecies,

540 541

self-interest, 3

self-organizing economy, 2 3

seller price, 87

sellers  preferences, 104

sequential game, 265

Service Canada, 812

services, 4

excludable, 392

flow of, 360

geographic scope of, 459

government purchases of

services, 458

rivalrous, 392

service-sector employment,

349 352, 350t

use of, 4

shocks

aggregate demand shock,

574, 580 582, 580f,

600 602, 600f, 601f

aggregate supply shocks,

577 578, 582 584, 584f,

602 604, 603f

contractionary aggregate

demand shocks, 601 602

demand shocks,

770 771, 772f
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expansionary aggregate

demand shocks, 600

hurricanes, 66 67

ice storms, 66

and innovation, 659

negative aggregate demand

shock, 585, 601f

negative aggregate supply

shocks, 583 584,

584f, 603f

negative shock, 579

oil shocks, 82n

and policy responses,

769 779

positive aggregate supply

shocks, 584, 585

positive shock, 579

supply shocks, 771 774,

772f, 773f

weather shocks, 67

short run, 157

average-marginal

relationship, 161 162

average product (AP),

159 160

capacity, 167

cost curves, 164 167

costs, 163 169

decisions, and competitive

market, 203 210

diminishing marginal

product, 160 161

factor utilization, 629 630

macroeconomic model. See

short-run macroeconomic

model (expanded); short-

run macroeconomic model

(simple model)

macroeconomics vs.

microeconomics, 625n

marginal product (MP),

159f, 160

monopolistic

competition, 258

monopoly, 228 230

output gaps, 595f

price and output, in natural

monopoly, 292 294

production, 158 162

profit maximization, and

monopolists,

228 230, 229f

total product (TP),

159, 159f

short-run average total cost

(SRATC) curve, 180 181,

181f, 182

short-run cost curves

average cost curves, 165

described, 164 167

factor prices, changes in,

168 169

fixed factor, changes in

amount of, 169

and idle capital

equipment, 168

and long-run cost curves,

180 181, 181f

marginal cost curve, 165

shifts in, 168 169

short-run average total cost

(SRATC) curve, 180 181,

181f, 182

U-shaped cost curve, 165 167

short-run costs

average fixed cost (AFC),

163 164

average total cost (ATC), 163

average variable cost

(AVC), 164

defining, 163 164

fixed capital, 164t

and long-run costs,

180 181, 181f

marginal cost (MC), 164

short-run cost curves, 164 167

total costs (TC), 163

total fixed cost (TFC), 163

total variable cost

(TVC), 163

variable labour, 164t

short-run demand curve, 82

short-run equilibrium, 83f, 86f,

208 210, 209f

short-run macroeconomic

model (expanded)

see also short-run

macroeconomic model

(simple model)

aggregate demand (AD)

curve, 572 575

aggregate demand and supply

shocks, 599 605

aggregate supply (AS)

curve, 575 578

defining characteristics, 592

demand side of the

economy, 570 575

equilibrium GDP, 571 572

exogenous changes in price

level, 570 571

factor prices, adjustment

of, 592

inflation, 764 769

macroeconomic equilibrium,

578 586

short-run vs. long-run

macroeconomics. See

short-run vs. long-run

macroeconomics

supply side of the economy,

575 578

short-run macroeconomic

model (simple model)

see also short-run

macroeconomic model

(expanded)

algebraic exposition, 567 568

budget balance, 548

closed economy, 520

demand-determined output,

561 562

desired aggregate

expenditure, 519 532

desired consumption and

national income, 552 553

desired consumption

expenditure, 520 527

desired investment

expenditure, 527 530

equilibrium condition, 533

equilibrium national income,

532 535, 552 555

equilibrium national income,

changes in, 535 541,

556 561

fiscal policy, 557 561

foreign trade, introduction

of, 549 552

general propositions, 536

government, introduction of,

547 549

government purchases, 547

multiplier with taxes and

imports, 556 557

net export function, shifts in,

550 552, 550f, 551f

net exports, 549 550, 557

net tax revenues, 547 548

provincial and municipal

governments, 548

short-run non-neutrality of

money, 719 722

short-run supply curve

industry supply curve,

207, 208f

and perfectly competitive

firm, 206 207, 207f

price elasticity of 

supply, 86

rent controls, 106, 106f

short-run vs. long-run

macroeconomics

capital supply, in long

run, 628

factor supply, in long

run, 628

factor utilization, in short

run, 629 630

GDP accounting, 626 632

inflation and interest rates in

Canada, 623 624

labour supply, in long

run, 628

policy implications, 632 634

productivity, in long run,

628 629

saving and growth in Japan,

624 625

short-term capital

movements, 908

shut-down decision, 204, 204t

shut-down price, 205

simple model. See short-run

macroeconomic model

(simple model)

simple multiplier, 537f,

538 540, 539f, 558,

561 562, 574f, 575

single-price monopolist,

226 235

single proprietorship, 150

size distribution of income, 306

slope

of aggregate demand (AD)

curve, 716

of aggregate supply (AS)

curve, 575 577,

576 577, 577f

of budget line, 142 143

of consumption function, 524

of a curved line, 42

of demand curve, 77

of demand curve, and income

and substitution effects,
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