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## PREFACE

There still seems to be considerable interest in my paper on Symplectic Geometry which appeared 21 years ago in the American Journal of Mathematics. Since copies are no longer available, I am grateful to the editors of Academic Press for this new publication.

A page of "Errata" has been added which includes corrections for a few typographical errors and the revised value of a numerical constant.

I shall never forget the generous help from the Institute for Advanced Study in Princeton which enabled me to continue my scientific work during that critical time. This reprint is dedicated to the memory of my friends Oswald Veblen and Hermann Weyl.

Carl Ludwig Siegel
January 1964

## ERRATA

Page 4, line 7. The value of $c_{3}$ is incorrect. Recently, U. Christian computed $c_{3}=45 / 64$ which agrees with a general formula for $c_{n}$ obtained some years ago by F. Hirzebruch. A corresponding correction should be made on page 25 and page 58.

Page 11, Formula (11). Read $r_{n} t \bar{t}<1$ instead of $>1$.
Page 25, Formula (56). Read $|\mathfrak{y}|^{-n-1}$ instead of $|\mathfrak{Y}|^{n-1}$.
Page 25, line 15. Read $c_{3}=45 / 64$.
Page 26, Formula (59). Read © instead of $\mathfrak{E}$.
Page 57, Formula (127). Read $\pi^{-k}$ instead of $\pi^{-1}$.
Page 58. Correct values of $c_{3}, \chi_{3}$ according to change on page 4.
Page 72, line 4. The last word is "properties".

# SYMPLECTIC GEOMETRY.* 

By Carl Ludwig Siegel.

## I. INTRODUCTION.

1. Our present knowledge concerning functions of several complex variables $z_{1}, \cdots, z_{m}$ is much less far-reaching and complete than the classical theory in the case $m=1$. If we want to proceed further, it seems reasonable to investigate, in the first place, a special class of analytic functions of $m$ variables found by the following considerations:

Let $R$ be the Riemann surface of an analytic function of a single variable. On account of the main theorem of uniformization, the universal covering surface $U$ of $R$ can be conformally mapped onto a simple domain $E$, which is either the unit-circle $|z|<1$ or the finite $z$-plane or the complete $z$-plane. The conformal mappings of $E$ onto itself form a group $\Omega$ of linear transformations, and the fundamental group of $R$ is faithfully represented by a subgroup $\Delta$ of $\Omega$, discontinuous in $E$. By the introduction of the uniformizing parameter $z$, the general theory of the analytic single-valued functions on $R$ is reduced to the theory of the automorphic functions with the group $\Delta$.

The group $\Omega$ is transitive, i. e., there exists for any two points $z_{1}$ and $z_{2}$ of $E$ an element of $\Omega$ transforming $z_{1}$ into $z_{2}$. Moreover, there exists for every point $z_{1}$ of $E$ an involution in $\Omega$ with the fixed point $z_{1}$, i. e., an element of $\Omega$ identical with its inverse and transforming $z_{1}$ into itself. Consequently $E$ is a symmetric space, in the notation of Elie Cartan. The domain $E$ is bounded, if we consider only the first case, the case of the unit-circle $|z|<1$; it is well known, that this occurs if and only if $U$ has at least two frontier points.

A generalization of the theory of automorphic functions to the case of an arbitrary number of variables requires the following three steps: 1) To determine all bounded simple domains $E$ in the space of $m$ complex variables, which are symmetric spaces with respect to a group $\Omega$ of analytic mappings. 2) To investigate the invariant geometric properties of $E$, to find the discontinuous subgroups $\Delta$ of $\Omega$ and to construct their fundamental domains. 3) To study the field of automorphic functions in $E$ with the group $\Delta$.

The first step has been made by Cartan; he obtained explicitly 6 different types of irreducible domains $E$, such that all other bounded simple symmetric

[^0]analytic spaces can be derived from them by analytic mappings and topological products.

We shall consider more closely the second step. We restrict our researches to one of the six possible types, which is the most important for applications to other branches of mathematics. In this case, the number $m$ of complex dimensions is $\frac{1}{2} n(n+1)$, with integral $n \geq 1$, the $m$ variables form the elements $z_{k l}=z_{l k}(1 \leq k \leq l \leq n)$ of a symmetric complex matrix $\mathcal{Y}=\left(z_{k l}\right)$ with $n$ rows and $E$ consists of all points 3 for which the hermitian form $\sum_{k=1}^{n}\left(\left|u_{k}\right|^{2}-\sum_{l=1}^{n}\left|z_{k l} u_{l}\right|^{2}\right)$ in the auxiliary variables $u_{1}, \cdots, u_{n}$ is positive definite.

The third step has already been carried out, in a former publication, for the special case of the modular group of degree $n$. It is possible to generalize most of those results, but we shall not do so in the present paper.
2. Notations, definitions, results. All German letters denote matrices with complex elements; small German letters denote columns. The upper indices $p$ and $q$ in $\mathfrak{H}^{(p q)}$ designate the number $p$ of rows and the number $q$ of columns of the matrix $\mathfrak{A}$; instead of $\mathfrak{A}^{(p p)}$ and $\mathfrak{a}^{(p 1)}$ we write more simply $9^{(p)}$ and $\mathfrak{a}^{(p)}$. If $a_{1}, \cdots, a_{p}$ are the diagonal elements of $\mathfrak{A}^{(p)}$ and if all other elements are 0 , we write $\mathfrak{A}=\left[a_{1}, \cdots, a_{p}\right]$ and call $\mathfrak{A}$ a diagonal matrix. The letter $\mathbb{E}$ denotes a unit matrix, and 0 denotes also a zero matrix. If $\mathfrak{B}$ is any matrix, $\mathfrak{B}^{\prime}$ is the transposed matrix and $\overrightarrow{\mathfrak{B}}$ the conjugate complex matrix. We use the abbreviations $\mathfrak{P} \mathfrak{Y} \mathfrak{H}=\mathfrak{A}[\mathfrak{P}], \mathfrak{P}^{\prime} \mathfrak{M} \mathfrak{P}=\mathfrak{A}\{\mathfrak{P}\}$. The inequality $\mathfrak{A}>0$ means that $\mathfrak{H}=\overline{\mathfrak{A}}$ ' is the matrix of a positive definite hermitian form, i. e., $\mathfrak{H}\{x\}>0$ for all $\mathfrak{x} \neq 0$; obviously $\mathfrak{H}>0$ means in the case of a real $\mathfrak{H}$, that $\mathfrak{H}=\mathfrak{H}^{\prime}$ is the matrix of a positive definite quadratic form, i. e., $\mathfrak{A}[\mathfrak{x}]>0$ for all real $\mathfrak{x} \neq 0$. The trace $\sigma(\mathfrak{H})$ of a matrix $\mathfrak{A}^{(p)}=\left(a_{k l}\right)$ is defined by $\sigma(\mathfrak{H})=\sum_{k=1}^{p} a_{k v i}$.

We denote by $3=\left(z_{k l}\right)$ a symmetric matrix with $n$ rows and variable complex elements $z_{k l}=z_{l k}(1 \leq k \leq l \leq n) ; 3=\mathfrak{X}+i \mathfrak{V}$, where $\mathfrak{X}=\frac{1}{2}(3+3)$ and $\mathfrak{Y}=(1 / 2 i)(3-\overline{3})$ are the real and imaginary part of 8 . The condition E- $-3 \overline{3}>0$ defines a bounded domain $E$ which is obviously a generalization of the unit-circle. On the other hand, the domain $H$ defined by the inequality $\mathfrak{V}>0$ is a generalization of the upper half-plane. It is well-known that the transformation $w=(a z+b) /(c z+d)$ with real $a, b, c, d$ and $a d-b c=1$ is the most general analytic mapping of the upper half-plane onto itself. In order to generalize this theorem, we have to introduce the symplectic group. The homogeneous symplectic group $\Omega_{0}$ consists of all real matrices

$$
\mathfrak{M}=\left(\begin{array}{ll}
\mathfrak{A}^{(n)} & \mathfrak{B}^{(n)} \\
\mathfrak{S}^{(n)} & \mathfrak{D}^{(n)}
\end{array}\right)
$$

satisfying the condition $\mathfrak{F}[\mathfrak{M}]=\mathfrak{J}$ with

$$
\mathfrak{J}=\left(\begin{array}{cc}
0 & \mathfrak{C}^{(n)} \\
-(\mathfrak{F}(n) & 0
\end{array}\right)
$$

It is easily proved that the transformation

$$
\begin{equation*}
\mathfrak{W}=(\mathfrak{W} \mathfrak{B}+\mathfrak{P})(\mathfrak{C} \mathfrak{3}+\mathfrak{D})^{-1} \tag{1}
\end{equation*}
$$

maps the domain $H$ onto itself. These transformations form the (inhomogeneous) symplectic group $\Omega$ obtained by identifying $\mathfrak{M}$ and $-\mathfrak{M}$.

Theorem 1. Every analytic mapping of $H$ onto itself is symplectic.
The next four theorems generalize known properties of the Poincaré model of non-euclidean geometry. For any two points $3,3_{1}$ of $H$ we define

$$
\mathfrak{R}\left(3,3_{1}\right)=\left(3-3_{1}\right)\left(3-\overline{3}_{1}\right)^{-1}\left(\overline{3}-\overline{3}_{1}\right)\left(\overline{3}-3_{1}\right)^{-1}
$$

Theorem 2. There exists a symplectic transformation mapping a given pair $\mathcal{B}, \bigotimes_{1}$ of $H$ into another given pair $\mathfrak{W}, \mathfrak{W}_{1}$ of $H$, if and only if the two matrices $\mathfrak{M}\left(\mathfrak{3}, \mathfrak{B}_{1}\right)$ and $\mathfrak{R}\left(\mathfrak{W}, \mathfrak{W}_{1}\right)$ have the same characteristic roots.

Let $d 3=\left(d z_{k l}\right)$ denote the matrix of the differentials $d z_{k l}$. The quadratic differential form

$$
\begin{equation*}
d s^{2}=\sigma\left(\mathfrak{Y}^{-1} d 马 Y^{-1} d \overline{8}\right) \tag{2}
\end{equation*}
$$

is invariant under $\Omega$ and defines a Riemann metric in $H$.
Theorem 3. There exists exactly one geodesic arc connecting two arbitrary points 3,3 of $H$; its length $\rho$ is given by
with $\mathfrak{H}=\mathfrak{M}\left(3,3_{1}\right)$ and

$$
\rho^{2}=\sigma\left(\log ^{2} \frac{1+\Re^{2}}{1-\mathfrak{R}^{2}}\right)
$$

$$
\log ^{2} \frac{1+\Re^{\frac{1}{3}}}{1-\Re^{3}}=4 \Re\left(\sum_{k=0}^{\infty} \frac{\Re^{k}}{2 k+1}\right)^{2}
$$

Theorem 4. All geodesics are symplectic images of the curves $3=i\left[p_{1}{ }^{8}, \cdots, p_{n}{ }^{8}\right]$, where $p_{1}, \cdots, p_{n}$ are arbitrary positive constants satisfying $\sum_{k=1}^{n} \log ^{2} p_{k}=1$.

Let $\mathfrak{X}=\left(x_{k l}\right), \mathfrak{Y}^{-1}=\left(Y_{k l}\right)$ and $d v$ be the euclidean volume element in the space with the $n(n+1)$ rectangular cartesian coördinates $x_{k l}, Y_{k l}$
( $1 \leq k \leq l \leq n$ ). It is easily shown that $2^{n(n-1) / 2} d v$ is the volume element for the symplectic metric (2).

Theorem 5. The Euler characteristic of a closed manifold $F$ with the metric (2) is

$$
\begin{equation*}
\chi=c_{n}(-\pi)^{-n(n+1) / 2} \int_{F} d v \tag{3}
\end{equation*}
$$

where $c_{n}$ denotes a positive rational number depending only upon $n$; in particular $c_{1}=\frac{1}{2}, c_{2}=\frac{3}{8}, c_{3}=\frac{45}{256}$.

The theorems 6 and 7 are concerned with the generalization of the Fuchsian groups and their fundamental domains. Let $\Delta$ be a subgroup of the symplectic group $\Omega$. Two points $3, \mathfrak{W}$ of $H$ are called equivalent under $\Delta$, if (1) holds for a matrix $\mathfrak{M}$ of $\Delta$. The group $\Delta$ is discontinuous, if no set of equivalent points has a limit point in $H$. A domain $F$ in $H$ is a fundamental domain for $\Delta$, if the images of $F$ under $\Delta$ cover $H$ without gaps and overlappings. A domain $F$ is called a star, if there exists an inner point $8_{0}$ of $F$ such that for every point 8 of $F$ the whole geodesic are between 3 and $3_{0}$ belongs to $F$.

Theorem 6. A fundamental domain $F$ of a discontinuous group $\Delta$ may be chosen as a star bounded by analytic surfaces and' such that every compact domain in $H$ is covered by a finite number of images of $F$ under $\Delta$.

A discontinuous group $\Delta$ is called of the first kind, if there exists a normal fundamental domain $F$ having the following three properties: 1) Every compact domain in $H$ is covered by a finite number of images of $F$; 2) only a finite number of images of $F^{1}$ are neighbors of $F ; 3$ ) the integral

$$
V(\Delta)=\int_{F} d v
$$

converges. The space $H$ is called compact relative to $\Delta$, if there exists for cvery infinite sequence of points $3_{k}(k=1,2,3, \cdots)$ in $H$ a compact sequence $\mathfrak{W}_{k}$ such that $\mathfrak{W}_{k}$ is equivalent to $\mathcal{B}_{k}$ under $\Delta$.

Theorem 7. If $H$ is compact relative to a discontinuous group $\Delta$, then $\Delta$ is of the first kind and has a compact normal fundamental domain.

Let us assume that a discontinuous group $\Delta$ has no fixed point in $H$, i. e., that no transformation of $\Delta$ except the identical one has a fixed point in $H$. Identifying equivalent frontier points of a fundamental domain $F$, we obtain a closed manifold, if $H$ is compact relative to $\Delta$. The Euler number of
this manifold is then given by Theorem 5. If $H$ is not compact relative to $\Delta$, we obtain an open manifold. It is probable that Theorem 5 still holds good for this open manifold, provided $\Delta$ is of the first kind; it may easily be proved that this is true in the case $n=1$.

The rest of the paper deals with two special classes of groups $\Delta$ defined by arithmetical properties. The simplest and most important example of a discontinuous subgroup of $\Omega$ is given by the modular group $\Gamma$ of degree $n$ consisting of all symplectic matrices $\mathfrak{M}^{(2 n)}$ with rational integral elements.

Theorem 8. The modular group of degree $n$ is a discontinuous group of the first kind.

Let $K$ be a totally real algebraic number-field of degree $h \geq 1, K\left(\sqrt{-^{r}}\right)$ a totally imaginary quadratic field over $K$ and $s$ a positive number in $K$ such that all other conjugates of $s$ are negative. Let GA $^{(2 n)}$ be a skew-symmetric matrix and $\mathfrak{S}^{(2 n)}$ a hermitian matrix, both with elements from $K(\sqrt{-r})$ and non-singular. We assume that all conjugates of $\mathfrak{E}$ except $\mathfrak{F}$ and $\overline{\mathscr{G}}$ are positive and that $\mathscr{G}$ and $\mathfrak{G}$ are connected by the relation $\mathfrak{S}_{\mathscr{S}-1}^{-1}=s \mathfrak{G}$. Let $\Lambda(\mathscr{F}, \mathfrak{G})$ denote the group of matrices $\mathfrak{U}$ with integral elements of $K(\sqrt{-\bar{r}})$ satisfying the two conditions $\mathfrak{G}[\mathfrak{U}]=\mathscr{S}$ and $\mathfrak{G}\{\mathfrak{U}\}=\mathfrak{S}$. Then there exists a constant matrix $\mathfrak{C}$ such that $\mathbb{C}^{-1} \mathfrak{H C}=\mathfrak{M}$ is symplectic, and $\mathfrak{C}^{-1} \Lambda(\mathfrak{G}, \mathfrak{G}) \mathbb{C}$ $=\Lambda(\mathscr{S}, \mathfrak{G})$ is a subgroup of $\Omega$. The modular group $\Gamma$ is a particular case of these groups $\Delta(\mathscr{S}, \mathfrak{Q})$, namely the case $h=1, \mathfrak{F}=\mathfrak{F}, \mathfrak{G}=i \mathfrak{F}, r=1$.

Theorem 9. The group $\Delta(\oiint, \mathfrak{G})$ is discontinuous and of the first kind. In the case $h>1$, the space $H$ is compact relative to $\Delta(\mathbb{G}, \mathfrak{Q})$.

For every ideal $\kappa$ of $K(\sqrt{-r})$, we denote by $\Lambda_{\kappa}(\mathscr{G}, \mathfrak{Q})$ the congruence subgroup of $\Lambda(\mathscr{G}, \mathfrak{G})$ defined by the condition $\mathfrak{U} \equiv \mathfrak{G}(\bmod \kappa)$, and by $\Delta_{\kappa}(\mathfrak{B}, \mathfrak{G})=\mathfrak{C}^{-1} \Lambda_{\kappa}(\mathfrak{B}, \mathfrak{G}) \mathfrak{C}$ the corresponding subgroup of $\Delta(\mathfrak{F}, \mathfrak{g})$.

Theorem 10. Let $\rho$ be a prime ideal of $K(\sqrt{-r})$ and $\kappa$ the least power of $\rho$ such that $p$ is not divisible by $\kappa^{p-1}$, where $p$ denotes the rational prime number divisible by $\rho$. Then $\Delta_{\kappa}(\mathfrak{G}, \mathfrak{g})$ has no fixed point in $H$.

On account of the theorems 5 and 10, the calculation of the integral $V(\Delta)$ for $\Delta=\Delta(\mathfrak{G}, \mathfrak{G})$ is important. Applying the Gauss-Dirichlet method from analytic number theory, we obtain in the case of the modular group of degree $n$ a curious connection with Riemann's $\zeta$-function. Using the abbreviation $\xi(t)=\pi^{-(t / 2)} \Gamma(t / 2) \zeta(t)$, so that $\xi(t)=\xi(1-t)$ is the functional equation of $\zeta(t)$, we have

Theorem 11. The symplectic volume of the fundamental domain of the modular group is

$$
V(\Gamma)=2 \prod_{k=1}^{n} \xi(2 k)
$$

This formula may be written in a different way, suggested by the results of the analytic theory of quadratic forms. Consider a domain $Q$ in the space of the real skew-symmetric matrices $\Omega^{(2 n)}=\left(q_{k l}\right)$, with the rectangular cartesian coördinates $q_{k l}(1 \leq k<l \leq 2 n)$, and denote by $L$ the corresponding part of the space of the real matrices $\mathfrak{\mathfrak { ( 2 n ) }}{ }^{(2 n)}$ defined by the condition $\mathfrak{J}[\mathfrak{Q}]=\mathfrak{Q}$, the coördinates in $L$ being the $4 n^{2}$ elements of $\mathfrak{L}$. Obviously $L$ is invariant under any mapping $\mathfrak{Z} \rightarrow \mathfrak{M} \mathfrak{R}$ with symplectic $\mathfrak{M}$. Let $L_{0}$ be a fundamental domain in $L$ with respect to the homogeneous modular group, and let $v\left(L_{0}\right)$, $r(Q)$ be the euclidean volumes of $L_{0}$ and $Q$. We define

$$
\begin{equation*}
d_{0}(\mathrm{~T})=\lim _{Q \rightarrow \mathfrak{J}} \frac{v\left(L_{0}\right)}{v(Q)} \tag{4}
\end{equation*}
$$

where $Q$ runs over a sequence of domains tending to the single point $\mathfrak{s}$. On the other hand, let $p$ be a rational prime number and $E_{p}$ the number of modulo $p$ incongruent integral solutions $\mathfrak{M}$ of the congruence $\mathfrak{J}[\mathfrak{M}] \equiv \mathfrak{J}$ $(\bmod p)$. Since there are, modulo $p$, exactly $p^{n(2 n-1)}$ integral skew-symmetric matrices $\mathfrak{Q}$ and $p^{4 n^{2}}$ integral matrices $\mathfrak{R}$, the expression

$$
d_{p}(\Gamma)=p^{n(2 n+1)} E_{p}^{-1}
$$

may be considered as the $p$-adic analogue of $d_{0}(\Gamma)$. As a consequence of Theorem 11, we obtain

Theorem 12. Let prun over all prime numbers, then

$$
d_{0}(\Gamma)=\prod_{p} d_{p}(\Gamma)
$$

It is possible to generalize this theorem for the case of an arbitrary group $\Delta(\mathfrak{F}, \mathfrak{g})$ instead of $\Gamma$.

Two subgroups $\Delta$ and $\Delta_{1}$ of $\Omega$ are conjugate, if the relation $\Delta_{1}=\mathfrak{F}^{-1} \Delta_{\mathfrak{F}}$ holds for a symplectic matrix $\mathfrak{F}$. More generally, $\Delta$ and $\Delta_{1}$ are called commensurable, if they contain conjugate subgroups of finite index. It is important, for the theory of automorphic functions, to know whether two given groups $\Delta$ and $\Delta_{1}$ are commensurable or not. Let $\Delta=\Delta(\mathfrak{F}, \mathfrak{Q}), \Delta_{1}=\Delta\left(\mathfrak{F}_{1}, \mathfrak{W}_{1}\right)$ and let $K_{1}, r_{1}, s_{1}$ have the same meaning for $\mathfrak{F}_{1}, \mathfrak{S}_{1}$ that $K, r, s$ have for $\mathfrak{F s}, \mathfrak{5}$.

Theorem 13. The two groups $\Delta(\mathfrak{G}, \mathfrak{\xi})$ and $\Delta\left(\mathfrak{G}_{1}, \mathfrak{F}_{1}\right)$ are commensurable if, and only if, $K=K_{1}$ and the ternary quadratic forms $r s x^{2}-r y^{2}+s z^{2}$ and $r_{1} s_{1} x^{2}-r_{1} y^{2}+s_{1} z^{2}$ are equivalent in $K$.

In the particular case $n=2$, another class of discontinuous subgroups of $\Omega$ is given by the theory of units of quinary quadratic forms. Let $K$ be again a totally real field of degree $h$. We consider a quadratic form $\mathfrak{I}[\mathfrak{x}]$ of 5 variables with coefficients from $K$ and assume that $\mathfrak{E}[x]$ has the signature 2,3, whereas all other conjugates of $\mathfrak{I}[\mathfrak{x}]$ are definite. Let $\Lambda(\mathfrak{T})$ be the group of all integral matrices $\mathfrak{U}$ in $K$ satisfying $\mathfrak{I}[\mathfrak{U}]=\mathfrak{I},|\mathfrak{U}|=1$. On account of the spin representation of the orthogonal group, either $\Lambda(\mathfrak{R})$ itself or a subgroup of index 2 is then isomorphic to a certain subgroup $\Delta(\mathfrak{Z})$ of $\Omega$. Concerning these groups $\Delta(\mathfrak{I})$, there are analogues of the theorems 9,10 , 12,13 ; in particular, analogous to Theorem 9, we have

Theorem 14. The group $\Delta(\mathfrak{I})$ is discontinuous and of the first kind. In the case $h>1$, the space $H$ is compact relative to $\Delta(\mathfrak{Z})$.

It would be interesting to seek discontinuous subgroups of $\Omega$ which are not commensurable with any of the groups $\Delta(\mathscr{B}, \mathfrak{Q})$ and $\Delta(\mathfrak{F})$. In the case $n=1$, we may start with an arbitrary polygon satisfying certain conditions, and use the reflection method, but this simple geometric principle breaks down for $n>1$.
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## II. THE SYMPLECTIC GROUP.

4. The linear substitution $z=i \frac{1+z_{0}}{1-z_{0}}$ maps the unit-circle $z_{0} \bar{z}_{0}<1$ onto the upper half-plane $\frac{1}{2 i}(z-\bar{z})>0$. We shall prove that there is an immediate generalization to the case $n>1$.

Let $B_{0}$ be a point of $E$, i. e., $\mathcal{B}_{0}=\mathcal{Z}_{0}^{\prime}$, ש- $B_{0} \overline{3}_{0}>0$. If $\mathfrak{x}$ is a solution of $\left(\mathfrak{F}-\mathcal{B}_{0}\right) \mathfrak{x}=0$, then $\overline{\mathfrak{x}}=\overline{3}_{0} \overline{\mathfrak{x}}, \mathfrak{x}^{\prime}=\mathfrak{x}^{\prime} \mathfrak{B}_{0}$ and consequently $\left(\mathbb{F}-\mathcal{B}_{0} \overline{3}_{0}\right)\{\mathfrak{x}\}$ $=\mathfrak{x}^{\prime} \overline{\mathfrak{c}}-\mathfrak{x}^{\prime} 3_{0} \overline{3}_{0} \overline{\mathfrak{x}}=0, \mathfrak{x}=0$. This proves $\left|\mathscr{C}-3_{0}\right| \neq 0$ and the existence of the matrix

$$
\begin{equation*}
i\left(\mathfrak{F}+3_{0}\right)\left(\mathfrak{F}-3_{0}\right)^{-1}=3 \tag{5}
\end{equation*}
$$

Obviously $3=3^{\prime}$ and

$$
\begin{aligned}
& =\left(\mathbb{F}-3_{0} \overline{3}_{0}\right)\left\{\left(\mathbb{F}-3_{0}\right)^{-1}\right\}>0 ;
\end{aligned}
$$

hence 3 is a point of $H$. On the other hand, let 3 be an arbitrary point of $H$, i. e., $3=3^{\prime}, \frac{1}{2 i}(3-\overline{3})>0$. If $x$ is a solution of $(3+i \mathbb{E}) x=0$, then $\overline{3} \bar{x}=i \overline{\mathfrak{x}}, \mathfrak{x}^{\prime} 3=-i \mathfrak{r}^{\prime}$ and consequently $\frac{1}{2 i}(3-\overline{3})\{x\}=\frac{1}{2 i}\left(\mathfrak{x}^{\prime} 3 \overline{\mathfrak{x}}-\mathfrak{x}^{\prime} \overline{3} \overline{\mathfrak{x}}\right)$ $=-\mathfrak{x}^{\prime} \bar{x} \leq 0, x=0$. This proves $|3+i \mathbb{C}| \neq 0$ and the existence of the matrix

$$
\begin{equation*}
(3-i E)(3+i E)^{-1}=30 \tag{6}
\end{equation*}
$$
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\end{aligned}
$$

hence 3 is a point of $H$. On the other hand, let 3 be an arbitrary point of $H$, i. e., $3=3^{\prime}, \frac{1}{2 i}(3-\overline{3})>0$. If $x$ is a solution of $(3+i \mathbb{E}) x=0$, then $\overline{3} \bar{x}=i \overline{\mathfrak{x}}, \mathfrak{x}^{\prime} 3=-i \mathfrak{r}^{\prime}$ and consequently $\frac{1}{2 i}(3-\overline{3})\{x\}=\frac{1}{2 i}\left(\mathfrak{x}^{\prime} 3 \overline{\mathfrak{x}}-\mathfrak{x}^{\prime} \overline{3} \overline{\mathfrak{x}}\right)$ $=-\mathfrak{x}^{\prime} \bar{x} \leq 0, x=0$. This proves $|3+i \mathbb{C}| \neq 0$ and the existence of the matrix

$$
\begin{equation*}
(3-i E)(3+i E)^{-1}=30 \tag{6}
\end{equation*}
$$

Obviously $3_{0}=9_{0}^{\prime}$ and

$$
\begin{aligned}
\mathfrak{E}-B_{0} \overline{3}_{0} & =(3+i \mathbb{E})^{-1}((3+i \mathbb{E})(\overline{3}-i \mathbb{E})-(3-i \mathbb{E})(\overline{3}+i \mathbb{E}))(\overline{3}-i \mathbb{E})^{-1} \\
& =\frac{2}{i}(3-\overline{3})\left\{(3+i \mathbb{E})^{-1}\right\}>0 ;
\end{aligned}
$$

hence 30 is a point of $E$. Moreover (6) follows from (5), and vice versa.
5. The homogeneous symplectic group $\Omega_{0}$ consists of all matrices

$$
\mathfrak{M}=\left(\begin{array}{ll}
\mathfrak{A} & \mathfrak{B} \\
\mathfrak{C} & \mathfrak{D}
\end{array}\right)
$$

with real elements satisfying $\mathfrak{M} \mathfrak{M}=\mathfrak{F}$. Since $\mathfrak{F}^{-1}=-\mathfrak{F}$, we have then also $\mathfrak{M} \mathfrak{G}=\mathfrak{F}$; hence $\mathbb{M}^{\prime}$ is symplectic and

$$
\begin{equation*}
\mathfrak{X} \mathfrak{B}^{\prime}=\mathfrak{B} \mathfrak{X}, \quad \mathfrak{C} \mathfrak{D}^{\prime}=\mathfrak{D} \mathbb{C}^{\prime}, \quad \mathfrak{A} \mathscr{D}^{\prime}-\mathfrak{B} \mathbb{C}^{\prime}=\mathfrak{C} . \tag{7}
\end{equation*}
$$

Let 8 be a point of $H$, i. e.,

$$
\mathfrak{\Im}\left[\begin{array}{l}
\mathfrak{3} \\
\mathbb{E}
\end{array}\right]=0, \quad \frac{1}{2 i} \mathfrak{F}\left\{\begin{array}{l}
3 \\
\mathfrak{E}
\end{array}\right\}>0 .
$$

The matrices $\mathfrak{A B}+\mathfrak{B}=\mathfrak{B}, \mathfrak{C} \mathfrak{Z}+\mathfrak{D}=\mathfrak{Q}$ satisfy

$$
\begin{gathered}
\mathfrak{M}\binom{\mathfrak{Z}}{\mathfrak{E}}=\binom{\mathfrak{B}}{\mathfrak{Q}}, \quad \mathfrak{\mathfrak { s }}\left[\begin{array}{l}
\mathfrak{B} \\
\mathfrak{Q}
\end{array}\right]=0, \quad \frac{1}{2 i} \mathfrak{\Im}\left\{\begin{array}{l}
\mathfrak{B} \\
\mathfrak{Q}
\end{array}\right\}>0, \\
\mathfrak{N} \mathfrak{Q}=\mathfrak{\Omega}, \quad \frac{1}{2 i}\left(\mathfrak{P} \overline{\mathfrak{N}}-\mathfrak{N}^{\prime} \overline{\mathfrak{M}}\right)>0 .
\end{gathered}
$$

If $\mathfrak{x}$ is a solution of $\mathfrak{Q x}=0$, then $\overline{\mathfrak{a}} \overline{\mathfrak{x}}=0, \mathfrak{x}^{\prime} \mathfrak{Q}^{\prime}=0, \frac{1}{2 i}\left(\mathfrak{P}^{\prime} \overline{\mathfrak{A}}-\mathfrak{Q}^{\prime} \overline{\mathfrak{F}}\right)\{\mathfrak{x}\}=0$, whence $\mathfrak{x}=0,|\mathfrak{Q}| \neq 0$. This proves the existence of

$$
(\mathfrak{A} \mathfrak{B}+\mathfrak{F})(\mathbb{C} \mathfrak{B}+\mathfrak{D})^{-1}=\mathfrak{P} \mathfrak{Q}^{-1}=\mathfrak{M},
$$

with $\mathfrak{B}=\mathfrak{W}^{\prime}, \frac{1}{2 i}(\mathfrak{M}-\overline{\mathfrak{B}})\{\mathfrak{N}\}>0, \frac{1}{2 i}(\mathfrak{B}-\overline{\mathfrak{B}})>0$. Consequently the fractional linear transformation

$$
\mathfrak{B}=(\mathfrak{A} \mathfrak{B}+\mathfrak{B})(\mathbb{C} \mathfrak{B}+\mathfrak{D})^{-1}=\left(\mathfrak{B} \mathfrak{C}^{\prime}+\mathfrak{D}^{\prime}\right)^{-1}\left(\mathfrak{B} \mathfrak{A}^{\prime}+\mathfrak{B}^{\prime}\right)
$$

maps $H$ into itself. Since $\mathfrak{B}\left(-\mathfrak{C}^{\wedge} \mathfrak{B}+\mathfrak{R}^{\prime}\right)=\mathfrak{D}^{\prime} \mathfrak{B}-\mathfrak{B}^{\prime}$ and

$$
\mathfrak{M}^{-1}=\mathfrak{F}^{-1} \mathfrak{M}^{\prime} \mathfrak{Y}=\left(\begin{array}{rr}
\mathfrak{D}^{\prime} & -\mathfrak{Y}^{\prime}  \tag{8}\\
-\mathfrak{C}^{\prime} & \mathfrak{U}^{\prime}
\end{array}\right),
$$

we obtain $\left|-\mathfrak{C}^{\prime} \mathfrak{B}+\mathfrak{H}^{\prime}\right| \neq 0$ and $\mathcal{B}=\left(\mathfrak{D}^{\prime} \mathfrak{W}-\mathfrak{B}^{\prime}\right)\left(-\mathbb{C}^{\prime} \mathfrak{W}+\mathfrak{A}^{\prime}\right)^{-1}$; hence $H$ is mapped onto itself.

It is easily seen that two symplectic matrices $\mathfrak{M}$ and $\mathfrak{M}_{1}$ define the same symplectic mapping $\mathfrak{M}=(\mathfrak{H} 3+\mathfrak{B})(\mathfrak{C} \mathfrak{B}+\mathfrak{D})^{-1}$, if and only if $\mathfrak{M}_{1}= \pm \mathfrak{M}$. Hence the inhomogeneous symplectic group $\Omega$ is the factor group of $\Omega_{0}$ obtained by identifying $\mathfrak{M}$ and $-\mathfrak{M}$.

We have

$$
\left(\begin{array}{cc}
i \mathbb{C}^{\prime}+\mathfrak{D}^{\prime} & -i \mathfrak{A}^{\prime}-\mathfrak{B}^{\prime} \\
0 & \mathfrak{E}
\end{array}\right) \mathfrak{M}\left(\begin{array}{cc}
\mathfrak{C} & i \mathscr{E} \\
0 & \mathfrak{F}
\end{array}\right)=\left(\begin{array}{cc}
\mathfrak{G} & 0 \\
\mathfrak{C} & i \mathfrak{C}+\mathfrak{D}
\end{array}\right) .
$$

On the other hand $|i \mathbb{C}+\mathfrak{D}| \neq 0$, since $i \mathbb{E}$ is a point of $H$. This proves $|\mathfrak{M}|=1$.
6. The fractional linear transformation (5) maps $E$ onto $H$; its matrix is

$$
\mathfrak{R}=\left(\begin{array}{cc}
i \mathscr{F} & i \mathbb{E} \\
-\mathbb{E} & ほ
\end{array}\right)
$$

and satisfies

$$
\mathfrak{\Im}[\mathfrak{Q}]=2 i \mathfrak{\Im}, \quad \frac{1}{i} \mathfrak{\Im}\{\mathfrak{Q}\}=2 \Re
$$

with

$$
\Omega=\left(\begin{array}{rr}
-\mathscr{C} & 0 \\
0 & \mathbb{E}
\end{array}\right) .
$$

Let $\mathfrak{M}$ be an arbitrary symplectic matrix, i. e., $\mathfrak{J}[\mathfrak{M}]=\mathfrak{F}, \mathfrak{J}\{\mathfrak{M}\}=\mathfrak{J}$. Then

$$
\mathfrak{Q}^{-1} \mathfrak{M} \Omega=\mathfrak{M}_{0}=\left(\begin{array}{ll}
\mathfrak{H}_{0} & \mathfrak{B}_{0} \\
\mathfrak{C}_{0} & \mathfrak{D}_{0}
\end{array}\right)
$$

fulfills the conditions $\mathfrak{I}\left[\mathfrak{M}_{0}\right]=\mathfrak{J}, \mathfrak{R}\left\{\mathfrak{M}_{0}\right\}=\mathscr{R}$, whence $\mathfrak{F}\left[\mathfrak{M}_{0}\right]=\mathfrak{J}, \mathfrak{F} \bar{M}_{0}$ $=\mathfrak{M}_{0} \mathfrak{F}$ with

$$
\mathfrak{F}=\mathfrak{F} \mathfrak{R}=\left(\begin{array}{ll}
0 & \mathfrak{F} \\
\mathfrak{F} & 0
\end{array}\right)
$$

or more explicitly

$$
\begin{equation*}
\mathfrak{A}_{0} \mathfrak{B}_{0}^{\prime}=\mathfrak{B}_{0} \mathfrak{X}_{0}^{\prime}, \quad \mathfrak{A}_{0} \overline{\mathfrak{A}}_{0}^{\prime}-\mathfrak{B}_{0} \overline{\mathfrak{B}}_{0}^{\prime}=\mathfrak{C}, \quad \mathfrak{C}_{0}=\overline{\mathfrak{B}}_{0}, \quad \mathfrak{D}_{0}=\overline{\mathfrak{A}}_{0} . \tag{9}
\end{equation*}
$$

The corresponding transformation

$$
\begin{equation*}
\mathfrak{B}_{0}=\left(\mathfrak{U}_{0} \mathfrak{Z}_{0}+\mathfrak{B}_{0}\right)\left(\overline{\mathfrak{B}}_{0} \mathfrak{Z}_{0}+\overline{\mathfrak{M}}_{0}\right)^{-1} \tag{10}
\end{equation*}
$$

maps $E$ onto itself, and all these transformations form the group $\mathfrak{R}^{-1} \Omega \mathbb{Q}=\Omega_{E}$.
We shall prove that $\Omega_{E}$ is transitive. Let $\Omega_{0}$ be any point of $E$, i. e., $B_{0}=\mathcal{B}_{0}^{\prime}$, $\mathfrak{E}-\mathcal{B}_{0} \overline{3}_{0}>0$. It is sufficient to prove the existence of a transformation (10) mapping $\bigotimes_{0}$ into 0 . We choose $\mathfrak{A}_{0}$ such that $\mathfrak{U}_{0}\left(\mathbb{G}-\mathcal{B}_{0} \overline{\mathfrak{B}}_{0}\right) \overline{\mathfrak{A}}^{\prime}=\mathbb{E}$ and define $\mathfrak{B}_{0}=-\mathfrak{A}_{0} \mathfrak{B}_{0}$; then (9) is satisfied and (10) has obviously the required property. Consequently $\Omega$ is also transitive.

A mapping of $\Omega_{E}$ has the fixed point 0 , if and only if $\mathfrak{B}_{0}=0$; then $\mathfrak{A}_{0}$ is unitary, by (9). Consequently this mapping has the particular form

$$
\mathfrak{W}_{0}=\mathfrak{U}^{\prime} \mathfrak{Y}_{0} \mathfrak{U}
$$

where $\mathfrak{U}$ denotes an arbitrary unitary matrix, i. e., a matrix satisfying $\mathfrak{u} \mathfrak{\mathfrak { l }}=\mathfrak{C}$. Since (5) maps 0 into $i \mathbb{E}$, the formula

$$
\frac{\mathfrak{W}-i \mathfrak{F}}{\mathfrak{W}+i \mathfrak{F}}=\mathfrak{u}^{\prime} \frac{3-i \mathfrak{C}}{3+i \mathfrak{F}} \mathfrak{u}
$$

gives all symplectic transformations having if as a fixed point.
7. By the results of the preceding section, the proof of Theorem 1 is reduced to the proof of the following statement: Let $\mathfrak{B}_{0} \rightarrow \mathfrak{W}_{0}$ be an analytic mapping of $E$ onto itself with the fixed point 0 ; then $\mathfrak{W}_{0}=\mathfrak{U}^{\prime} \mathfrak{B}_{0} \mathfrak{U}$ with unitary constant $\mathfrak{U}$.

Let $3_{0}=\left(z_{k l}\right)$ be an arbitrary point of $E$ and denote by $r_{k}(k=1, \cdots, n)$ the characteristic roots of the hermitian matrix $3_{0} \overline{3}_{0}$; then $r_{k} \geq 0$ and also $r_{k}<1$, by $\mathfrak{F}-3_{0} \overrightarrow{3}_{0}>0$; we may assume $0 \leq r_{1} \leq r_{2} \leq \cdots \leq r_{n}<1$. The matrix $3=t 3_{0}$ is again a point of $E$, if the complex scalar factor $t$ satisfies the condition $r_{n} t \bar{t}<1$. Let $\mathfrak{B}=\mathfrak{W}(t)$ be the image of 8 under the analytic mapping $\mathfrak{B}_{0} \rightarrow \mathfrak{M}_{0}$. The elements of the matrix $\mathfrak{B}$ are analytic functions of the single complex variable $t$, for given $\mathcal{B}_{0}$; they are regular in the circle $r_{n} t \bar{t}<1$ and a fortiori in the unit-circle $t \bar{t} \leq 1$. Consequently

$$
\begin{equation*}
\mathfrak{W}=\sum_{k=1}^{\infty} t^{k \mathfrak{W}_{k} \quad\left(r_{n} t \bar{t}>1\right), ~} \tag{11}
\end{equation*}
$$

where the coefficients $\mathfrak{M}_{k}$ are matrices depending only upon $3_{0}$. On the other hand, $\mathfrak{W}$ may be expressed as a power series in the variables $t z_{k l}$, converging for sufficiently small values of $t \bar{t}$. Since this expansion is unique, the matrix $t^{k} \mathfrak{W}_{k}$ is exactly the aggregate of the terms of order $k$ in that power series. This proves, in particular, that the power series representation $\mathfrak{W}_{0}=\sum_{k=1}^{\infty} \mathfrak{W}_{k}$ converges everywhere in $E$, if we do not split up the polynomials $\mathfrak{M}_{k}$ into their single terms.

Since $\mathcal{B}_{0} \rightarrow \mathfrak{W}_{0}$ maps $E$ onto itself, we have $\mathfrak{E}-\mathfrak{W} \mathfrak{\mathfrak { W }}>0$ for $t \bar{t}=1$. Integrating over that circle we obtain

$$
\frac{1}{2 \pi i} \int_{t i=1}^{c}(\mathbb{E}-\mathfrak{W} \overrightarrow{\mathfrak{W}}) \frac{d t}{t}>0
$$

whence by (11)

$$
\begin{equation*}
\mathfrak{E}-\sum_{k=1}^{\infty} \mathfrak{W}_{k} \overline{\mathfrak{M}}_{k}>0 \tag{12}
\end{equation*}
$$

and in particular

$$
\begin{equation*}
\mathfrak{E}-\mathfrak{M}_{1} \overline{\mathfrak{M}}_{1}>0 . \tag{13}
\end{equation*}
$$

The $\frac{1}{2} n(n+1)$ elements $w_{k l}(1 \leq k \leq l \leq n)$ of $\mathfrak{B}_{1}=\left(w_{k l}\right)$ are linear functions of the independent variables $z_{k l}(1 \leq k \leq l \leq n)$; let $D$ be their determinant. Since $\mathfrak{W}_{1}$ is the linear part of the power series for $\mathfrak{W}_{0}$, the functional determinant of the $\frac{1}{2} n(n+1)$ independent elements of $\mathfrak{W}_{0}$ with respect to the variables $z_{k l}$ is also $D$, at the point $B_{0}=0$. If we interchange $\mathfrak{W}_{0}$ and $\mathcal{B}_{0}$, the determinant $D$ is replaced by $D^{-1}$. In order to prove Theorem 1, we may therefore assume $D \bar{D} \geq 1$.

Consider now the linear mapping $\mathfrak{B}_{0} \rightarrow \mathfrak{W}_{1}$, with the determinant $D$. By (13), the domain $E$ is mapped onto a domain $E_{1}$ contained in $E$. Let $v(E)$ and $v\left(E_{1}\right)$ be the euclidean volumes of $E$ and $E_{1}$, the real and imaginary parts of the $z_{k l}$ being rectangular cartesian coördinates. Then $v\left(E_{1}\right)=D \bar{D} v(E)$ $\geq v(E)$, whence $D \bar{D}=1, E_{1}=E$, and the boundary of $E$ is mapped onto itself. We take $\mathcal{B}_{0}=\mathfrak{U} \mathfrak{P U}$ with unitary $\mathfrak{U}$ and $\mathfrak{P}=\left[p_{1}, \cdots, p_{n}\right]$; obviously $3_{0}$ is a boundary point of $E$, if $-1 \leq p_{k} \leq 1(k=1, \cdots, n)$ and at least one $p_{k}= \pm 1$. On the other hand, the determinant $\left|\mathfrak{F}-\mathfrak{W}_{1} \overline{\mathfrak{W}}_{1}\right|$ is a polynomial in $p_{1}, \cdots, p_{n}$, of total degree $2 n$. Since $\left|\mathbb{E}-\mathfrak{W}_{1} \overrightarrow{\mathfrak{W}}_{1}\right|$ vanishes on the boundary of $E$, this polynomial is divisible by $\prod_{k=1}^{n}\left(1-p_{k}{ }^{2}\right)$, of total degree $2 n$. Moreover the constant terms in both polynomials have the value 1; hence

$$
\begin{equation*}
\left|\mathfrak{E}-\mathfrak{W}_{1} \overline{\mathfrak{W}}_{1}\right|=\left|\mathbb{E}-\mathfrak{B}_{0} \overline{3}_{0}\right| \tag{14}
\end{equation*}
$$

for $\mathcal{B}_{0}=\mathfrak{U}^{\prime} \mathfrak{P} \mathfrak{U}$, where $\mathfrak{U}$ is an arbitrary unitary matrix and $\mathfrak{P}$ an arbitrary real diagonal matrix. We use now the following lemma, the proof of which will be given in Section 9.

Lemma 1. Let 8 be a complex symmetric matrix and $\mathfrak{F}$ the diagonal matrix $\left[q_{1}{ }^{\frac{1}{2}}, \cdots, q_{n}{ }^{\frac{\pi}{1}}\right]$, where $q_{1}, \cdots, q_{n}$ denote the characteristic roots of $\overline{3} \overline{3}$. There exists a unitary matrix $\mathfrak{U}$ such that $\mathfrak{B}=\mathfrak{U} \mathfrak{P} \mathfrak{U}$.

On account of this lemma, the relationship (14) holds also identically in $\mathcal{B}_{0}=\left(z_{k l}\right)$. Since $\mathfrak{M}_{1}$ is linear in all $z_{k l}$, we obtain

$$
\left|\lambda \mathbb{E}-\mathfrak{W}_{1} \overline{\mathfrak{W}}_{1}\right|=\left|\lambda \mathbb{F}-\mathcal{B}_{0} \overline{3}_{0}\right|
$$

identically in $\lambda$. This proves that $\mathcal{B}_{0} \overline{3}_{0}$ and $\mathfrak{W}_{1} \overline{\mathfrak{W}}_{1}$ have the same characteristic roots. Applying again Lemma 1, we find

$$
\begin{equation*}
\mathfrak{W}_{1}=\mathfrak{u}^{\prime} \mathcal{B}_{0} \mathfrak{l} \tag{15}
\end{equation*}
$$

with unitary $\mathfrak{U}$.
By (12), the inequality $\mathbb{E}-\mathfrak{W}_{1} \overline{\mathfrak{M}}_{1}-\mathfrak{W}_{k} \overline{\mathfrak{M}}_{k}>0$ holds for $k=2,3, \cdots$ and every $\mathcal{Z}_{0}$ in $E$. Choose, in particular, $\mathcal{B}_{0}=u \exp i \subseteq$ with real symmetric $\mathbb{S}$ and $0<u<1$. Then, by (15),

$$
\left(1-u^{2}\right) \mathbb{E}-\mathfrak{W}_{k} \overline{\mathfrak{W}}_{k}>0 \quad(k=2,3, \cdots) ;
$$

hence $\mathbb{W}_{k}$ tends to 0 , if $u$ tends to 1 , and $\mathbb{W}_{k}=0$ for $\mathcal{Z}_{0}=\exp i \subseteq$ and arbitrary real symmetric $\mathfrak{S}$. But $\mathfrak{W}_{k}$ is analytic and consequently $\mathfrak{W}_{k}=0$ also for $\mathfrak{Z}_{0}=\exp$ iS with complex symmetric $\mathbb{S}$. This proves that $\mathfrak{M}_{k}$ vanishes identically.
8. In order to complete the proof of Theorem 1, we have to prove that the unitary matrix $\mathfrak{U}$ in (15) can be chosen as a constant matrix. Let

$$
\begin{equation*}
\mathfrak{W}_{1}=\mathfrak{W}_{1}\left(\mathfrak{B}_{0}\right)=\sum_{k \leq l} z_{k l} \mathfrak{A}_{k l} \tag{16}
\end{equation*}
$$

with constant matrices $\mathfrak{A}_{k l}$ and define

$$
\begin{equation*}
\mathfrak{W}_{1}{ }^{*}=\mathfrak{W}_{1}{ }^{*}\left(\mathfrak{B}_{0}\right)=\sum_{k \leq k} z_{k l} \overline{\mathfrak{U}}_{k l} ; \tag{17}
\end{equation*}
$$

whence $\overline{\mathfrak{W}}_{1}=\mathfrak{W}_{1}{ }^{*}\left(\overline{\mathfrak{B}}_{0}\right)$. Now $\mathfrak{W}_{1} \overline{\mathfrak{B}}_{1}=\mathbb{E}$ for $\mathfrak{Y}_{0} \overline{\mathcal{B}}_{0}=\mathbb{C}$ and consequently

$$
\begin{equation*}
\mathfrak{W}_{1}\left(\mathfrak{B}_{0}\right) \mathfrak{W}_{1} *\left(\mathfrak{B}_{0}^{-1}\right)=\mathfrak{F} \tag{18}
\end{equation*}
$$

for $\mathfrak{Z}_{0}=\exp$ iS with arbitrary real symmetric $\mathbb{S}$. Since $\mathfrak{M}_{1}$ and $\mathfrak{M}_{1}{ }^{*}$ are analytic, we infer again that (18) is an identity in $\mathcal{B}_{0}$.

Putting $z_{k k}=z_{k} \neq 0(k=1, \cdots, n), 3_{1}=\left[z_{1}, \cdots, z_{n}\right], 3_{2}=3_{0}-3_{1}$ and using the Taylor series in the neighborhood of $\mathcal{B}_{2}=0$, we find

$$
\begin{aligned}
& 3_{0}{ }^{-1}=3_{1}^{-1}\left(\mathfrak{E}+3_{2} 3_{1}^{-1}\right)^{-1}=31^{-1}-3_{1}^{-1} 3_{2} 8_{1}^{-1}+\cdots \\
& \left(\mathfrak{B}_{1}\left(\mathfrak{B}_{1}\right)+\mathfrak{B}_{1}\left(\mathfrak{B}_{2}\right)\right)\left(\mathfrak{B}_{1}{ }^{*}\left(\mathfrak{3}_{1}^{-1}\right)-\mathfrak{B}_{1}^{*}\left(\mathfrak{B}_{1}^{-1} \mathfrak{B}_{2} 3_{1}^{-1}\right)+\cdots\right)=\mathfrak{E},
\end{aligned}
$$

hence in particular

$$
\begin{align*}
& \mathfrak{W}_{1}\left(3_{1}\right) \mathfrak{M}_{1}^{*}\left(3_{1}^{-1}\right)=\mathfrak{F},  \tag{19}\\
& \mathfrak{W}_{1}\left(3_{2}\right) \mathfrak{W}_{1}^{*}\left(3_{1}^{-1}\right)=\mathfrak{W}_{1}\left(3_{1}\right) \mathfrak{W}_{1}^{*}\left(3_{1}^{-1} \mathfrak{B}_{2} \mathfrak{3}_{1}^{-1}\right) . \tag{20}
\end{align*}
$$

It follows from (16), (17) and (19) that

$$
\sum_{k, l=1}^{n} z_{k} z_{l}^{-1} \mathfrak{Q}_{k} \overline{\mathfrak{U}}_{l}=\mathfrak{G}
$$

with $\mathfrak{A}_{k}=\mathfrak{A}_{k k}(k=1, \cdots, n)$, whence

$$
\begin{equation*}
\mathfrak{A}_{k} \overrightarrow{\mathfrak{N}}_{l}=0 \quad(k \neq l) \tag{21}
\end{equation*}
$$

By (15), the matrix $\mathfrak{U}_{k} \overline{\mathcal{U}}_{k}$ has the characteristic roots $1,0, \cdots, 0$. Without loss of generality, we may replace $\mathfrak{M}_{1}$ by $\mathfrak{U}_{1}{ }^{\prime} \mathfrak{M}_{1} \mathfrak{U}_{1}$, for any constant unitary matrix $\mathfrak{U}_{1}$. On account of Lemma 1 , we may therefore assume that $\mathfrak{A}_{1}=[1,0, \cdots, 0]$. Then, by (21), the matrices $\mathfrak{A}_{2}, \cdots, \mathfrak{A}_{n}$ have the form

$$
\mathfrak{U}_{k}=\left(\begin{array}{cc}
0 & 0 \\
0 & \mathfrak{B}_{k}^{(n-1)}
\end{array}\right) \quad(k=2, \cdots, n)
$$

By induction, applying again Lemma 1 and (21), we may assume

$$
\mathfrak{A}_{k}=\left[e_{k 1}, e_{k 2}, \cdots, e_{k n}\right] \quad(k=1, \cdots, n)
$$

with $e_{k l}=0(k \neq l)$ and $e_{k k}=1$; hence

$$
\begin{equation*}
\mathfrak{M}_{1}\left(3_{1}\right)=3_{1} \tag{22}
\end{equation*}
$$

It follows from (20) and (22) that

$$
\mathfrak{W}_{1}\left(\mathfrak{B}_{2}\right)=\mathfrak{B}_{1} \mathfrak{W}^{*}{ }_{1}\left(\mathfrak{B}_{1}^{-1} \mathfrak{B}_{2} \mathfrak{B}_{1}^{-1}\right) \mathfrak{B}_{1},
$$

whence

$$
z_{k} z_{l} \mathfrak{H}_{k l}=3_{1} \overline{\mathfrak{H}}_{k l} \mathfrak{B}_{1} \quad(k \neq l)
$$

Consequently

$$
\mathfrak{W}_{1}=\left(a_{k l} z_{k l}\right)
$$

with real $a_{k l}=a_{l k}$ and $a_{k k k}=1$. Since the matrix $[ \pm 1, \pm 1, \cdots, \pm 1]$ is unitary, we may, moreover, assume $a_{1 l} \geq 0(l=2, \cdots, n)$.

The expression $\left|\mathfrak{B}_{1}\right|\left|\mathcal{B}_{0}\right|^{-1}$ is a rational function of the $z_{k l}$ and has, by (15), the constant absolute value 1 ; hence it is identically constant. On the other hand, both determinants $\left|\mathfrak{M}_{1}\right|$ and $\left|\mathcal{B}_{0}\right|$ contain the term $z_{1} z_{2} \cdots z_{n}=z$ with the same coefficient 1 . This proves $\left|\mathfrak{W}_{1}\right|=\left|\mathcal{B}_{0}\right|$. The term $\left(z_{1} z_{l}\right)^{-1} z z_{1 l}{ }^{2}(l=2, \cdots, n)$ has in $\left|\mathfrak{W}_{1}\right|$ the coefficient - $a_{1 l^{2}}{ }^{2}$ and in $\left|B_{0}\right|$ the coefficient - 1 , hence $a_{1 l}=1$. The term $\left(z_{1} z_{k} z_{l}\right)^{-1} z z_{1 k} z_{1} z_{k l}$ $(1<k<l)$ has then in $\left|\mathfrak{W}_{1}\right|$ the coefficient $2 a_{k l}$ and in $\left|B_{0}\right|$ the coefficient 2 , hence $a_{k l}=1$ and $\mathfrak{W}_{1}=8_{0}$.
9. It remains to prove Lemma 1. There exists a unitary matrix $\mathfrak{U}_{1}$ such that

$$
8 \overline{3}=\mathfrak{B}^{2}\left\{\mathfrak{U}_{1}\right\}
$$

Then the matrix $\mathfrak{Z}\left[\mathfrak{U}_{1}^{-1}\right]=\mathfrak{F}$ is symmetric and $\mathfrak{F} \overline{\mathfrak{F}}=\mathfrak{B}^{2}$. Let $\mathfrak{F}_{1}$ and $\mathfrak{F}_{2}$ be the real and imaginary parts of $\mathfrak{F}=\mathfrak{F}_{1}+i \mathfrak{F}_{2}$. Since $\mathfrak{P}$ is real, we obtain $\mathfrak{F}_{1} \mathfrak{F}_{2}=\mathfrak{F}_{2} \mathfrak{F}_{1}$; consequently the two real symmetric matrices $\mathfrak{F}_{1}$ and $\mathfrak{F}_{2}$ are permutable. This proves the existence of a real orthogonal matrix $\mathscr{D}$ such that $\mathfrak{F}_{1}[\mathfrak{D}]$ and $\mathfrak{F}_{2}[\mathfrak{D}]$ are both diagonal matrices. Hence $\mathfrak{F}[\mathfrak{D}]=\mathfrak{R}$ is also a diago-
nal matrix $\left[r_{1}, \cdots, r_{n}\right]$ and $\mathfrak{\Re} \bar{\Re}=\mathfrak{B}^{2}[\mathcal{D}]$. The numbers $r_{k} \bar{r}_{k}(k=1, \cdots, n)$ are therefore a permutation of $q_{1}, \cdots, q_{n}$, and we may obviously assume $r_{k} \bar{r}_{k}=q_{k b}$.

The diagonal matrix $\mathfrak{U}_{2}=\left[s_{1}, \cdots, s_{n}\right]$ with $s_{k}=r_{k}{ }^{1 / 2} q_{k}{ }^{-(1 / 4)}(k=1, \cdots, n)$ is unitary and $\mathfrak{P}\left[\mathfrak{H}_{2}\right]=\mathfrak{R}$. Defining $\mathfrak{U}=\mathfrak{U}_{2} \mathscr{O}^{\prime} \mathfrak{U}_{1}$, we have $\mathfrak{P}[\mathfrak{U}]=\mathfrak{R}\left[\mathcal{S}^{\prime} \mathfrak{U}_{1}\right]$ $=\mathfrak{F}\left[\mathfrak{U}_{1}\right]=\mathfrak{B} ; q$. e.d.
10. Consider the symplectic mappings in the case $n=1$, i. e.,

$$
\begin{equation*}
w=\frac{a z+b}{c z+d} \tag{23}
\end{equation*}
$$

with real $a, b, c, d$ and $a d-b c=1$. It is well-known that there exists a transformation (23) mapping two given points $z, z_{1}$ of the upper half-plane into two other given points $w, w_{1}$ of the upper half-plane, if and only if $R\left(z, z_{1}\right)$ $=R\left(w, w_{1}\right)$, where $R\left(z, z_{1}\right)$ denotes the cross-ratio $\frac{z-z_{1}}{z-\bar{z}_{1}} \frac{\bar{z}-\bar{z}_{1}}{\bar{z}-z_{1}}$. Theorem 2 is the generalization to the case of an arbitrary $n$.

Let $3, B_{1}$ be two points of $H$ and $\mathfrak{W}, \mathfrak{W}_{1}$ their images under the symplectic mapping $\mathfrak{B}=(\mathfrak{U} 3+\mathfrak{B})(\mathbb{C} Z+\mathfrak{D})^{-1}$ with the matrix $\mathfrak{M}$. We have

$$
\begin{align*}
& \mathfrak{B}_{1}-3=\left(\mathfrak{B G}_{\mathcal{G}}\right) \mathfrak{\Im}\binom{3}{\mathfrak{E}}=(3, \mathfrak{E}) \mathfrak{M} \mathfrak{M} \mathfrak{M}\binom{3}{\mathfrak{F}}  \tag{24}\\
& =\left(\mathbb{C} \mathfrak{3}_{1}+\mathfrak{D}\right)^{\prime}\left(\mathfrak{W}_{1}-\mathfrak{W}\right)(\mathfrak{C} 3+\mathfrak{D}), \\
& \overline{\mathfrak{B}}_{1}-\mathfrak{B}=\left(\mathbb{C} \overline{\mathfrak{Z}}_{1}+\mathfrak{D}\right)^{\prime}\left(\overline{\mathfrak{W}}_{1}-\mathfrak{W}\right)(\mathbb{C} 3+\mathfrak{D}) . \tag{25}
\end{align*}
$$

Now $\left(3-\bar{豸}_{1}\right)^{-1}$ exists, since $8-\bar{马}_{1}$ is a point of $H$; consequently

$$
\begin{aligned}
\left(3-\mathfrak{B}_{1}\right)(3 & \left.-\overline{\mathfrak{B}}_{1}\right)^{-1} \\
& =\left(\mathfrak{B}_{1} \mathbb{C}^{\prime}+\mathfrak{D}^{\prime}\right)\left(\mathfrak{W}-\mathfrak{W}_{1}\right)\left(\mathfrak{W}-\overline{\mathfrak{W}}_{1}\right)^{-1}\left(\overline{\mathfrak{B}}_{1} \mathbb{C}^{\prime}+\mathfrak{D}^{\prime}\right)^{-1} .
\end{aligned}
$$

Introducing the cross-ratio

$$
\Re=\Re\left(3,3_{1}\right)=\left(3-3_{1}\right)\left(3-\overline{3}_{1}\right)^{-1}\left(\overline{3}-\overline{3}_{1}\right)\left(\overline{3}-3_{1}\right)^{-1}
$$

and putting $\mathfrak{R}^{*}=\mathfrak{R}\left(\mathfrak{M}, \mathfrak{W}_{1}\right), \mathfrak{Q}=\left(\mathfrak{C} \mathfrak{Y}_{1}+\mathfrak{D}\right)^{\prime}$, we find

$$
\begin{equation*}
\mathfrak{R}=\mathfrak{Q} \mathfrak{N}^{*} \mathfrak{\Omega}^{-1} \tag{26}
\end{equation*}
$$

Hence the matrices $\mathfrak{R}$ and $\mathfrak{R}^{*}$ have the same characteristic roots.
Choose in particular $\mathcal{B}_{1}=i \mathfrak{E}, \mathcal{B}=i \mathfrak{N}$ with $\mathfrak{I}=\left[t_{1}, \cdots, t_{n}\right]$ and $1 \leq t_{1} \leq t_{2} \leq \cdots \leq t_{n}$. Then $\mathfrak{M}=\left[r_{1}, \cdots, r_{n}\right]$ with

$$
r_{k}=\left(\frac{t_{k}-1}{t_{k}+1}\right)^{2} \quad(k=1, \cdots n)
$$

whence $0 \leq r_{1} \leq r_{2} \leq \cdots \leq r_{n}<1$ and

$$
\begin{equation*}
t_{k}=\frac{1+r_{k}^{\frac{1}{2}}}{1-r_{k}^{\frac{1}{2}}} \tag{27}
\end{equation*}
$$

In this case, the diagonal matrix $\mathfrak{I}$ is uniquely determined by the characteristic roots $r_{1}, \cdots, r_{n}$ of $\Re$. In order to complete the proof of Theorem 2, we have only to prove

Lemma 2. Let $\mathfrak{B}, \mathfrak{B}_{1}$ be two arbitrary points of $H$. There exists a symplectic transformation mapping $\mathcal{B}, \bigotimes_{1}$ into $\mathfrak{i}$, i\& with $\mathfrak{T}=\left[t_{1}, \cdots, t_{n}\right]$ and $1 \leq t_{1} \leq t_{2} \leq \cdots \leq t_{n}$.

Since $\Omega$ is transitive, we may already assume $乃_{1}=i \mathbb{E}$. If $\mathfrak{I}=\left[t_{1}, \cdots, t_{n}\right]$ with $1 \leq t_{1} \leq t_{2} \leq \cdots \leq t_{n}$, then $(\mathfrak{T}-\mathbb{E})(\mathfrak{I}+\mathfrak{F})^{-1}=\mathfrak{F}=\left[p_{1}, \cdots, p_{n}\right]$ with $p_{k}=\left(t_{k}-1\right)\left(t_{k}+1\right)^{-1}(k=1, \cdots, n), 0 \leq p_{1} \leq p_{2} \leq \cdots \leq p_{n}<1$, and vice versa. By (5), (6) and the results of Section 6, we have only to prove that there exists for every point 3 of $E$ a unitary matrix $\mathfrak{U}_{1}$ satisfying $\mathfrak{U}_{1}^{\prime} \mathfrak{ß u}{ }_{1}=\mathfrak{B}=\left[p_{1}, \cdots, p_{n}\right]$ with $0 \leq p_{1} \leq p_{2} \leq \cdots \leq p_{n}<1$. This follows from Lemma 1: We choose $\mathfrak{U}_{1}=\mathfrak{U}^{-1}$ and $p_{\mathfrak{u}_{c}}=q_{x^{\frac{2}{2}}}$; since $q_{1}, \cdots, q_{n}$ are the characteristic roots of the hermitian matrix $3 \overline{3}$ and $\mathfrak{E}-3 \overline{3}>0$, we may assume $0 \leq q_{1} \leq q_{2} \leq \cdots \leq q_{n}<1$, and $p_{1}, \cdots, p_{n}$ have the required property.

On account of the symplectic invariance of the characteristic roots $r_{1}, \cdots, r_{n}$ of $\mathfrak{M}\left(3,3_{1}\right)$, the diagonal elements $t_{k}$ of $\mathfrak{I}$ are given by (27). This proves that those characteristic roots are always real numbers of the interval $0 \leq r<1$.

## III. THE SYMPLECTIC METRIC.

11. We consider the cross-ratio

$$
\Re=\left(3-3_{1}\right)\left(3-\overline{3}_{1}\right)^{-1}\left(\overline{3}-\overline{3}_{1}\right)\left(\overline{3}-3_{1}\right)^{-1}
$$

as a function of $B_{1}$, for any given 3 in $H$. Since the two factors $3-B_{1}$ and $\overline{8}-\overline{3}_{1}$ vanish for $3_{1}=3$, the second differential of $\mathfrak{R}$, at the point $3_{1}=3$, has the value

$$
d^{2} \mathfrak{\Re}=2 d 3(3-\overline{3})^{-1} d \overline{\mathfrak{B}}(\overline{\mathfrak{B}}-3)^{-1}=\frac{1}{2} d \mathfrak{Y} \mathfrak{Y}^{-1} d \overline{\mathfrak{Y}} \mathfrak{V}^{-1}
$$

where $\mathfrak{V}$ denotes the imaginary part of $\mathcal{B}=\mathfrak{X}+i \mathfrak{Y}$. On the other hand, by (26), the trace $\sigma(\mathfrak{R})$ of $\mathfrak{R}=\mathfrak{R}\left(\Omega, 3_{1}\right)$ is invariant under any cogredient
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$$
\Re=\left(3-3_{1}\right)\left(3-\overline{3}_{1}\right)^{-1}\left(\overline{3}-\overline{3}_{1}\right)\left(\overline{3}-3_{1}\right)^{-1}
$$

as a function of $B_{1}$, for any given 3 in $H$. Since the two factors $3-B_{1}$ and $\overline{8}-\overline{3}_{1}$ vanish for $3_{1}=3$, the second differential of $\mathfrak{R}$, at the point $3_{1}=3$, has the value

$$
d^{2} \mathfrak{\Re}=2 d 3(3-\overline{3})^{-1} d \overline{\mathfrak{B}}(\overline{\mathfrak{B}}-3)^{-1}=\frac{1}{2} d \mathfrak{Y} \mathfrak{Y}^{-1} d \overline{\mathfrak{Y}} \mathfrak{V}^{-1}
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where $\mathfrak{V}$ denotes the imaginary part of $\mathcal{B}=\mathfrak{X}+i \mathfrak{Y}$. On the other hand, by (26), the trace $\sigma(\mathfrak{R})$ of $\mathfrak{R}=\mathfrak{R}\left(\Omega, 3_{1}\right)$ is invariant under any cogredient
symplectic transformation of the points $\mathfrak{Z}, \mathfrak{B}_{1}$. Moreover $d^{2} \sigma(\mathfrak{\Re})=\sigma\left(d^{2} \mathfrak{F}\right)$, and consequently the hermitian differential form

$$
\begin{equation*}
d s^{2}=\sigma\left(\mathfrak{Y}^{-1} d \mathfrak{B Y} \mathfrak{Y}^{-1} d \overline{\mathfrak{Y}}\right) \tag{28}
\end{equation*}
$$

is invariant under $\Omega$. Introducing $\mathfrak{X}=\left(x_{k l}\right)$ and $\mathfrak{V}=\left(y_{k l}\right)$, we obtain

$$
\begin{equation*}
d s^{2}=\sigma\left(\mathfrak{V}^{-1} d \mathfrak{X} \vartheta^{-1} d \mathfrak{X}+\mathfrak{V}^{-1} d \mathfrak{Y} \mathfrak{V}^{-1} d \mathfrak{Y}\right) \tag{29}
\end{equation*}
$$

and in particular, for $3=i$,

$$
d s^{2}=\sum_{k=1}^{n}\left(d x_{k k}{ }^{2}+d y_{k k}{ }^{2}\right)+2 \sum_{k<l}\left(d x_{k l}{ }^{2}+d y_{k l}{ }^{2}\right)
$$

Since $\Omega$ is transitive in $H$, the quadratic differential form, $d s^{2}$ is obviously positive definite everywhere in $H$.

Let us determine the most general quadratic differential invariant $Q$ of the symplectic group. On account of the transitivity of $\Omega$, we have only to find $Q$ at the point $3=i \mathbb{E}$ of $H$ or, if we use the variable $B_{0}=(3-i \mathbb{E})(3+i \mathbb{E})^{-1}$ already defined in (6), at the point $\mathcal{Z}_{0}=0$ of $E$. Then $Q$ becomes a quadratic form of the elements of $\subseteq=d ß_{0}$ and $\overline{\mathscr{S}}=d \bar{ß}_{0}$ which is, by the result of Section 6, invariant under all transformations $\mathfrak{S} \rightarrow \mathfrak{U} \mathfrak{U}^{\prime} \mathfrak{U}$ with unitary $\mathfrak{U}$. By Lemma 1, there exists for any complex symmetric $\mathfrak{S}$ a unitary matrix $\mathfrak{U}$, such that $\mathfrak{U}^{\prime} \subseteq \mathfrak{U}=\mathfrak{B}=\left[p_{1}, \cdots, p_{n}\right]$ with real $p_{k}(k=1, \cdots, n)$, where the $p_{k}{ }^{2}$ are the characteristic roots of $\subseteq \mathbb{S} \bar{S}$. This proves that $Q$ is a quadratic function of $p_{1}, \cdots, p_{n}$ alone. Let $k_{1}, \cdots, k_{n}$ be a permutation of the numbers $1, \cdots, n$ and $\epsilon_{l}(l=1, \cdots, n)$ a fourth root of unity; then the matrix $\mathfrak{U}_{0}$ of the substitution $s_{k_{l}} \rightarrow \epsilon_{l} s_{l}(l=1, \cdots, n)$ is unitary and $\mathfrak{U}_{0} \mathcal{B U}_{0}$ $=\left[q_{1}, \cdots, q_{n}\right]$ with $q_{l}=\epsilon_{l}^{2} p_{k_{l}}= \pm p_{k_{l}}(l=1, \cdots, n)$. Hence $Q$ is a symmetric polynomial in $p_{1}{ }^{2}, \cdots, p_{n}{ }^{2}$,

$$
Q=\lambda \sum_{k=1}^{n} p_{k}^{2}=\lambda \sigma(\mathbb{S} \overline{\mathbb{S}})
$$

with constant $\lambda$. Consequently any quadratic differential invariant of the symplectic group is a constant multiple of $d s^{2}$.
12. We are now interested in the properties of the geodesics for the symplectic metric (28). In order to find the shortest arc connecting two arbitrarily given points $B_{1}$ and $B_{2}$ of $H$, we have, by Lemma 2 , only to investigate the special case $\mathcal{B}_{1}=i \mathbb{E}, B_{2}=i \mathbb{T}=i\left[t_{1}, \cdots, t_{n}\right], 1 \leq t_{1} \leq t_{2} \leq \cdots \leq t_{n}$; moreover, we may obviously assume $3_{1} \neq 3_{2}$, i. e., $t_{n}>1$. Let now $3=3(u)$ be any curve connecting these two points in $H$ and having a piecewise continuous tangent, $3(0)=i \mathbb{C}, 3(1)=i \mathbb{S}$. We may put

$$
3=\mathfrak{X}+i \mathfrak{D}[D],
$$

where $\mathfrak{Q}=\left[q_{1}, \cdots, q_{n}\right]$ with $q_{k}>0(k=1, \cdots, n)$ and $\mathfrak{D}$ denotes a real orthogonal matrix; moreover $\mathfrak{X}, \mathfrak{Q}, \mathfrak{D}$ have again piecewise continuous derivatives; $\mathfrak{Q}=\mathfrak{E}, \mathfrak{D}=\mathfrak{F}, \mathfrak{X}=0$ for $u=0 ; \mathfrak{Q}=\mathfrak{I}, \mathfrak{D}=\mathfrak{C}, \mathfrak{X}=0$ for $u=1$. This are has the length

$$
s=\int_{0}^{1} \sigma^{\frac{1}{2}}\left(\mathfrak{Y}^{-1} \dot{\mathfrak{Y}} \mathfrak{Y}^{-1} \dot{\overline{\mathfrak{Y}}}\right) d u
$$

where the dot denotes differentiation with respect to $u$.
By (29), we have $s \geq s_{1}$, where $s_{1}$ denotes the length of the curve

$$
\begin{equation*}
3=i \mathfrak{Q}[\Phi] \tag{30}
\end{equation*}
$$

also connecting $\Omega_{1}$ and $3_{2}$, and $s>s_{1}$, if both curves do not coincide.
We use the abbreviation $\dot{\mathscr{D}} \mathscr{S}^{\prime}=\mathfrak{F}=\left(f_{k l}\right)$. Since $\mathfrak{D} \mathscr{D}^{\prime}=\mathfrak{E}$, we have $\dot{\mathfrak{D}} \mathscr{O}^{\prime}=-\mathfrak{O} \dot{\mathscr{Y}}$, and consequently $\mathfrak{F}$ is skew-symmetric. Differentiating the equation $\mathfrak{O M} \mathfrak{N}^{\prime}=\mathfrak{Q}$, we obtain

$$
\mathfrak{D} \mathfrak{y} \mathfrak{D}^{\prime}=\dot{\mathfrak{Q}}-\mathfrak{F} \mathfrak{Q}+\mathfrak{Q} \mathfrak{F}
$$

$\mathfrak{N Y}^{-1} \mathfrak{V} \mathfrak{V}-1 \mathfrak{V} \mathfrak{V}^{\prime}=\mathfrak{Q}^{-1}(\dot{\mathfrak{Q}}-\mathfrak{F} \mathfrak{Q}+\mathfrak{Q}) \mathfrak{Q}^{-1}(\dot{\mathfrak{Q}}-\mathfrak{F} \mathfrak{Q}+\mathfrak{Q})$

$$
\begin{gathered}
=\mathfrak{F}^{2}+\mathfrak{Q}^{-1} \mathfrak{F}^{2} \mathfrak{Q}+\mathfrak{Q}^{-1} \mathfrak{\mathfrak { Q }} \mathfrak{Q}^{-1} \dot{\mathfrak{Q}}-\mathfrak{Q}^{-1} \mathfrak{F} \mathfrak{F}-\mathfrak{F} \mathfrak{Q}^{-1} \mathfrak{F} \mathfrak{Q} \\
-\mathfrak{Q}^{-1} \dot{\mathfrak{Q}} \mathfrak{Q}^{-1} \mathfrak{F}-\mathfrak{Q}^{-1} \mathfrak{F} \dot{\mathfrak{Q}}+\mathfrak{Q}^{-1} \dot{\mathfrak{Q}} \mathfrak{F}+\mathfrak{F} \mathfrak{Q}^{-1} \mathfrak{Q} \\
\sigma(\mathfrak{Y}-1 \mathfrak{j} \mathfrak{Y}-1 \mathfrak{V})=2 \sigma\left(\mathfrak{F}^{2}\right)-2 \sigma\left(\mathfrak{F} \mathfrak{Z} \mathfrak{Q}^{-1}\right)+\sigma\left(\mathfrak{Q}^{-1} \mathfrak{\mathfrak { Q }} \mathfrak{Q}^{-1} \dot{\mathfrak{Q}}\right)
\end{gathered}
$$

$$
\begin{equation*}
=\sum_{k, l=1}^{n} f_{k l^{2}} \frac{\left(q_{k}-q_{l}\right)^{2}}{q_{k} q_{l}}+\sum_{k=1}^{n}\left(\frac{\dot{q}_{k}}{q_{k}}\right)^{2} . \tag{31}
\end{equation*}
$$

On the other hand, the formula

$$
\begin{equation*}
\sum_{k=1}^{n} Q_{k^{2}}=\left(c_{1} Q_{1}+\cdots+c_{n} Q_{m}\right)^{2}+\frac{1}{2} \sum_{k, l=1}^{n}\left(c_{k} Q_{k}-c_{l} Q_{k}\right)^{2} \tag{32}
\end{equation*}
$$

holds for $c_{1}{ }^{2}+c_{2}{ }^{2}+\cdots+c_{n}{ }^{2}=1$ and in particular with

$$
Q_{k}=\frac{\dot{q}_{k}}{q_{k}}, \quad c_{k}=\rho^{-1} \log t_{k} \quad(k=1, \cdots, n)
$$

where

$$
\begin{equation*}
\rho=\left(\sum_{k=1}^{n} \log ^{2} t_{k}\right)^{\frac{1}{2}}>0 \tag{33}
\end{equation*}
$$

By (31) and (32),

$$
s_{1} \geq \int_{0}^{1}\left(c_{1} Q_{1}+\cdots+c_{n} Q_{n}\right) d u=\sum_{k=1}^{n} c_{k} \log t_{k}=\rho
$$

with the sign of inequality, if not all the three conditions

$$
\begin{array}{cl}
f_{k l}\left(q_{k}-q_{l}\right)=0 & (k, l=1, \cdots, n), \\
c_{k} Q_{l}-c_{l} Q_{k}=0 & (k, l=1, \cdots, n), \\
\sum_{k=1}^{n} c_{k} Q_{k} \geq 0 &
\end{array}
$$

are fulfilled. By (35),

$$
\log t_{n} \log q_{k}=\log t_{k} \log q_{n} \quad(k=1, \cdots, n)
$$

whence

$$
\begin{equation*}
q_{k}=t_{k} \gamma \quad(k=1, \cdots, n) \tag{37}
\end{equation*}
$$

with $\gamma=\gamma(u), \gamma(0)=0, \gamma(1)=1$. By (36), the function $\gamma(u)$ is monotone. By (34) and (37),

$$
\begin{aligned}
& f_{k l}\left(t_{k}-t_{l}\right)=0 \quad(k, l=1, \cdots, n) \\
& \mathfrak{D} \dot{S}^{\prime} \mathfrak{T}+\mathfrak{X} \mathfrak{D}^{\prime}=0 \\
& \left(\mathfrak{S}^{\mathfrak{T}}\right)^{\circ}=\dot{\mathfrak{S}} \mathfrak{Z D}+\mathfrak{S}^{\prime} \mathfrak{T}=0 \\
& \mathfrak{D}^{\prime} \mathfrak{S} \mathfrak{D}=\mathfrak{Z} ;
\end{aligned}
$$

 that the minimum $\rho$ of $s$ is attained, if and only if $3=i\left[t_{1}{ }^{\gamma}, \cdots, t_{n}{ }^{\gamma}\right]$, where $\gamma(u)$ is a monotone function with $\gamma(0)=0, \gamma(1)=1$. We may replace $\gamma(u)$ by $u$ and obtain the curve $3=i\left[t_{1}{ }^{u}, \cdots, t_{n}{ }^{u}\right]$ as the unique solution. Introducing the length of arc $\tau=\rho u$, we have $3=i\left[e^{c_{1} \tau}, \cdots, e^{\sigma_{n} \tau}\right]$ with $c_{k}=\rho^{-1} \log t_{k}(k=1, \cdots, n)$ and $c_{1}{ }^{2}+\cdots+c_{n}{ }^{2}=1$.
13. Let 3 and $8_{1}$ be again two arbitrary points of $H$. By (33) and the results of Section 10 , the symplectic distance $\rho=\rho\left(3, B_{1}\right)$ is given by

$$
\begin{equation*}
\rho^{2}=\sum_{k=1}^{n} \log ^{2} \frac{1+r_{k}^{\frac{1}{2}}}{1-r_{k}^{\frac{1}{2}}}, \tag{38}
\end{equation*}
$$

where $r_{1}, \cdots, r_{n}$ denote the characteristic roots of the cross-ratio $\mathfrak{R}=\mathfrak{R}\left(3, B_{1}\right)$. Since

$$
\log ^{2} \frac{1+r^{2}}{1-r^{2}}=4 r\left(\sum_{k=0}^{\infty} \frac{r^{k}}{2 k+1}\right)^{2} \quad(0 \leq r<1)
$$

and

$$
\sum_{k=1}^{n} \dot{r}_{k}^{l}=\sigma\left(\Re^{l}\right) \quad(l=1,2, \cdots)
$$

we may write

$$
\rho^{2}=\sigma\left(\log ^{2} \frac{1+\Re^{\frac{1}{2}}}{1-\Re^{\frac{1}{3}}}\right)
$$

with

$$
\log ^{2} \frac{1+\Re^{\frac{1}{2}}}{1-\Re^{\frac{1}{2}}}=4 \Re\left(\sum_{k=0}^{\infty} \frac{\Re^{k}}{2 k+1}\right)^{2}
$$

By the results of this and the preceding section, Theorem 3 and Theorem 4 are completely proved.
14. In order to calculate the differential equation of the geodesics and the tensor of curvature, we determine the first variation $\delta s$. We consider any curve $B=3(s)\left(0 \leq s \leq s_{0}\right)$, where the parameter $s$ denotes the length of arc. Then $\sigma\left(\mathfrak{Y}^{-1} \dot{\mathfrak{j}} \mathfrak{Y}^{-1} \dot{\overline{3}}\right)=1$ and

$$
\delta s=\frac{1}{2} \int_{0}^{8_{0}} \delta \sigma\left(\mathfrak{Y}^{-1} \dot{\mathfrak{Y}} \mathfrak{Y}^{-1} \dot{\overline{3}}\right) d s
$$

Using the abbreviations $\dot{\mathfrak{Z}} \mathfrak{Y}^{-1} \dot{\overline{\mathfrak{B}}}=\mathfrak{B}, \mathfrak{V}^{-1} \dot{\mathfrak{Z}} \mathfrak{Y}^{-1}=\mathfrak{W}$ and denoting by $R$ the real part, we find

$$
\begin{aligned}
& \delta \eta^{-1}=\frac{i}{2} ⿹^{-1}(\delta 8-\delta \overline{3}) \mathfrak{V}^{-1}
\end{aligned}
$$

whence

$$
\delta s=-R \int_{0}^{g_{0}} \sigma\left(\mathfrak{Y}^{-1}\left(\ddot{\mathfrak{B}}+i \dot{\mathfrak{Y}} \mathfrak{Y ^ { - 1 }} \dot{\mathfrak{Y}}\right) \mathfrak{Y}^{-1} \delta \overline{\mathfrak{Y}}\right) d s .
$$

Consequently

$$
\begin{equation*}
\ddot{\mathfrak{B}}=-i \dot{\mathrm{y}} \mathfrak{V}^{-1} \dot{\mathfrak{B}} \tag{39}
\end{equation*}
$$

is the differential equation of the geodesic lines.
It is easy to perform the integration without using Section 12. On account of the symplectic invariance of the geodesics and the transitivity of $\Omega$, it is sufficient to integrate (39) for the initial point $3=i \mathbb{C}$ and an arbitrary direction $\dot{3}=\Re$ through this point; obviously $\sigma(\Omega \bar{\Omega})=1$. By Section 6, the mapping

$$
\begin{equation*}
\frac{3-i \mathbb{E}}{3+i \mathbb{E}} \rightarrow \mathfrak{u}^{\prime} \frac{3-i \mathbb{E}}{3+i \mathbb{E}} \mathfrak{u} \tag{40}
\end{equation*}
$$

is symplectic for arbitrary unitary $\mathfrak{U}$. Under this mapping, the direction $\Omega$ through $i \mathbb{E}$ is replaced by $\mathfrak{U} \mathfrak{M}$. By Lemma 1 , we can determine $\mathfrak{U}$ such that $\mathfrak{U}^{\prime} \mathfrak{\Re} \mathfrak{U}=i \mathfrak{\Re}=i\left[g_{1}, \cdots, g_{n}\right]$ with $0 \leq g_{1} \leq \cdots \leq g_{n}$; since $\sigma(\Re \bar{\Re})=1$, we have $g_{1}{ }^{2}+\cdots+g_{n}{ }^{2}=1$. It is now sufficient to integrate (39) for the
initial conditions $3=i \mathfrak{E} ; \dot{3}=i \mathscr{G}$. Obviously the solution is $3=i \exp s \mathfrak{F}$. Consequently the most general geodesic line is

$$
(\mathfrak{A} 8+\mathfrak{B})(\mathbb{C} 3+\mathfrak{D})^{-1}=i\left[e^{0_{18},}, \cdots, e^{g_{n s}}\right],
$$

where the left-hand side is an arbitrary symplectic transformation of 3 and $g_{1}, \cdots, g_{n}$ are arbitrary real numbers with $0 \leq g_{1} \leq \cdots \leq g_{n}$, $g_{1}{ }^{2}+\cdots+g_{n}{ }^{2}=1$.
15. We shall now establish directly, without using Section 12, that there exists exactly one geodesic through two arbitrarily given points $3_{1}$ and $3_{2} \neq 3_{1}$ of $H$. We may again assume $3_{1}=i \mathbb{E}, 3_{2}=i \mathbb{L}=i\left[t_{1}, \cdots, t_{n}\right]$, $1 \leq t_{1} \leq \cdots \leq t_{n}$,

$$
\rho=\left(\sum_{k=1}^{n} \log ^{2} t_{k}\right)^{\frac{1}{2}}>0 .
$$

Defining $g_{k}=\rho^{-1} \log t_{k}(k=1, \cdots, n)$, we obtain the geodesic line

$$
\begin{equation*}
3=i \exp s \mathscr{G} . \tag{41}
\end{equation*}
$$

Since (40) is the most general symplectic mapping with the fixed point if, any geodesic through this point has an equation

$$
\begin{equation*}
\frac{\frac{B-i \mathbb{C}}{3+i \mathbb{E}}}{3+\mathfrak{u}^{\prime} \frac{\exp s \mathfrak{G}-\mathbb{C}}{\exp s \tilde{\mathscr{C}}+\mathfrak{C}} \mathfrak{u}} \tag{42}
\end{equation*}
$$

with unitary $\mathfrak{U}$ and $\mathfrak{G}=\left[h_{1}, \cdots, h_{n}\right], 0 \leq h_{1} \leq \cdots \leq h_{n}, h_{1}{ }^{2}+\cdots+h_{n}{ }^{2}=1$. If this curve goes also through the point $3=i \mathbb{Z}$ of (41), we obtain

$$
\mathfrak{U}\left(\frac{\mathfrak{G}-\mathscr{Z}}{\mathfrak{C}+\mathfrak{X}}\right)^{2}=\left(\frac{\mathfrak{G}-\exp s_{0} \mathfrak{G}}{\mathfrak{G}+\exp s_{0} \mathfrak{G}}\right)^{2} \mathfrak{u}
$$

for a certain $s_{0}>0$, whence $\mathfrak{L}=\exp s_{0} \mathfrak{W}, s_{0} \mathfrak{\mathscr { G }}=\rho \mathfrak{G}, s_{0}=\rho, \mathfrak{Y}=\mathfrak{F}$. Moreover $\mathfrak{U}$ and $\left(\exp s_{0} \mathfrak{g}-\mathfrak{F}\right)\left(\exp s_{0} \mathfrak{Q}+\mathfrak{G}\right)^{-1}$ are permutable, hence also $\mathfrak{U}$ and $(\exp s \mathfrak{g}-\mathfrak{F})(\exp s \mathfrak{G}+\mathfrak{G})^{-1}$. Putting $s=\rho$ in (42), we find $\mathfrak{u} \mathfrak{U}=\mathfrak{F}$, and consequently the geodesics (41) and (42) coincide.

This result proves again, by a general theorem from the calculus of variations, that there exists exactly one shortest arc between two arbitrarily given points of $H$.
16. By the minimum property of the geodesic are, the symplectic distance $\rho\left(\beta_{1}, 3_{2}\right)$ satisfies the triangle inequality

$$
\rho\left(\mathfrak{3}_{1}, \mathfrak{3}_{3}\right) \leq \rho\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}\right)+\rho\left(\mathfrak{3}_{2}, \mathfrak{3}_{3}\right)
$$

for three arbitrary points $3_{1}, 3_{2}, 3_{3}$ of $H$, and the sign of equality is true, if and only if $3_{2}$ is a point on the uniquely determined geodesic arc between $3_{1}$
and $3_{3}$. Obviously $\rho\left(3,3_{1}\right)$ is a continuous function of 3 . If $G$ is any compact point set in $H$, then $\rho\left(3,3_{1}\right) \leq c$ for all 3 in $G$, where $c$ is a positive constant depending only upon $8_{1}$ and $G$. Let us prove that also the converse statement is true: If $c$ is an arbitrary positive constant and $3_{1}$ any given point of $H$, then the inequality $\rho\left(3,3_{1}\right) \leq c$ defines a compact set $G$ of points 3 in $H$. It is sufficient to prove this in the special case $3_{1}=i \mathbb{E}$. By the definition of the cross-ratio,

$$
\mathfrak{R}(\mathcal{B}, i \mathbb{E})=3_{0} \overline{3}_{0},
$$

where $3_{0}=(3-i \mathbb{E})(3+i \mathbb{E})^{-1}$ is the image of 3 under the transformation (6) mapping $H$ onto $E$. We infer from (38) that the characteristic roots $r_{k}$ of the hermitian matrix $3_{0} \overline{3}_{0}$ satisfy an inequality

$$
0 \leq r_{k} \leq \vartheta<1 \quad(k=1, \cdots, n)
$$

for all 3 with $\rho\left(3, \mathcal{3}_{1}\right) \leq c$, where $\vartheta$ depends only upon $c$. Since an arbitrary symmetric matrix $\Omega_{0}$ is a point of $E$, if the characteristic roots of $\beta_{0} \overline{3}_{0}$ are $<1$, all limit points of the images $8_{0}$ of the points 3 in $G$ belong to $E$ again, and consequently $G$ is compact.

## 17. Let

$$
\begin{equation*}
d s^{2}=\sum_{k, l=1}^{m} g_{k l} d x_{k} d x_{l} \tag{43}
\end{equation*}
$$

be a Riemann metric in an $m$-dimensional space and let

$$
\ddot{x}_{k}=-\sum_{p, \sigma=1}^{m}\{p q, k\} x_{p} \dot{x}_{q} \quad(k=1, \cdots, m)
$$

be the differential equations of the geodesics, so that $\{p q, k\}$ denotes the Christoffel symbol of the second kind. The Riemann tensor of curvature $R$ is obtained in the following way: Define two covariant differentials $\delta_{1} u_{k}$ and $\delta_{z} u_{k}$ by

$$
\begin{equation*}
\delta_{r} u_{k}=-\sum_{p, q}\{p q, k\} u_{p} \delta_{r} x_{q} \quad(r=1,2) ; \tag{44}
\end{equation*}
$$

then

$$
\begin{equation*}
R=\sum_{k, l} g_{k} v_{k}\left(\delta_{1} \delta_{2}-\delta_{2} \delta_{1}\right) u_{l}=\sum_{k, l, p, q} R_{k l p q} u_{k} v_{l} \delta_{1} x_{p} \delta_{2} x_{q}, \tag{45}
\end{equation*}
$$

where $u_{k}, v_{l}, \delta_{1} x_{p}, \delta_{2} x_{q}$ are the components of 4 covariant vectors.
In the case of the symplectic metric (28), the differential equations of the geodesics are given by (39). Instead of (44), we may write now

$$
2 i \delta_{r} \mathfrak{U}=\mathfrak{U} \mathfrak{Y}^{-1} \delta_{r} 3+\delta_{r} \mathfrak{Z V}^{-1} \mathfrak{l} \quad(r=1,2)
$$

with complex symmetric $\mathfrak{U}=\left(u_{k l}\right)$, and we obtain


$$
\begin{equation*}
\left.\left.4\left(\delta_{1} \delta_{2}-\delta_{2} \delta_{1}\right) \mathfrak{U}=\mathfrak{F}_{\mathfrak{F}}\right)^{-1} \mathfrak{u}+\mathfrak{u} \mathfrak{y}\right)^{-1} \mathfrak{F}^{\prime}, \tag{46}
\end{equation*}
$$

where

Introducing

$$
\begin{equation*}
\mathfrak{F}=\delta_{\mathrm{i}} 3 \mathfrak{Y}^{-\mathrm{i}} \delta_{2} \overline{3}-\delta_{2} 3 \mathfrak{V}^{-1} \delta_{1} \overline{3} \tag{17}
\end{equation*}
$$

$$
\begin{equation*}
\mathfrak{G}=\mathfrak{U} \mathfrak{V}^{-1} \overline{\mathfrak{B}}-\mathfrak{B} \mathfrak{Y}^{-1} \overline{\mathfrak{u}} \tag{48}
\end{equation*}
$$

with complex symmetric $\mathfrak{B}=\left(v_{k l}\right)$, we find, by (28), (45) and (46),

$$
\begin{align*}
4 R & =\sigma\left(\mathfrak{Y}^{-1} \mathfrak{B} \overline{\mathfrak{F}} \mathfrak{V}^{-1} \mathfrak{u}+\mathfrak{V}^{-1} \mathfrak{F} \mathfrak{V}^{-1} \mathfrak{U} \mathfrak{V}^{-1} \mathfrak{\mathfrak { B }}\right) \\
& =\sigma\left(\mathfrak{V}^{-1} \mathfrak{F} \mathfrak{\eta}^{-1}(\mathfrak{G})=-\sigma\left(\mathfrak{Z}^{-1} \mathfrak{F} \mathfrak{Y}^{-1} \overline{\mathfrak{G}}^{\prime}\right) .\right. \tag{49}
\end{align*}
$$

In order to determine the Gaussian curvature, we have to take two arbitrary different directions $\delta_{1} 3$ and $\delta_{2} 3$ at the point 3 and to choose $\mathfrak{U}=\delta_{1} 3$, $\mathfrak{N}=\delta_{2} 3$. Then

$$
R=-\frac{1}{4} \sigma\left(\mathfrak{Y}^{-1} \mathfrak{F} \mathfrak{y}^{-1} \overline{\mathfrak{F}^{\prime}}\right) \leq 0
$$

where the sign of equality is true only for $\mathfrak{F}=0$. Consequently the curvature is negative for $\delta_{1} 8 \mathfrak{Y}^{-1} \delta_{2} \overline{3} \neq \delta_{2} 8 \mathfrak{Y}^{-1} \delta_{1} \overline{3}$, and 0 otherwise.

It may easily be seen, that the contracted tensor of curvature is $\frac{n+1}{2} d s^{2} ;$ hence we have an Einstein metric with cosmological term.
18. Allendoerfer and Fenchel proved independently the following generalization of the Gauss-Bonnet formula concerning the curvatura integra of a closed two-dimensional surface. Let $F$ be a closed manifold with the Riemann metric (43) and an even number $m$ of dimensions. For every permutation $k_{1}, \cdots, k_{m}$ of the numbers $1, \cdots, m$ we define $\epsilon_{k_{1}} \ldots k_{m}=1$, if the permutation is even, and $=-1$, if the permutation is odd. Let $g$ be the determinant $\left|g_{k l}\right|$ and
(50) $K=\left(2^{m / 2} g m!\right)^{-1} \Sigma R_{k 1 k_{2} l_{1} l_{2}} R_{k 3 k 4 l_{3} l_{4}} \cdots R_{i_{m-1} k_{m} l_{m-1} l_{m}} q_{1} k_{2} \ldots k_{m-1} k_{m} \varepsilon_{1} l_{2} \ldots l_{m-1} l_{m}$, where the summation is extended over all permutations $k_{1}, \cdots, k_{m}$ and $l_{1}, \cdots, l_{m}$ of $1, \cdots, m$; moreover let $d \omega$ be the volume element in the given metric. Then the Euler characteristic of $F$ has the value

$$
\begin{equation*}
\chi=\pi^{-(m+1) / 2} \Gamma\left(\frac{m+1}{2}\right) \int_{F} K d \omega \tag{51}
\end{equation*}
$$

For practical purposes, the sum on the right-hand side of (50) may be
calculated in the following manner: Determine the single terms of the polynomial

$$
R^{m / 2}=\left(\Sigma R_{k l p q} u_{k} v_{l} u_{p}^{*} v_{q}^{*}\right)^{m / 2}
$$

and replace every product $u_{l_{1}} \nu_{k_{2}} \cdots u_{k_{m-1}} v_{k_{m}} u^{*}{ }_{l_{1}} v^{*} l_{l_{2}} \cdots u^{*}{ }_{l_{m-1}} v^{*}{ }_{l_{m}}$ by $\epsilon_{k_{1}} \ldots \boldsymbol{k}_{m} \epsilon_{l_{1}} \ldots l_{m}$.

In the case of the symplectic metric, the transitive group $\Omega$ of isometric mappings exists, and consequently the invariant $K$ is constant in the whole space $H$. In order to find this constant value, we may assume $3=i \Subset$. Writing $\mathfrak{U}^{*}, \mathfrak{B}^{*}$ instead of $\delta_{1} 3, \delta_{2} 3$, we obtain, by (47), (48) and (49),

$$
R=\frac{1}{4} \sigma\left(\Omega \mathfrak{\Omega}^{*}\right)
$$

with

$$
\mathfrak{Q}=\mathfrak{U} \overline{\mathfrak{B}}-\mathfrak{B} \overline{\mathfrak{U}}, \quad \mathfrak{Q}^{*}=\mathfrak{U}^{*} \overline{\mathfrak{B}}^{*}-\mathfrak{B}^{*} \overline{\mathfrak{U}}^{*}
$$

where $\mathfrak{U}, \mathfrak{B}, \mathfrak{U}^{*}, \mathfrak{B}^{*}$ are indeterminate symmetric complex matrices. Hence

$$
\begin{equation*}
R^{\nu}=2^{-2 \nu} \sum q_{k_{1} l_{1}} \cdots q_{k \nu l \nu} q_{k_{1} l_{1}} \cdots q^{*} k_{k \nu l v} \quad(\nu=1,2, \cdots) \tag{52}
\end{equation*}
$$

with

$$
q_{k l}=\sum_{r=1}^{n}\left(u_{k r} \bar{v}_{r l}-v_{k r} \bar{u}_{r l}\right), \quad q_{k l}^{*}=\sum_{r=1}^{n}\left(u_{k r}^{*} \bar{v}_{r l}^{*}-v_{k r}^{*} \bar{u}_{r l}^{*}\right),
$$

where $k_{1}, l_{1}, \cdots, k_{v}, l_{v}$ run independently from 1 to $n$. We choose

$$
v=\frac{m}{2}=\frac{n(n+1)}{2}
$$

Let us denote the $v$ elements $u_{k l}(1 \leq k \leq l \leq n)$ of $\mathfrak{U}=\left(u_{k t l}\right)$ in lexicographic order by $u_{1}, \cdots u_{v}$, their conjugates by $u_{v+1}, \cdots, u_{m}$, and introduce the corresponding notation for the elements of $\mathfrak{B}, \mathfrak{u}^{*}, \mathfrak{B}^{*}$. Replacing every term $u_{g_{1}} v_{g_{2}} \cdots u_{g_{m-1}} v_{g_{m}}$ in $q_{k_{1} l_{1}} \cdots q_{k v l v}$ by $\epsilon_{g_{1} \ldots g_{m}}$, we get the expression $2^{\nu}{ }_{\eta k_{1} l_{1} \ldots k \nu l \nu}$ with

$$
\begin{equation*}
\eta_{k_{1} l_{1} \ldots k \nu l v}=\Sigma \Sigma_{g_{g_{1}}} \ldots g_{m}, \tag{53}
\end{equation*}
$$

where $g_{1}, \cdots, g_{m}$ run over all permutations of $1, \cdots, m$ such that the $m$ conditions

$$
u_{k_{\lambda} r_{n}}=u_{g_{2 h-1}}, \quad \bar{v}_{l_{h} r_{h}}=v_{g_{2 \lambda}} \quad(h=1, \cdots, v)
$$

have a solution $r_{1}, \cdots, r_{v}$. By (52), the sum of the right-hand side of (50) has, for $3=i \mathbb{E}$, the positive integral value

$$
\begin{equation*}
a_{n}=\Sigma_{\eta}^{2} k_{1} l_{1} \ldots k v l v \tag{54}
\end{equation*}
$$

Moreover $g$ is the determinant of the quadratic form $\sigma\left(\mathfrak{Y}^{-1} d ß \bigvee^{-1} d \overline{\mathbf{3}}\right)$ of the variables $d z_{k l}$ and $d \bar{z}_{k l}(1 \leq k \leq l \leq n)$; hence

$$
g=(-1)^{\nu} 2^{-2 n}
$$

for $3=i \mathbb{E}$, and consequently

$$
\begin{equation*}
K=(-1)^{\nu 2^{2 n-\nu}} \frac{a_{n}}{(2 \nu)!} \tag{55}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
d \omega=2^{\nu-n}|习|^{n-1} \prod_{k \leq l}\left(d x_{k l} d y_{k l}\right)=2^{\nu-n} \prod_{k \leq l}\left(d x_{k l} d Y_{k l}\right) \tag{56}
\end{equation*}
$$

with $\left(Y_{k l}\right)=\mathfrak{V}^{-1}$. Since

$$
\pi^{-\nu-\frac{-}{1}} \Gamma\left(\nu+\frac{1}{2}\right) \frac{2^{2 n-\nu}}{(2 v)!} 2^{\nu-n}=\left(2^{n^{2}} \pi^{\nu} \nu\right)^{-1}
$$

we obtain, by (51), (55) and (56),

$$
x=c_{n}(-\pi)^{-n(n+1) / 2} \int_{F} d v
$$

where the positive rational number
is defined in (53), (54) and

$$
c_{n}=\frac{a_{n}}{2 n^{2}\left[\left(n^{2}+n\right) / 2\right]!}
$$

$$
\begin{equation*}
d v=\prod_{k \leq l}\left(d x_{k l} d Y_{k l}\right) \tag{57}
\end{equation*}
$$

denotes the euclidean volume element in the space of $\mathfrak{X}, \mathfrak{Y}^{-1}$.
We find by direct calculation $a_{1}=1, a_{2}=6 \cdot 3!, a_{3}=90 \cdot 6!$ and therefore $c_{1}=\frac{1}{2}, c_{2}=\frac{3}{8}, c_{3}=\frac{45}{256}$, but a simple explicit formula for $a_{n}$ and $c_{n}$ in the case of an arbitrary $n$ is not known.

The proof of Theorem 5 is now accomplished.

## IV. DISCONTINUOUS GROUPS.

19. A group of mappings of $H$ onto itself is called discontinuous (in $H$ ), if for every 3 of $H$ the set of images of 3 has no limit point in $H$. Since $H$ can be covered by a countable number of compact domains, the number of elements of a discontinuous group is either finite or countably infinite. We shall assume, moreover, that the mappings are analytic. Then, by Theorem 1, they form a subgroup $\Delta$ of the symplectic group.

On the other hand, let us consider the definition of a discrete group. A group of matrices $\mathfrak{M}$ with real (or complex) elements is called discrete, if every infinite sequence of different $\mathfrak{M}$ diverges. It is obvious that a discontinuous group of symplectic matrices is discrete. Let us now prove the con-
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K=(-1)^{\nu 2^{2 n-\nu}} \frac{a_{n}}{(2 \nu)!} \tag{55}
\end{equation*}
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On the other hand,

$$
\begin{equation*}
d \omega=2^{\nu-n}|习|^{n-1} \prod_{k \leq l}\left(d x_{k l} d y_{k l}\right)=2^{\nu-n} \prod_{k \leq l}\left(d x_{k l} d Y_{k l}\right) \tag{56}
\end{equation*}
$$

with $\left(Y_{k l}\right)=\mathfrak{V}^{-1}$. Since

$$
\pi^{-\nu-\frac{-}{1}} \Gamma\left(\nu+\frac{1}{2}\right) \frac{2^{2 n-\nu}}{(2 v)!} 2^{\nu-n}=\left(2^{n^{2}} \pi^{\nu} \nu\right)^{-1}
$$

we obtain, by (51), (55) and (56),

$$
x=c_{n}(-\pi)^{-n(n+1) / 2} \int_{F} d v
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where the positive rational number
is defined in (53), (54) and

$$
c_{n}=\frac{a_{n}}{2 n^{2}\left[\left(n^{2}+n\right) / 2\right]!}
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$$
\begin{equation*}
d v=\prod_{k \leq l}\left(d x_{k l} d Y_{k l}\right) \tag{57}
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denotes the euclidean volume element in the space of $\mathfrak{X}, \mathfrak{Y}^{-1}$.
We find by direct calculation $a_{1}=1, a_{2}=6 \cdot 3!, a_{3}=90 \cdot 6!$ and therefore $c_{1}=\frac{1}{2}, c_{2}=\frac{3}{8}, c_{3}=\frac{45}{256}$, but a simple explicit formula for $a_{n}$ and $c_{n}$ in the case of an arbitrary $n$ is not known.

The proof of Theorem 5 is now accomplished.

## IV. DISCONTINUOUS GROUPS.

19. A group of mappings of $H$ onto itself is called discontinuous (in $H$ ), if for every 3 of $H$ the set of images of 3 has no limit point in $H$. Since $H$ can be covered by a countable number of compact domains, the number of elements of a discontinuous group is either finite or countably infinite. We shall assume, moreover, that the mappings are analytic. Then, by Theorem 1, they form a subgroup $\Delta$ of the symplectic group.

On the other hand, let us consider the definition of a discrete group. A group of matrices $\mathfrak{M}$ with real (or complex) elements is called discrete, if every infinite sequence of different $\mathfrak{M}$ diverges. It is obvious that a discontinuous group of symplectic matrices is discrete. Let us now prove the con-
verse of this statement. If $\Delta$ is a non-discontinuous group of symplectic mappings

$$
\begin{equation*}
3^{*}=(\mathfrak{U} 3+\mathfrak{B})(\mathfrak{C} 3+\mathfrak{D})^{-1} \tag{58}
\end{equation*}
$$

we can find a point 3 of $H$ and an infinite sequence of different matrices

$$
\mathfrak{M}=\left(\begin{array}{ll}
\mathfrak{N} & \mathfrak{B} \\
\mathfrak{C} & \mathfrak{D}
\end{array}\right)
$$

in $\Delta$, such that the corresponding sequence (58) tends to a limit $3^{*}{ }_{1}$ in $H$. Denoting by $\mathfrak{V}, \mathfrak{Y}^{*}, \mathfrak{Y}^{*}{ }_{1}$ the imaginary parts of $\mathfrak{3}, \mathfrak{Z}^{*}, \mathfrak{Z}^{*}{ }_{1}$, we have, by (25),

$$
\begin{equation*}
\mathfrak{Y}^{*}=\mathfrak{Y}\left\{(\mathbb{E} \mathfrak{Z}+\mathfrak{D})^{-1}\right\} \tag{59}
\end{equation*}
$$

Now $\mathfrak{V}^{*}$ is bounded, $\mathfrak{V}$ is fixed and $\mathfrak{V}>0$. By (59), the sequence of matrices $(\mathbb{C} 3+\mathfrak{D})^{-1}$ is bounded; moreover, the square of the absolute value of the determinant $|\mathfrak{C} 3+\mathfrak{D}|$ tends to the limit $|\mathfrak{Y}|\left|\mathfrak{V}^{*}\right|^{-1}$; hence also $\mathfrak{C} 3+\mathfrak{D}$ is bounded. Since $\mathfrak{C}$ is the imaginary part of $(\mathbb{C} 3+\mathfrak{D}) \mathfrak{V}^{-1}$ and $\mathfrak{D}=(\mathfrak{C} 3+\mathfrak{D})-\mathfrak{C} 3$, the matrices $\mathfrak{C}, \mathfrak{D}$ are bounded. It follows from $\mathfrak{A} 3+\mathfrak{P}=3^{*}(\mathbb{C} 3+\mathfrak{D})$ that also $\mathfrak{U}$ and $\mathfrak{B}$ are bounded. Consequently there exists a converging subsequence of matrices $\mathfrak{M}$, and $\Delta$ is non-discrete.
20. For any point set $P$ in $H$, we define the diameter $\delta(P)$ as the least upper bound of the distance $\rho\left(3,8^{*}\right)$, where 8 and $3^{*}$ run independently over all points of $P$. The diameter is finite, if $P$ is compact. The distance $\rho\left(P, P^{*}\right)$ of two point sets $P, P^{*}$ in $H$ is defined as the greatest lower bound of the distance $\rho\left(3,3^{*}\right), 3$ running over $P$ and $3^{*}$ over $P^{*}$. By the triangle inequality,

$$
\begin{equation*}
\delta\left(P+P^{*}\right) \leq_{\rho}\left(P, P^{*}\right)+\delta(P)+\delta\left(P^{*}\right) \tag{60}
\end{equation*}
$$

Let $D_{1}, D_{2}, \cdots$ be the elements of the discontinuous group $\Delta$ and let $D_{1}$ be the identity. We denote by $D_{k}(P)=P_{b_{0}}$ the image of the set $P$ under $D_{\text {t }}(k=1,2, \cdots)$. We assume now that $P$ and another point set $Q$ in $H$ are compact. We shall prove that the distance $\rho\left(Q, P_{p_{k}}\right)$ tends to infinity with $k$. Let us first consider the case of two points $Q=8, P=3_{1}$. By Section 16, the condition $\rho\left(3,3^{*}\right) \leq c$ defines, for arbitrarily given $c>0$ and variable $8^{*}$, a compact point set in $\dot{H}$; hence the inequality $\rho\left(8, B_{k}\right) \leq c$ holds only for a finite number of indices $k$ so that $\rho\left(3, B_{k}\right) \rightarrow \infty$ for $k \rightarrow \infty$. Consider now the general case for $P$ and $Q$. By (60),

$$
\rho\left(Q, P_{k}\right) \geq \delta\left(Q+P_{k}\right)-\delta(Q)-\delta\left(P_{k}\right)
$$

Choosing a point 3 in $Q$ and a point $B_{1}$ in $P$, we have $\delta\left(Q+P_{k}\right)$ $\geq \rho\left(3,3_{k}\right) \rightarrow \infty$ and $\delta\left(P_{k}\right)=\delta(P)$, whence $\rho\left(Q, P_{k}\right) \rightarrow \infty$.

A point 3 of $H$ is called a fixed point of $\Delta$, if $D_{k}(3)=3$ for at least one index $k>1$. Let $P$ be an arbitrary compact domain in $H$, e. g., the domain $\rho(3, i \mathcal{E}) \leq 1$. Since $\rho\left(P, P_{k}\right) \rightarrow \infty$ for $k \rightarrow \infty$, there exists only a finite number of values $k$, such that the equation $D_{k}(3)=3$ has a solution 3 in $P$. But this equation, for any $k>1$, defines an algebraic manifold in $H$, and consequently we may construct a point of $P$ which is not contained in any of those manifolds; in other words, we may certainly construct a point $3_{1}$ of $H$ which is not a fixed point. The images $3_{k}=D_{k}\left(3_{1}\right)$ of $3_{1}$ are then all different one from another.
21. We denote by $F$ the set of all points 3 satisfying all the inequalities

$$
\begin{equation*}
\rho\left(3,3_{1}\right) \leq_{\rho}\left(3,3_{k}\right) \quad(k=2,3, \cdots) \tag{61}
\end{equation*}
$$

lt follows from this definition that $F$ is closed, with respect to $H$; but $F$ is not necessarily compact. Let $G=H-F$ be the complement of $G$ in $H$ and let $B$ be the frontier of $F$ and $F_{0}=F-B$ the set of inner points of $F$.

Obviously, the set $G$ consists of all points 3 satisfying the inequality $\rho\left(3,3_{1}\right)>\rho\left(3,3_{k}\right)$ for at least one value of $k$; hence all the points $3_{3}, 3_{3}, \cdots$ belong to $G$.

Let us now consider a point 8 which fulfills all conditions

$$
\begin{equation*}
\rho\left(3,3_{1}\right)<\rho\left(3,3_{k}\right) \quad(k=2,3, \cdots) ; \tag{62}
\end{equation*}
$$

the point $8=3_{1}$ is an example. The differences $\rho\left(3,3_{k}\right)-\rho\left(3,3_{1}\right)$ ( $k=2,3, \cdots$ ) are all positive and tend to infinity with $k$ and, consequently, they have a positive minimum $\mu$. The points $3^{*}$ of the geodesic sphere $\rho\left(3,3^{*}\right)<\frac{1}{2} \mu$ form a neighborhood of 3 . It follows from

$$
\begin{array}{r}
\rho\left(3^{*}, 3_{k}\right)-\rho\left(3^{*}, 3_{1}\right)>\rho\left(3,3_{k}\right)-\frac{1}{2} \mu-\rho\left(8,3_{1}\right)-\frac{1}{2} \mu \geq 0 \\
(k=2,3, \cdots),
\end{array}
$$

that all these points belong to $F$. Consequently 3 is a point of $F_{0}$.
Consider next the case where all conditions (61) are fulfilled, with the sign of equality for at least one index $k=l>1$. Then $3 \nLeftarrow 3 l$. Let $3^{*}$ be an arbitrary point on the geodesic are joining 3 and $3_{l}$, different from 3 . Since $\rho\left(3,3_{1}\right)=\rho\left(3,3_{l}\right)$ and $3_{1} \neq 3_{l}$, the point $3^{*}$ does not lie at the same time on the geodesic arc between 3 and $3_{1}$ so that

$$
\rho\left(3,3_{1}\right)<\rho\left(3,3^{*}\right)+\rho\left(3^{*}, 3_{1}\right)
$$

On the other hand,

$$
\rho(3,3 \imath)=\rho\left(3,3^{*}\right)+\rho\left(3^{*}, 3 \imath\right),
$$

and the inequality $\rho\left(8^{*}, 3_{1}\right)>\rho\left(8^{*}, 3_{l}\right)$ is proved. Consequently, the whole
geodesic arc between 3 and $3_{l}$ belongs to $G$, except the point 3 itself, which is a point of $F$. This proves that 3 is a point of $B$. Therefore $F_{0}$ consists of all 3 satisfying (62) and $B$ consists of all 3 satisfying (61) with at least one sign of equality.

Let again 3 be a point of $B$, and choose a point $3^{*} \neq 3$ on the geodesic are joining 8 and $B_{1}$; then

$$
\rho\left(3,3_{1}\right)=\rho\left(3,3^{*}\right)+\rho\left(3^{*}, 3_{1}\right)
$$

Moreover

$$
\rho\left(3,3_{1}\right) \leq \rho\left(3,3_{k}\right) \leq \rho\left(3,3^{*}\right)+\rho\left(3^{*}, 3_{k}\right) \quad(k=2,3, \cdots)
$$

where the sign of equality cannot be true in both places. Hence $\rho\left(3^{*}, 3_{1}\right)$ $<\rho\left(3^{*}, 3_{k}\right)$, i. e., $3^{*}$ is a point of $F_{0}$. This proves that any geodesic ray through $\bigotimes_{1}$ either lies completely in $F$ or intersects $B$ in exactly one point. The domain $F$ is a star formed by geodesic ares through $\wp_{1}$.

The boundary $B$ of $F$ consists of parts of the analytic surfaces $\rho\left(3,3_{1}\right)$ $=\rho\left(3,3_{k}\right)$ for certain values of $k>1$. It is not generally true that the number of these values is finite. However, if we consider a compact domain $P$ in $H$, the distance $\rho\left(P, B_{k}\right)$ tends to infinity with $k$; consequently only a finite number of these bounding surfaces enter into $P$.

Let 3 be an arbitrary point of $H$. Since $\rho\left(3,3_{k}\right) \rightarrow \infty$, there exists a positive integer $r$, such that

$$
\begin{equation*}
\rho(3,3 r) \leq \rho(3,3 k) \quad(k=1,2, \cdots) \tag{63}
\end{equation*}
$$

Then the point $3^{*}=D_{r}^{-1}(3)$ satisfies the conditions (61). Consequently 3 is equivalent to a point of $F$. On the other hand, a point 3 cannot satisfy both conditions (62) and (63), for any $r>1$ and all $k$. It follows that no point of $F_{0}$ is equivalent to any point of $F$, except to itself under the identical mapping $D_{1}$.

Our results contain the proof of Theorem 6.
22. If the fundamental domain $F$ is compact, then the boundary $B$ consists of a finite number of surfaces $\rho\left(3, \Omega_{1}\right)=\rho\left(3, B_{k}\right)$. Now $F$ depends upon the initial point $3_{1}$; we write more explicitly $F=F\left(3_{1}\right)$. We shall prove that $F\left(3^{*}\right.$ ) is compact, for an arbitrary initial point $3^{*}$, if $F\left(3_{1}\right)$ is compact.

The space $H$ is called compact relative to $\Delta$, if there exists for every infinite sequence of points $3^{(x)},(k=1,2, \cdots)$, in $H$ at least one compact sequence of images $3 l_{k}{ }^{\left(k_{k}\right)}$ under $\Delta$. Obviously this condition is satisfied, if and only if there exists a compact domain $G$ in $H$, such that every point 3
of $H$ has at least one image $\mathcal{Z}_{k}$ in $G$. By the minimum property of $F$, this domain is then also compact, and vice versa. Hence our assertion is proved.

In the classical case $n=1$, the fundamental polygon $F$ is compact, if and only if all vertices are elliptic; it is well-known that the uniformization of any field of algebraic functions of genus $p>1$ leads to a discontinuous group with the required property. From the algebraic point of view, the most important discontinuous groups $\Delta$, in the case $n=1$, are, more generally, those having a fundamental polygon with a finite number of elliptic or parabolic vertices. They constitute the Fuchsian groups of the first kind, and the corresponding automorphic functions form algebraic function fields of a single variable.

For arbitrary $n$, we say that a discontinuous group $\Delta$ is of the first kind, if there exists a fundamental domain $F$ with the following three properties: 1) Every compact domain in $H$ is covered by a finite number of images of $F$; 2) only a finite number of images of $F$ are neighbors of $F ; 3$ ) the integral

$$
\begin{equation*}
V(\Delta)=\int_{\boldsymbol{F}} d v \tag{64}
\end{equation*}
$$

converges. In the special case $n=1$, it is easily seen that this definition is tantamount to the ordinary definition of Fuchsian groups of the first kind.
$I_{t}$ is now clear that $\Delta$ is certainly of the first kind, if $H$ is compact relative to $\Delta$; hence Theorem 7 is proved.

Let

$$
\mathfrak{M}=\left(\begin{array}{ll}
\mathfrak{H} & \mathfrak{B} \\
\mathfrak{C} & \mathfrak{D}
\end{array}\right)
$$

ie any symplectic matrix. Under the automorphism $\mathcal{B} \rightarrow(\mathfrak{Y} \mathfrak{B}+\mathfrak{B})(\mathfrak{C} 3+\mathfrak{D})^{-1}$ of $H$, a subgroup $\Delta$ of $\Omega$ is replaced by $\mathfrak{M} \Delta \mathfrak{M}^{-1}$, i. e., by a conjugate subgroup, and a fundamental domain of $\Delta$ is mapped onto a fundamental domain of $\mathfrak{M} \Delta \mathfrak{M}^{-1}$. Obviously all conjugate subgroups $\mathfrak{M} \Delta \mathfrak{M}^{-1}$ will be of the first kind, if $\Delta$ itself is of the first kind.
23. Let us now assume that $\Delta$ has no fixed point in $H$. Then the images $3_{k}(k=1,2, \cdots)$ of an arbitrary point $3_{1}$ of $H$ are all different from each other, and the minimum of the distances $\rho\left(马_{k}, 马_{1}\right)(k=2,3, \cdots)$ is a positive number $\delta=\delta\left(3_{1}\right)$. The images of the geodesic sphere $\rho\left(3,3_{1}\right)<\frac{1}{2} \delta$ with the center $8_{1}$ do not overlap.

Identifying equivalent points of $H$, we obtain a set $H_{\Delta}$. We may obviously introduce the symplectic metric into $H_{\Delta}$, defining a neighborhood of $\Omega_{1}$ by $\rho\left(3,3_{1}\right)<\frac{1}{2} \delta$. Starting from a fundamental domain $F$ of $\Delta$, we obtain a
model of $H_{\Delta}$, if we identify equivalent points on the boundary of $F$. Assume now that $H$ is compact relative to $\Delta$. Then $F$ may be considered as a closed manifold with the symplectic metric. By Theorem 5, this manifold has the Euler number

$$
\begin{equation*}
x=c_{n}(-\pi)^{-n(n+1) / 2} V(\Delta) \tag{65}
\end{equation*}
$$

where $V(\Delta)$ denotes the symplectic volume (6) of $F$.
Probably the formula (65) is true for all groups $\Delta$ of the first kind, provided $\Delta^{\prime}$ has no fixed point in $H$. This is easily proved in the case $n=1$. The general proof of our suggestion would require a careful investigation of the geodesics of infinite length in the fundamental domain.

## V. HERMITIAN FORMS.

24. In the case $n=1$, we know three different methods of constructing discontinuous groups of the first kind, namely an analytic, a geometric and an arithmetic method. The analytic method starts with a Riemann surface of finite genus and applies the theory of uniformization. The geometric method uses the principle of reflection for a circular polygon with a finite number of elliptic and parabolic vertices, the angles at the elliptic vertices being aliquot parts of $\pi$. The arithmetic method depends upon the theory of units of indefinite binary hermitian forms, in an imaginary quadratic ring over a totally real algebraic number field of finite degree. It is not known to what extent the analytic and the geometric method may be generalized; however, we shall show in the following sections, that there is a generalization of the arithmetic method to the case of an arbitrary $n$.

Lemma 3. Let $\mathfrak{S}^{(2 n)}$ be a hermitian and $\mathscr{S K}^{(2 n)}$ a non-singular skewsymmetric matrix with complex elements. If

$$
\begin{equation*}
\mathfrak{S E S}^{-1} \overline{\mathfrak{y}}=\mathfrak{A S}, \tag{66}
\end{equation*}
$$

then there exists a matrix $\mathfrak{C}$ such that $\mathfrak{S}\{\Subset\}=i \mathfrak{S}$ and. $\mathfrak{G}[\Subset]=\mathfrak{J}$.
Putting $\mathscr{G H}^{-1} \mathfrak{G}=\mathfrak{F}$, we have $\mathfrak{F} \overline{\mathfrak{F}}=\mathfrak{F}$, by (66), whence

$$
(\mathfrak{F}+i \lambda \mathfrak{F})(\overline{\mathfrak{F}}+i \bar{\lambda} \mathfrak{F})+(\mathfrak{F}-i \lambda \mathscr{F})(\overline{\mathfrak{F}}-i \bar{\lambda} \mathfrak{F})=0
$$

for any scalar $\lambda$ of absolute value 1 . Choosing this $\lambda$ such that $|\mathfrak{F}+i \lambda \Subset| \neq 0$, we obtain

$$
\frac{\mathfrak{F}-i \lambda \mathfrak{F}}{\mathfrak{F}+i \lambda \sqrt[F]{F}}=i \mathfrak{I}
$$
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Lemma 3. Let $\mathfrak{S}^{(2 n)}$ be a hermitian and $\mathscr{S K}^{(2 n)}$ a non-singular skewsymmetric matrix with complex elements. If
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\begin{equation*}
\mathfrak{S E S}^{-1} \overline{\mathfrak{y}}=\mathfrak{A S}, \tag{66}
\end{equation*}
$$

then there exists a matrix $\mathfrak{C}$ such that $\mathfrak{S}\{\Subset\}=i \mathfrak{S}$ and. $\mathfrak{G}[\Subset]=\mathfrak{J}$.
Putting $\mathscr{G H}^{-1} \mathfrak{G}=\mathfrak{F}$, we have $\mathfrak{F} \overline{\mathfrak{F}}=\mathfrak{F}$, by (66), whence

$$
(\mathfrak{F}+i \lambda \mathfrak{F})(\overline{\mathfrak{F}}+i \bar{\lambda} \mathfrak{F})+(\mathfrak{F}-i \lambda \mathscr{F})(\overline{\mathfrak{F}}-i \bar{\lambda} \mathfrak{F})=0
$$

for any scalar $\lambda$ of absolute value 1 . Choosing this $\lambda$ such that $|\mathfrak{F}+i \lambda \Subset| \neq 0$, we obtain

$$
\frac{\mathfrak{F}-i \lambda \mathfrak{F}}{\mathfrak{F}+i \lambda \sqrt[F]{F}}=i \mathfrak{I}
$$

with real $\mathfrak{I}$; consequently $\mathfrak{G}-i \mathfrak{Z}=2 i \lambda\left(\mathfrak{F}+i \lambda()^{-1},|\mathfrak{F}-i \mathfrak{R}| \neq 0\right.$,

$$
\mathfrak{F}=i \lambda \frac{\mathfrak{F}+i \mathfrak{S}}{\mathfrak{F}-i \mathbb{N}} .
$$

Let $\mathfrak{C}_{1}=\lambda^{13}(\mathfrak{C}+i \mathfrak{i}), \mathfrak{E}_{1}=\mathfrak{G}\left\{\mathfrak{C}_{1}\right\}, \mathscr{G}_{1}=\mathscr{G}_{1}\left[\mathscr{C}_{1}\right]$; then

$$
\mathfrak{S}_{1}^{-1} \mathfrak{G}_{1}=\mathfrak{C}_{1}^{-1} \mathfrak{F} \overline{\mathscr{G}}_{1}=i \mathfrak{G} ; \overline{\mathfrak{G}}_{1}={\mathfrak{Y}_{1}^{\prime}}_{1}=i \mathscr{G}_{1}^{\prime}=-i \mathscr{G}_{1}=-\mathfrak{S}_{1} ;
$$

hence $\mathfrak{S}_{1}$ is pure imaginary and $\mathscr{E}_{1}=-i \mathfrak{S}_{1}$ real. There exists a real matrix $\mathfrak{C}_{2}$ satisfying $\mathscr{G}_{1}\left[\mathscr{C}_{2}\right]=\mathfrak{S}$, and $\mathfrak{C}=\mathscr{C}_{1} \mathfrak{C}_{2}$ has the required property.
25. Let $K$ be a totally real algebraic number field of finite degree $h$ and let $K^{(1)}, \cdots, K^{(h)}$ be its conjugate fields, $K=K^{(1)}$. If $r$ is any positive number of $K$, then the field $K_{0}=K(\sqrt{-r})$, of degree $2 h$, is imaginary. We consider a hermitian matrix $\mathfrak{G}=\mathfrak{S}^{(2 n)}$ and a non-singular skew-symmetric matrix $\mathfrak{G}$, both with elements in $K_{0}$, and we assume that the relationship

$$
\begin{equation*}
\mathfrak{S}\left(\overline{\mathscr{G}}^{-1} \overline{\mathfrak{G}}=s \mathfrak{G}\right. \tag{67}
\end{equation*}
$$

holds with a positive scalar factor $s$. Obviously $s$ is then a number of $K$.
The matrices $\mathfrak{U}$ with integral elements in $K_{0}$, satisfying the two conditions

$$
\mathfrak{S}[\mathfrak{U}]=\mathfrak{S}, \quad \mathfrak{S}\{\mathfrak{U}\}=\mathfrak{y}
$$

constitute a multiplicative group $\Lambda=\Lambda(\oiint, \mathfrak{g})$. Applying Lemma 3 with $s^{-1} \mathfrak{G}$ instead of $\mathfrak{g}$, we obtain a complex matrix $\mathfrak{C}$, such that © $[\mathbb{C}]=\mathfrak{F}$ and $\mathfrak{S}\{\mathbb{C}\}=i s^{\mathfrak{b}} \mathfrak{F}$. Consequently the elements $\mathbb{C}^{-1} \mathfrak{U C}=\mathfrak{M}$ of the group $\mathfrak{C}^{-1} \Lambda \mathbb{C}$ $=\Delta_{0}=\Delta_{0}(\mathfrak{G}, \mathfrak{W})$ satisfy $\mathfrak{F}[\mathfrak{M}]=\mathfrak{S}$ and $\mathfrak{J}\{\mathfrak{M}\}=\mathfrak{J}$, whence $\mathfrak{J}[\mathfrak{M}]=\mathfrak{F}$ and $\overline{\mathfrak{M}}=\mathfrak{M}$. This proves that $\Delta_{0}$ is a subgroup of the homogeneous symplectic group $\Omega_{0}$. Idientifying $\mathfrak{U}$ and $-\mathfrak{U}$, i. e., $\mathfrak{M}$ and $-\mathfrak{M}$, we obtain a subgroup $\Delta=\Delta(\mathfrak{C}, \mathfrak{\&})$ of $\Omega$.

The matrix © is not uniquely determined. If also $\mathfrak{F}\left\{\mathbb{C}^{*}\right\}=i s^{\boldsymbol{b}} \mathfrak{F}$ and $\mathfrak{G}\left[\mathfrak{C}^{*}\right]=\Im$, then $\mathfrak{C}^{-1} \mathbb{C}^{*}=\mathfrak{B}$ is symplectic, and vice versa. Using $\mathfrak{C}^{*}$ instead of $\mathbb{C}$, we have to replace $\Delta$ by $\mathfrak{B}^{-1} \Delta \mathfrak{F}$; hence the class of conjugate subgroups $\mathfrak{B}^{-1} \Delta \mathfrak{B}$ in $\Omega$ is uniquely determined by $\mathfrak{S}$ and $\mathfrak{S}$.

Obviously $\Lambda(\mathfrak{S}, a \mathfrak{G})=\Lambda(\mathfrak{S}, \mathfrak{S})$ for any number $a \neq 0$ of $K$. Therefore we may assume $r$ and $s$ to be integers. Henceforth we shall, moreover, assume that $r$ is totally positive and that all conjugates of $\mathfrak{G}$ except $\mathscr{G}$ and $\overline{\mathscr{G}}$ are positive. Let $r_{l}$ and the pair $\mathfrak{S}_{l}, \overline{\mathfrak{S}}_{l}$ be the image of $r$ and the pair $\mathfrak{\mathscr { S }}, \overline{\mathfrak{S}}$ under the isomorphism $K \rightarrow K^{(l)}(l=1, \cdots, h)$. For any element $\mathfrak{U}$ of $\Lambda$, we have $\mathfrak{S}_{l}\left\{\mathfrak{U}_{l}\right\}=\mathfrak{S}_{l}$, where $\mathfrak{U}_{l}, \overline{\mathfrak{U}}_{l}(l=1, \cdots, h)$ denote the $2 h$ conjugates of $\mathfrak{U}=\mathfrak{U}_{1}$. Since $\oiint_{l}$ is positive for $l>1$, the matrices $\mathfrak{U}_{2}, \cdots, \mathfrak{U}_{n}$ are bounded. If also $\mathfrak{U}$ itself is bounded, then all conjugates of $\mathfrak{U}$ are bounded.

On the other hand, there exists only a finite number of integers in $K_{0}$ with bounded conjugates. Consequently $\Lambda$ and $\Delta_{0}$ are discrete groups and, by Section 19, the group $\Delta(\mathbb{G}, \mathfrak{5})$ is discontinuous.

It follows from ( 67 ) that $\mathfrak{S}=-s \overline{\mathfrak{G}}^{-1}\{\mathscr{G}\}$. Since $s$ is positive, $\mathfrak{\mathscr { V }}=\mathfrak{S}_{1}$ is necessarily the matrix of an indefinite hermitian form. Since $\mathfrak{S}_{l}$ is positive for $l>1$, the conjugates $s_{2}, \cdots, s_{h}$ of the positive number $s=s_{1}$ are all negative.

The most important example of a group $\Delta(\mathfrak{G}, \mathfrak{S})$ is provided by $\mathfrak{F}=\mathfrak{J}$, $\mathfrak{g}=i \mathfrak{F}, r=1, h=1$. Then we may choose $\mathfrak{C}=\mathfrak{E}$, and $\Delta_{0}(\mathfrak{F}, \mathfrak{K})$ consists of all symplectic matrices $\mathfrak{M}$ with rational integral elements. We call this group the homogeneous modular group of degree $n$ and denote it by $\Gamma_{0}$. Identifying the elements $\mathfrak{M}$ and - $\mathfrak{M}$ of $\Gamma_{0}$, we obtain the (inhomogeneous) modular group $\Gamma$.
26. Two subgroups $\Delta$ and $\Delta^{*}$ of $\Omega$ are called commensurable, if there exist a subgroup $\Delta_{1}$ of finite index in $\Delta$ and a subgroup $\Delta^{*}{ }_{1}$ of finite index in $\Delta^{*}$, such that $\Delta_{1}$ and $\Delta^{*}$ are conjugate subgroups of $\Omega$. If $\Delta$ is a discontinuous group of the first kind, then the same holds for $\Delta^{*}$, and we obtain $j V(\Delta)=j^{*} V\left(\Delta^{*}\right)$, where $j$ and $j^{*}$ denote the indices of the subgroups $\Delta_{1}$ and $\Delta^{*}{ }_{1}$; consequently the quotient $V(\Delta) / V\left(\Delta^{*}\right)$ is a rational number.

It is easily seen that the property of commensurability is symmetric and transitive; therefore we may speak of a class of commensurable groups. We have now the problem of deciding whether two groups $\Delta(\mathfrak{G}, \mathfrak{F})$ and $\Delta\left(\mathfrak{S}^{*}, \mathfrak{F}^{*}\right)$ are commensurable or not. The complete answer is given by Theorem 13. In this section we solve only a particular case of the problem: We assume that (93* and $\mathscr{S}^{*}$ are also matrices of the field $K_{0}$ and that they fulfill the condition

$$
\mathfrak{S}^{*} \overline{\mathfrak{G}}^{*-1} \overline{\mathfrak{G}}^{*}=s \mathfrak{S}^{*}
$$

with the same factor $s$ as in (67).
Lemma 4. Let $c_{1}, \cdots, c_{2 n}$ be $2 n$ numbers of $K_{0}$, not all 0 . There exists a matrix $\mathfrak{c}_{1}{ }^{(2 n)}=\left(c_{k l}\right)$ in $K_{0}$, such that $c_{k 1}=c_{k}(k=1, \cdots, 2 n)$ and $\mathfrak{\Im}\left[\mathfrak{C}_{1}\right]=\Im . I f$, moreover, $c_{1} \neq 0$, we may choose $c_{1 l}=0(l=2, \cdots, 2 n)$.

Put $\mathfrak{c}_{1}^{\prime}=\left(c_{1} \cdots c_{n}\right)$ and $\mathfrak{c}_{2}^{\prime}=\left(c_{n+1} \cdots c_{2 n}\right)$. If $\mathfrak{c}_{1}=0$, we choose in $K_{0}$ a non-singular matrix $\mathfrak{Q}^{(n)}$ with the first row $\mathfrak{c}_{2}^{\prime}$ and define

$$
\mathfrak{C}_{1}=\left(\begin{array}{cc}
0-\mathfrak{\Omega}^{-1} \\
\mathfrak{\Omega}^{\prime} & 0
\end{array}\right)
$$

If $\mathfrak{c}_{1} \neq 0$, we choose in $K_{0}$ a non-singular matrix $\mathfrak{B}^{(n)}$ with the first row $\boldsymbol{c}_{1}^{\prime}$ and a symmetric matrix $\mathbb{S}$ with the first column $\mathfrak{P c} c_{2}$; then

$$
\mathfrak{C}_{1}=\left(\begin{array}{ll}
\mathfrak{B}^{-1} & 0 \\
\mathfrak{B}^{-1} \subseteq & \mathfrak{B}^{-1}
\end{array}\right)
$$

has the required property．In the case $c_{1} \neq 0$ ，we may obviously choose $\left(c_{1} 0 \cdots 0\right)$ as the first row of $\mathbb{P}^{\prime}$ ．

Lemma 5．There exists a matrix $\mathfrak{E}_{0}$ in $K_{0}$ such that $\mathbb{G}\left[\mathfrak{C}_{0}\right]=\mathbb{C 5}$ and $\mathfrak{S}\left\{\bigodot_{0}\right\}=\mathfrak{S}^{*}$ ．

The equation $\mathfrak{G}[\mathfrak{X}]=\mathfrak{J}$ has a solution $\mathfrak{X}$ in $K_{0}$ ；hence we may assume， without loss of generality，that $\mathbb{G}=\left(5^{*}=\mathfrak{F}\right.$ ．Moreover it is sufficient to prove the lemma for the special case

$$
\mathscr{S}^{*}=\left(\begin{array}{cc}
\mathscr{E} & 0 \\
0 & -s ⿷
\end{array}\right) .
$$

Since none of the conjugates of $-\mathscr{G}$ is positive，it follows from Hasse＇s generalization of A．Meyer＇s theorem，that the diophantine equation $\mathfrak{S}\{\mathfrak{x}\}=1$ has a solution $\mathfrak{x}$ in $K_{0}$ ．Applying Lemma 4 with $\left(c_{1} \cdots c_{2 n}\right)=\mathfrak{x}$ ，we con－ struct a matrix $\Subset_{1}$ in $K_{0}$ which has the first column $\mathfrak{x}$ and satisfies $\Im\left[\complement_{1}\right]=\Im$ ． Then $\mathfrak{G}\left\{\mathbb{C}_{1}\right\}$ has the first diagonal element 1．On the other hand，the condition （67）means now

$$
\begin{equation*}
\mathfrak{y} \mathfrak{F} \overline{\mathfrak{G}}=-s_{\mathfrak{\mathfrak { N }}}^{\mathfrak{v}} \tag{68}
\end{equation*}
$$

For the proof of Lemma 5，we may therefore replace $\mathfrak{S}\left\{\mathfrak{C}_{\mathfrak{i}}\right\}$ again by $\mathfrak{S}$ ．
By Lemma 4，there exists a matrix $\mathfrak{C}_{2}$ in $K_{0}$ with the following three properties： $\mathfrak{C}_{2}$ and $\mathfrak{S}$ have the same first column； $\mathfrak{C}_{2}$ has the first row $(10 \cdots 0) ; \mathfrak{J}\left[\mathfrak{C}_{2}\right]=\mathfrak{J}$ ．Put $\mathfrak{C}_{2}{ }^{-1}=\mathfrak{C}_{3}$ ；then also $\mathfrak{F}\left[\mathfrak{C}_{3}\right]=\mathfrak{F}$ ，and the two matrices $\mathfrak{C}_{3}{ }_{3} \mathfrak{g}$ and $\overline{\mathscr{G}}_{3}$ have both the first column $(10 \cdots 0)^{\prime}$ ．Writing again $\mathfrak{y}$ instead of $\mathfrak{S}\left\{\mathfrak{C}_{3}\right\}$ ，we obtain the decomposition

By（68），

$$
\begin{gathered}
\mathfrak{G}=\left(\begin{array}{cc}
\mathfrak{G}_{1} & \mathfrak{\mathscr { G }}_{12} \\
\mathfrak{\mathscr { G }}_{12}^{\prime} & \mathfrak{G}_{2}
\end{array}\right), \\
\mathfrak{Y}_{1}^{(n)}=\left(\begin{array}{cc}
1 & 0 \\
0 & \mathfrak{F}_{1}
\end{array}\right), \quad \mathfrak{S}_{12}=\left(\begin{array}{ll}
0 & 0 \\
\mathfrak{a} & \mathfrak{F}_{12}
\end{array}\right), \quad \mathfrak{S}_{2}=\left(\begin{array}{cc}
t & \mathbf{c}^{\prime} \\
\mathfrak{b} & \mathfrak{F}_{2}
\end{array}\right) .
\end{gathered}
$$

$$
\begin{aligned}
& \mathfrak{H}_{1} \mathfrak{G}^{\prime}{ }_{12}=\mathfrak{Y}_{12} \mathfrak{G}^{\prime}{ }_{1}, \quad \overline{\mathfrak{G}}^{\prime}{ }_{12} \mathfrak{G}^{\prime \prime}{ }_{2}=\mathfrak{G}_{2} \overline{\mathfrak{G}}_{12}, \\
& \mathfrak{G}_{1} \mathfrak{G}_{2}^{\prime}-\mathfrak{G}_{12} \overline{\mathfrak{G}}_{12}=-s \mathfrak{E}, \quad \mathfrak{G}^{\prime}{ }_{1} \mathfrak{פ}_{2}-\overline{\mathfrak{G}}_{12} \mathfrak{G}_{12}=-s 民,
\end{aligned}
$$

whence $\mathfrak{a}=0, t=-s, \mathfrak{b}=0, \mathfrak{c}=0$ ．This contains，in particular，the proof of the lemma for $n=1$ ．If $n>1$ ，the hermitian matrix

$$
\mathfrak{F}=\left(\begin{array}{ll}
\mathfrak{F}_{1} & \mathfrak{F}_{12} \\
\mathfrak{S}_{12} & \dddot{S}_{2}
\end{array}\right)
$$

fulfills the same conditions as $\mathfrak{G}$, with $n-1$ instead of $n$; and we may apply induction with respect to $n$. Hence the lemma is proved.

Let $\mathbb{C}_{0}$ be the matrix of Lemma 5 and choose a positive rational integer $q$, such that the two matrices $q \mathfrak{C}_{0}$ and $q \mathfrak{C}_{0}^{-1}$ have integral elements. Since the integers of $K_{0}$ belong to a finite number of classes of residues modulo $q^{2}$, the elements $\mathfrak{U}$ of $\Lambda(\mathscr{S}, \mathfrak{Q})$ satisfying $\mathfrak{U} \equiv \mathfrak{F}\left(\bmod q^{2}\right)$ form a subgroup $\Lambda_{1}$ of finite index. Consider now the subgroup $\Lambda_{2}$ consisting of all $\mathfrak{U}$ with integral $\mathfrak{E}_{0}{ }^{-1} \mathfrak{U} \mathscr{C}_{0}=\mathfrak{U}^{*}$. Obviously $\Lambda_{1}$ is contained in $\Lambda_{2}$; consequently $\Lambda_{2}$ is a fortiori of finite index in $\Lambda(\mathfrak{F}, \mathfrak{G})$. On the other hand, $\mathfrak{U}^{*}$ is an element of $\Lambda\left(\mathscr{F}^{*}, \mathfrak{S}^{*}\right)$ with the characteristic property that $\mathfrak{C}_{0} \mathfrak{U} * \mathfrak{C}_{0}{ }^{-1}=\mathfrak{U}$ is integral; hence the group $\Lambda^{*}{ }_{2}=\mathfrak{C}_{0}^{-1} \Lambda_{2} \mathfrak{C}_{0}$ is of finite index in $\Lambda\left(\mathscr{S}^{*}, \mathfrak{S}^{*}\right)$. If $\mathfrak{C}$ is the matrix of Section 25, we have $\Delta_{0}(\mathfrak{G}, \mathfrak{y})=\mathfrak{C}^{-1} \Lambda(\mathfrak{G}, \mathfrak{F}) \mathfrak{C}$, and we may define $\Delta_{0}\left(\mathscr{G}^{*}, \mathfrak{G}^{*}\right)$ $=\mathfrak{C}_{4}^{-1} \Lambda\left(\mathfrak{G}^{*}, \mathfrak{S}^{*}\right) \mathfrak{C}_{4}$ with $\mathfrak{C}_{4}=\mathfrak{C}_{0}^{-1} \mathfrak{C}$. Then $\mathfrak{C}^{-1} \Lambda_{2} \mathbb{C}=\mathfrak{C}_{4}^{-1} \Lambda_{2}{ }_{2} \mathscr{C}_{4}$ is a common subgroup of $\Delta_{0}(\mathscr{S}, \mathfrak{S})$ and $\Delta_{0}\left(\mathscr{S S}^{*}, \mathfrak{S}^{*}\right)$, of finite indices. This proves that $\Delta(\mathfrak{G}, \mathfrak{S})$ and $\Delta\left(\mathfrak{G}^{*}, \mathfrak{S}^{*}\right)$ are commensurable.
27. The two conditions $(\mathscr{S}[\mathfrak{U}]=\mathfrak{S}$ and $\mathfrak{S}\{\mathfrak{U}\}=\mathfrak{F}$ for the elements $\mathfrak{U}$ of $\Lambda(\mathfrak{S}, \mathfrak{G})$ may be written $\mathfrak{F} \overline{\mathfrak{U}}=\mathfrak{U} \mathfrak{F}$ and $\mathfrak{U} \mathfrak{F}^{-1} \mathfrak{U} \not \mathfrak{S}^{\prime}=\mathfrak{F}$, with $\mathfrak{F}=\mathfrak{G F}^{-1} \mathfrak{G}$.

Let us consider the set $R$ of all matrices $\mathfrak{B}$ in $K_{0}$ which satisfy the condition

$$
\begin{equation*}
\mathfrak{F} \overline{\mathfrak{B}}=\mathfrak{B Y} \tag{69}
\end{equation*}
$$

Obviously $R$ is a ring. By (67), the matrix

$$
\begin{equation*}
\overline{\mathfrak{B}}=\mathfrak{F s}-1 \mathfrak{Y} \mathfrak{F} \tag{70}
\end{equation*}
$$

is again a solution of (69), and consequently (70) defines an anti-automorphism of $R$. The elements $\mathfrak{U}$ of $\Lambda(\mathfrak{F}, \mathfrak{Q})$ are the integral elements $\mathfrak{B}=\mathfrak{U}$ of $R$ with the property

$$
\begin{equation*}
\mathfrak{u} \overline{\mathfrak{u}}=\mathfrak{E} \tag{71}
\end{equation*}
$$

By Lemma 5,

$$
\mathfrak{G}\left[\mathfrak{C}_{0}\right]=\mathfrak{S}, \quad \mathfrak{G}\left\{\mathfrak{C}_{0}\right\}=\left(\begin{array}{cc}
\mathscr{C} & 0 \\
0 & -s \mathscr{C}
\end{array}\right)=\mathfrak{G}^{*}, \quad \mathfrak{C}_{0}^{-1} \mathfrak{F}_{0}=\left(\begin{array}{ll}
0 & s \mathfrak{C} \\
\mathfrak{E} & 0
\end{array}\right)=\mathfrak{F}^{*}
$$

where $\mathscr{C}_{0}$ is a matrix in $K_{0}$. The elements $\mathfrak{B}^{*}=\mathscr{C}_{0}{ }^{-1} \mathfrak{B} \mathscr{C}_{0}$ of the ring $R^{*}$ $=\mathfrak{C}_{0}^{-1} R \mathfrak{C}_{0}$ satisfy $\mathfrak{F}^{*} \overline{\mathfrak{B}}^{*}=\mathfrak{B}^{*} \mathfrak{F}^{*}$, whence

$$
\mathfrak{B}^{*}=\left(\begin{array}{ll}
\mathfrak{B} & s \overline{\mathfrak{Z}} \\
\mathfrak{Q} & \overline{\mathfrak{B}}
\end{array}\right)
$$

with arbitrary matrices $\mathfrak{B}^{(n)}, \mathfrak{\Im}^{(n)}$ in $K_{0}$. Defining

$$
2^{1 / 2} s^{1 / 4} \mathfrak{Q}=\left(\begin{array}{cc}
i s^{1 / 2} \mathfrak{C} & s^{1 / 2} \mathfrak{C} \\
-\mathbb{C} & -i \mathfrak{C}
\end{array}\right), \quad \mathfrak{C}_{0} \mathfrak{R}=\mathfrak{C},
$$

we obtain

$$
\begin{equation*}
\mathfrak{G}[\mathfrak{C}]=\mathfrak{S}, \quad \mathfrak{E}\{\mathfrak{C}\}=i s^{\frac{1}{3}} \mathfrak{S}, \tag{72}
\end{equation*}
$$

$$
\mathfrak{C}^{-1} \mathfrak{B C}=\mathfrak{Q}^{-1} \mathfrak{B} * \mathfrak{R}=\left(\begin{array}{cc}
\mathfrak{H}_{0}+\sqrt{r s} \mathfrak{M}_{1} & \sqrt{r} \mathfrak{A}_{2}+\sqrt{s} \mathfrak{A}_{3}  \tag{73}\\
-\sqrt{r \mathfrak{A}_{2}}+\sqrt{s \mathfrak{A}_{3}} & \mathfrak{A}_{0}-\sqrt{r s \mathfrak{A}_{1}}
\end{array}\right)=\mathfrak{M}
$$

with

$$
\begin{aligned}
\mathfrak{N}_{0}=\frac{1}{2}(\mathfrak{P}+\overline{\mathfrak{B}}), \quad \mathfrak{N}_{1} & =\frac{1}{2 \sqrt{-r}}(\mathfrak{Q}-\overline{\mathfrak{D}}), \\
\mathfrak{A}_{2} & =\frac{1}{2 \sqrt{-r}}(\mathfrak{P}-\overline{\mathfrak{P}}), \quad \mathfrak{A}_{3}=-\frac{1}{2}(\mathfrak{Q}+\overline{\mathfrak{\Omega}}) ;
\end{aligned}
$$

consequently $\mathfrak{A}_{0}, \mathfrak{A}_{1}, \mathfrak{A}_{2}, \mathfrak{A}_{3}$ are arbitrary matrices in $K$.
Consider now the generalized quaternion algebra $A$ over $K$ consisting of the elements $\alpha=a_{0} \epsilon_{0}+a_{1} \epsilon_{1}+a_{2} \epsilon_{2}+a_{3} \epsilon_{3}$ with arbitrary $a_{0}, a_{1}, a_{2}, a_{3}$ in $K$, where $\epsilon_{0}$ is the unit and $\epsilon_{1}{ }^{2}=r s \epsilon_{0}, \epsilon_{2}{ }^{2}=-r \epsilon_{0}, \epsilon_{1} \epsilon_{2}=-\epsilon_{2} \epsilon_{1}=s \epsilon_{3}$. We denote by $\hat{\alpha}=a_{0} \epsilon_{0}-a_{1} \epsilon_{1}-a_{2} \epsilon_{2}-a_{3} \epsilon_{3}$ the conjugate quaternion. There exists the well-known representation of $A$, of degree 2 , defined by

$$
\begin{align*}
& \epsilon_{0}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad \epsilon_{1}=\sqrt{r s}\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right),  \tag{74}\\
& \epsilon_{2}=\sqrt{r}\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right), \quad \epsilon_{3}=\sqrt{s}\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) .
\end{align*}
$$

Then obviously

$$
\begin{equation*}
\mathfrak{M}=\sum_{k=0}^{3} \mathfrak{A}_{k} \times \epsilon_{k}, \tag{75}
\end{equation*}
$$

where $\mathfrak{H}_{k} \times \epsilon_{c}$ denotes the Kronecker product of the matrices $\mathfrak{A}_{k}$ and $\epsilon_{k}$; and consequently $\mathbb{C}^{-1} R \Subset$ is the ring of all matrices $M=\left(\alpha_{k l}\right)$ of $n$ rows and columns with arbitrary elements $\alpha_{k l}$ of $A$.

By (70) and (73), the condition (71) may be expressed in the form

$$
\mathfrak{M M} \overline{\mathfrak{M}}=\mathfrak{C}
$$

with

$$
\tilde{\mathfrak{M}}=\mathfrak{C}^{-1} \tilde{\mathfrak{B}} \mathfrak{C}=\mathfrak{\Im}^{-1} \mathfrak{M} \mathfrak{Y}=\mathfrak{U}_{0}^{\prime} \times \epsilon_{0}-\sum_{k=1}^{3} \mathfrak{H}^{\prime}{ }_{k} \times \epsilon_{k} ;
$$

hence $\tilde{\mathfrak{M}}$, written as a quaternion matrix, is the transpose ( $\hat{\alpha}_{l i z}$ ) of the conjugate ( $\hat{\alpha}_{k l}$ ) of M. By (72) and Section 25, the group $\Delta_{0}(\mathbb{G}, \mathfrak{G})$ consists of all matrices $\mathfrak{M}$ of the form (75), such that (76) is satisfied and © $\mathfrak{P C O}^{-1}$ is integral. On the other hand, the solutions of (76) with integral $\mathfrak{U}_{z}$ ( $k=0, \cdots, 3$ ) in $K$ constitute also a subgroup $\Delta_{0}(r, s)$ of the homogeneous symplectic group $\Omega_{0}$. It follows from the argument at the end of Section 26, that the two groups $\Delta_{0}(\mathscr{G}, \mathfrak{G})$ and $\Delta_{0}(r, s)$ are commensurable. The problem
of the commensurability of two groups $\Delta(\mathscr{G}, \mathfrak{G})$ and $\Delta\left(\mathscr{G}_{1}, \mathfrak{g}_{1}\right)$ is therefore reduced to the corresponding problem for $\Delta_{0}(r, s)$ and $\Delta_{0}\left(r_{1}, s_{1}\right)$. The solution will be given in Chapter IX.

## VI. THE FUNDAMENTAL DOMAIN OF THE MODULAR GROUP.

28. We shall construct a fundamental $F$ for any group $\Delta(\mathfrak{G}, \mathfrak{S})$ and, in particular, for the modular group $\Gamma$. The application of the general method of Chapter IV would lead to a rather complicated shape of the frontier of $F$, and it would then be difficult to prove that $\Delta(\mathbb{F}, \mathfrak{S})$ is a group of the first kind. Therefore we shall use another procedure applying the special arithmetic properties of these groups.

Lemma 6. The equation

$$
\mathfrak{S}=\left(\begin{array}{ll}
\mathfrak{V}^{-1} & 0  \tag{77}\\
0 & \mathfrak{V}
\end{array}\right)\left[\begin{array}{cc}
\mathfrak{F} & -\mathfrak{X} \\
0 & \mathfrak{G}
\end{array}\right]
$$

defines a mapping of the space $H$ of the matrices $3=\mathfrak{X}+i \mathfrak{Y}$ onto the space $S$ of the symplectic positive symmetric matrices $\mathfrak{S}$. Any symplectic transformation $3^{*}=(\mathfrak{U} 3+\mathfrak{F})(\mathfrak{C} 3+\mathfrak{D})^{-1}$ with the matrix $\mathfrak{M}$ induces in $S$ the transformation $\mathfrak{S}^{*}=\mathbb{S}^{\left[\mathfrak{M}^{-1}\right] \text {. }}$

Let

$$
\mathfrak{S}=\left(\begin{array}{ll}
\mathbb{S}_{1} & \widetilde{S}_{12} \\
\widetilde{S}_{12}^{\prime} & \mathbb{S}_{2}
\end{array}\right)
$$

be an arbitrary point of $S$. Since $\mathbb{S}>0$, the inequality $\mathbb{S}_{1}>0$ holds, whence $\mathfrak{S}_{1}^{-1}=\mathfrak{Y}>0$. Moreover $\mathfrak{S}_{1} \mathbb{S}_{12}^{\prime}=\mathfrak{S}_{12} \mathbb{S}_{1}$ and $\mathfrak{S}_{1} \mathfrak{S}_{2}-\mathfrak{S}_{12}^{2}=\mathfrak{C}$, whence $-\mathfrak{S}_{1}^{-1} \mathbb{S}_{12}=\mathfrak{X}=\mathfrak{X}, \quad \mathfrak{S}_{12}=-\mathfrak{Y}^{-1} \mathfrak{X}$ and $\mathfrak{S}_{2}=\mathfrak{Y}+\mathfrak{V}^{-1}[\mathfrak{X}]$. This proves the first assertion of the lemma.

The relationship (77) can be written

$$
\begin{equation*}
\mathbb{S}[\mathfrak{w}]=\mathfrak{V}^{-1}[\mathfrak{u}-\mathfrak{X} \mathfrak{v}]+\mathfrak{Y}[\mathfrak{b}]=\mathfrak{Y}^{-1}\{\mathfrak{u}-\mathfrak{Z} \mathfrak{v}\} \tag{78}
\end{equation*}
$$

with an arbitrary real column

$$
\mathfrak{w}^{(2 n)}=\binom{11^{(n)}}{\mathfrak{v}^{(n)}}
$$

For the symplectic transformation $3^{*}=\mathfrak{X}^{*}+i \mathfrak{Y}^{*}=(\mathfrak{H} 3+\mathfrak{B})(\mathfrak{C} 8+\mathfrak{D})^{-1}$ we obtain, by (59),

$$
\mathfrak{V}^{*-1}=\mathfrak{V}^{-1}\left\{\mathfrak{S}^{\prime}+\mathfrak{D}^{\prime}\right\}
$$

$$
\mathfrak{V}^{*-1}\left\{\mathfrak{u}-\mathfrak{B}^{*} \mathfrak{b}\right\}=\mathfrak{V}^{-1}\left\{(\mathbb{B}+\mathfrak{D})^{\prime} \mathfrak{u}-(\mathfrak{N} \mathfrak{Z}+\mathfrak{B})^{\prime} \mathfrak{v}\right\}=\mathfrak{Y}^{-1}\left\{\mathfrak{u}^{*}-\mathfrak{B}^{*}\right\},
$$

of the commensurability of two groups $\Delta(\mathscr{G}, \mathfrak{G})$ and $\Delta\left(\mathscr{G}_{1}, \mathfrak{g}_{1}\right)$ is therefore reduced to the corresponding problem for $\Delta_{0}(r, s)$ and $\Delta_{0}\left(r_{1}, s_{1}\right)$. The solution will be given in Chapter IX.
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28. We shall construct a fundamental $F$ for any group $\Delta(\mathfrak{G}, \mathfrak{S})$ and, in particular, for the modular group $\Gamma$. The application of the general method of Chapter IV would lead to a rather complicated shape of the frontier of $F$, and it would then be difficult to prove that $\Delta(\mathbb{F}, \mathfrak{S})$ is a group of the first kind. Therefore we shall use another procedure applying the special arithmetic properties of these groups.
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\mathfrak{S}=\left(\begin{array}{ll}
\mathfrak{V}^{-1} & 0  \tag{77}\\
0 & \mathfrak{V}
\end{array}\right)\left[\begin{array}{cc}
\mathfrak{F} & -\mathfrak{X} \\
0 & \mathfrak{G}
\end{array}\right]
$$

defines a mapping of the space $H$ of the matrices $3=\mathfrak{X}+i \mathfrak{Y}$ onto the space $S$ of the symplectic positive symmetric matrices $\mathfrak{S}$. Any symplectic transformation $3^{*}=(\mathfrak{U} 3+\mathfrak{F})(\mathfrak{C} 3+\mathfrak{D})^{-1}$ with the matrix $\mathfrak{M}$ induces in $S$ the transformation $\mathfrak{S}^{*}=\mathbb{S}^{\left[\mathfrak{M}^{-1}\right] \text {. }}$

Let

$$
\mathfrak{S}=\left(\begin{array}{ll}
\mathbb{S}_{1} & \widetilde{S}_{12} \\
\widetilde{S}_{12}^{\prime} & \mathbb{S}_{2}
\end{array}\right)
$$

be an arbitrary point of $S$. Since $\mathbb{S}>0$, the inequality $\mathbb{S}_{1}>0$ holds, whence $\mathfrak{S}_{1}^{-1}=\mathfrak{Y}>0$. Moreover $\mathfrak{S}_{1} \mathbb{S}_{12}^{\prime}=\mathfrak{S}_{12} \mathbb{S}_{1}$ and $\mathfrak{S}_{1} \mathfrak{S}_{2}-\mathfrak{S}_{12}^{2}=\mathfrak{C}$, whence $-\mathfrak{S}_{1}^{-1} \mathbb{S}_{12}=\mathfrak{X}=\mathfrak{X}, \quad \mathfrak{S}_{12}=-\mathfrak{Y}^{-1} \mathfrak{X}$ and $\mathfrak{S}_{2}=\mathfrak{Y}+\mathfrak{V}^{-1}[\mathfrak{X}]$. This proves the first assertion of the lemma.

The relationship (77) can be written

$$
\begin{equation*}
\mathbb{S}[\mathfrak{w}]=\mathfrak{V}^{-1}[\mathfrak{u}-\mathfrak{X} \mathfrak{v}]+\mathfrak{Y}[\mathfrak{b}]=\mathfrak{Y}^{-1}\{\mathfrak{u}-\mathfrak{Z} \mathfrak{v}\} \tag{78}
\end{equation*}
$$

with an arbitrary real column

$$
\mathfrak{w}^{(2 n)}=\binom{11^{(n)}}{\mathfrak{v}^{(n)}}
$$

For the symplectic transformation $3^{*}=\mathfrak{X}^{*}+i \mathfrak{Y}^{*}=(\mathfrak{H} 3+\mathfrak{B})(\mathfrak{C} 8+\mathfrak{D})^{-1}$ we obtain, by (59),

$$
\mathfrak{V}^{*-1}=\mathfrak{V}^{-1}\left\{\mathfrak{S}^{\prime}+\mathfrak{D}^{\prime}\right\}
$$

$$
\mathfrak{V}^{*-1}\left\{\mathfrak{u}-\mathfrak{B}^{*} \mathfrak{b}\right\}=\mathfrak{V}^{-1}\left\{(\mathbb{B}+\mathfrak{D})^{\prime} \mathfrak{u}-(\mathfrak{N} \mathfrak{Z}+\mathfrak{B})^{\prime} \mathfrak{v}\right\}=\mathfrak{Y}^{-1}\left\{\mathfrak{u}^{*}-\mathfrak{B}^{*}\right\},
$$

where $\mathfrak{u}^{*}=\mathfrak{D}^{\prime} \mathfrak{u}-\mathfrak{B}^{\prime} \mathfrak{v}$ and $\mathfrak{v}^{*}=-\mathfrak{C}^{\prime} \mathfrak{u}+\mathfrak{Y}^{\prime} \mathfrak{v}$. Now the second part of the lemma follows from (8) and (78).
29. Let $P$ be the space of all positive symmetric matrices $\mathfrak{Z}^{(m)}$ with real elements. Any $\mathfrak{I}$ in $P$ may be uniquely expressed as $\mathfrak{I}=\mathfrak{P}[\mathfrak{Q}]$, where $\mathfrak{B}=\left[p_{1}, \cdots, p_{m}\right]$ is a diagonal matrix with $p_{k}>0(k=1, \cdots, m)$ and $\mathfrak{Q}=\left(q_{k l}\right)$ is a triangular matrix with $q_{k l}=0$ for $k>l$ and $q_{k k}=1$. If $t$ is any positive number, the inequalities

$$
\begin{equation*}
0<p_{k} \leq t p_{k+1}, \quad-t \leq q_{k l} \leq t \quad(1 \leq k<l \leq m) \tag{79}
\end{equation*}
$$

define a compact domain $Q(t)$ in $P$, and any given compact set in $P$ is contained in $Q(t)$ for sufficiently large values of $t$.

Let $U$ denote the group of all different transformations $\mathfrak{I} \rightarrow \mathfrak{I}[\mathfrak{U}]$, where $\mathfrak{U}$ runs over the unimodular matrices, i. e., the matrices with rational integral elements and determinant $\pm 1$. On account of Minkowski's theory of reduction, there exists in $P$ a fundamental domain $R$ with respect to $U$, defined by a finite number of inequalities

$$
L_{r}(\mathfrak{I}) \geq 0 \quad(r=1,2, \cdots, g)
$$

where $L_{r}(\mathfrak{T})$ denotes a certain homogeneous linear function of the elements of $\mathfrak{T}$ with rational coefficients. A point $\mathfrak{I}$ lies on the frontier of $R$ if, and only if, the conditions (80) are fulfilled with at least one sign of equality. The images of $R$ under $U$ cover the whole space $P$ without gaps and overlappings. Only a finite number of images enter into any compact part of $P$, and only a finite number of images are neighbors of $R$.

Most of the results of the theory of reduction are simple consequences of the following two known lemmata.

Lemma 7. There exists a positive number $\tau_{1}$ depending only upon $m$, such that $R$ is contained in $Q\left(\tau_{1}\right)$.

Lemma 8. Let $\mathfrak{I}_{1}, \mathfrak{I}_{2}$ be two points of $Q(t)$ and let $\mathfrak{I}_{2}=\mathfrak{I}_{1}[\mathfrak{F}]$, where $\mathfrak{F}$ is a matrix with rational integral elements $f_{k l}$. Then

$$
-\tau \leq f_{k l} \leq \tau \quad(k, l=1, \cdots, m)
$$

where $\tau$ is a positive number depending only upon $t, m$ and the determinant $|\mathfrak{F}|$.

Let $t_{1}, \cdots, t_{m}$ be the diagonal elements of a point $\mathfrak{I}=\mathfrak{B}[\mathfrak{\Omega}]$ of $R$. Then

$$
t_{l}=\sum_{k=1}^{m} p_{k} q_{k l^{2}}=p_{l}\left(1+\sum_{k=1}^{l-1} \frac{p_{i}}{p_{l}} q_{k l^{2}}\right) \quad(l=1, \cdots, m)
$$

and $p_{1} p_{2} \cdots p_{m}=|\mathfrak{I}|$. By (79) and Lemma 7, the inequality

$$
\begin{equation*}
\prod_{k=1}^{m} t_{k}<\tau_{2}|\mathfrak{I}| \tag{81}
\end{equation*}
$$

follows, where $\tau_{2}$ depends only upon $m$.
30. The general method for constructing a fundamental domain with respect to any discontinuous group $\Delta$ uses the minimum of the distance $\mu\left(3^{*}, 3_{1}\right)$, where $3_{1}$ is given and $3^{*}=(\mathfrak{H} 3+\mathfrak{B})(\mathbb{C} 3+\mathfrak{D})^{-1}$ runs over all the images of 3 under $\Delta$.

Let us now choose in particular $3_{1}=i \lambda E$, with a positive scalar factor $\lambda$; we shall investigate the asymptotic behavior of the distance $\rho\left(3,3_{1}\right)$ for $\dot{i} \rightarrow \infty$. By (38), we have

$$
\rho^{2}\left(3,3_{1}\right)=\sum_{k=1}^{n} \log ^{2} \frac{1+r_{k}^{\frac{3}{2}}}{1-r_{k}^{\frac{2}{3}}}
$$

where $r_{1}, \cdots, r_{n}$ denote the characteristic roots of the cross-ratio

$$
\Re=\left(3-3_{1}\right)\left(3-\overline{3}_{1}\right)^{-1}\left(\overline{3}-\overline{3}_{1}\right)\left(\overline{3}-3_{1}\right)^{-1}=民+2 i \lambda^{-1}(3-\overline{3})+\cdots
$$

If $s_{1}, \cdots, s_{n}$ are the characteristic roots of the imaginary part $\mathfrak{V}$ of $\mathfrak{Z}$, we obtain

$$
r_{k}=1-4 s_{k} \lambda^{-1}+\cdots \quad(k=1, \cdots, n)
$$

whence

$$
\rho^{2}(3, i \lambda \mathfrak{E})=\sum_{k=1}^{n} \log ^{2}\left(s_{k}{ }^{-1} \lambda\right)+\omega(\lambda)
$$

where $\omega(\lambda)$ is a power series in $\lambda^{-1}$ without constant term. Consequently

$$
\lim _{\lambda \rightarrow \infty}\left(\rho\left(3, i \lambda(\mathscr{E})-n^{\frac{1}{2}} \log \lambda\right)=n^{-\frac{1}{2}} \log |\mathfrak{Y}|^{-1}\right.
$$

This suggests a consideration of the minimum of $\left|\mathfrak{Y}^{*}\right|^{-1}$.
Denoting by the sign abs $\Re$ the absolute value of the determinant of a matrix $\Omega$, we have, by (59),

$$
|\mathfrak{Y} *|^{-1}=|\mathfrak{V}|^{-1} \operatorname{abs}(\mathfrak{C} 3+\mathfrak{D})^{2}
$$

In order to obtain the minimum of $\left|\mathfrak{Y}^{*}\right|^{-1}$, we have therefore to determine the minimum of abs $(\mathbb{C} 3+\mathfrak{D})$. The existence of this minimum is by no means trivial; we shall prove it now in the case of the modular group $\Gamma$.

Let

$$
\mathfrak{M}=\left(\begin{array}{cc}
\mathfrak{N} & \mathfrak{B} \\
\mathfrak{C} & \mathfrak{D}
\end{array}\right), \quad \mathfrak{M}_{0}=\left(\begin{array}{ll}
\mathfrak{N}_{0} & \mathfrak{B}_{0} \\
\mathfrak{C}_{0} & \mathfrak{D}_{0}
\end{array}\right)
$$

be two elements of the homogeneous modular group $\Gamma_{0}$ and let

$$
\mathfrak{M}_{0} \mathfrak{M}^{-1}=\mathfrak{M}_{1}=\left(\begin{array}{ll}
\mathfrak{A}_{1} & \mathfrak{B}_{1} \\
\mathfrak{E}_{1} & \mathfrak{D}_{1}
\end{array}\right)
$$

We assume that the equation

$$
\begin{equation*}
\text { abs }(\mathfrak{C} \overparen{Z}+\mathfrak{D})=\operatorname{abs}\left(\mathbb{C}_{0} 3+\mathfrak{D}_{0}\right) \tag{82}
\end{equation*}
$$

holds identically for all 3 in $H$. Introducing $\left(\mathfrak{D}^{\prime} 3-\mathfrak{B}^{\prime}\right)\left(-\mathbb{C}^{\prime} 3+\mathfrak{A}^{\prime}\right)^{-1}$ unstead of 3 , we obtain the necessary and sufficient condition

$$
\begin{equation*}
\operatorname{abs}\left(\mathfrak{C}_{1} \overparen{3}+\mathfrak{D}_{1}\right)=1 \tag{83}
\end{equation*}
$$

Since $\left|\mathfrak{c}_{1} 马+\mathfrak{D}_{1}\right|$ is an analytic function of the elements $z_{k l}$ of 3 , we infer that $\left|⿷_{1} \mathcal{B}+\mathscr{D}_{1}\right|=c$, identically, for all complex symmetric matrices $\mathcal{Z}$, with a constant $c$ of absolute value 1. Putting $3=0$, we find $\left|\mathfrak{D}_{1}\right|=c$. On the other hand, the elements of $\mathfrak{D}_{1}$ are rational integers; consequently $\mathfrak{D}_{1}$ is a unimodular matrix $\mathfrak{U}$ and $c= \pm 1$. Calculating the linear terms in the identity $\left|\mathfrak{D}_{1}^{-1} \mathfrak{C}_{1} 3+\mathfrak{C}\right|=1$, we obtain $\sigma\left(\mathfrak{D}_{1}^{-1} \mathfrak{C}_{1} 3\right)=0$. But the matrix $\mathfrak{D}_{1}{ }^{-1} \mathfrak{C}_{1}$ is symmetric and therefore $\mathfrak{C}_{1}=0$.

Let now $\mathfrak{M}_{1}$ be any modular matrix with $\mathscr{C}_{1}=0$. The general form is

$$
\mathfrak{M}_{1}=\left(\begin{array}{ll}
\mathfrak{U}^{\prime-1} & \mathfrak{B U}  \tag{84}\\
0 & \mathfrak{U}
\end{array}\right)
$$

with unimodular $\mathfrak{H}$ and integral symmetric $\mathfrak{B}$. Obviously (79) is satisfied, and $\mathfrak{M}_{0}=\mathfrak{M}_{1} \mathfrak{M}$, with an arbitrary modular matrix $\mathfrak{M}$, gives the general solution of (82). Then

$$
\begin{equation*}
\mathfrak{C}_{0}=\mathfrak{U C}, \quad \mathfrak{D}_{0}=\mathfrak{U D} \tag{85}
\end{equation*}
$$

It is also easily seen that $\mathfrak{M}_{1}=\mathfrak{M}_{0} \mathfrak{M}^{-1}$ has always the form (84), if the second matrix rows ( $\mathfrak{C D}$ ) and $\left(\mathfrak{C}_{0} \mathfrak{D}_{0}\right)$ of two modular matrices $\mathfrak{M}$ and $\mathfrak{M}_{0}$ are connected by (85), with unimodular $\mathfrak{U}$. The two pairs $\mathfrak{C}$, $\mathfrak{D}$ and $\mathfrak{C}_{0}, \mathfrak{D}_{0}$ are called associate.

Denoting by $\mathfrak{Y}^{*}$ and $\mathfrak{Y}^{*}$ o the imaginary parts of

$$
\mathfrak{B}^{*}=(\mathfrak{H} 3+\mathfrak{B})(\mathfrak{C} 3+\mathfrak{D})^{-1} \quad \text { and } \quad \mathfrak{B}^{*}{ }_{0}=\left(\mathfrak{H}_{0} 3+\mathfrak{B}_{0}\right)\left(\mathscr{C}_{0} 3+\mathfrak{D}_{0}\right)^{-1}
$$

we obtain, by (59),

$$
\begin{equation*}
\mathfrak{V}^{-1}\left\{\mathfrak{S}^{\prime}{ }_{0}+\mathfrak{D}_{0}^{\prime}\right\}=\mathfrak{V}^{*-1}\left[\mathfrak{U}^{\prime}\right]=\mathfrak{V}_{0}^{*-1} \tag{86}
\end{equation*}
$$

Let 3 be a given point of $H$. For any modular matrix $\mathfrak{M}$, we choose a unimodular matrix $\mathfrak{U}$, such that $\mathfrak{V}^{*-1}\left[\mathfrak{U}^{\prime}\right]=\mathfrak{V}^{*} 0^{-1}$ lies in the Minkowski domain $R$ of Section 29. We shall now prove that abs $\left(\mathfrak{C}_{0} \mathcal{Z}+\mathfrak{D}_{0}\right)$ tends to infinity, if ( $\mathfrak{C}_{0} \mathfrak{D}_{0}$ ) runs over all second matrix rows of modular matrices with the required property of $\mathfrak{Z}^{*}$.

Let $y_{1}, \cdots, y_{n}$ denote the diagonal elements of $\mathfrak{V}^{*}{ }^{-1}$ and $\mathfrak{c}_{l}, \delta_{l}$ the $l$-th columns of $\mathfrak{C}_{0}^{\prime}, \mathfrak{D}^{\prime}{ }_{0}(l=1, \cdots, n)$. By (86),

$$
\begin{align*}
\mathfrak{Y}_{0}^{*} & =\mathfrak{V}^{-1}\left[\mathfrak{X C}_{0}^{\prime}+\mathfrak{D}_{0}^{\prime}\right]+\mathfrak{Y}\left[\mathfrak{C}_{0}^{\prime}\right] ; \quad(l=1, \cdots, n) . \\
y_{l} & =\mathfrak{V}^{-1}\left[\mathfrak{X c}_{l}+\mathfrak{D}_{l}\right]+\mathfrak{Y}\left[\mathfrak{c}_{l}\right] \quad
\end{align*}
$$

Consider all solutions $\mathfrak{C}_{0}, \mathfrak{D}_{0}$ of the inequality abs $\left(\mathfrak{C}_{0} \overparen{3}+\mathfrak{D}_{0}\right)^{2}<a$, where $a$ is an arbitrary positive constant. By (81) and (86),

$$
\prod_{l=1}^{n} y_{l}<\tau_{2} a|\mathfrak{Y}|^{-1}
$$

by (87),

$$
\begin{equation*}
\mathfrak{Y}\left[\mathfrak{c}_{l}\right] \leq y_{l} \tag{88}
\end{equation*}
$$

$$
\mathfrak{V}^{-1}\left[\mathfrak{X c}_{l}+\mathfrak{D}_{l}\right] \leq y_{l}
$$

$$
(l=1, \cdots, n)
$$

and $\mathfrak{V}^{-1}\left[\mathfrak{D}_{l}\right]=y_{l}$ in the case $\mathfrak{c}_{l}=0$. Since $\left|\mathfrak{C}_{0} 3+\mathfrak{D}_{0}\right| \neq 0$, the columns $\mathfrak{c}_{l}, \mathfrak{b}_{l}$ are not both 0 ; hence $y_{1}>y$, where $y$ is a positive number depending cnly upon $\mathfrak{Y}$, and

$$
y_{l}<\tau_{2} a y^{1-n}|\mathfrak{Y}|^{-1}
$$

By (88), we obtain only a finite number of pairs $\mathfrak{C}_{0}, \mathfrak{D}_{0}$.
On account of (82), the existence of a modular transformation $\mathfrak{B}^{*}$ $=(\mathfrak{A} 8+\mathfrak{B})(\mathfrak{C} 3+\mathfrak{D})^{-1}$ with the minimum value of abs $(\mathbb{C} 3+\mathfrak{D})$ is established for any $\mathcal{B}$ in $H$. We determine again $\mathfrak{U}$ by the condition that $\mathfrak{V}^{*-1}\left[\mathfrak{H}^{\prime}\right]$ is a point of $R$ and define $\mathbb{3}^{*}=\left(\mathfrak{H}_{0} 3+\mathfrak{F}_{0}\right)\left(\mathfrak{C}_{0} 3+\mathfrak{D}_{0}\right)^{-1}$ $=\mathfrak{B}^{*}\left[\mathfrak{U}^{-1}\right]+\mathfrak{B}$, by (84), where $\mathfrak{B}$ is an arbitrary symmetric matrix with rational integral elements. We may choose $\mathfrak{B}$ such that all elements of the real part of $3^{*}$ o lie in the interval $-\frac{1}{2} \leq x \leq \frac{1}{2}$.
31. Let $F$ be the set of all points $\boldsymbol{Z}=\mathfrak{X}+i \mathfrak{Y}$ of $H$ satisfying the following three conditions:

$$
\begin{equation*}
\text { abs }(\mathfrak{C} 3+\mathfrak{D}) \geq 1 \tag{89}
\end{equation*}
$$

for all modular transformations $\mathfrak{Z}^{*}=(\mathfrak{U} 3+\mathfrak{B})(\mathbb{C} 3+\mathfrak{D})^{-1}$;

$$
\begin{array}{cc}
L_{r}\left(\mathfrak{Y}^{-1}\right) \geq 0 & (r=1, \cdots, g) ; \\
x_{k l} \geq-\frac{1}{2}, \quad-x_{k l} \geq-\frac{1}{2} & (1 \leq k \leq l \leq n)
\end{array}
$$

for the elements $x_{k l}$ of $\mathfrak{X}$. In (89), we shall omit the trivial case $\mathbb{C}=0$, since the corresponding condition abs $(\mathscr{D}) \geq 1$ holds identically for all 3 . By the result of the preceding section, the images of $F$ under $\boldsymbol{\Gamma}$ cover the whole space $H$.

We write $\mathfrak{V}^{-1}=\mathfrak{P}[\mathfrak{Q}]$ with $\mathfrak{B}=\left[p_{1}, \cdots, p_{n}\right], \mathfrak{Q}=\left(q_{k l}\right), \quad q_{k l}=0$ $(1 \leq l<k \leq n), q_{k k}=1 \quad(k=1, \cdots, n)$ and define $\mathfrak{W}^{(n)}=\left(w_{k l}\right)$ with $w_{k l}=0(k+l \neq n+1), w_{k l}=1(k+l=n+1)$,

By (77),
$\mathfrak{S}\left[\mathfrak{W}_{1}\right]=\mathfrak{M}_{1}\left[\mathfrak{\Omega}_{1}\right]$.
By Lemma 7 and (91), the absolute values of the elements of the triangular matrix $\Omega_{1}$ are less than a number depending only upon $n$. Denoting the diagonal elements of $\mathfrak{P}_{1}$ by $d_{1}, \cdots, d_{2 n}$, we have
$d_{k} d_{k+1}^{-1}=p_{k} p_{k+1}^{-1}(1 \leq k<n),=p_{n}{ }^{2}(k=n),=p_{2 n-k} p_{2 n-k+1}^{-1}(n<k<2 n)$.
By Lemma 7,

$$
\begin{equation*}
0<d_{k} \leq \tau_{1} d_{k+1} \quad(k \neq n) \tag{93}
\end{equation*}
$$

where $\tau_{1}$ depends only upon $m=2 n$.
We apply (89) for the particular modular transformation with
$\mathfrak{A}=\left(\begin{array}{ll}\mathbb{F}^{(n-1)} & 0 \\ 0 & 0\end{array}\right), \quad \mathfrak{B}=\left(\begin{array}{rr}0 & 0 \\ 0 & -1\end{array}\right), \quad \mathfrak{C}=\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right), \quad \mathfrak{D}=\left(\begin{array}{ll}\mathcal{F}^{(n-1)} & 0 \\ 0 & 0\end{array}\right)$.
Denoting by $x_{n}+i y_{n}$ the last diagonal element of 3 , we obtain the inequality $x_{n}{ }^{2}+y_{n}{ }^{2} \geq 1$. By (91), we have moreover $x_{n}{ }^{2} \leq \frac{1}{4}$, whence $y_{n}{ }^{2} \geq \frac{3}{4}$. But $\mathfrak{Y}=\mathfrak{P}^{-1}\left[\mathfrak{\Omega}^{\prime-1}\right]$, and consequently $y_{n}=p_{n}^{-1}$,

$$
\begin{equation*}
0<d_{n} \leq(4 / 3) d_{n+1} \tag{94}
\end{equation*}
$$

By (92), (93) and (94), $\left.\subseteq \mathbb{S}_{1}\right]$ is contained in a domain $Q\left(\tau_{3}\right)$ of the space $P$ of positive symmetric neatrices with $2 n$ rows, where $\tau_{3}$ depends only upon $n$.

Consider now any modular transformation $3^{*}=(\mathfrak{U} 3+\mathfrak{B})(\mathfrak{C} B+\mathfrak{D})^{-1}$ different from identity, i. e.,

$$
\mathfrak{M}=\left(\begin{array}{ll}
\mathfrak{A} & \mathfrak{B} \\
\mathfrak{C} & \mathfrak{D}
\end{array}\right) \neq \pm \mathfrak{E},
$$

and assume that 3 and $3^{*}$ both are points of $F$. By Lemma $6, \mathfrak{S}=\mathfrak{S}^{*}[\mathfrak{M}]$,

$$
\mathfrak{S}\left[\mathfrak{M}_{1}\right]=\mathbb{S}^{*}\left[\mathfrak{W}_{1}\right]\left[\mathfrak{M}_{1} \mathfrak{M}_{1}\right]
$$

Applying Lemma 8 with

$$
\mathfrak{Z}_{1}=\mathbb{S}^{*}\left[\mathfrak{M}_{1}\right], \quad \mathfrak{I}_{2}=\mathbb{S}\left[\mathfrak{M}_{1}\right], \quad \mathfrak{F}=\mathfrak{M}_{1} \mathfrak{M}_{1}, \quad|\mathfrak{F}|=1,
$$

we conclude that $\mathfrak{M}$ belongs to a finite set of modular matrices $\mathfrak{M}_{1}, \cdots, \mathfrak{M}_{h}$, independent of 3 and $3^{*}$.

On account of the minimum property of $|\boldsymbol{Y}|^{-1}$, we have $|\mathfrak{Y}|=\left|\mathfrak{V}^{*}\right|$,
whence abs $(\mathbb{C} 3+\mathfrak{D})=1$. If $\mathbb{C} \neq 0$, then the sign of equality is true in one of the conditions (89). If $\mathbb{C}=0$, then $\mathfrak{M}$ has the form (84),

$$
\mathfrak{M}=\left(\begin{array}{ll}
\mathfrak{u}^{\prime-1} & \mathfrak{B} \mathfrak{U} \\
0 & \mathfrak{U}
\end{array}\right)
$$

and $\mathfrak{Y}^{*-1}=\mathfrak{Y}^{-1}\left[\mathfrak{U}^{\prime}\right]$. In the case $\mathfrak{u} \neq \pm \mathfrak{C}$, the sign of equality is true in one of the conditions (90). In the case $\mathfrak{U}= \pm \mathbb{G}$, we have $\mathfrak{B}^{*}=3+\mathfrak{B}$, $\mathfrak{X}^{*}=\mathfrak{X}+\mathfrak{B}$ with integral symmetric $\mathfrak{B} \neq 0$, and then the sign of equality holds in one of the conditions (91).

We have proved the following statement: If two points 3 and $3^{*}$ of $F$ are equivalent under a modular transformation with the matrix $\mathfrak{M} \neq \pm \mathbb{F}$, then $\mathfrak{M}$ is one of the matrices

$$
\mathfrak{M}_{8}=\left(\begin{array}{ll}
\mathfrak{N}_{8} & \mathfrak{F}_{8} \\
\mathfrak{C}_{8} & \mathfrak{D}_{8}
\end{array}\right)
$$

$$
(s=1, \cdots, h)
$$

and the conditions

$$
\begin{array}{cc}
\text { abs }\left(\mathfrak{(}_{s} 3+\mathfrak{D}_{s}\right) \geq 1 & (s=1, \cdots, h), \\
L_{r}\left(\mathfrak{V}^{-1}\right) \geq 0 & (r=1, \cdots, g), \\
x_{k l} \geq-\frac{1}{2}, \quad-x_{k l} \geq-\frac{1}{2} & (1 \leq k \leq l \leq n)
\end{array}
$$

are fulfilled with at least one sign of equality.
32. Since (95) is contained in (89), every point 3 of $F$ satisfies (95), (96) and (97). We prove, now, that the converse is true, namely, that all the inequalities (89) follow from (95), (96) and (97). We shall demonstrate at the same time, that then the stronger inequalities abs $(\mathbb{C} 3+\mathfrak{D})>1$ hold, if $\mathfrak{C}, \mathfrak{D}$ is not associate with one of the pairs $\mathfrak{C}_{s}, \mathfrak{D}_{s}(s=1, \cdots, h)$.

Lemma 9. Let $\mathfrak{3}=\mathfrak{X}+i \mathfrak{\eta}$ be a point of $H$ and $\mathfrak{Z} \lambda=\mathfrak{X}+i \lambda \mathfrak{Y}$, with an arbïtrary scalar factor $\lambda$. If (®O) is the second matrix row of any symplectic matrix and $\mathfrak{C} \neq 0$, then the inequality abs $\left(\mathbb{C} \mathbb{B}_{\lambda}+\mathfrak{D}\right)>$ abs $\left(\mathbb{C} \mathcal{B}_{\mu}+\mathfrak{D}\right)$ holds for $\lambda>\mu>0$.

The determinant $\left|\Subset 3^{\lambda}+\mathfrak{D}\right|=\phi(\lambda)$ is a polynomial in $\lambda$. For any $\lambda$ with positive real part, $3_{\lambda}$ is a point of $H$ and consequently $\phi(\lambda) \neq 0$. Moreover $\overline{\phi(\lambda)}=\phi(-\bar{\lambda})$; hence all zeros of $\phi(\lambda)$ are pure imaginary. This proves that for real $\lambda$ the expression abs $\left(\mathbb{C} \mathcal{Z}_{\lambda}+\mathfrak{D}\right)^{2}$ is a polynomial in $\lambda^{2}$ with real non-negative coefficients. It remains only to prove that this polynomial is not identically constant.

Assume now that

$$
\operatorname{abs}\left(\mathfrak{C} \mathbb{B}^{\wedge}+\mathfrak{D}\right)=\operatorname{abs}\left(\mathfrak{C} 3_{0}+\mathfrak{D}\right)=\operatorname{abs}(\mathfrak{C} \mathfrak{X}+\mathfrak{D})
$$

identically in $\lambda$. Then abs $(\mathbb{C X}+\mathfrak{D}) \neq 0$ and

$$
\begin{equation*}
\text { abs }\left(\mathfrak{Y}^{-1}+i \lambda(\mathbb{X}+\mathfrak{D})^{-1} \mathfrak{C}\right)=|\mathfrak{V}|^{-1} . \tag{98}
\end{equation*}
$$

Since $(\mathfrak{C X}+\mathfrak{D})^{-1} \mathbb{C}$ is a real symmetric matrix and $\mathfrak{V}^{-1}>0$, there exists a real matrix $\Re^{(n)}$ and a diagonal matrix $\Re=\left[r_{1}, \cdots, r_{n}\right]$, such that

$$
\begin{equation*}
\mathfrak{V}^{-1}[\mathfrak{R}]=\mathfrak{E}, \quad\left((\mathbb{X}+\mathfrak{D})^{-1} \mathfrak{C}\right)[\mathfrak{R}]=\mathfrak{N} . \tag{99}
\end{equation*}
$$

By (98) and (99),

$$
\prod_{k=1}^{n}\left(1+r_{k}^{2} \lambda^{2}\right)=1
$$

for all real values of $\lambda$, and consequently $\Re=0, \mathfrak{C}=0$, which is a contradiction. This completes the proof of the lemma.

We denote again by ( $C \mathscr{D}$ ) the second matrix rows of the modular matrices. Let 3 be a point of $I I$ satisfying all conditions (95), (96) and (97), and assume that the inequality abs $(\mathbb{C} 8+\mathfrak{D}) \leq 1$ holds for at least one pair $\mathfrak{C}, \mathfrak{D}$, where $\mathfrak{C} \neq 0$ and $\mathfrak{C}, \mathfrak{D}$ is not associate with one of the pairs $\mathfrak{G}_{s}, \mathfrak{D}_{s}(s=1, \cdots, h)$. By the result of Section 30, only a finite number of non-associate pairs $\mathfrak{C}, \mathfrak{D}$ fulfill that inequality. By Lemma 9 , there exists a number $\lambda \geq 1$, such that abs $\left(\mathbb{C} 3_{\lambda}+\mathfrak{D}\right) \geq 1$ for all $\mathfrak{C}, \mathfrak{D}$ and abs $\left(\mathbb{C} 3_{\lambda}+\mathfrak{D}\right)$ $=1$ for $\mathfrak{C}=\mathfrak{C}_{0}, \mathfrak{D}=\mathfrak{D}_{0}$, where $\mathfrak{C}_{0} \neq 0$ and $\mathfrak{C}_{0}, \mathfrak{D}_{0}$ is not associate with one of the pairs $\mathfrak{C}_{s}, \mathscr{D}_{s}$. Since $\mathfrak{Z}_{\lambda}$ has the real part $\mathfrak{X}$ and $L_{r}\left(\lambda^{-1} \mathfrak{V}^{-1}\right)=\lambda^{-1} L_{r}\left(\mathfrak{V}^{-1}\right)$, all conditions (89), (90) and (91) are satisfied for 3 instead of 3 ; hence 3 入 is a point of $F$. On the other hand, the expression abs ( $\mathbb{C} 3 \lambda+\mathfrak{D}$ ) attains its minimum 1 for $\mathfrak{C}=\mathfrak{C}_{0}, \mathfrak{D}=\mathfrak{D}_{0}$, and consequently there exists a modular transformation $\mathfrak{B}^{*}{ }_{\lambda}=\left(\mathfrak{A} \mathfrak{B}_{\lambda}+\mathfrak{B}\right)\left(\mathfrak{C} \mathfrak{B}_{\lambda}+\mathfrak{D}\right)^{-1}$, such that $\mathfrak{C}, \mathfrak{D}$ is associate with $\mathfrak{C}_{0}, \mathfrak{D}_{0}$ and $\mathfrak{B}^{*}$ is a point of $F$. By Section 31 , $\mathfrak{C}=\mathfrak{C}_{s}, \mathfrak{D}=\mathfrak{D}_{8}$, and this is a contradiction. Consequently abs $(\mathbb{C} \mathfrak{Z}+\mathfrak{D}) \geq 1$ for all $\mathfrak{C}, \mathfrak{D}$ and abs $(\mathfrak{C} B+\mathscr{D})>1$, if $\mathfrak{C} \neq 0$ and $\mathfrak{C}, \mathfrak{D}$ is not associate with one of the pairs $\mathfrak{C}_{s}, \mathfrak{D}_{8}$.
33. By the result of the preceding section, $F$ may be defined by the inequalities (95), (96) and (97), in finite number. Obviously $F$ is closed relative to $H$. It follows from Lemma 9 and the linearity of the conditions (96) and (97), that 3 is a frontier point of $F$, if, and only if, (95), (96) and (97) are fulfilled with at least one sign of equality.

Let $F_{\mathfrak{M}}$ be the image of $F$ under the modular transformation $3^{*}$ $=(\mathfrak{H} \mathcal{B}+\mathfrak{B})(\mathbb{C} \mathfrak{B}+\mathfrak{D})^{-1}$ with the matrix $\mathfrak{M} \neq \pm \mathfrak{G}$. If $F$ and $F_{\mathfrak{M}}$ have a point $3^{*}$ in common, then, by Section $31, \mathfrak{M}$ is one of the matrices $\mathfrak{M}_{1}, \cdots, \mathfrak{M}_{h}$, and $3^{*}$ is a frontier point of $F$. Consequently the images $F_{\mathfrak{M}}$ cover $H$ without overlappings, and $F$ has only a finite number of neighbors.

Consider any compact domain $G$ in $H$, and let $G_{1}$ be the corresponding domain in the space $S$ of the matrices $\mathbb{S}$ defined in Lemma 6. There exists a zumber $t$ depending only upon $G$, such that $G_{1}$ is contained in the domain $Q(t)$ of Section 29. We may choose $t \geq \boldsymbol{\tau}_{3}$, where $\boldsymbol{\tau}_{3}$ was defined in Section 31. Let $3^{*}=(\mathfrak{A} 3+\mathfrak{B})(\mathbb{C} 3+\mathfrak{D})^{-1}$ be a common point of $F_{\mathfrak{M}}$ and $G$. Then 3 is a point of $F$ and the relationship $\mathbb{S}^{*}=\subseteq\left[\mathfrak{M}^{-1}\right]$ holds for the corresponding points $\Im^{*}$ and $\subseteq$ of $S$, by Lemma 6 . It follows from the result of Section 31, that the point $\mathfrak{S}\left[\mathfrak{M}_{1}\right]=\mathbb{S}^{*}\left[\mathfrak{M}_{1}\right]$ lies in $Q(t)$. But also $\mathfrak{S}^{*}$ itself is a point of $Q(t)$, and consequently, by Lemma 8 , the matrix $\mathfrak{M}$ belongs to a finite set. This proves that only a finite number of images $F_{\mathfrak{M}}$ enter into the compact domain $G$.

For the particular value $\mathfrak{Z}=i \mathbb{C}$, we have $|\mathbb{C} 3+\mathfrak{D}|=c+i d$, with rational integers $c, d$ not both 0 . Consequently (89) is satisfied. Also (91) holds, since $\mathfrak{X}=0$. Moreover $\mathfrak{V}^{-1}=\mathscr{E}$ is a point of the Minkowski domain $R$. Consequently $8=i \in \mathbb{E}$ is a point of $F$. By Lemma 9 , the whole curve $3=i \lambda E$ $(\lambda \geq 1)$ belongs to $F$. Since $\lambda$ may be arbitrarily large, the fundamental domain $F$ is not compact. Let $G$ be any compact domain in $H$ and consider the finite set of modular matrices $\mathfrak{M}$, such that $F_{\mathfrak{M}}$ enters into $G$. The set of images of $G$ under the inverse mappings with the matrices $\mathfrak{M}^{-1}$ constitutes again a compact domain $G_{0}$. For sufficiently large values of $\lambda$, the point $i \lambda \Subset$ of $F$ does not lie in $G_{0}$; hence no image of this point lies in $G$. This proves that the space $H$ is not compact relative to the modular group $\Gamma$.

By the results of Section 31, the matrices $\mathfrak{X}$ and $\mathfrak{Y}^{-1}$ are bounded for all 3 in $F$. On account of (57), the integral $V(\Gamma)$ converges.

Theorem 8 is now completely proved.

## VII. THE FUNDAMENTAL DOMAIN OF THE GROUP $\Delta(\mathfrak{G}, \mathfrak{S})$.

34. Let $K_{0}$ be an algebraic number field, of finite degree $g$ over the field of rational numbers. Let $g_{1}$ of the conjugate fields be real and $2 g_{2}$ imaginary, $g=g_{1}+2 g_{2}$. We denote the real conjugate fields by $K_{0}{ }^{\text {(a) }}$ $\left(\alpha=1, \cdots, g_{1}\right)$ and the pairs of conjugate complex conjugate fields by $K_{0}{ }^{(a)}$ and $K_{0}{ }^{\left(a+g_{2}\right)}\left(\alpha=g_{1}+1, \cdots, g_{1}+g_{2}\right)$. We consider $g_{1}$ positive symmetric matrices $\mathfrak{K}_{\alpha}\left(\alpha=1, \cdots, g_{1}\right)$ with real elements and $g_{2}$ positive hermitian matrices $\mathscr{I}_{a}\left(\alpha=g_{1}+1, \cdots, g_{1}+g_{2}\right)$ with complex elements, all of $m$ rows. We denote the systems of $g_{1}+g_{2}$ matrices $\mathfrak{I}_{a}\left(\alpha=1, \cdots, g_{1}+g_{2}\right)$ more shortly by $\mathfrak{I}$; they form the points of a space $P$ of $\frac{1}{2} g_{1} m(m+1)+g_{2} m^{2}$ dimensions.

We have a unique decomposition $\mathfrak{X}_{a}=\mathfrak{B}_{a}\left\{\mathfrak{\Omega}_{a}\right\}$ with a diagonal matrix

Consider any compact domain $G$ in $H$, and let $G_{1}$ be the corresponding domain in the space $S$ of the matrices $\mathbb{S}$ defined in Lemma 6. There exists a zumber $t$ depending only upon $G$, such that $G_{1}$ is contained in the domain $Q(t)$ of Section 29. We may choose $t \geq \boldsymbol{\tau}_{3}$, where $\boldsymbol{\tau}_{3}$ was defined in Section 31. Let $3^{*}=(\mathfrak{A} 3+\mathfrak{B})(\mathbb{C} 3+\mathfrak{D})^{-1}$ be a common point of $F_{\mathfrak{M}}$ and $G$. Then 3 is a point of $F$ and the relationship $\mathbb{S}^{*}=\subseteq\left[\mathfrak{M}^{-1}\right]$ holds for the corresponding points $\Im^{*}$ and $\subseteq$ of $S$, by Lemma 6 . It follows from the result of Section 31, that the point $\mathfrak{S}\left[\mathfrak{M}_{1}\right]=\mathbb{S}^{*}\left[\mathfrak{M}_{1}\right]$ lies in $Q(t)$. But also $\mathfrak{S}^{*}$ itself is a point of $Q(t)$, and consequently, by Lemma 8 , the matrix $\mathfrak{M}$ belongs to a finite set. This proves that only a finite number of images $F_{\mathfrak{M}}$ enter into the compact domain $G$.

For the particular value $\mathfrak{Z}=i \mathbb{C}$, we have $|\mathbb{C} 3+\mathfrak{D}|=c+i d$, with rational integers $c, d$ not both 0 . Consequently (89) is satisfied. Also (91) holds, since $\mathfrak{X}=0$. Moreover $\mathfrak{V}^{-1}=\mathscr{E}$ is a point of the Minkowski domain $R$. Consequently $8=i \in \mathbb{E}$ is a point of $F$. By Lemma 9 , the whole curve $3=i \lambda E$ $(\lambda \geq 1)$ belongs to $F$. Since $\lambda$ may be arbitrarily large, the fundamental domain $F$ is not compact. Let $G$ be any compact domain in $H$ and consider the finite set of modular matrices $\mathfrak{M}$, such that $F_{\mathfrak{M}}$ enters into $G$. The set of images of $G$ under the inverse mappings with the matrices $\mathfrak{M}^{-1}$ constitutes again a compact domain $G_{0}$. For sufficiently large values of $\lambda$, the point $i \lambda \Subset$ of $F$ does not lie in $G_{0}$; hence no image of this point lies in $G$. This proves that the space $H$ is not compact relative to the modular group $\Gamma$.

By the results of Section 31, the matrices $\mathfrak{X}$ and $\mathfrak{Y}^{-1}$ are bounded for all 3 in $F$. On account of (57), the integral $V(\Gamma)$ converges.

Theorem 8 is now completely proved.

## VII. THE FUNDAMENTAL DOMAIN OF THE GROUP $\Delta(\mathfrak{G}, \mathfrak{S})$.

34. Let $K_{0}$ be an algebraic number field, of finite degree $g$ over the field of rational numbers. Let $g_{1}$ of the conjugate fields be real and $2 g_{2}$ imaginary, $g=g_{1}+2 g_{2}$. We denote the real conjugate fields by $K_{0}{ }^{\text {(a) }}$ $\left(\alpha=1, \cdots, g_{1}\right)$ and the pairs of conjugate complex conjugate fields by $K_{0}{ }^{(a)}$ and $K_{0}{ }^{\left(a+g_{2}\right)}\left(\alpha=g_{1}+1, \cdots, g_{1}+g_{2}\right)$. We consider $g_{1}$ positive symmetric matrices $\mathfrak{K}_{\alpha}\left(\alpha=1, \cdots, g_{1}\right)$ with real elements and $g_{2}$ positive hermitian matrices $\mathscr{I}_{a}\left(\alpha=g_{1}+1, \cdots, g_{1}+g_{2}\right)$ with complex elements, all of $m$ rows. We denote the systems of $g_{1}+g_{2}$ matrices $\mathfrak{I}_{a}\left(\alpha=1, \cdots, g_{1}+g_{2}\right)$ more shortly by $\mathfrak{I}$; they form the points of a space $P$ of $\frac{1}{2} g_{1} m(m+1)+g_{2} m^{2}$ dimensions.

We have a unique decomposition $\mathfrak{X}_{a}=\mathfrak{B}_{a}\left\{\mathfrak{\Omega}_{a}\right\}$ with a diagonal matrix
$\Re_{a}=\left[p_{1}{ }^{(a)}, \cdots, p_{m}{ }^{(a)}\right], p_{k}{ }^{(a)}>0(k=1, \cdots, m)$, and a triangular matrix $\Re_{a}=\left(q_{k l}^{(a)}\right), q_{k l}^{(a)}=0(k>l), q_{k l c}^{(a)}=1$, where $\Re_{a}$ is real for $\alpha=1, \cdots, g_{1}$. If $t$ is any positive number $>1$, the inequalities

$$
\begin{gathered}
0<p_{k}^{(a)} \leq t p_{k+1}^{(a)} \quad(k<m), \quad p_{k}^{(a)} \leq t p_{k}^{(\beta)} \quad(k \leq m) \\
\text { abs } q_{k l}^{(a)} \leq t \\
(k<l)
\end{gathered}
$$

with $\alpha, \beta=1, \cdots, g_{1}+g_{2}$ define a compact domain $Q(t)$ in $P$.
A matrix $\mathfrak{U}$ with integral elements in $K_{0}$ is called unimodular if the determinant $|\mathfrak{u}|$ is an algebraic unit. The unimodular matrices $\mathfrak{u}^{(m)}$ constitute the unimodular group $\mathfrak{U}$ in $K_{0}$, of degree $m$. The center $C$ of $U$ consists of the matrices $\mathfrak{u}=u \mathfrak{E}$, where $u$ is any root of unity in $K_{0}$. We denote by $U_{0}$ the factor group $U / C$. Let $\mathfrak{u}_{a}$ be the conjugate of $\mathfrak{u}$ in $K_{0}{ }^{(a)}$. The transformation $\mathfrak{X}_{a} \rightarrow \mathfrak{X}_{a}\left\{\mathfrak{L}_{a}\right\}\left(\alpha=1, \cdots, g_{1}+g_{2}\right)$, or more shortly $\mathfrak{I} \rightarrow \mathfrak{Z}\{\mathfrak{U}\}$, maps the space $P$ onto itself. This mapping is the identical one, if and only if $\mathfrak{U}$ is an element of $C$; consequently the transformations $\mathfrak{Z} \rightarrow \mathfrak{Z}\{\mathfrak{u}\}$ give a faithful representation of $U_{0}$.

Minkowski's theory of reduction of positive quadratic forms is concerned with the case $g=1$, the field of rational numbers. The generalization to the case of an arbitrary field $K_{0}$ is due to P. Humbert. He obtained the following results:

There exists in $P$ a fundamental domain $R$ with respect to $U_{0}$, which is the union of a finite number of convex pyramids. The faces of these pyramids have equations of the form

$$
\begin{equation*}
\sum_{a=1}^{g_{1}+g_{2}}\left(\mathfrak{a}_{a}^{\prime} \mathfrak{Z}_{a} \overline{\mathfrak{b}}_{a}+\overline{\mathfrak{a}}_{a}^{\prime} \overline{\mathfrak{Z}}_{a} \mathfrak{b}_{a}\right)=0, \tag{100}
\end{equation*}
$$

where $\mathfrak{a}_{a}$ and $\mathfrak{b}_{a}$ are the conjugates of two columns $\mathfrak{a} \neq 0$ and $\mathfrak{b} \neq 0$ in $K_{0}$; moreover $\mathfrak{a} \neq \lambda \mathfrak{b}$ for every pure imaginary scalar factor $\lambda$. Any compact domain in $P$ is covered by a finite number of images $R_{\mathfrak{U}}$ of $R$, and $R$ has only a finite number of neighbors $R_{\mathfrak{U}}$.

Lemma 10. There exists a finite set $L$ of matrices $\mathfrak{Z}$ with integral elements in $K_{0}$ and a positive number $\tau_{4}$ depending only upon $K_{0}$ and $m$, such that for every $\mathfrak{I}$ in $R$ the point $\mathfrak{Z}\{\mathfrak{L}\}$ belongs to $Q\left(\tau_{4}\right)$, with at least one $\mathfrak{Z}$ of the set $L$.

Lemma 11. Let $\mathfrak{T}$ and $\mathfrak{I}\{\mathfrak{F}\}$ be two points of $Q(t)$, where $\mathfrak{F}$ is an integral matrix in. $K_{0}$, and let $v$ be the norm of $|\mathfrak{F}|$. Then $\mathfrak{F}$ belongs to a finite set of matrices depending only upon $K_{0}, m, t$ and $v$.

These statements are generalizations of the lemmata 7 and 8 .
35. We assume now that $K_{0}=K(\sqrt{-r})$, where $K$ is a totally real algebraic number field of degree $h$ and $r$ a totally positive number of $K$; then $g_{1}=0, g_{2}=h$. Let $K^{(a)}(\alpha=1, \cdots, h)$ be the conjugates of $K=K^{(1)}$, $r_{a}$ the conjugate of $r^{2}$ in $K^{(a)}$ and $K_{0}^{(a)}=K^{(a)}\left(\sqrt{-r_{a}}\right)$. In the notation of Chapter $V, \mathfrak{F}$ is a hermitian matrix and $\mathscr{5}$ is a skew-symmetric matrix, both in $K_{0}$, satisfying the condition (67). Let $\mathscr{F}_{a}, \mathscr{F}_{a}$ be the conjugates of $\mathfrak{y}$, $\mathfrak{S}$ in $K_{0}^{(a)}$ and $s_{a}$ the conjugate of $s$ in $K^{(a)}$. We assumed moreover $s>0, \mathfrak{S}_{a}>0$ for $\alpha=2, \cdots, h$; then $s_{a}<0(\alpha=2, \cdots, h)$. The group $\Lambda=\Lambda(\mathfrak{G}, \mathfrak{g})$ consists of all unimodular matrices $\mathfrak{W}$ in $K_{\theta}$ which satisfy $\mathfrak{G}[\mathfrak{W}]=\mathfrak{F}$ and $\mathfrak{F}\{\mathfrak{W}\}=\mathfrak{G}$. We have $\Delta_{0}=\mathfrak{C}^{-1} \Lambda \mathfrak{C}$, where $\mathfrak{C}$ is a complex matrix with $\mathfrak{S}[\mathfrak{C}]=\mathfrak{F}$ and $\mathfrak{S}\{\mathfrak{C}\}=i s^{\mathfrak{W}} \mathfrak{\mathscr { S }}$. Identifying $\mathfrak{M}$ and $-\mathfrak{M}$, we obtain the factor group $\Delta=\Delta(\mathscr{S}, \mathfrak{G})$ of $\Delta_{0}$. Obviously this group is not changed, if we replace $\mathfrak{G S}, \mathfrak{G}$ by $a \mathfrak{G}, b \mathscr{E}$ with arbitrary positive rational numbers $a, b$; consequently we may assume that $(5)$ and $\mathfrak{G}$ have integral elements.

The matrix $\mathfrak{S}$ of $(77)$ is the general solution of $\mathbb{S}^{\prime}=\overline{\mathfrak{S}}>0, \mathfrak{F}[\mathfrak{S}]=\mathfrak{J}$, $\mathfrak{s}\{\subseteq\}=\mathfrak{s}$. Consequently

$$
\begin{equation*}
\mathfrak{Z}_{1}=\widetilde{S}\left\{\mathfrak{S}^{-1}\right\} \tag{101}
\end{equation*}
$$

is the general solution of

$$
\begin{equation*}
\mathfrak{X}_{1}^{\prime}=\overline{\mathfrak{I}}_{1}>0, \quad \mathfrak{I}_{1} \overline{\mathfrak{F}}^{-1} \overline{\mathfrak{I}}_{1}=-\mathfrak{F}, \quad \mathfrak{I}_{1} \mathfrak{S}^{-1} \mathfrak{I}_{1}=s^{-1} \mathfrak{\mathscr { S }} \tag{102}
\end{equation*}
$$

We define

$$
\begin{equation*}
\mathfrak{I}_{a}=\left(-s_{a}\right)^{-\frac{1}{2}} \mathfrak{g}_{a} \quad(\alpha=2, \cdots, h) ; \tag{103}
\end{equation*}
$$

then, by (67) and (102),

$$
\begin{align*}
& \mathfrak{X}_{a}^{\prime}=\overline{\mathfrak{X}}_{a}>0, \quad \mathfrak{F}_{a}=\overline{\mathfrak{I}}_{a}^{-1}\left\{\mathscr{H}_{a}\right\}, \quad \mathfrak{X}_{a}=\left|s_{a}\right|^{-1} \mathfrak{I}_{a}^{-1}\left\{\mathscr{S}_{a}^{\prime}\right\}  \tag{104}\\
&(\alpha=1, \cdots, h),
\end{align*}
$$

where $\left|s_{a}\right|$ denotes the absolute value of $s_{a}$. The matrices $\mathfrak{I}_{2}, \cdots, \mathfrak{I}_{h}$ are fixed, whereas $\mathfrak{I}_{1}$ depends upon the variable point 3 of $H$, by (77). The space $H$ is mapped onto a surface $T$, of $n(n+1)$ dimensions, in the space $R$. If $\mathfrak{W}$ is any element of the group $\Lambda$, then the transformation $\mathfrak{X}_{a} \rightarrow \mathscr{X}_{a}\left\{\mathfrak{W}_{a}{ }^{-1}\right\}$ ( $\alpha=1, \cdots, h$ ) maps $T$ onto itself, and this mapping is the identical one, if and only if $\mathfrak{B}= \pm \mathbb{F}$; on the other hand, by Lemma 6 , the corresponding mapping in $H$ is a symplectic transformation of 3 , with the matrix $\mathfrak{M}=\mathbb{C}^{-1} \mathfrak{M C}$ of the group $\Delta$.

For any point $\mathfrak{I}$ of $T$, there exists a unimodular matrix $\mathfrak{U}=\mathfrak{U}_{3}$ in $K_{0}$, such that $\mathfrak{I}\{\mathfrak{H}\}$ is a point of the domain $R$. By Lemma 10 , we may choose a matrix $\mathfrak{Z}$ of the finite set $L$, such that $\hat{\mathfrak{Z}}=\mathfrak{I}\{\mathfrak{U} \mathfrak{Z}\}$ belongs to $Q\left(\tau_{4}\right)$. Putting $\hat{\mathfrak{S}}=\mathfrak{G}[\mathfrak{U L}], \hat{\mathfrak{S}}=\mathfrak{Q}\{\mathfrak{H} \mathfrak{Z}\}$ we obtain, by (104),

$$
\begin{equation*}
\hat{\mathfrak{Z}}=\overline{\mathfrak{\mathfrak { X }}}^{-1}\{\hat{\mathfrak{F}}\}, \quad \hat{\mathfrak{I}}=|s|^{-1} \hat{\mathfrak{I}}^{-1}\left\{\hat{\mathfrak{G}}^{\prime}\right\} ; \tag{105}
\end{equation*}
$$

we omit here and in the following formulae the index $\alpha$ which runs always from 1 to $h$.

Let $\mathfrak{B}$ denote the matrix of the linear transformation $x_{k} \rightarrow x_{2 n-k+1}$ $(k=1, \cdots, 2 n)$. If $\hat{\mathscr{E}}=\mathfrak{P}\{\Omega\}$ is the decomposition defined in Section 34, then $\overline{\mathfrak{X}}^{-1}\{\mathfrak{B}\}=\mathfrak{B}^{-1}\{\mathfrak{B}\}\left\{\mathfrak{B} \overline{\mathfrak{D}}^{-1} \mathfrak{B}\right\}$, and consequently the points $|s|^{-1} \hat{\mathfrak{B}}^{-1}\{\mathfrak{B}\}$ and $\hat{\mathfrak{L}}^{-1}\{\mathfrak{B}\}$ belong to a domain $Q\left(\tau_{5}\right)$, where $\tau_{5}$ depends only upon $K_{0}, n$ and $s$. Moreover

$$
\left|\mathfrak{B} \hat{\mathscr{G}}^{\prime}\right|=(-1)^{n}|\mathfrak{G}| \text { abs }(\mathfrak{U Z})^{2}, \quad|\mathfrak{F} \hat{G}|=(-1)^{n}|\mathfrak{F}||\mathfrak{U Z}|^{2}
$$

hence the norms of $\left|\mathfrak{B} \hat{\mathscr{F}^{\prime}}\right|$ and $|\mathfrak{B} \hat{\mathscr{S}}|$ belong to a finite set. It follows now from Lemma 11 and (105), that also the matrices $\hat{\mathscr{S}}$ and $\hat{\mathscr{G}}$ belong to a finite set, independent of $\mathcal{B}$, and the same holds good for $\mathscr{S}[\mathfrak{U}]=\hat{\mathscr{F}}\left[\mathbb{R}^{-1}\right]$ and $\mathfrak{S}\{\mathfrak{U}\}=\hat{\mathfrak{G}}\left\{\mathfrak{R}^{-1}\right\}$.

Choose now a complete system of points $\mathcal{Z}_{0}$ in $H$, such that the pairs $\mathscr{A}\left[\mathfrak{U}_{0}\right], \mathscr{B}\left\{\mathfrak{U}_{0}\right\}$ with $\mathfrak{U}_{0}=\mathfrak{U}_{\mathcal{B}_{0}}$ are all different, and let $V$ be the finite set of the unimodular matrices $\mathfrak{U}_{0}$. We denote by $G\left(\mathfrak{U}_{0}\right)$ the closed set of all points 3 of $H$, such that the corresponding point $\mathfrak{I}$ of $T$ lies in $R \mathfrak{H}_{0}-1$, and by $G$ the union of these $G\left(\mathfrak{U}_{0}\right)$, as $\mathfrak{U}_{0}$ runs over the elements of the set $V$.

Let 3 be again an arbitrary point of $H$ and $\mathfrak{U}=\mathfrak{U}_{3}$. Then there exists a uniquely determined $\mathfrak{U}_{0}$ in $V$, such that $\mathscr{G}\left[\mathfrak{U}_{0}\right]=\mathscr{S}[\mathfrak{U}]$ and $\mathfrak{S}\left\{\mathfrak{U}_{0}\right\}=\mathfrak{S}\{\mathfrak{U}\}$; thus $\mathfrak{U}_{0} \mathfrak{U}^{-1}=\mathfrak{W}$ is an element of the group $\Lambda$. Since $\mathfrak{I}\{\mathfrak{U}\}$ lies in $R$, the point $\mathfrak{X}\left\{\mathfrak{W}^{-1}\right\}=\mathfrak{I}\left\{\mathfrak{U}_{\mathfrak{U}_{0}}{ }^{-1}\right\}$ is contained in $R \mathfrak{U}_{0}{ }^{-1}$; hence 3 is mapped by the element $\mathfrak{M}=\mathfrak{C}^{-1} \mathfrak{M C}$ of $\Delta$ into a point of $G\left(\mathfrak{U}_{0}\right)$. This proves that any 3 in $H$ is under $\Delta$ equivalent to at least one point of $G$; we call this point a reduced image of 3 .
36. Let us assume that there exists in $H$ a compact domain $B$, such that $\mathfrak{I}\left\{\mathfrak{u}_{\mathbb{Z}}\right\}$ is a boundary point of $R$, relative to $P$, for all 3 in $B$. By Section 34, the unimodular matrix $\mathfrak{u}_{3}$ belongs then to a finite set, and we infer from (77), (100), (101), (103), that the expression $\mathfrak{p} \subseteq \overline{\mathfrak{q}}+\bar{p}^{\prime} \subseteq \mathfrak{q}$ has a constant value in $H$, where $\mathfrak{p}=\mathfrak{C}^{-1} \mathfrak{a}$ and $\mathfrak{q}=\mathfrak{C}^{-1} \mathfrak{b}$ with two columns $\mathfrak{a} \neq 0$ and $\mathfrak{b} \neq 0$ in $K_{0}$; moreover $\mathfrak{a} \neq \lambda \mathfrak{b}$ for every pure imaginary scalar factor $\lambda$. Replacing $\mathfrak{V}$ by © $+\mathfrak{V}$, we have the Taylor series
$\mathfrak{S}=\mathfrak{E}+\Im_{1}+\Im_{2}+\cdots, \quad \mathfrak{S}_{1}=\left(\begin{array}{rr}-\mathfrak{Y} & -\mathfrak{X} \\ -\mathfrak{X} & \mathfrak{Y}\end{array}\right), \quad \Im_{2}=\left(\begin{array}{ll}\mathfrak{V}^{2} & \mathfrak{Y} \mathfrak{X} \\ \mathfrak{X V} & \mathfrak{X}^{2}\end{array}\right)$,
in the neighborhood of $\mathfrak{Y}=0$. It follows that the real part of $\mathfrak{p}^{\prime} \widetilde{\Im}_{2} \bar{q}$ vanishes identically in the real symmetric matrices $\mathfrak{X}$ and $\mathfrak{V}$. Since $\mathfrak{a}=\mathfrak{C} \mathfrak{p}, \mathfrak{b}=\mathfrak{C} \mathfrak{q}$
and $\mathfrak{a} \neq \lambda \mathfrak{b}$, for all pure imaginary values of $\lambda$, we find easily $\mathfrak{a}=\omega \mathfrak{G r}$, $\mathfrak{b}=i \omega \mathfrak{C} \mathfrak{F}$ with real $\mathfrak{r}, \mathfrak{F}$ and complex scalar $\omega \neq 0$.
 We obtain, therefore,

$$
\bar{\omega} \sqrt{-s} \mathfrak{G}^{-1} \mathfrak{G a}=\omega \bar{a}
$$

But $\mathfrak{G}, \mathfrak{F}$ and $\mathfrak{a} \neq 0$ are in $K_{0}=K(\sqrt{-r})$, hence

$$
\begin{align*}
\bar{\omega} \sqrt{-s} & =\omega(\xi+\eta \sqrt{-r}) \\
s & =\xi^{2}+r \eta^{2} \tag{106}
\end{align*}
$$

where $\xi, \eta$ are numbers in $K$. Since $r_{a}>0, s_{a}<0(\alpha=2, \cdots, h)$, the relationship (106) is only possible for $h=1$; then $K$ is the field of rational numbers.

It will be proved in Chapter IX, that $\Delta(\mathfrak{F}, \mathfrak{S})$ is commensurable with the modular group $\Gamma$, if and only if the diophantine equation (106) has a rational solution $\xi, \eta$. In this case, however, the construction and the properties of a fundamental domain for $\Delta$ follow in a simple way from the results of Chapter VI. Therefore we exclude this case for the rest of the present chapter.

For every point $S_{0}$ of $I$, there exists now a unimodular matrix $\mathfrak{U}$ and a sequence of points 3 tending to $\mathfrak{B}_{0}$, such that the corresponding points $\mathfrak{I}$ of $T$ are inner points of $R_{\mathfrak{l}^{-1}}$, relative to $P$.
37. We denote by $F\left(\mathfrak{U}_{0}\right)$ the closure of the set of inner points of $G\left(\mathfrak{U}_{0}\right)$, relative to $H$. If $乃_{0}$ is a point of $G\left(\mathfrak{U}_{0}\right)$ which does not belong to $F\left(\mathfrak{U}_{0}\right)$, then we use the result of the last section to construct a sequence of points 3 tending to $\mathcal{B}_{0}$, such that they have as reduced images inner points of $G(\mathfrak{U})$, where $\mathfrak{U}$ is a certain matrix of the set $V$. Consequently $\mathcal{B}_{0}$ has a reduced image in $F(\mathfrak{H})$, and any point of $H$ is equivalent under $\Delta$ to at least one point in one of the domains $F\left(\mathfrak{H}_{0}\right)$.

Let $3^{*}$ be the image of $\mathcal{B}$ under the transformation $\mathfrak{M}=\mathfrak{C}^{-1} \mathfrak{M C}$ of $\Delta$ and let $\mathfrak{I}^{*}$, $\mathfrak{I}$ be the corresponding points in $T$. We assume now the existence of an inner point 3 of $F\left(\mathfrak{U}_{0}\right)$, such that $\mathfrak{Z}^{*}$ is a point of $F\left(\mathfrak{U}^{*}{ }_{0}\right)$, where $\mathfrak{U}^{*}{ }_{0}$ is also one of the matrices of the set $V$. By Section 36, this holds then even under the further condition that $\mathfrak{F}\left\{\mathfrak{U}_{0}\right\}$ be an inner point of $R$, relative to $P$. But $\mathfrak{I}^{*}\left\{\mathfrak{U}_{0}{ }_{0}\right\}=\mathfrak{I}\left\{\mathfrak{U}_{0}\right\}\left\{\mathfrak{U}_{0}{ }^{-1} \mathfrak{W}^{-1} \mathfrak{U}^{*}{ }_{0}\right\}$ is again a point of $R$, and consequently $\mathfrak{U}_{0}{ }_{0}= \pm \mathfrak{M} \mathfrak{U}_{0}, \mathscr{G}\left[\mathfrak{U}^{*_{0}}\right]=\mathscr{G}\left[\mathfrak{U}_{0}\right], \mathfrak{Q}\left\{\mathfrak{U}^{*}\right\}=\mathfrak{S}\left\{\mathfrak{U}_{0}\right\}$. Now it follows from the definition of $V$, that $\mathfrak{U}_{0}=\mathfrak{U}_{0}, \mathfrak{W}= \pm \mathfrak{E}$. This proves that $F\left(\mathfrak{U}_{0}\right)$ and $F\left(\mathfrak{U}^{*}\right)$ do not overlap, if $\mathfrak{U}_{0} \neq \mathfrak{U}^{*}{ }_{0}$, and that the sum of the domains $F\left(\mathfrak{U}_{0}\right)$ is a fundamental domain $F$ of $\Delta$.

Obviously every $F\left(\mathfrak{U}_{0}\right)$ is bounded by a finite number of algebraic sur-
faces, and $F$ has the same property. It follows immediately from Section 34, that any compact domain in $H$ is covered by a finite number of images $F_{\mathfrak{M}}$ of $F$ under $\Delta$ and that $F$ has only a finite number of neighbors $F_{\mathfrak{M}}$.
38. Let 3 be a point of $F\left(\mathfrak{U}_{0}\right)$ and $\mathfrak{S}$ the corresponding point of $S$. By (101) and (105),

$$
\begin{equation*}
\mathfrak{B}=s^{-1} \mathfrak{B}^{-1}\left\{\hat{\mathscr{\mathscr { G }}}^{\prime}\left\{\overline{\mathfrak{D}}^{-1}\right\}\right\} \tag{107}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
\hat{\mathfrak{G}}=\mathfrak{S}\left\{\mathfrak{U}_{0} \mathfrak{Z}\right\}, \quad \mathfrak{B}\{\mathfrak{Q}\}=\mathfrak{I}_{1}\left\{\mathfrak{U}_{0} \mathfrak{L}\right\}=\subseteq\left\{\mathfrak{C}^{-1} \mathfrak{U}_{0} \mathfrak{Q}\right\}  \tag{108}\\
\mathfrak{R}=\left[p_{1}, \cdots, p_{2 n}\right], \quad 0<p_{k} \leq \tau_{4} p_{k+1} \quad(k=1, \cdots, 2 n-1) \\
\mathfrak{Q}=\left(q_{k l}\right), \quad q_{k l}=0(k>l), \quad q_{k k}=1, \quad \text { abs } q_{k l} \leq \tau_{4} \quad(k<l) .
\end{array}\right.
$$

Let $d$ be the first diagonal element of $\hat{\mathfrak{S}}$. Then

$$
\begin{equation*}
p_{1}^{2} \geq s^{-1} d^{2} \tag{109}
\end{equation*}
$$

and

$$
\begin{equation*}
\prod_{k=1}^{2 n} p_{k}=(-s)^{-n}|\hat{\mathfrak{G}}| \tag{110}
\end{equation*}
$$

by (10\%).
We assume now $h>1$, i. e., $K$ is not the field of rational numbers. Then the conjugates of $\hat{\mathfrak{F}}$ in $K^{(a)}\left(\sqrt{-r_{a}}\right) \quad(\alpha=2, \cdots, h)$ are positive, and consequently $d \neq 0$. On the other hand, $\mathfrak{H}_{0}$ and $\mathfrak{R}$ belong to $\mathrm{a}_{4}$ finite set. It follows from (108), (109), (110), that $\subseteq$ is bounded for all 3 in the fundamental domain $F$. By ( ${ }^{77}$ ), the matrices $\mathfrak{Y}^{-1}, \mathfrak{Y}+\mathfrak{Y}^{-1}[\mathfrak{X}], \mathfrak{V}^{-1} \mathfrak{X}$ are bounded, hence also $\mathfrak{V},|\mathfrak{V}|^{-1}, \mathfrak{X}$. This proves that $F$ is compact.

In the remaining case $h=1, F$ is not necessarily compact, and the proof of the convergence of the volume integral $V(\Delta)$ requires more detailed estimates. This proof may be given by the same method which leads to the analogous result in the theory of units of indefinite quadratic forms; we omit it here.

It is also not difficult to prove that the space $H$ is compact relative to $\Delta(\mathscr{S}, \mathfrak{g})$, in the case $h=1$, if and only if $n=1$ and $\Delta$ is not commensurable with the elliptic modular group, and then also $F$ is compact.
39. The congruence subgroup $\Lambda_{\kappa}(\mathfrak{G}, \mathfrak{g})$ of $\Lambda(\mathfrak{G}, \mathfrak{G})$ consists of all elements of $\Lambda$ satisfying $\mathfrak{M} \equiv \mathfrak{C}(\bmod \kappa)$, where $\kappa$ is a given ideal in $K_{0}$. Let $\rho$ be a prime ideal of $K_{0}$ and $p$ the rational prime number which is divisible by $\rho$; let $\kappa$ be a power of $\rho$, such that $p$ is not divisible by $\kappa^{p-1}$. If the transformation with the matrix $\mathbb{C}^{-1} \mathfrak{W} \notin \pm \Subset$ has a fixed point in $H$, then $\mathfrak{W}$ is of finite order, since $\Delta$ is discontinuous in $H$.

We shall prove that $\Lambda_{\kappa}(\mathfrak{G}, \mathfrak{G})$ contains no element of finite order except ほ. Otherwise we may assume

$$
\mathfrak{W} q=\mathfrak{G}, \quad \mathfrak{W}=\mathfrak{C}+\mathfrak{R}, \quad \mathfrak{\Re} \equiv 0\left(\bmod \rho^{a}\right), \quad \mathfrak{R} \neq 0\left(\bmod \rho^{a+1}\right),
$$

where $q$ is a rational prime number and $\rho^{a}$ divisible by $\kappa$. Then

$$
\sum_{l=1}^{q}\binom{q}{l} \Re^{l}=0 ; \quad \Re \Longleftarrow-q^{-1} \Re^{q}\left(\bmod \rho^{2 a}\right)
$$

Since

$$
q^{-1} \mathfrak{R}^{q} \equiv 0\left(\bmod \rho^{a+1}\right)
$$

we arrive at a contradiction.
The proofs of Theorems 9 and 10 are finished.

## VIII. THE VOLUME OF THE FUNDAMENTAL DOMAIN OF THE MODULAR GROUP.

40. In the interval $0 \leq x \leq 1$, we consider an arbitrary monotone function $f(x)$, such that

$$
\begin{equation*}
f(1)=0, \quad \int_{0}^{1} f(x) x^{n-1} d x=1 \tag{111}
\end{equation*}
$$

an example is $f(x)=n(n+1)(1-x)$. For $x \geq 1$, we put $f(x)=0$. Let 3 be a point of $H$ and $\subseteq$ the positive symmetric matrix defined in (77). For any $\epsilon>0$, we define

$$
\begin{equation*}
\phi(\epsilon, 3)=\epsilon_{\mathfrak{w}}^{2 n} \sum_{\mathfrak{m}} f_{0}(\mathbb{S}[\mathfrak{c} \mathfrak{w}]) \tag{112}
\end{equation*}
$$

where $\mathfrak{m}$ runs over all lattice points $\neq 0$; this is a finite sum.
Lemma 12. If $\in$ tends to 0 through positive values and 3 is fixed, then

$$
\lim \phi(\epsilon, 8)=\frac{\pi^{n}}{(n-1)!}
$$

On account of the definition of the integral, we have

$$
\lim _{\epsilon \rightarrow 0} \phi(\epsilon, 3)=\int_{\mathfrak{S}[\mathfrak{q}] \leq 1} f(\mathbb{S}[\mathfrak{q}]) d \mathfrak{q}
$$

where $d q$ denotes the euclidean volume element in the space of the real vectors $\mathfrak{q}$ of $2 n$ dimensions. Since the volume of the ellipsoid $\mathbb{S}[q] \leq x$ is

$$
J(x)=\frac{\pi^{n}}{n!} x^{n} \quad(x \geq 0)
$$

We shall prove that $\Lambda_{\kappa}(\mathfrak{G}, \mathfrak{G})$ contains no element of finite order except ほ. Otherwise we may assume

$$
\mathfrak{W} q=\mathfrak{G}, \quad \mathfrak{W}=\mathfrak{C}+\mathfrak{R}, \quad \mathfrak{\Re} \equiv 0\left(\bmod \rho^{a}\right), \quad \mathfrak{R} \neq 0\left(\bmod \rho^{a+1}\right),
$$

where $q$ is a rational prime number and $\rho^{a}$ divisible by $\kappa$. Then

$$
\sum_{l=1}^{q}\binom{q}{l} \Re^{l}=0 ; \quad \Re \Longleftarrow-q^{-1} \Re^{q}\left(\bmod \rho^{2 a}\right)
$$

Since

$$
q^{-1} \mathfrak{R}^{q} \equiv 0\left(\bmod \rho^{a+1}\right)
$$

we arrive at a contradiction.
The proofs of Theorems 9 and 10 are finished.

## VIII. THE VOLUME OF THE FUNDAMENTAL DOMAIN OF THE MODULAR GROUP.

40. In the interval $0 \leq x \leq 1$, we consider an arbitrary monotone function $f(x)$, such that

$$
\begin{equation*}
f(1)=0, \quad \int_{0}^{1} f(x) x^{n-1} d x=1 \tag{111}
\end{equation*}
$$

an example is $f(x)=n(n+1)(1-x)$. For $x \geq 1$, we put $f(x)=0$. Let 3 be a point of $H$ and $\subseteq$ the positive symmetric matrix defined in (77). For any $\epsilon>0$, we define

$$
\begin{equation*}
\phi(\epsilon, 3)=\epsilon_{\mathfrak{w}}^{2 n} \sum_{\mathfrak{m}} f_{0}(\mathbb{S}[\mathfrak{c} \mathfrak{w}]) \tag{112}
\end{equation*}
$$

where $\mathfrak{m}$ runs over all lattice points $\neq 0$; this is a finite sum.
Lemma 12. If $\in$ tends to 0 through positive values and 3 is fixed, then

$$
\lim \phi(\epsilon, 8)=\frac{\pi^{n}}{(n-1)!}
$$

On account of the definition of the integral, we have

$$
\lim _{\epsilon \rightarrow 0} \phi(\epsilon, 3)=\int_{\mathfrak{S}[\mathfrak{q}] \leq 1} f(\mathbb{S}[\mathfrak{q}]) d \mathfrak{q}
$$

where $d q$ denotes the euclidean volume element in the space of the real vectors $\mathfrak{q}$ of $2 n$ dimensions. Since the volume of the ellipsoid $\mathbb{S}[q] \leq x$ is

$$
J(x)=\frac{\pi^{n}}{n!} x^{n} \quad(x \geq 0)
$$

we obtain

$$
\int_{\mathfrak{S}[\mathfrak{q}] \leq 1} f(\mathbb{S}[\mathfrak{q}]) d \mathfrak{q}=\int_{0}^{1} f(x) \frac{d J(x)}{d x} d x=\frac{\pi^{n}}{(n-1)!} \int_{0}^{1} f(x) x^{n-1} d x=\frac{\pi^{n}}{(n-1)!}
$$

41. Let $F$ be the fundamental domain of the modular group, in the space $H$ of $B=\mathfrak{X}+i \mathfrak{Y}$, and denote by $d v$ the euclidean volume element in the space of $\mathfrak{X}$ and $\mathfrak{V}^{-1}$, of $n(n+1)$ dimensions.

Lemma 13. There exists an integrable positive function $g(3)$ of the elements of 8 , independent of $\epsilon$, such that

$$
\begin{equation*}
\phi(\epsilon, B) \leq g(3) \quad(0<\varepsilon \leq 1) \tag{113}
\end{equation*}
$$

and the integral

$$
\gamma=\int_{\dot{\boldsymbol{F}}} g(3) d v
$$

converges.
We denote by $h(\rho, 3)$ the number of lattice points $\mathfrak{w}$ satisfying $\mathfrak{S}[\mathrm{m}] \leq \rho$, where $\rho$ is an arbitrary positive number. By (78),

$$
\mathfrak{S}[\mathfrak{w}]=\mathfrak{Y}^{-1}[\mathfrak{u}-\mathfrak{X v}]+\mathfrak{Y}[\mathfrak{v}], \quad \mathfrak{w}=\binom{\mathfrak{u}}{\mathfrak{v}}
$$

and consequently $h(\rho, 3)$ is not larger than the number of integral solutions $\mathfrak{H}, \mathfrak{v}$ of

$$
\begin{equation*}
\mathfrak{V}^{-1}[\mathfrak{u}-\mathfrak{X v}] \leq \rho, \quad \mathfrak{V}[\mathfrak{b}] \leq \rho . \tag{114}
\end{equation*}
$$

Put $\mathfrak{Y}^{-1}=\mathfrak{P}[\mathfrak{Q}]$ with $\mathfrak{P}=\left[p_{1}, \cdots, p_{n}\right]$ and $\mathfrak{Q}=\left(q_{k l}\right), q_{k l}=0(k>l)$, $q_{k k}=1$, and let $u_{k}, v_{k}, r_{k}(k=1, \cdots, n)$ denote the elements of the columns $\mathfrak{u}, \mathfrak{v}, \mathfrak{r}=\mathfrak{X v}$. The first condition (114) involves

$$
p_{k}\left\{\left(u_{k}-r_{k}\right)+\sum_{l=k+1}^{n} q_{k l}\left(u_{l}-r_{l}\right)\right\}^{2} \leq \rho \quad(k=1, \cdots, n) ;
$$

this proves that the number of integral $\mathfrak{u}$ is

$$
\leq \prod_{k=1}^{n}\left(1+2 p_{k}^{-\frac{1}{2}} \rho^{\frac{1}{2}}\right)
$$

for any given $\mathfrak{v}$. On the other hand, the second condition (114) involves

$$
p_{k}^{-1}\left(v_{k}+\sum_{l=1}^{k-1} q_{k l}^{*} v_{l}\right)^{2} \leq \rho
$$

where $\left(q_{k l}^{*}\right)=\mathfrak{Q}^{-1}$; this proves that the number of integral $\mathfrak{b}$ is

$$
\leq \prod_{k=1}^{n}\left(1+2 p_{k}^{\frac{3}{3}} \rho^{\frac{1}{2}}\right)
$$

It follows that

$$
h(\rho, 3) \leq \prod_{k=1}^{n}\left(1+2 \rho^{\frac{7}{2}}\left(p_{k^{\frac{3}{2}}}+p_{k}^{-\frac{1}{2}}\right)+4 \rho\right)
$$

Let $\gamma_{1}, \cdots, \gamma_{4}$ denote positive numbers which depend only upon $n$. By (93) and (94), we have $p_{k}<\gamma_{1}(k=1, \cdots, n)$, for all $B$ in $F$; hence

$$
\begin{equation*}
h(\rho, 3)<\gamma_{2}(1+\rho)^{n} \prod_{k=1}^{n} p_{k}^{-\frac{2}{2}} \tag{115}
\end{equation*}
$$

Now $0 \leq f(x) \leq f(0)(0 \leq x \leq 1)$ and $f(x)=0(x \geq 1)$; consequently we infer from the definition (112) that

$$
\begin{equation*}
\phi(\epsilon, 8) \leq \epsilon^{2 n} f(0) h\left(\epsilon^{-2}, 8\right) \tag{116}
\end{equation*}
$$

By (115) and (116),

$$
\phi(\epsilon, 3)<f(0) \gamma_{2}\left(1+\epsilon^{2}\right)^{n} \prod_{k=1}^{n} p_{k}^{-\frac{3}{2}}<f(0) \gamma_{3} \prod_{k=1}^{n} p_{k}^{-\frac{k}{2}} \quad(0<\epsilon \leq 1)
$$

We define

$$
g(3)=f(0) \gamma_{3} \prod_{k=1}^{n} p_{k}^{-\frac{3}{2}}
$$

then (113) is fulfilled and it remains only to prove the convergence of the integral

$$
\gamma_{4}=\int_{F} \prod_{k=1}^{n} p_{k}^{-\frac{1}{2}} d v
$$

Instead of the elements $Y_{k l}(k \leq l)$ of $\left(Y_{k l}\right)=\mathfrak{Y}^{-1}=\mathfrak{P}[\mathfrak{\Omega}]$, we introduce the new variables $p_{k^{\frac{2}{3}}}(k=1, \cdots, n)$ and $q_{k l}(k<l)$. The functional determinant has the value

$$
2^{n} \prod_{k=1}^{n} p_{x^{n}}^{n-k+\frac{1}{2}}
$$

whence

$$
\gamma_{4}=2^{n} \int_{\dot{F}} \prod_{k=1}^{n} p_{k}{ }^{n-k} d v_{1}
$$

with

$$
d v_{1}=\prod_{k \leq l} d x_{k l} \prod_{k<l} d q_{k l} \prod_{k} d p_{k^{\frac{2}{2}}} .
$$

Since $\mathfrak{X}, \mathfrak{B}, \mathfrak{\preceq}$ are bounded in $F$, the convergence is obvious.
Applying a well-known theorem of integral calculus, we obtain from Lemmata 12 and 13 the important

Lemma 14. The integral
converges and

$$
\lim _{\epsilon \rightarrow 0} \psi(\epsilon)=\frac{\pi^{n}}{(n-1)!} \int_{F} d v=\frac{\pi^{n}}{(n-1)!} V_{n}
$$

where $V_{n}=V\left(\Gamma_{n}\right)$ is the symplectic volume of the fundamental domain for the modular group $\Gamma=\Gamma_{n}$ of degree $n$.
42. We denote by $W$ the set of all columns $\mathfrak{w}^{(2 n)}$ with coprime integral clements and by $\mathfrak{e}$ the first column of the unit matrix $\mathfrak{F}^{(2 n)}$; obviously e belongs to $W$.

Lemma 15. There exists a modular matrix $\mathfrak{M}$ with the first column $\mathfrak{w}$, if and only if $\mathfrak{w}$ belongs to $W$.

The necessity of the condition is obvious, since $\mathfrak{M}$ has integral elements and the determinant 1. Therefore we have only to prove the existence of a modular matrix $\mathfrak{M}$ satisfying $\mathfrak{M}^{-1} \mathfrak{w}=\mathfrak{e}$, where $\mathfrak{w}$ is a given column of the set $W$.

Consider the column

$$
\mathfrak{M}^{-1} \mathfrak{w}=\mathfrak{w}_{1}=\binom{\mathfrak{u}^{(n)}}{\mathfrak{v}^{(n)}}
$$

where $\mathfrak{M}$ is an arbitrary modular matrix, and let $u$, $v$ denote the greatest common divisors of the $n$ elements of $\mathfrak{u}, \mathfrak{b}$; we define $u=0$ or $v=0$ if $\mathfrak{u}=0$ or $\mathfrak{b}=0$. We choose now the matrix $\mathfrak{M}$, such that the sum $u+v=w$ is as small as possible. If $u<v$, we replace $\mathfrak{M}, \mathfrak{u}, \mathfrak{v}$ by $\mathfrak{M} \mathfrak{s}$, $-\mathfrak{v}, \mathfrak{u}$ and obtain the case $u>v$, with the same value of $w$; hence we may assume $u \geq v$.

If $v>0$, we determine a unimodular matrix $\mathfrak{U}$ with the first row $v^{-1} \mathfrak{v}^{\prime}$ and an integral column $\mathfrak{t}$, such that all elements of the column $\mathfrak{l u t}-v t=\mathfrak{u}_{1}$ have an absolute value $\leq(v / 2)$; then the greatest common divisor $u_{1}$ of these elements satisfies $u_{1} \leq(v / 2)<u$. Let $\mathfrak{I}$ be an integral symmetric matrix having $t$ as its first column and

$$
\mathfrak{M}_{1}=\left(\begin{array}{ll}
\mathfrak{U}^{-1} & \mathfrak{u}^{-1} \mathfrak{I} \\
0 & \mathfrak{U}^{\prime}
\end{array}\right)
$$

Since $\mathfrak{U}^{-1} \mathfrak{v}=v \mathfrak{C}_{1}$ and $\mathfrak{E} \mathfrak{U}^{-1} \mathfrak{v}=v \mathfrak{t}$, where $\mathrm{e}_{1}$ denotes the first column of the unit matrix ${ }^{(5)}{ }^{(n)}$, we find

$$
\left(\mathfrak{M M}_{1}\right)^{-1} \mathfrak{w}=\mathfrak{M}_{1}^{-1} \mathfrak{w}_{1}=\binom{\mathfrak{H}_{1}}{v e_{1}} .
$$

But $\mathfrak{M}_{1}$ and $\mathfrak{M P}_{1}$ are again modular matrices and $u_{1}+v<w$, in contradiction to the minimum property of $w$.

Consequently $v=0$ and $u=1$, the elements of $\mathfrak{m}_{1}$ being coprime. Let $\mathfrak{U}_{1}$ be a unimodular matrix with the first row $\mathfrak{u}^{\prime}$ and

$$
\mathfrak{M}_{2}=\left(\begin{array}{ll}
\mathfrak{u}_{1}^{\prime} & 0 \\
0 & \mathfrak{l}_{1}^{-1}
\end{array}\right)
$$

Then $\left(\mathfrak{M M}_{2}\right)^{-1} \mathfrak{w}=\mathrm{e}$ and $\mathfrak{M M}_{2}$ is unimodular, q. e.d.
We denote by $\Delta_{1}$ the subgroup of $\Gamma$ consisting of all modular matrices $\mathfrak{M}$ with the first column e. Obviously two arbitrary modular matrices are then and only then in the same left coset of $\Delta_{1}$ relative to the homogeneous modular group $\Gamma_{0}$, if they have the same first column. Applying Lemma 15, we find the decomposition

$$
\Gamma_{0}=\sum_{\mathfrak{w} \subset} \sum_{W} \mathfrak{M}_{\mathfrak{W}} \Delta_{1}=\sum_{\mathfrak{w} \subset} \sum_{W} \Delta_{1} \mathfrak{M}_{\mathfrak{l}}^{-1}
$$

where $\mathfrak{w}$ runs over all elements of the set $W$ and $\mathfrak{M}_{\mathfrak{w}}$ denotes a modular matrix with the first column $\mathfrak{m}$. We choose $\mathfrak{M}_{-\mathfrak{w}}=-\mathfrak{M}_{\mathfrak{w}}$, such that $\mathfrak{M}_{\mathfrak{w}}$ and $\mathfrak{M}_{-\mathrm{mp}}$ give the same element of $\Gamma$. Let $F_{\mathfrak{m}}$ be the image of $F$ under the transformation $\mathfrak{M}_{\mathfrak{m}}^{-1}$; then the domains $F_{\mathfrak{m}}$ cover exactly twice a fundamental domain $F_{0}$ of the group $\Delta_{1}$. On the other hand

$$
\int_{F} f(\mathbb{S}[\epsilon \mathfrak{w}]) d v=\int_{F_{\mathfrak{w}}} f(\subseteq[\epsilon \mathrm{e}] d v
$$

by Lemma 6. Using the abbreviation $p=\mathbb{S}[\mathrm{e}]$ for the first diagonal element of $\mathfrak{S}$, we obtain

$$
\stackrel{\Sigma}{\mathfrak{w} \subset} \int_{F} f(\subseteq[\epsilon \mathfrak{w}]) d v=2 \int_{\vec{F}_{0}} f\left(\epsilon^{2} p\right) d v
$$

Now we replace $\epsilon$ by $\epsilon l$ and sum over all positive integers $l$; then $l \mathbf{m}$ runs exactly over all lattice points $\neq 0$, and we have

$$
\begin{equation*}
\psi(\epsilon)=2 \epsilon^{2 n} \sum_{l=1}^{\infty} \int_{F_{0}} f\left(\epsilon^{2} l^{2} p\right) d v \tag{117}
\end{equation*}
$$

where $\psi(\epsilon)$ is the function defined in Lemma 14.
43. Any element of $\Delta_{1}$ has the form

$$
\begin{align*}
& \mathfrak{M}=\left(\begin{array}{ll}
\mathfrak{A} & \mathfrak{B} \\
\mathfrak{C} & \mathfrak{D}
\end{array}\right), \quad \mathfrak{U}=\left(\begin{array}{cc}
1 & * \\
0 & \mathfrak{U}_{1}
\end{array}\right), \mathfrak{B}=\left(\begin{array}{cc}
* & * \\
* & \mathfrak{B}_{1}
\end{array}\right),  \tag{118}\\
& \mathfrak{C}=\left(\begin{array}{cc}
0 & * \\
0 & \mathfrak{C}_{1}
\end{array}\right), \quad \mathfrak{D}=\left(\begin{array}{ll}
* & * \\
* & \mathfrak{D}_{1}
\end{array}\right) .
\end{align*}
$$

It follows from (7) that also

$$
\mathfrak{A}_{1} \mathfrak{B}_{1}^{\prime}=\mathfrak{F}_{1} \mathfrak{A}^{\prime}{ }_{1}, \quad \mathfrak{C}_{1} \mathfrak{D}_{1}^{\prime}=\mathfrak{D}_{1} \mathfrak{C}_{1}^{\prime}, \quad \mathfrak{A}_{1} \mathfrak{D}_{1}^{\prime}-\mathfrak{B}_{1} \mathfrak{C}_{1}^{\prime}=\mathfrak{F} ;
$$

kence

$$
\mathfrak{M}_{1}=\left(\begin{array}{ll}
\mathfrak{N}_{1} & \mathfrak{F}_{1} \\
\mathfrak{F}_{1} & \mathfrak{D}_{1}
\end{array}\right)
$$

belongs to the homogeneous modular group of degree $n-1$. We define

$$
\begin{aligned}
& \mathfrak{A}_{2}=\left(\begin{array}{ll}
1 & 0 \\
0 & \mathfrak{A}_{1}
\end{array}\right), \quad \mathfrak{B}_{2}=\left(\begin{array}{cc}
0 & 0 \\
0 & \mathfrak{B}_{1}
\end{array}\right), \quad \mathfrak{C}_{2}=\left(\begin{array}{cc}
0 & 0 \\
0 & \mathfrak{C}_{1}
\end{array}\right), \\
& \mathfrak{D}_{2}=\left(\begin{array}{ll}
1 & 0 \\
0 & \mathfrak{D}_{1}
\end{array}\right), \quad \mathfrak{M}_{2}=\left(\begin{array}{ll}
\mathfrak{A}_{2} & \mathfrak{B}_{2} \\
\mathfrak{F}_{2} & \mathfrak{D}_{2}
\end{array}\right), \\
& \mathfrak{M}_{0}=\mathfrak{M M}_{2}{ }^{-1}=\left(\begin{array}{ll}
\mathfrak{H} & \mathfrak{B} \\
\mathfrak{C} & \mathfrak{D}
\end{array}\right)\left(\begin{array}{rr}
\mathfrak{V}_{2}^{\prime} & -\mathfrak{Y}^{\prime}{ }_{2} \\
-\mathfrak{C}_{2}^{\prime} & \mathfrak{H}^{\prime}{ }_{2}
\end{array}\right)=\left(\begin{array}{ll}
\mathfrak{N}_{0} & \mathfrak{Y}_{0} \\
\mathfrak{C}_{0} & \mathfrak{D}_{0}
\end{array}\right) \text {, }
\end{aligned}
$$

where

$$
\mathfrak{N}_{0}=\left(\begin{array}{cc}
1 & * \\
0 & \mathfrak{H}
\end{array}\right), \quad \mathfrak{B}_{0}=\left(\begin{array}{cc}
* & * \\
* & 0
\end{array}\right), \quad \mathfrak{C}_{0}=\left(\begin{array}{ll}
0 & * \\
0 & 0
\end{array}\right), \quad \mathfrak{D}_{0}=\left(\begin{array}{cc}
* & * \\
* & \mathbb{E}
\end{array}\right) .
$$

Since $\mathfrak{M n}_{0}$ is symplectic, we have $\mathfrak{C}_{0} \mathfrak{D}_{0}^{\prime}=\mathscr{D}_{0} \mathfrak{C}_{0}^{\prime}$, whence $\mathfrak{C}_{0}=0$; moreover $\mathfrak{A}_{0} \mathfrak{D}_{0}^{\prime}=\mathfrak{F}$ and $\mathfrak{U}_{0} \mathfrak{F}_{0}^{\prime}=\mathfrak{B}_{0} \mathfrak{H}^{\prime}{ }_{0}$ so that $\mathfrak{A}_{0}=\mathfrak{U}^{\prime}, \mathfrak{D}_{0}=\mathfrak{U}^{-1}, \mathfrak{F}_{0}=\mathfrak{I U}^{-1}$ with

$$
\mathfrak{U}=\left(\begin{array}{cc}
1 & 0  \tag{119}\\
\mathfrak{a} & \mathfrak{F}
\end{array}\right), \quad \mathfrak{T}=\left(\begin{array}{ll}
b & \mathfrak{b}^{\prime} \\
\mathfrak{b} & 0
\end{array}\right)
$$

and integral $\mathfrak{a}, \mathfrak{b}, \mathfrak{b}$.
On the other hand, if $\mathfrak{U}$ and $\mathfrak{I}$ are defined by (119) with arbitrary integral $a, \mathfrak{b}, b$, then

$$
\mathfrak{M}_{0}=\left(\begin{array}{ll}
\mathfrak{u}^{\prime} & \mathfrak{I} \mathfrak{U}^{-1}  \tag{120}\\
0 & \mathfrak{U}^{-1}
\end{array}\right)
$$

is a modular matrix and $\mathfrak{M}=\mathfrak{M}_{0} \mathfrak{M}_{2}$ has again the form (118). It is obvious that the matrices $\mathfrak{M}_{2}$ constitute a group $\Delta_{2}$ which is isomorphic to the homogeneous modular group of degree $n-1$ and is a subgroup of $\Delta_{1}$. The left cosets of $\Delta_{2}$ relative to $\Delta_{1}$ are of the form $\mathfrak{M}_{0} \Delta_{2}$, where $\mathfrak{M}_{0}$ runs over all matrices defined by (119) and (120).

This result enables us to construct another fundamental domain of $\Delta_{1}$. Let $\hat{\mathfrak{B}}=\left(\mathfrak{A}_{2} 3+\mathfrak{B}_{2}\right)\left(\mathfrak{C}_{2} 3+\mathfrak{D}_{2}\right)^{-1}$ be the modular transformation with the matrix $\mathfrak{M}_{2}$. We decompose

$$
3=\left(\begin{array}{cc}
* & * \\
* & 夕_{1}
\end{array}\right), \quad \hat{\widehat{3}}=\left(\begin{array}{cc}
* & * \\
* & \hat{\mathfrak{S}}_{1}
\end{array}\right)
$$

and obtain

$$
\begin{aligned}
\mathfrak{A}_{2} 3+\mathfrak{B}_{2}= & \left(\begin{array}{cc}
* & * \\
* & \mathfrak{A}_{1} \mathfrak{B}_{1}+\mathfrak{B}_{1}
\end{array}\right), \quad \mathfrak{\Re}_{2} \mathfrak{Z}+\mathfrak{D}_{2}=\left(\begin{array}{cc}
1 & 0 \\
* & \mathfrak{C}_{1} \mathfrak{B}_{1}+\mathfrak{D}_{1}
\end{array}\right), \\
& \left(\mathfrak{C}_{2} 3+\mathfrak{D}_{2}\right)^{-1}=\left(\begin{array}{cc}
1 & 0 \\
* & \left(\mathfrak{C}_{1} \mathfrak{ß}_{1}+\mathfrak{D}_{1}\right)^{-1}
\end{array}\right) ;
\end{aligned}
$$

consequently $\hat{ß}_{1}=\left(\mathfrak{U}_{1} 马_{1}+\mathfrak{B}_{1}\right)\left(\mathfrak{C}_{1} 马_{1}+\mathfrak{D}_{1}\right)^{-1}$ is the image of $\mathfrak{ß}_{1}$ under the modular transformation with the matrix $\mathfrak{M}_{1}$, of degree $n-1$. For any 3 in $H$, we determine $\mathfrak{M}_{1}$, such that $\hat{\mathscr{Y}}_{1}$ lies in the fundamental domain $F_{1}$ of the modular group of degree $n-1$. Since we may replace $\mathfrak{M}_{1}$ by $-\mathbb{M}_{1}$, there are always two different possibilities for the choice of the corresponding element $\mathfrak{M}_{2}$ of $\Delta_{2}$.

We replace $\hat{\mathcal{Y}}$ again by 3 and consider now the modular transformation $\hat{B}=3[\mathfrak{U}]+\mathscr{I}$ with the matrix $\mathfrak{M}_{0}$. By (119),

$$
\hat{\mathfrak{Y}}_{1}=\mathfrak{Y}_{1}, \quad \hat{\mathfrak{Y}}^{-1}=\mathfrak{Y}^{-1}\left[\begin{array}{rr}
1 & -\mathfrak{a}^{\prime} \\
0 & \mathfrak{F}
\end{array}\right], \quad \hat{\mathfrak{X}}=\mathfrak{X}\left[\begin{array}{ll}
1 & 0 \\
\mathfrak{a} & \mathfrak{F}
\end{array}\right]+\left(\begin{array}{ll}
b & \mathfrak{b}^{\prime} \\
\mathfrak{b} & 0
\end{array}\right),
$$

where $\hat{\mathfrak{X}}+i \hat{\mathfrak{Y}}=\hat{\mathfrak{B}}$. On account of the definition (77), the matrices $\mathfrak{y}^{-1}$ and © have the same first diagonal element $p$. Putting $\mathfrak{V}^{-1}=\left(Y_{k l}\right)$ and $\hat{\mathfrak{Y}}^{-1}=\left(\hat{Y}_{k l}\right)$, we obtain $\hat{Y}_{1 l}=Y_{1 l}-p a_{l}(l=2, \cdots, n)$, where $a_{2}, \cdots, a_{n}$ denote the elements of $\mathfrak{a}$. We determine first $\mathfrak{a}$, such that - $(p / 2) \leq \hat{Y}_{1 l} \leq p / 2$ $(l=2, \cdots, n)$, and then $b, \mathfrak{b}$, such that the elements $\hat{x}_{1 l}$ of the first row of $\hat{\mathcal{X}}$ satisfy $-\frac{1}{2} \leq \hat{x}_{1 l} \leq \frac{1}{2}(l=1, \cdots, n)$.

It follows that any point of $H$ has, relative to $\Delta_{1}$, an equivalent point in the domain defined by the conditions

$$
\begin{array}{rll}
3_{1} \subset F_{1}, & -(p / 2) \leq Y_{1 l} \leq p / 2 & (l=2, \cdots, n) \\
-\frac{1}{2} \leq x_{1 l} \leq \frac{1}{2} & (l=1, \cdots, n) . \tag{121}
\end{array}
$$

On account of the ambiguity in the choice of $\mathfrak{M}_{2}$, this domain is not yet a fundamental domain of $\Delta_{1}$. It is transformed into itself by the particular mapping $\quad z_{1 l} \rightarrow-z_{1 l}(l=2, \cdots, n), \quad z_{11} \rightarrow z_{11}, \bigotimes_{1} \rightarrow \bigotimes_{1}$, obtained from $\mathfrak{M}_{1}=-\mathfrak{E}, \mathfrak{M}_{0}=\mathfrak{E} . \quad$ By the additional condition

$$
\begin{equation*}
Y_{12} \geq 0 \tag{122}
\end{equation*}
$$

together with (121), we obtain now a fundamental domain $F^{*}$ of $\Delta_{1}$.
In the special case $n=1$, the condition (122) does not exist, and (121) reduces to $-\frac{1}{2} \leq x_{11} \leq \frac{1}{2}$.
44. By Lemma 6, the first element $p$ of $\Subset$ is invariant under all transformations of the group $\Delta_{1}$. Since $F_{0}$ and $F^{*}$ are both fundamental domains of $\Delta_{1}$, we obtain

$$
\begin{equation*}
\int_{F_{0}} f\left(\epsilon^{2} l^{2} p\right) d v=\int_{F^{*}} f\left(\epsilon^{2} l^{2} p\right) d v \tag{123}
\end{equation*}
$$

We use now the decomposition

$$
\mathfrak{V}^{-1}=\left(\begin{array}{ll}
p^{-1} & 0 \\
0 & \mathfrak{Y}_{1}^{-1}
\end{array}\right)\left[\begin{array}{ll}
p & \mathfrak{y}^{\prime} \\
0 & \mathfrak{F}
\end{array}\right]=\left(\begin{array}{ll}
p & \mathfrak{y}^{\prime} \\
\mathfrak{y} & \mathfrak{Y}_{0}
\end{array}\right)
$$

where
(124)

$$
\mathfrak{V}_{1}^{-1}=\mathfrak{Y}_{0}-p^{-1} \mathfrak{y y ^ { \prime }}
$$

and $\mathfrak{Y}_{1}$ denotes the imaginary part of $\mathfrak{B}_{1}$. Introducing as new variables the clements $\eta_{k l}(1 \leq k \leq l \leq n-1)$ of $\mathfrak{Y}_{1}^{-1}=\left(\eta_{k l}\right)$ instead of the elements $Y_{k l}(2 \leq k \leq l \leq n)$ of $\mathfrak{V}_{0}$, we obtain, by (124),

$$
\begin{align*}
d v & =\prod_{1 \leq k \leq l \leq n}\left(d x_{k l} d Y_{k l}\right)  \tag{125}\\
& =\prod_{2 \leq l \leq l \leq n}\left(d x_{k l} d m_{k l}\right) \prod_{l=1}^{n}\left(d x_{12} d Y_{1 l}\right)=d v_{1} \prod_{l=1}^{n}\left(d x_{1 l} d Y_{1 l}\right)
\end{align*}
$$

where $d v_{1}$ is the symplectic volume element for $3_{1}$ instead of 3 ; moreover $Y_{11}=p$.

Define $\eta_{n}=1$ for $n=1$ and $=2$ for $n>1$. By (111), (121), (122) and (125),

$$
\begin{align*}
\eta_{n} \int_{F^{*}} f\left(\epsilon^{2} l^{2} p\right) d v & =V_{n-1} \int_{0}^{\infty} p^{n-1} f\left(\epsilon^{2} l^{2} p\right) d p  \tag{126}\\
& =V_{n-1}(\epsilon l)^{-2 n} \int_{0}^{1} x^{n-1} f(x) d x=V_{n-1}(\epsilon l)^{-2 n}
\end{align*}
$$

where $V_{n-1}$ is the volume $V\left(\Gamma_{n-1}\right)$ of the fundamental domain $F_{1}$ for the modular group of degree $n-1$ and $V_{0}=1$. By (117), (123) and (126),

$$
\psi(\epsilon)=2 \eta_{n}^{-1} V_{n-1} \zeta(2 n)
$$

independent of $\epsilon$. Lemma 14 leads now to the recursion formula

$$
V_{n}=2 \eta_{n}^{-1}(n-1)!\pi^{-n} \zeta(2 n) V_{n-1}
$$

whence

$$
\begin{equation*}
V_{n}=2 \prod_{k=1}^{n}\left\{(k-1)!\pi^{-1} \zeta(2 k)\right\} \tag{127}
\end{equation*}
$$

and Theorem 11 is proved.
45. By a well-known result of Euler,

$$
2(2 \pi)^{-2 k} \zeta(2 k)=\frac{B_{2 k}}{(2 k)!} \quad(k=1,2, \cdots)
$$

where $B_{2 k}$ is the absolute value of the Bernoulli numbers

$$
B_{2}=\frac{1}{6}, \quad-B_{4}=-\frac{1}{30}, \quad B_{6}=\frac{1}{42}, \quad-B_{8}=-\frac{1}{30}, \cdots
$$

Thus we obtain the expression

$$
V_{n}=2^{n^{2}+1} \pi^{n(n+1) / 2} \prod_{k=1}^{n}\left\{\frac{(k-1)!}{(2 k)!} B_{2 k}\right\}
$$

and in particular

$$
V_{1}=\frac{\pi}{3}, \quad V_{2}=\frac{\pi^{3}}{270}, \quad V_{3}=\frac{\pi^{6}}{127575}, \quad V_{4}=\frac{\pi^{10}}{200930625}
$$

Consider now the congruence subgroup $\mathrm{r}_{n}(p)$ of the modular group of degree $n$, defined by $\mathfrak{M} \equiv \mathfrak{F}(\bmod p)$, where $p$ is a prime number. Its index has the value

$$
\begin{equation*}
j_{n}(p)=\prod_{k=1}^{n} p^{2 k-1}\left(p^{2 k}-1\right) \tag{128}
\end{equation*}
$$

For $p \neq 2$, this group has no fixed point in $H$, by Theorem 10. If Theorem 5 still holds good for the non-compact fundamental domain of $\Gamma_{n}(p)$, then this open manifold has the Euler number

$$
\chi=c_{n}(-\pi)^{-n(n+1) / 2} V_{n} j_{n}(p) .
$$

We denote by $\chi_{n}(p)$ the right-hand side of this hypothetic formula. Using the values of $c_{1}, c_{2}, c_{3}$ given in Theorem 5 , we find

$$
c_{1} V_{1}=-\frac{\pi}{3!}, \quad c_{2} V_{2}=-\frac{\pi^{3}}{6!}, \quad c_{3} V_{3}=\frac{\pi^{6}}{2 \cdot 9!}
$$

and consequently

$$
\begin{gathered}
\chi_{1}(p)=-\frac{1}{6} p\left(p^{2}-1\right), \quad \chi_{2}(p)=-\frac{1}{720} p^{4}\left(p^{2}-1\right)\left(p^{4}-1\right) \\
\chi_{3}(p)=\frac{1}{2 \cdot 9!} p^{9}\left(p^{2}-1\right)\left(p^{4}-1\right)\left(p^{6}-1\right)
\end{gathered}
$$

It is easily proved that these rational numbers are integers for all prime numbers $p$; in particular $\chi_{1}(2)=-1, \chi_{2}(2)=-1, \chi_{3}(2)=2$.
46. Let $q=p^{a}(a \geq 1)$ be a power of a prime number $p$. For any integral skew-symmetric matrix ${ }^{(35}{ }^{(2 n)}$, we denote by $A_{q}(\mathscr{F})$ the number of integral solutions $\mathfrak{Z}$, modulo $q$, of the congruence

$$
\begin{equation*}
\mathfrak{F}[\mathfrak{R}] \equiv \mathfrak{G}(\bmod q) \tag{129}
\end{equation*}
$$

In particular, $A_{q}(\mathfrak{F})=E_{q}$ is the order of the homogeneous modular group modulo $q$, namely the number of incongruent solutions $\mathfrak{M}$ of

$$
\begin{equation*}
\mathfrak{J}[\mathfrak{M}] \equiv \Im(\bmod q) \tag{130}
\end{equation*}
$$

It is known that $E_{p}=j_{n}(p)$ has the value (128), and more generally

$$
E_{q}=q^{n(2 n+1)} \prod_{k=1}^{n}\left(1-p^{-2 k}\right)
$$

By (129) and (130), $\mathfrak{M R}$ is also a solution of (129); we call it equiva-
lent to $\mathfrak{Z}$, relative to the group of the $\mathfrak{M}$. Since there are exactly $E_{q}$ matrices in each class of equivalent solutions, the number of different classes of solutions of (129) is $A_{q}(\oiint) / E q$. On the other hand, the number of incongruent skew-symmetric matrices (GS is $q^{n(2 n-1)}$, and

$$
\sum_{\mathfrak{G}} A_{q}(\mathbb{G})=q^{4 n^{2}}
$$

is the number of incongruent $\mathfrak{R}$. The average number of classes of solutions is therefore

$$
\begin{equation*}
q^{-n(2 n-1)} \sum_{\mathfrak{S}} \frac{A_{q}(\mathscr{S})}{E_{q}}=\prod_{k=1}^{n}\left(1-p^{-2 k}\right)^{-1}=d_{p} \tag{131}
\end{equation*}
$$

independent of the exponent $a$.
By Euler's formula

$$
\zeta(s)=\prod_{p}\left(1-p^{-s}\right)^{-1} ; \quad(s>1)
$$

the result (127) may be written

$$
d_{0}=\prod_{p} d_{p}
$$

where $p$ runs over all prime numbers and

$$
\begin{equation*}
d_{0}=\frac{1}{2} V_{m} \prod_{k=1}^{n} \frac{\pi^{k}}{(k-1)!} \tag{132}
\end{equation*}
$$

Now the main formula in the analytic theory of quadratic forms suggests that $d_{0}$ can be defined independently as a density connected with the real solutions $\mathfrak{R}$ of the equation $\mathfrak{J}[\mathfrak{R}]=\mathscr{S}$. We shall prove that $d_{0}$ has the value defined in (4); this is the statement of Theorem 12.
47. Let

$$
\mathfrak{G}=\left(\begin{array}{rr}
\mathfrak{G}_{1} & \mathfrak{G}_{2} \\
-\mathfrak{G}_{2}^{\prime} & \mathfrak{G}_{3}
\end{array}\right)
$$

be a real skew-symmetric matrix and

$$
\mathfrak{F}=\left(\begin{array}{rr}
\mathfrak{G} & \mathfrak{C}  \tag{133}\\
-i \mathfrak{C} & i \mathbb{C}
\end{array}\right), \quad \frac{1}{2 i} \mathfrak{F}\{\mathfrak{F}\}=\left(\begin{array}{ll}
\mathfrak{G}_{1} & -\overline{\mathfrak{H}} \\
\mathfrak{\mathfrak { Y }} & -\overline{\mathfrak{Y}}_{1}
\end{array}\right)=\mathfrak{\Re}_{1} ;
$$

then $\mathfrak{S}_{1}=\frac{1}{2}\left(\mathfrak{G}_{2}+\mathfrak{G H}_{2}\right)+\frac{1}{2 i}\left(\mathfrak{S}_{1}+\mathfrak{G}_{3}\right)$ is hermitian and $\mathfrak{A}=\frac{1}{2}\left(\mathscr{G}_{2}-\mathscr{F}_{2}\right)$ $+\frac{1}{2 i}\left(\mathfrak{S}_{1}-\mathfrak{G}_{3}\right)$ is complex skew-symmetric. For $\mathfrak{G}=\mathfrak{\mathcal { S }}$, we have $\mathfrak{S}_{1}=\mathfrak{F}$ and $\mathfrak{A}=0$. We choose a neighborhood $G$ of $\mathfrak{G}=\mathfrak{J}$, such that $\left|\mathfrak{S}_{1}\right| \neq 0$ and that the characteristic roots $b_{1}, \cdots, b_{m}$ of the matrix

$$
\begin{equation*}
\mathfrak{B}=-\overline{\mathfrak{U}} \overrightarrow{\mathscr{S}}_{1}{ }^{-1} \mathfrak{A} \mathfrak{S}_{\mathscr{S}_{1}}{ }^{-1} \tag{134}
\end{equation*}
$$

are of absolute value $<1$, for all $\leftrightarrows \subset G$.

The series

$$
\begin{equation*}
\mathfrak{W}=\sum_{k=0}^{\infty}\binom{\frac{1}{2}}{k} \mathfrak{B}^{k} \tag{135}
\end{equation*}
$$

converges and satisfies the equation

$$
\mathfrak{M}^{2}=\mathfrak{F}+\mathfrak{F} .
$$

The characteristic roots of the matrix $\mathfrak{F}+\mathfrak{W}$ are $1+\left(1+b_{n}\right)^{\frac{1}{2}} \neq 0$ ( $k=1, \cdots, n$ ). We define

$$
\begin{equation*}
\mathfrak{S}=\frac{1}{2}(\mathfrak{F}+\mathfrak{W}) \mathfrak{S}_{1} ; \tag{136}
\end{equation*}
$$

then $|\mathfrak{S}| \neq 0$ and $\left|2 \mathfrak{S}-\mathfrak{S}_{1}\right| \neq 0$.
Lemma 16. The matrix $\mathfrak{E}$ is hermitian and

$$
\begin{equation*}
\mathfrak{G}+\frac{1}{4} \overline{\mathfrak{M}} \overline{\mathfrak{G}}^{-1} \mathfrak{A}=\mathfrak{H}_{1} . \tag{137}
\end{equation*}
$$

We have

whence

$$
\overline{\mathfrak{G}}^{\prime}=\frac{1}{2} \mathfrak{S}_{1}\left(\mathfrak{F}+\overline{\mathfrak{W}}^{\prime}\right)=\frac{1}{2}(\mathfrak{F}+\mathfrak{W}) \mathfrak{S}_{1}=\mathfrak{W}
$$

and

$$
\begin{aligned}
\frac{1}{2} \overline{\mathfrak{A}} \overline{\mathfrak{G}}^{-1} \mathfrak{U}=\overrightarrow{\mathfrak{U}}(\mathfrak{F}+\mathfrak{W}) \overline{\mathfrak{S}}_{1}^{-1} \mathfrak{U}= & -(\mathfrak{F}+\mathfrak{W})^{-1} \mathfrak{B} \mathfrak{S}_{1} \\
& =(\mathfrak{C}-\mathfrak{W}) \mathfrak{S}_{1}=2 \mathfrak{S}_{1}-2 \mathfrak{S},
\end{aligned}
$$

q. e. d.

We define now

$$
\mathfrak{R}=\left(\begin{array}{cc}
\mathfrak{Y} & 0 \\
0 & -\overline{\mathfrak{S}}
\end{array}\right), \quad \mathfrak{C}=\left(\begin{array}{cc}
\mathfrak{F} & -\frac{1}{2} \overline{\mathfrak{S}}^{-1} \mathfrak{M} \\
-\frac{1}{2} \mathfrak{G}^{-1} \overline{\mathfrak{U}} & \mathfrak{F}
\end{array}\right)
$$

and obtain, by (133) and (137), $\mathscr{R}\{\mathbb{C}\}=\mathscr{R}_{1}$ and

$$
\mathfrak{C}\left(\begin{array}{cc}
\mathfrak{F} & \frac{1}{2} \overline{\mathfrak{G}}^{-1} \mathfrak{H} \\
\frac{1}{2} \mathfrak{S}_{2}^{-1} \mathfrak{\mathfrak { M }} & \mathfrak{F}
\end{array}\right)=\left(\begin{array}{cc}
2 \mathfrak{F}-\overline{\mathfrak{G}}^{-1} \overline{\mathfrak{G}}_{1} & 0 \\
0 & 2 \mathscr{F}-\mathfrak{S}^{-1} \mathfrak{S}_{1}
\end{array}\right),
$$

whence in particular $|\mathbb{C}| \neq 0$.
48. We consider now the set $L$ of real matrices $\mathfrak{Z}$ satisfying $\mathfrak{J}[\mathfrak{Z}]$ $=\circledast \subset G$. Putting

$$
\mathfrak{B} \mathfrak{F}=\mathfrak{B}_{1}=\left(\begin{array}{ll}
\mathfrak{B}_{1} & \overline{\mathfrak{M}}_{1}  \tag{138}\\
\mathfrak{\mathfrak { Q }}_{1} & \overline{\mathfrak{Q}}_{1}
\end{array}\right), \quad \mathfrak{B}_{1} \mathfrak{C}^{-1}=\left(\begin{array}{cc}
\mathfrak{B} & \overline{\mathfrak{P}} \\
\mathfrak{\mathfrak { N }} & \overline{\mathfrak{D}}
\end{array}\right)=\mathfrak{B},
$$

we have

$$
\frac{1}{2 i} \mathfrak{\Im}\{\mathfrak{B}\}=\frac{1}{2 i} \mathfrak{F}\left\{\mathfrak{F} \mathfrak{C}^{-1}\right\}=\mathfrak{\Omega}_{1}\left\{\mathfrak{C}^{-1}\right\}=\mathfrak{R}
$$

and consequently

$$
\begin{equation*}
\frac{1}{2 i}\left(\mathfrak{P}^{\prime} \overline{\mathfrak{D}}-\mathfrak{N}^{\prime} \overline{\mathfrak{P}}\right)=\mathfrak{g}, \quad \mathfrak{P}^{\prime} \mathfrak{\mathfrak { D }}-\mathfrak{Q}^{\prime} \mathfrak{F}=0 ; \tag{139}
\end{equation*}
$$

moreover

$$
\Re_{1}=\mathfrak{\Re}-\frac{1}{2} \overline{\mathfrak{P}} \mathscr{\oiint}^{-1} \overline{\mathfrak{Q}}, \quad \mathfrak{Q}_{1}=\mathfrak{\Omega}-\frac{1}{2} \overline{\mathfrak{Q}} \mathfrak{\Phi}^{-1} \overline{\mathfrak{Q}} .
$$

By (133), (134), (135), (136) and (137), the neighborhood $G$ of $\mathscr{G}=\mathfrak{\Im}$ is mapped onto a neighborhood $G^{*}$ of $\mathfrak{S}=\mathfrak{E}, \mathfrak{A}=0$ in the $(\mathfrak{X}, \mathfrak{A})$ space. Since $|\mathfrak{Q}| \neq 0$, we have $\mathfrak{G}>0$. By (139), $|\mathfrak{Q}| \neq 0$ and

$$
\mathfrak{P} \mathfrak{Q}^{-1}=3=\mathfrak{X}+i \mathfrak{Y}
$$

is a point of $H$ with the imaginary part $\mathfrak{V}=\mathfrak{g}\left\{\mathfrak{\Omega}^{-1}\right\}$. Then
(140) $\quad \mathfrak{F}_{1}=\left(3-\frac{1}{2} \overline{\mathfrak{B}} \mathfrak{Y}^{-1} \overline{\mathfrak{A}}\left[\mathfrak{Q}^{-1}\right]\right) \mathfrak{Q}, \quad \mathfrak{Q}_{1}=\left(\mathfrak{F}-\frac{1}{2} \mathfrak{⿹ ^ { - 1 }} \overline{\mathfrak{Q}}\left[\mathfrak{Q}^{-1}\right]\right) \mathfrak{Q}$.

It follows, from (138) and (140), that $L$ is mapped onto the set $L^{*}$ of the $(3, \mathfrak{N}, \mathfrak{H})$ space defined by the conditions $3 \subset H,(\mathfrak{Y}\{\mathfrak{Z}\}, \mathfrak{A}) \subset G^{*}$.

If

$$
\mathfrak{M}=\left(\begin{array}{ll}
\mathfrak{M}_{1} & \mathfrak{M}_{2} \\
\mathfrak{M}_{3} & \mathfrak{M}_{4}
\end{array}\right)
$$

is any modular matrix, then the mapping

$$
\begin{equation*}
8 \rightarrow\left(\mathfrak{M}_{1} 3+\mathfrak{M}_{2}\right)\left(\mathfrak{M}_{3} 3+\mathfrak{R}_{4}\right)^{-1}, \quad \mathfrak{Q} \rightarrow\left(\mathfrak{M}_{3} \mathfrak{B}+\mathfrak{M}_{4}\right) \mathfrak{Q} \tag{141}
\end{equation*}
$$

transforms $L^{*}$ into itself and leaves every point of $G^{*}$ invariant. We restrict now 3 to the fundamental domain $F$ of the modular group $\Gamma$. Since the particular mapping with $\mathfrak{M}=$ —® leaves $\mathcal{B}$ invariant and changes $\mathscr{Q}$ into - $\mathfrak{Q}$, we obtain in $L^{*}$ a fundamental domain $L^{*}{ }_{0}$ for all mappings (141), if we impose on $\mathfrak{Q}$ a linear homogeneous condition, e. g., $\sigma(\mathfrak{Q}+\overline{\mathfrak{Q}}) \geq 0$; then $L^{*}{ }_{0}$ is defined by $\mathcal{\beta} \subset F,(\mathfrak{y}\{\mathfrak{Q}\}, \mathfrak{A}) \subset G^{*}, \sigma(\mathfrak{N}+\overline{\mathfrak{D}}) \geq 0$. Let $L_{0}$ be the corresponding domain in $L$. Obviously $L_{0}$ is a fundamental domain in $L$ relative to the homogeneous modular group $\Gamma_{0}$, such that the images of $L_{0}$ under the mappings $\mathfrak{Z} \rightarrow \mathfrak{M Q}$ cover $L$ completely without gaps and overlappings.

Denote by $v\left(L_{0}\right)$ the euclidean volume of $L_{0}$, the elements of $\mathcal{E}$ being considered as rectangular cartesian coördinates, and by $v(G)$ the euclidean volume of $G$, where the elements of the skew-symmetric matrix $\mathfrak{G}=\mathfrak{F}[\mathcal{Q}]$ above the diagonal are the coorrdinates. Theorem 12 asserts that

$$
\begin{equation*}
\lim _{G \rightarrow \mathfrak{F}} \frac{v\left(L_{0}\right)}{v(G)}=d_{0} \tag{142}
\end{equation*}
$$

if $G$ runs over any sequence of neighborhoods tending to the single point $\mathfrak{J}$, with the value $d_{0}$ defined in (132). Obviously the left-hand; side of (142) is the analogue of the expression in (131), for the real valuation instead of the $p$-adic valuation.
49. In order to simplify the notation, we introduce cartesian coördinates for a matrix $\mathfrak{I}^{(m)}=\left(t_{k l}\right)$ in the following way: If $\mathfrak{I}$ is arbitrarily real, we choose the $m^{2}$ coördinates $t_{k l}(k, l=1, \cdots, m)$; if $\mathfrak{I}$ is symmetric, we take the $\frac{1}{2} m(m+1)$ coördinates $t_{k l}(1 \leq k \leq l \leq m)$; if $\mathfrak{I}$ is skew-symmetric, we take the $\frac{1}{2} m(m-1)$ coördinates $t_{k l}(1 \leq k<l \leq m)$. If $\mathfrak{Z}$ is complex, we split

$$
\mathfrak{I}=\mathfrak{I}_{1}+i \mathfrak{R}_{2}, \quad \mathfrak{I}_{1}=\frac{1}{2}(\mathfrak{I}+\overline{\mathfrak{I}}), \quad \mathfrak{I}_{2}=\frac{1}{2 i}(\mathfrak{I}-\overline{\mathfrak{I}}),
$$

and proceed in the same manner with the real part $\mathfrak{I}_{1}$ and the imaginary part $\mathfrak{I}_{2}$. In particular, a hermitian matrix $\mathfrak{I}$ has then the $m^{2}$ coördinates

$$
t_{k k}(k=1, \cdots, m), \quad \frac{1}{2}\left(t_{k l}+\bar{t}_{k l}\right), \quad \frac{1}{2 i}\left(t_{k l}-\bar{t}_{k l}\right) \quad(1 \leq k<l \leq m)
$$

In all these cases, we denote by $d \mathfrak{Z}$ the euclidean volume element in the space of the coördinates of $\mathfrak{I}$.

By (133), (138) and (140), we have
with

$$
v\left(L_{0}\right)=\int_{L_{0}} d \mathfrak{Q}, \quad d \mathfrak{Q}=d \Re_{1} d \mathfrak{\Omega}_{1}=\left|\mathfrak{\Omega}_{1} \overline{\mathfrak{D}}_{1}\right|^{n} d \Re d \mathfrak{\Omega}_{1}
$$

$$
\mathfrak{R}=\mathfrak{F}_{1} \mathfrak{\Omega}_{1}^{-1}=\left(3+\frac{1}{2} \overline{\mathfrak{Y}} \mathfrak{Y}^{-1} \overline{\mathfrak{M}}\left[\mathfrak{Q}^{-1}\right]\right)\left(\mathfrak{F}-\frac{1}{2} \mathfrak{Y} \mathfrak{Y}^{-1} \overline{\mathfrak{Q}}\left[\mathfrak{Q}^{-1}\right]\right)^{-1} .
$$

In a sufficiently small neighborhood of $\mathfrak{A}=0$, the power series

$$
\mathfrak{R}=3-i \overline{\mathfrak{U}}\left[\mathfrak{Q}^{-1}\right]+\cdots
$$

converges, whence

$$
d \mathfrak{\Re} \sim \mathfrak{2}^{n(n-1)}|\mathfrak{Q} \overline{\mathfrak{Q}}|^{1-n} d \mathfrak{Y} d \mathfrak{A}, \quad d \mathfrak{Q}_{1} \sim d \mathfrak{Q} \quad(\mathfrak{A} \rightarrow 0)
$$

It follows that

$$
v\left(L_{0}\right) \sim 2^{n(n-1)} \int_{L^{*_{0}}}|\mathfrak{Q} \overline{\mathfrak{Q}}| d \mathfrak{X} d \mathfrak{Y} d \mathfrak{Q} d \mathfrak{A} \quad(G \rightarrow \Im)
$$

We choose a real matrix $\mathscr{C}_{1}^{(n)}$, such that $\mathscr{C}_{1}^{\prime} \mathscr{C}_{1}=\mathfrak{V}$. Then the condition $\mathfrak{Y}\{\mathfrak{Q}\}=\mathfrak{G}$ is replaced by $\mathfrak{\Omega}^{\prime}{ }_{2} \overrightarrow{\mathfrak{Q}}_{2}=\mathfrak{G}$ with $\mathfrak{Q}_{2}=\mathfrak{C}_{1} \mathfrak{Q}$. Since

$$
d \mathfrak{Q}_{2}=\left|\mathfrak{C}_{1}\right|^{2 n} d \mathfrak{Q}=|\mathfrak{Y}|^{n} d \mathfrak{Q}, \quad|\mathfrak{\Omega} \overline{\mathfrak{Q}}|=\left|\mathfrak{Q}_{2} \overline{\mathfrak{Q}}_{2}\right||\mathfrak{V}|^{-1}
$$

we obtain
(143) $v\left(L_{0}\right) \sim 2^{n(n-1)} \int_{F}|\mathfrak{Y}|^{-n-1} d \mathfrak{X} d \mathfrak{Y} \cdot \frac{1}{2} \iint_{\left(\mathfrak{Q}_{2}^{\prime} \mathfrak{\mathfrak { Q }}_{2}, \mathfrak{H}\right) \subset G^{*}}\left|\mathfrak{N}_{2} \overline{\mathfrak{Q}}_{2}\right| d \mathfrak{\mathfrak { Q }}_{2} d \mathfrak{H}(G \rightarrow \mathfrak{F})$.

On the other hand, by (133) and (136),

$$
\begin{gathered}
v(G)=\int_{G} d \mathscr{G}, \quad d \mathfrak{G}=d\left(\mathscr{S}_{1} d \mathscr{G}_{2} d \mathfrak{G}_{3}=2^{n(n-1)} d \mathfrak{S}_{1} d \mathfrak{A},\right. \\
d \mathfrak{G}_{1} \sim d \mathfrak{G} \quad(G \rightarrow \mathfrak{S}) ;
\end{gathered}
$$

hence

$$
\begin{equation*}
v(G) \sim 2^{n(n-1)} \int_{(\mathfrak{Y}, \mathfrak{A})} d \mathfrak{W} d \mathfrak{A} . \tag{144}
\end{equation*}
$$

The first integral in (143) has the value $V_{m}=V(\Gamma)$. By (132), (143) and (144), the proof of (142) is reduced to the proof of the following lemma.

Lemma 17. Let $H_{1}$ be a domain in the space of the positive hermitian matrices and $\mathfrak{S}^{*}>0$; then

$$
\begin{equation*}
\int_{\mathscr{S}^{*}\{\mathfrak{Q}\} \subset H_{1}} d \mathfrak{Q}=c_{n}\left|\mathfrak{S}^{*}\right|_{\mathfrak{S}}^{-n} \int_{\mathfrak{Q}} d \mathfrak{S}, \quad c_{n}=\prod_{k=1}^{n} \frac{\pi^{k}}{(k-1)!} . \tag{145}
\end{equation*}
$$

We determine a matrix $\mathfrak{C}^{*}$ satisfying $\mathfrak{g}^{*}\left\{\mathfrak{C}^{*}\right\}=\mathfrak{C}$ and replace $\mathfrak{\Omega}, d \mathfrak{D}$ by $\mathfrak{C}^{*} \mathfrak{Q},\left|\mathfrak{C}^{*} \overline{\mathfrak{C}}^{*}\right| n d \mathfrak{N}$. Then we have only to prove (145) in the special case $\mathfrak{Q}^{*}=\mathfrak{F}$.

We apply induction and assume first $n>1$. Let $\Omega_{0}$ be a matrix having the same first column $\mathfrak{q}$ as $\Omega$ and $\left|\mathfrak{\Omega}_{0}\right| \neq 0$; then

$$
\begin{gathered}
\mathfrak{Q}=\mathfrak{Q}_{0}\left(\begin{array}{ll}
1 & \mathfrak{t}^{\prime} \\
0 & \mathfrak{I}
\end{array}\right), \\
d \mathfrak{Q}=\left|\mathfrak{Q}_{0} \overline{\mathfrak{D}}_{0}\right|^{n-1} d \mathrm{q} d \mathrm{t} d \mathfrak{W} .
\end{gathered}
$$

Introducing

$$
\begin{align*}
& \mathfrak{S}_{0}^{\prime} \overline{\mathfrak{Z}}_{0}=\mathfrak{S}_{0}=\left(\begin{array}{cc}
h & \overline{\mathfrak{D}}_{0} \\
\mathfrak{D}_{0} & \mathfrak{D}_{0}
\end{array}\right)=\left(\begin{array}{cc}
h & 0 \\
0 & \mathfrak{N}
\end{array}\right)\left\{\begin{array}{cc}
1 & h^{-1} \mathfrak{X}_{0}^{\prime} \\
0 & \mathfrak{E}
\end{array}\right\}, \\
& \mathfrak{N} \overline{\mathfrak{Q}}=\mathfrak{G}=\left(\begin{array}{cc}
h & \overline{\mathfrak{D}^{\prime}} \\
\mathfrak{0} & \mathfrak{D}
\end{array}\right)=\left(\begin{array}{cc}
h & 0 \\
0 & \mathfrak{R}
\end{array}\right)\left\{\begin{array}{cc}
1 & h^{-1} \mathfrak{g}^{\prime} \\
0 & \mathfrak{C}
\end{array}\right\}, \tag{146}
\end{align*}
$$

we have

$$
\begin{align*}
& h=\mathfrak{q}^{\prime} \bar{q}, \quad \mathfrak{N}=\mathfrak{D}-h^{-1} \mathfrak{D} \overline{\mathfrak{D}}^{\prime}  \tag{147}\\
& \quad h\left|\mathfrak{R}_{0}\right|=\left|\mathfrak{S}_{0}\right|=\mid \mathfrak{Q}_{0} \overline{\mathfrak{Q}_{0} \mid, \quad \mathfrak{N}=\mathfrak{R}_{0}\{\mathfrak{I}\}, \quad \mathfrak{d}=\mathfrak{X}^{\prime} \mathfrak{D}_{0}+h \mathfrak{t} .}
\end{align*}
$$

We replace $t$ by the new variable $\mathfrak{d}$ and obtain

$$
\begin{gathered}
d \mathrm{t}=h^{2-2 n} d \mathrm{D} \\
d \mathfrak{Q}=\left|\mathfrak{Q}_{0} \overline{\mathfrak{Q}}_{0}\right|^{n-1} h^{2-2 n} d \mathfrak{q} d \mathrm{~d} d \mathfrak{\Re}
\end{gathered}
$$

Using (145) with $n-1, \mathfrak{N}_{0}, \mathfrak{N}, \mathfrak{N}$ instead of $n, \mathfrak{S}^{*}, \mathfrak{Q}, \mathfrak{S}$, we find

$$
\begin{equation*}
\int_{\mathfrak{Q}^{\prime} \overline{\mathfrak{Q}} \subset H_{1}} d \mathfrak{Q}=c_{n-1} \int\left|\mathfrak{Q}_{0} \overline{\mathfrak{Q}}_{0}\right|^{n-1} h^{2-2 n}\left|\mathfrak{N}_{0}\right|^{1-n} d \mathfrak{q} d \mathfrak{d} d \mathfrak{R}, \tag{148}
\end{equation*}
$$

where the domain of integration for the variables $\mathfrak{q}, \mathfrak{d}, \mathfrak{N}$ is given by (146), (147) and the condition $\mathscr{G} \subset H_{1}$. We take the new variable $\mathfrak{D}$ instead of $\mathfrak{R}$, with $d \mathfrak{D}=d \mathfrak{M}$, and perform the integration over $\mathfrak{q}$, for fixed values of $\mathfrak{d}$ and $\mathfrak{D}$. Now

$$
\int_{\mathfrak{q}^{\prime} \bar{q} \leq g} d \mathfrak{q}=J(g)=\frac{\pi^{n}}{n!} g^{n} ; \quad(g>0)
$$

whence

$$
\begin{equation*}
\int_{h_{1} \leq h \leq n_{2}} h^{1-n} d \mathfrak{q}=\int_{h_{1}}^{n_{2}} h^{1-n} \frac{d J(h)}{d h} d h=\frac{\pi^{n}}{(n-1)!} \int_{h_{1}}^{h_{2}} d h . \tag{149}
\end{equation*}
$$

But

$$
\left|\mathfrak{\Omega}_{0} \overline{\mathfrak{D}}_{0}\right|^{n-1} h^{2-2 n}\left|\mathfrak{N}_{0}\right|^{1-n}=h^{1-n}, \quad c_{n-1} \frac{\pi^{n}}{(n-1)!}=c_{n}
$$

and consequently, by (148) and (149),

$$
\begin{equation*}
\int_{\mathfrak{\Omega} \mathfrak{\mathfrak { g }} \subset H_{1}} d \mathfrak{\mathfrak { N }}=c_{n} \int d \mathfrak{S} \subset H_{1} \tag{150}
\end{equation*}
$$

It remains to prove (150) in the case $n=1$. Then it is contained in formula (149) which holds good also in this case.
50. The relationship

$$
d_{0}=\prod_{p} d_{p}
$$

constitutes another example of the "integral formulae" of analytic number theory which appear in the theory of class fields and in the theory of quadratic forms. The formula also holds good in the case of an arbitrary group $\Delta(\mathscr{F}, \mathfrak{G})$, if the densities $d_{0}$ and $d_{p}$ are defined in an analogous manner. But we do not go into detail since the proof of this statement depends upon the analytic theory of hermitian forms, of which no complete account has hitherto been given.

We proved in Section 31, that the matrix $\mathfrak{V}^{-1}$ is bounded in the fundamental domain $F$ of the modular group. Theorem 11 may be used for an estimation of the maximum $\mu_{n}$ of $|\mathfrak{Y}|^{-1}$ in $F^{n}$. It follows from (80), (90) and (91), that $F$ is contained in the domain $F_{1}$ defined by the conditions

$$
|习|^{-1} \leq \mu_{n}, \quad 习^{-1} \subset R, \quad-\frac{1}{2} \leq x_{k l} \leq \frac{1}{2} \quad(1 \leq k \leq l \leq n)
$$

where $R$ is the Minkowski domain of Section 29. Consequently the symplectic volume of $F_{1}$ is equal to the euclidean volume of that part of $R$ which is defined by $|\mathfrak{I}| \leq \mu_{n}, \mathfrak{I} \subset R$. By an important result of Minkowski, this volume is

$$
\begin{equation*}
\frac{2}{n+1} \mu_{n}^{(n+1) / 2} \prod_{k=2}^{n}\left\{\pi^{-k / 2} \Gamma\left(\frac{k}{2}\right) \zeta(k)\right\} \tag{151}
\end{equation*}
$$

Hence this number is an upper bound of $V_{n}$. Using (127), we obtain the estimation

$$
\begin{equation*}
\mu_{n} \geq v_{n}, \quad v_{n}^{(n+1) / 2}=\frac{n+1}{6} \pi \prod_{k=2}^{n}\left\{\pi^{-k / 2} \frac{\Gamma(k) \zeta(2 k)}{\Gamma(k / 2) \zeta(k)}\right\} \tag{152}
\end{equation*}
$$

and in particular

$$
\mu_{1} \geq \frac{\pi}{3}, \quad \mu_{2}^{3 / 2} \geq \frac{\pi^{2}}{30}, \quad \mu_{3}^{2} \geq \frac{8 \pi^{6}}{42525 \zeta(3)}
$$

the exact value of $\mu_{1}$ being $2 / 3^{1 / 2}$. By Stirling's formula, for $n \rightarrow \infty$,

$$
\log v_{n}=\frac{n}{2}\left(\log \frac{2 n}{\pi}-\frac{3}{2}\right)+O(1) ; \quad \log \mu_{n}>\frac{n}{2} \log n+O(n)
$$

This proves that $\mu_{n}$ increases rapidly, as a function of $n$.
Let now $3=\mathfrak{X}+i \mathfrak{Y}$ be an arbitrary point of $H$ and let $\mathfrak{B}^{*}=\mathfrak{X}^{*}+i \mathfrak{V}^{*}$ $=(\mathfrak{H} B+\mathfrak{B})(\mathbb{C} 3+\mathfrak{D})^{-1}$ be the image of 8 under any modular transformation. By Section 30, the expression

$$
\left|\mathfrak{Y}^{*}\right|^{-1}=|\mathfrak{Y}|^{-1} \text { abs }(\mathfrak{C} 3+\mathfrak{D})^{2}
$$

has its minimum value, if and only if. $3^{*}$ lies in $F$. Hence $\mu_{m}$ is the maximum of these minima, for the set of all 3 in $H$. A fortiori, there exists a matrix 3 in $H$, such that the inequality

$$
\operatorname{abs}(\mathfrak{C} \mathfrak{Z}+\mathfrak{D})^{2} \geq v_{n}|\mathfrak{Y}|
$$

holds for all second matrix rows ( $\mathbb{C D}$ ) of modular matrices, where $\nu_{n}$ is the number defined in (152). Writing $3=\mathfrak{B \Omega ^ { - 1 }}$, we have

$$
\mathfrak{P}^{\prime} \mathfrak{Q}-\mathfrak{Q}^{\prime} \mathfrak{B}=0, \quad \frac{1}{2 i}\left(\mathfrak{F}^{\prime} \overline{\mathfrak{Q}}-\mathfrak{Q}^{\prime} \overline{\mathfrak{P}}\right)>0
$$

and

$$
\operatorname{abs}(\mathfrak{C} \mathfrak{P}+\mathfrak{D Q})^{2} \geq v_{n}\left|\frac{1}{2 i}\left(\mathfrak{P}^{\prime} \overline{\mathfrak{Q}}-\mathfrak{\Omega}^{\prime} \overline{\mathfrak{P}}\right)\right|
$$

## IX. COMMENSURABLE GROUPS.

51. We proved in Chapter V that the group $\Delta_{0}(\mathbb{S}, \mathfrak{E})$ is commensurable with $\Delta_{0}(r, s)$. In order to demonstrate Theorem 13 , we have now to discuss the necessary and sufficient conditions for the commensurability of two groups $\Delta_{0}(r, s)$ and $\Delta_{0}\left(r_{1}, s_{1}\right)$. We assumed that the numbers $r$ and $s$ are integers of the totally real field $K$; all conjugates of $s$ except $s$ itself are, negative, whereas $r$ is totally positive. Obviously $s$ generates the field $K$. The numbers $r_{1}$ and $s_{1}$ have the same properties with respect to the totally real field $K_{1}$.

Hence this number is an upper bound of $V_{n}$. Using (127), we obtain the estimation

$$
\begin{equation*}
\mu_{n} \geq v_{n}, \quad v_{n}^{(n+1) / 2}=\frac{n+1}{6} \pi \prod_{k=2}^{n}\left\{\pi^{-k / 2} \frac{\Gamma(k) \zeta(2 k)}{\Gamma(k / 2) \zeta(k)}\right\} \tag{152}
\end{equation*}
$$

and in particular

$$
\mu_{1} \geq \frac{\pi}{3}, \quad \mu_{2}^{3 / 2} \geq \frac{\pi^{2}}{30}, \quad \mu_{3}^{2} \geq \frac{8 \pi^{6}}{42525 \zeta(3)}
$$

the exact value of $\mu_{1}$ being $2 / 3^{1 / 2}$. By Stirling's formula, for $n \rightarrow \infty$,

$$
\log v_{n}=\frac{n}{2}\left(\log \frac{2 n}{\pi}-\frac{3}{2}\right)+O(1) ; \quad \log \mu_{n}>\frac{n}{2} \log n+O(n)
$$

This proves that $\mu_{n}$ increases rapidly, as a function of $n$.
Let now $3=\mathfrak{X}+i \mathfrak{Y}$ be an arbitrary point of $H$ and let $\mathfrak{B}^{*}=\mathfrak{X}^{*}+i \mathfrak{V}^{*}$ $=(\mathfrak{H} B+\mathfrak{B})(\mathbb{C} 3+\mathfrak{D})^{-1}$ be the image of 8 under any modular transformation. By Section 30, the expression

$$
\left|\mathfrak{Y}^{*}\right|^{-1}=|\mathfrak{Y}|^{-1} \text { abs }(\mathfrak{C} 3+\mathfrak{D})^{2}
$$

has its minimum value, if and only if. $3^{*}$ lies in $F$. Hence $\mu_{m}$ is the maximum of these minima, for the set of all 3 in $H$. A fortiori, there exists a matrix 3 in $H$, such that the inequality

$$
\operatorname{abs}(\mathfrak{C} \mathfrak{Z}+\mathfrak{D})^{2} \geq v_{n}|\mathfrak{Y}|
$$

holds for all second matrix rows ( $\mathbb{C D}$ ) of modular matrices, where $\nu_{n}$ is the number defined in (152). Writing $3=\mathfrak{B \Omega ^ { - 1 }}$, we have

$$
\mathfrak{P}^{\prime} \mathfrak{Q}-\mathfrak{Q}^{\prime} \mathfrak{B}=0, \quad \frac{1}{2 i}\left(\mathfrak{F}^{\prime} \overline{\mathfrak{Q}}-\mathfrak{Q}^{\prime} \overline{\mathfrak{P}}\right)>0
$$

and

$$
\operatorname{abs}(\mathfrak{C} \mathfrak{P}+\mathfrak{D Q})^{2} \geq v_{n}\left|\frac{1}{2 i}\left(\mathfrak{P}^{\prime} \overline{\mathfrak{Q}}-\mathfrak{\Omega}^{\prime} \overline{\mathfrak{P}}\right)\right|
$$

## IX. COMMENSURABLE GROUPS.

51. We proved in Chapter V that the group $\Delta_{0}(\mathbb{S}, \mathfrak{E})$ is commensurable with $\Delta_{0}(r, s)$. In order to demonstrate Theorem 13 , we have now to discuss the necessary and sufficient conditions for the commensurability of two groups $\Delta_{0}(r, s)$ and $\Delta_{0}\left(r_{1}, s_{1}\right)$. We assumed that the numbers $r$ and $s$ are integers of the totally real field $K$; all conjugates of $s$ except $s$ itself are, negative, whereas $r$ is totally positive. Obviously $s$ generates the field $K$. The numbers $r_{1}$ and $s_{1}$ have the same properties with respect to the totally real field $K_{1}$.

With the groups $\Delta_{0}(r, s)$ and $\Delta_{0}\left(r_{1}, s_{1}\right)$ we associate the two quadratic forms

$$
Q(r, s)=r s x^{2}-r y^{2}+s z^{2} \quad \text { and } \quad Q\left(r_{1}, s_{1}\right)=r_{1} s_{1} x_{1}^{2}-r_{1} y_{1}^{2}+s_{1} z_{1}^{2}
$$

in 3 variables.
Lemma 18. If $Q(r, s)$ and $Q\left(r_{1}, s_{1}\right)$ are equivalent in $K$, then $K=K_{1}$ and the groups $\Delta_{0}(r, s), \Delta_{0}\left(r_{1}, s_{1}\right)$ are commensurable.

Under the assumption of the lemma, $s_{1}$ is certainly a number of $K$; therefore $K_{1} \subset K$. Since all conjugates of $Q(r, s)$ are negative definite except $Q(r, s)$ itself, the same holds good for $Q\left(r_{1}, s_{1}\right)$ considered as a quadratic form in $K$; consequently $s_{1}$ is also a generating number of $K$ and $K=K_{1}$.

Using the quaternion units $\epsilon_{0}, \epsilon_{1}, \epsilon_{2}, \epsilon_{3}$ defined in (74), we have $Q(r, s) \epsilon_{0}$ $=\left(x \epsilon_{1}+y \epsilon_{2}+z \epsilon_{3}\right)^{2}$. Let $\mathfrak{F}=\left(f_{k l}\right)$ be the matrix of the linear substitution transforming $Q(r, s)$ into $Q\left(r_{1}, s_{1}\right)$ and let

$$
\eta_{k}=\sum_{l=1}^{3} f_{\eta_{k} \in l} \quad(k=1,2,3)
$$

Then

$$
{\eta_{1}{ }^{2}=r_{1} s_{1} \epsilon_{0}, \quad \eta_{2}^{2}=-r_{1} \epsilon_{0}, \quad \eta_{3}{ }^{2}=s_{1} \epsilon_{0}, \quad \eta_{k} \eta_{l}=-\eta_{l} \eta_{k} \quad(1 \leq k<l \leq 3), ~(1)}
$$

and consequently there exists a real matrix $\mathfrak{R}^{(z)}$ satisfying

$$
\begin{gathered}
|\mathcal{R}|=1, \quad \mathcal{Q}^{-1} \eta_{k} \mathfrak{L}=\omega_{k} \quad(k=1,2,3), \\
\omega_{1}=\sqrt{r_{1} s_{1}}\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right), \quad \omega_{2}= \pm \sqrt{r_{1}}\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right), \quad \omega_{3}= \pm \sqrt{s_{1}}\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) .
\end{gathered}
$$

The elements of $\Delta_{0}(r, s)$ are defined by

$$
\mathfrak{M}=\sum_{k=0}^{3} \mathfrak{A}_{k} \times \epsilon_{k}, \quad \Im[\mathfrak{M}]=\mathfrak{F}
$$

with integral $\mathfrak{A}_{k}(k=0, \cdots, 3)$ in $K$. Putting

$$
\begin{equation*}
\left(\mathfrak{F}^{(n)} \times \mathfrak{F}^{-1}\right)\left(\mathfrak{A}_{1} \mathfrak{A}_{2} \mathfrak{A}_{3}\right)^{\prime}=\left(\mathfrak{F}_{1} \mathfrak{F}_{2} \mathfrak{B}_{3}\right)^{\prime}, \quad \mathfrak{E}(n) \times \mathfrak{R}=\mathfrak{R}, \tag{153}
\end{equation*}
$$

we obtain

$$
\mathfrak{M}=\mathfrak{M}_{0} \times \epsilon_{0}+\sum_{k=1}^{3} \mathfrak{B}_{k} \times \eta_{k}=\mathfrak{M}_{M_{1}} \mathbb{R}^{-1}
$$

with

$$
\begin{equation*}
\mathfrak{M}_{1}=\mathfrak{M}_{0} \times \epsilon_{0}+\sum_{k=1}^{3} \mathfrak{B}_{k} \times \omega_{k} \tag{154}
\end{equation*}
$$

and $\Omega$ is symplectic.
Let $q^{i}$ be an even positive rational integer, such that the matrix $q \mathfrak{\Re}^{-1} / 2 r s$ is integral. If $\mathfrak{M} \equiv \mathbb{E}(\bmod q)$, then $\mathfrak{A}_{0}+\sqrt{r s} \mathfrak{A}_{1} \Longleftarrow \mathfrak{E}, \mathfrak{M}_{0}-\sqrt{r s} \mathfrak{X}_{1} \equiv ほ$,
$\sqrt{r \mathfrak{A}_{2}}+\sqrt{\boldsymbol{s} \mathfrak{A}_{3}} \equiv 0,-\sqrt{r \mathfrak{A}_{2}}+\sqrt{s \mathfrak{A}_{3}} \equiv 0$; hence $\mathfrak{A}_{0}$ is integral and $\mathfrak{A}_{k} \equiv 0$ $(\bmod q / 2 r s) \quad(k=1,2,3)$. By (153) and (154), $\mathfrak{B}_{k}$ is also integral and $\mathfrak{M}_{1}=\Re^{-1} \mathfrak{M R}$ is an element of the group $\Delta_{0}\left(r_{1}, s_{1}\right)$. Consider now in $\Delta_{0}(r, s)$ the subgroup of all $\mathfrak{M}$, such that $\mathfrak{M}_{1}$ is contained in $\Delta_{0}\left(r_{1}, s_{1}\right)$. Since this subgroup $\Delta^{*}{ }_{0}$ contains the congruence subgroup of $\Delta_{0}(r, s)$, for the module $q$, it is of finite index in $\Delta_{0}(r, s)$. On the other hand, $\mathfrak{\Re}^{-1} \Delta^{*}{ }_{0} \mathfrak{R}$ consists of all $\mathfrak{M}_{1}$ in $\Delta_{0}\left(r_{1}, s_{1}\right)$, such that $\mathfrak{M}=\Re_{R_{1} \mathbb{R}^{-1}}$ is an element of $\Delta_{0}(r, s)$; hence the same argument shows that $\Omega^{-1} \Delta^{*}{ }_{0} \Omega$ is a subgroup of finite index in $\Delta_{0}\left(r_{1}, s_{1}\right)$. It follows that $\Delta_{0}(r, s)$ and $\Delta_{0}\left(r_{1}, s_{1}\right)$ are commensurable.
52. On account of Lemma 18, the condition of Theorem 13 is sufficient for the commensurability of $\Delta_{0}(r, s)$ and $\Delta_{0}\left(r_{1}, s_{1}\right)$. It remains to prove that this condition is also necessary, which is a little more difficult.

Lemma 19. Let $a$ and $b$ be two numbers of $K, a b \neq 0$ and $K_{0}$ an arbitrary algebraic number field. There exists an integral number $t$ in $K$, such that $a t^{2}-b$ is not the square of $a$ number of $K_{0}$ and $a\left(a t^{2}-b\right)$ is totally positive.

We may obviously assume that $a, b$ are integral and $K \subset K_{0}$. We choose in $K$ a prime ideal $\lambda$ having the following 3 properties: $\lambda$ is not divisible by the square of a prime ideal of $K_{0}$, i. e., $\lambda$ is not a factor of the relative discriminant of $K_{0}$ with respect to $K ; 2 a b$ is not divisiiule by $\lambda ; a b$ is a quadratic residue modulo $\lambda$ in $K$. Then there exists an integer $t$ in $K$, such that $a t^{2}-b$ is divisible by $\lambda$, but not by $\lambda^{2}$, and that, moreover, $a\left(a t^{2}-b\right)$ is totally positive. Since $a t^{2}-b$ is divisible by exactly the first power of a prime ideal in $\boldsymbol{K}_{\mathbf{0}}$, it cannot be a square number in $\boldsymbol{K}_{\mathbf{0}}$.

Lemma 20. There exists a quadratic form $Q\left(r_{0}, s_{0}\right)$ equivalent with $Q(r, s)$ in $K$ and a quadratic form $Q\left(r_{2}, s_{2}\right)$ equivalent with $Q\left(r_{1}, s_{1}\right)$ in $K_{1}$, such that the field $K^{*}\left(\sqrt{r_{0}}, \sqrt{s_{0}}, \sqrt{r_{2}}, \sqrt{s_{2}}\right)$ has the degree 16 relative to $K^{*}$, where $K^{*}$ is the union of the fields $K$ and $K_{1}$.

Using Lemma 19, we choose an integral number $t$ in $K$, such that $r t^{2}-s=r_{0}$ is totally positive and no square in $K^{*}$. Then the quadratic form $Q(r, s)=r s x^{2}-r y^{2}+s z^{2}$ is equivalent with $r s x^{2}-r_{0} y^{2}+r_{0} r s z^{2}$ in $K$. Applying again Lemma 19, we construct an integer $u$ in $K$, such that $r_{0} r s u^{2}+r s=s_{0}$ is no square in $K^{*}\left(\sqrt{r_{0}}\right)$ and $s s_{0}$ is totally positive. Then $Q(r, s)$ is equivalent with $Q\left(r_{0}, s_{0}\right)$ in $K$ and the field $K^{*}\left(\sqrt{r_{0}}, \sqrt{s_{0}}\right)$ has the
degree 4 relative to $K^{*}$. We complete the proof of the lemma by using the same argument for $Q\left(r_{1}, s_{1}\right), K_{1}, K^{*}\left(\sqrt{r_{0}}, \sqrt{s_{0}}\right)$ instead of $Q(r, s), K, K^{*}$.

By Lemmata 18 and 20, we can assume for the rest of the proof of Theorem 13, that $K^{*}\left(\sqrt{r}, \sqrt{s}, \sqrt{r_{1}}, \sqrt{s_{1}}\right)$ has the degree 16 relative to the union $K^{*}$ of $K$ and $K_{1}$.

Lemma 21. Let $G_{1}$ be a subgroup of another group $G$, of finite indexi $j$. For any element $A$ of $G$, there exists a positive rational integer $g \leq j$, such ihat $A^{g}$ is an element of $G_{1}$.

Let $G_{1}, G_{2}, \cdots, G_{j}$ be the right'cosets of $G_{1}$ relative to $G$ and consider the $j+1$ powers $A^{k}(k=0, \cdots, j)$. Then two of these powers $A^{k}$ and $A^{l}(0 \leq k<l \leq j)$ lie in the same coset, and $A^{g}$, with $g=l-k$, is an element of $G_{1}$, q. e.d.
53. Lemma 22. Let $\Delta^{*}$ be a subgroup of $\Delta_{0}(r, s)$ of finite index. Then there exists in $\Delta^{*}$ a diagonal matrix $\mathfrak{B}$, such that all diagonal elements of $\mathfrak{B}$ are different one from another and that no conjugate of $\mathfrak{B}$, different from $\mathfrak{F}$ and $\mathfrak{\beta}^{-1}$, has a diagonal element in common with $\mathfrak{P}$.

Let $h$ be the degree of the field $K$ with the conjugates $K^{(1)}, \cdots, K^{(h)}$ and $K^{(1)}=K$. The number of algebraic fundamental units in $K$ is $h-1$. The field $K(\sqrt{r s})$ has the degree $2 h$; since it has 2 real conjugates and $h-1$ pairs of conjugate complex conjugates, the number of algebraic fundamental units in $K(\sqrt{r s})$ is $h$. Consequently there exists an algebraic unit $\lambda=a+b \sqrt{r s}$, where $a$ and $b$ are numbers of $K$, such that no power $\lambda^{q}$ ( $q= \pm 1, \pm 2, \cdots$ ) is a number of $K$.

Denoting by $N$ the norm relative to $K$, we have $N(\lambda)=a^{2}-r s b^{2}=c$, where $c$ is an algebraic unit in $K$, and $N\left(c^{-1} \lambda^{2}\right)=1$. We replace $c^{-1} \lambda^{2}$ again by $\lambda$; then $\lambda$ is an algebraic unit in $K(\sqrt{r s})$, no power $\lambda^{q}(q= \pm 1, \pm 2, \cdots)$ is a number of $K$, and $N(\lambda)=1, \lambda^{-1}=a-b \sqrt{r s}$. By Fermat's theorem, we may, moreover, assume $\lambda \Longleftarrow 1(\bmod 2 \sqrt{r s})$; hence $a$ and $b$ are integers of $K$.

Let $q_{1}, \cdots, q_{n}$ be different positive rational integers and let

$$
\Re_{1}=\left[\lambda^{q_{1}}, \cdots, \lambda^{q_{n}}\right] .
$$

Then the matrix

$$
\mathfrak{B}=\left(\begin{array}{ll}
\mathfrak{P}_{1} & 0 \\
0 & \mathfrak{B}_{1}^{-1}
\end{array}\right)=\frac{1}{2}\left(\mathfrak{ß}_{1}+\mathfrak{B}_{1}^{-1}\right) \times \epsilon_{0}+\frac{1}{2 \sqrt{r s}}\left(\Re_{1}-\Re_{1}^{-1}\right) \times \epsilon_{1}
$$

is an element of the group $\Delta_{0}(r, s)$. By Lemma 21 , a certain power $\Re^{g}$ with positive exponent $g$ lies in the subgroup $\Delta^{*}$. Replacing $g q_{k}(k=1, \cdots, n)$ by $q_{k}$, we may assume that already $\mathfrak{B}$ is an element of $\Delta^{*}$. The diagonal elements of $\Re_{3}$ are $\lambda^{g k}, \lambda^{-q_{k}}(k=1, \cdots, n)$. Since the exponents $q_{k},-q_{k}$ are all different and $\lambda$ is no root of unity, these diagonal elements are all different.

For any number $t$ of $K$, we denote by $t^{(l)}$ the conjugate of $t$ in $K^{(l)}$. The $2 h$ conjugates of $\lambda^{q k}=a_{k}+b_{k} \sqrt{r s}$ are $a_{k}{ }^{(l)} \pm b_{k}{ }^{(2)} \sqrt{r^{(l)} s^{(2)}}$ $(l=1, \cdots, h)$. Since $b_{k} \neq 0$ and $r^{(l)} s^{(l)}<0$ for $l=2, \cdots, h$, only the two conjugates $a_{k}+b_{k} \sqrt{r s}=\lambda^{q_{k}}$ and $a_{k}-b_{k} \sqrt{r s}=\lambda^{-q k}$ are real. If a conjugate $\mathfrak{B}^{*}$ of $\mathfrak{P}$ has a diagonal element in common with $\mathfrak{P}$, then the substitution $\mathfrak{B} \rightarrow \mathfrak{P}^{*}$ arises either from the identical mapping $\lambda \rightarrow \lambda$ or from $\lambda \rightarrow \lambda^{-1}$, hence $\mathfrak{B}^{*}=\mathfrak{B}$ or $\mathfrak{B}^{*}=\mathfrak{B}^{-1}$, q. e. d.

We assume that the groups $\Delta_{0}(r, s)$ and $\Delta_{0}\left(r_{1}, s_{1}\right)$ are commensurable; we shall now first prove, that then $K=K_{1}$. There exists a subgroup $\Delta^{*}$ of $\Delta_{0}(r, s)$, of finite index, and a symplectic matrix $\Re$, such that $\Re^{-1} \Delta^{*} \Re=\Delta_{1}$ is a subgroup of $\Delta_{0}\left(r_{1}, s_{1}\right)$, of finite index. Henceforth we do not need the existence of a symplectic matrix $\Re$ with this property; we have only to assume that there is a non-singular matrix $\Re$ with real or complex elements satisfying $\Delta^{*} \mathfrak{R}=\mathfrak{\Re} \Delta_{1}$ where $\Delta^{*}$ and $\Delta_{1}$ are subgroups of $\Delta_{0}(r, s)$ and $\Delta_{0}\left(r_{1}, s_{1}\right)$, of finite indices. Obviously we may then, moreover, assume that $\Re$ lies in the field $K^{*}\left(\sqrt{r}, \sqrt{s}, \sqrt{r_{1}}, \sqrt{s_{1}}\right)=K_{0}$, of degree 16 over the union $K^{*}$ of $K$ and $K_{1}$.

Let $\mathfrak{B}$ be the matrix of Lemma 22 . Since $\mathfrak{P}$ belongs to the subgroup $\Delta^{*}$ of $\Delta_{0}(r, s)$, the matrix $\Re^{-1} \mathfrak{P M}$ is an element of $\Delta_{1}$ and lies therefore in the field $K_{1}\left(\sqrt{r_{1}}, \sqrt{s_{1}}\right)$. We consider any isomorphism $A$ of $K_{0}$ which does not rhange the numbers of $K_{1}\left(\sqrt{r_{1}}, \sqrt{s_{1}}\right)$. Denoting the image under $A$ by the subscript $A$, we have $\Re_{A}{ }^{-1} \Re_{A} \Re_{A}=\mathfrak{R}^{-1} \mathfrak{P} \Re$; hence the matrix $\mathfrak{B}=\Re_{A} \Re^{-1}$ satisfies

$$
\begin{equation*}
\mathfrak{P}_{A}=\mathfrak{B P} \mathfrak{B}^{-1} . \tag{155}
\end{equation*}
$$

This proves that the diagonal matrices $\mathfrak{B}_{A}$ and $\mathfrak{B}$ have the same diagonal elements, perhaps in different order. By Lemma 22, either $\mathfrak{B}_{\Lambda}=\mathfrak{W}$ or $\mathfrak{B}_{\boldsymbol{A}}=\mathfrak{\beta}^{-1}$. If $a+b \sqrt{r s}$ is a diagonal element of $\mathfrak{P}$, then $b \neq 0$ and $(a+b \sqrt{r s})_{A}=a \pm b \sqrt{r s}$; whence $(r s)_{A}=r s$.

On the other hand, rs generates $K$, since all conjugates of $r s$ except $r s$ itself are negative. Consequently all numbers of $K$ are invariant under $A$. This proves $K \subset K_{1}\left(\sqrt{r_{1}}, \sqrt{s_{1}}\right)$. Since $K^{*}\left(\sqrt{r_{1}}, \sqrt{s_{1}}\right)$ has the degree 4 relative to $K^{*}$, the intersection of $K_{1}\left(\sqrt{r_{1}}, \sqrt{s_{1}}\right)$ and $K^{*}$ is $K_{1}$. Therefore
$K \subset K_{1}$ ．Interchanging $K$ and $K_{1}$ ，we have also $K_{1} \subset K$ ；consequently $K=K_{1}$.

54．We use the abbreviation

$$
\mathfrak{E}=\left(\begin{array}{rr}
\text { ぼ } & \text { ほ } \\
-ほ & \mathfrak{F}
\end{array}\right) .
$$

Lemma 23．There exists an element $\mathfrak{M}$ of $\Delta^{*}$ ，such that $\mathbb{E M C}^{-1}=\mathfrak{Q}$ is a diagonal matrix with different diagonal elements．

Analogously to the proof of Lemma 22，we construct an algebraic unit $\mu=a+b \sqrt{s}$ in $K(\sqrt{s})$ ，such that $a, b$ are integers of $K, a^{2}-s b^{2}=1$ and all powers $\mu^{q}(q= \pm 1, \pm 2, \cdots)$ are different one from another．Let $q_{1}, \cdots, q_{n}$ be different positive rational integers， $\mathfrak{\Omega}_{1}=\left[\mu^{q_{1}}, \cdots \mu^{q_{n}}\right]$ and

$$
\mathfrak{Q}=\left(\begin{array}{ll}
\mathfrak{\Omega}_{1} & 0 \\
0 & \mathfrak{N}_{1}^{-1}
\end{array}\right)
$$

Then the matrix

$$
\begin{gathered}
\mathfrak{M}=\mathfrak{C}^{-1} \mathfrak{Q}=\frac{1}{2}\left(\begin{array}{ll}
\mathfrak{Q}_{1}+\mathfrak{\Omega}_{1}^{-1} & \mathfrak{\Omega}_{1}-\mathfrak{\Omega}_{1}^{-1} \\
\mathfrak{\Omega}_{1}-\mathfrak{\Omega}_{1}^{-1} & \mathfrak{\Omega}_{1}+\mathfrak{\Omega}_{1}^{-1}
\end{array}\right) \\
=\frac{1}{2}\left(\mathfrak{Q}_{1}+\mathfrak{\Omega}_{1}^{-1}\right) \times \epsilon_{0}+\frac{1}{2 \sqrt{s}}\left(\mathfrak{\Omega}_{1}-\mathfrak{\Omega}_{1}^{-1}\right) \times \epsilon_{3}
\end{gathered}
$$

is an element of $\Delta_{0}(r, s)$ ．By Lemma 3，a power $\mathfrak{M}^{g}=\mathbb{C}^{-1} \mathfrak{L}^{g} \mathbb{C}$ lies in $\Delta^{*}$ ． Replacing $\mathfrak{M}^{g}, \mathfrak{N}^{g}$ by $\mathfrak{M}, \mathfrak{N}$ ，we obtain the proof of Lemma 23.

Let again $A$ denote an isomorphism of $K\left(\sqrt{r}, \sqrt{s}, \sqrt{r_{1}}, \sqrt{s_{1}}\right)=K_{0}$ which leaves invariant all numbers of $K\left(\sqrt{r_{1}}, \sqrt{s_{1}}\right)$ ．Analogous to（155）， we obtain

$$
\begin{equation*}
\mathfrak{Q}_{A}=\left(\mathfrak{C H}^{-1}\right) \mathfrak{Q}\left(\circlearrowleft \mathfrak{B} \mathbb{C}^{-1}\right)^{-1} \tag{156}
\end{equation*}
$$

with the matrix $\mathfrak{Q}$ of Lemma 23 and $\mathfrak{B}=\Re_{A} \Re^{-1}$ ．Consider in particular the isomorphism $A_{8}$ defined by $\sqrt{s} \rightarrow-\sqrt{s}, \sqrt{r} \rightarrow \sqrt{r}$ and write more shortly the subscript $s$ instead of $A_{8}$ ；then

$$
\mathfrak{B}_{8}=\mathfrak{B}^{-1}, \quad \mathfrak{\Omega}_{s}=\mathfrak{N}^{-1} .
$$

By（155）the matrix $\mathfrak{R}_{8} \mathfrak{R}^{-1}=\mathfrak{B}$ has the form

$$
\mathfrak{B}=\left(\begin{array}{cc}
0 & \mathfrak{D}(1) \\
\mathfrak{D}(0) & 0
\end{array}\right)
$$

where $\mathfrak{D}(0)$ and $\mathfrak{D}(1)$ denote diagonal matrices；by（156），the matrix $\mathrm{CHC}^{-1}$ has the same form，whence

$$
\begin{gather*}
\Re_{s}=\left(\begin{array}{cc}
0 & \mathfrak{D}(1) \\
-\mathfrak{D}(1) & 0
\end{array}\right) \mathfrak{R},  \tag{157}\\
\mathfrak{R}=\mathfrak{R}_{s s}=-\left(\mathfrak{D}_{s}(1) \mathfrak{D}(1) \times \epsilon_{0}\right) \mathfrak{R},  \tag{158}\\
\mathfrak{D}_{s}(1) \mathfrak{D}(1)=-\mathfrak{C} .
\end{gather*}
$$

Consider now the isomorphism $A_{r}$ defined by $\sqrt{r} \rightarrow-\sqrt{r}, \sqrt{s} \rightarrow \sqrt{s}$; then

$$
\mathfrak{B}_{r}=\mathfrak{B}^{-1}, \quad \mathfrak{Q}_{r}=\mathfrak{\mathfrak { a }}
$$

and we obtain from (155) and (156) the formula

$$
\mathfrak{R}_{r}=\left(\begin{array}{cc}
0 & \mathfrak{D}(2)  \tag{159}\\
\mathfrak{D}(2) & 0
\end{array}\right) \mathfrak{R}
$$

with a diagonal matrix $\mathfrak{D}(2)$, whence

$$
\begin{equation*}
\mathfrak{D}_{r}(2) \mathfrak{D}(2)=\mathscr{E} . \tag{160}
\end{equation*}
$$

Interchanging $r, s$ and $r_{1}, s_{1}$, we find in an analogous manner

$$
\begin{align*}
\Re_{s_{1}}=\mathfrak{\Re}\left(\begin{array}{cc}
0 & \mathfrak{D}(3) \\
-\mathfrak{D}(3) & 0
\end{array}\right), \quad \mathfrak{R}_{r_{1}}=\mathfrak{R}\left(\begin{array}{cc}
0 & \mathfrak{D}(4) \\
\mathfrak{D}(4) & 0
\end{array}\right),  \tag{161}\\
\mathfrak{D}(3) \mathfrak{D}_{s_{1}}(3)=-\mathfrak{F}, \quad \mathfrak{D}(4) \mathfrak{D}_{r_{1}}(4)=\mathfrak{F} \tag{162}
\end{align*}
$$

with diagonal matrices $\mathfrak{D}(3)$ and $\mathfrak{D}(4)$. Moreover $\mathfrak{\Re}_{r r_{1}}=\mathfrak{\Re}_{r_{1} r}$, whence

$$
\begin{equation*}
\left(\mathfrak{D}_{r_{1}}(2) \mathfrak{D}^{-1}(2) \times \epsilon_{0}\right) \Re=\Re\left(\mathfrak{D}_{r}(4) \mathfrak{D}^{-1}(4) \times \epsilon_{0}\right) \tag{163}
\end{equation*}
$$

Since $|\Re| \neq 0$ at least one element $r_{1 l}$ of the first row of $\mathfrak{R}=\left(r_{k l}\right)$ is $\neq 0$. We assume $r_{1 l} \neq 0$ for $l=p_{0}$ and define $p=p_{0}$, if $p_{0} \leq n$, and $p=p_{0}-n$, if $p>n$. Let $a$ be the first diagonal element of $\mathfrak{D}(2)$ and $b$ be the $p$-th diagonal element of $\mathfrak{D}(4)$. By (160), (162) and (163),

$$
a a_{r}=1, \quad b b_{r_{1}}=1, \quad a b_{r}=b a_{r_{1}} .
$$

55. Lemma 24. There exists a number $c \neq 0$ in $K_{0}$ satisfying

$$
\begin{equation*}
a c=c_{r}, \quad b c=c_{r_{1}} \tag{164}
\end{equation*}
$$

If $a \neq 1$, we define $d=\frac{\sqrt{r}}{a-1}$, whence

$$
d_{r}=\frac{-\sqrt{r}}{a_{r}-1}=\frac{-a \sqrt{r}}{1-a}=a d ;
$$

if $a=1$, we define $d=1$. In both cases $a d=d_{r}$. Putting $\frac{b d}{d_{r_{1}}}=f$, we find $f f_{r_{1}}=1$,

$$
f_{r}=\frac{b_{r} d_{r}}{d_{r_{1} r}}=\frac{b_{r} a d}{(a d)_{r_{1}}}=\frac{b d}{d_{r_{1}}}=f
$$

Let $g=\frac{\sqrt{r_{1}}}{f-1}$ for $f \neq 1$, and $g==1$ for $f=1$. In both cases

$$
f g=g_{r_{1}}, \quad g_{r}=g
$$

and $c=d g$ has; the required propetries.
Since there is an, arbitrary scalar factor $\neq 0$ in $\mathfrak{R}$, we may replace $\mathfrak{R}$ by $c \Re$, where $c$ is defined in Lemma 24. It follows from (159), (161) and (164), that then $a$ and $b$ are both replaced by 1.

Let $\alpha$ be the first diagonal element of $\mathfrak{D}(1)$ and $\beta$ the $p$-th diagonal element of $\mathfrak{D}(3)$. By (158) and (162),

$$
\begin{equation*}
\alpha \alpha_{8}=-1, \quad \beta \beta_{s_{1}}=-1 \tag{165}
\end{equation*}
$$

Calculating

$$
\mathfrak{R}_{r s}=\mathfrak{R}_{s r}, \quad \mathfrak{R}_{s r_{1}}=\mathfrak{R}_{r_{1} s}, \quad \mathfrak{R}_{r_{s_{1}}}=\mathfrak{R}_{s_{1} r}, \quad \mathfrak{R}_{r_{1} s_{1}}=\mathfrak{R}_{s_{1} r_{1}} \quad \text { and } \quad \mathfrak{R}_{s s_{1}}=\mathfrak{R}_{s_{1} s}
$$ by (157), (159) and (161), we obtain, moreover,

$$
\begin{equation*}
\alpha_{r}=-\alpha, \quad \alpha_{r_{1}}=\alpha, \quad \beta_{r}=\beta, \quad \beta_{r_{1}}=-\beta, \quad \beta \alpha_{s_{1}}=\alpha \beta_{g} \tag{166}
\end{equation*}
$$

By (165) and (166), the numbers $u=\alpha \sqrt{r}$ and $v=\beta \sqrt{r_{1}}$ lie in $K\left(\sqrt{s}, \sqrt{s_{1}}\right)$ and satisfy

$$
u u_{s}=-r, \quad v v_{s_{1}}=-r_{1}, \quad v u_{s_{1}}=u v_{s}
$$

Defining $w=u / u_{s_{1}}=v / v_{s}$, we have $w_{s_{1}}=w^{-1}=w_{8}$, and consequently $w$ is a number of the field $K\left(\sqrt{s s_{1}}\right)$. Let $\tau=\sqrt{s s_{1}} /(w-1)$ for $w \neq 1$, and $\tau=1$ for $w=1$; in both cases $\tau$ lies in $K\left(\sqrt{s s_{1}}\right)$ and $\tau_{\delta}=\tau_{s_{1}}=w \tau$. Then the numbers $\rho=u \tau$ and $\sigma=v \tau$ satisfy

$$
\begin{gathered}
\rho_{s_{1}}=u_{s_{1}} \tau_{s_{1}}=\frac{u}{w} w \tau=u \tau=\rho, \quad \sigma_{s}=v_{s} \tau_{s}=\frac{v}{w} w \tau=v \tau=\sigma, \\
\rho \rho_{s}=u \tau u_{8} \tau_{s}=-r \tau \tau_{s}, \quad \sigma \sigma_{s_{1}}=v \tau v_{s_{1} \tau_{s_{1}}=-r_{1} \tau \tau_{s_{1}}}
\end{gathered}
$$

whence

$$
\begin{gather*}
\rho=\xi+\eta \sqrt{s}, \quad \sigma=\xi_{1}+\eta_{1} \sqrt{s_{1}}, \quad \tau=\zeta+\omega \sqrt{s s_{1}} \\
\xi^{2}-s \eta^{2}=-r\left(\zeta^{2}-s s_{1} \omega^{2}\right), \quad \xi_{1}{ }^{2}-s_{1} \eta_{1}{ }^{2}=-r_{1}\left(\zeta^{2}-s s_{1} \omega^{2}\right), \tag{7}
\end{gather*}
$$

where $\xi, \eta, \xi_{1}, \eta_{1}, \zeta, \omega$ are numbers of $K$ which are not all 0 .
We consider first the case $\omega \neq 0$. Performing the 3 linear substitutions

$$
\begin{aligned}
& x=\eta x_{3}+\xi y_{3}, \quad y=\xi x_{3}+s \eta y_{3}, \quad z=z_{3} \\
& x_{3}=\frac{x_{2}}{s \eta^{2}-\xi^{2}}, \quad y_{3}=\frac{\zeta y_{2}}{s \omega\left(s \eta^{2}-\xi^{2}\right)}+\frac{z_{2}}{r s \omega}, z_{3}=\frac{y_{2}+\zeta z_{2}}{s \omega} \\
& x_{2}=s_{1} \eta_{1} x_{1}+\xi_{1} y_{1}, \quad y_{2}=\xi_{1} x_{1}+\eta_{1} y_{1}, \quad z_{2}=z_{1},
\end{aligned}
$$

we obtain, by (167),

$$
\begin{aligned}
Q(r, s) & =r s x^{2}-r y^{2}+s z^{2}=r\left(s \eta^{2}-\xi^{2}\right)\left(x_{3}{ }^{2}-s y_{3}{ }^{2}\right)+s z_{3}{ }^{2} \\
& =\frac{r}{s \eta^{2}-\xi^{2}}\left(x_{2}{ }^{2}-s_{1} y_{2}{ }^{2}\right)+s_{1} z_{2}{ }^{2}=r_{1} s_{1} x_{1}{ }^{2}-r_{1} y_{1}{ }^{2}+s_{1} z_{1}{ }^{2}=Q\left(r_{1}, s_{1}\right)
\end{aligned}
$$

hence $Q(r, s)$ and $Q\left(r_{1}, s_{1}\right)$ are equivalent in $K$.
In the remaining case $\omega=0$, we have

$$
\xi^{2}-s \eta^{2}=-r \zeta^{2} \quad \text { and } \quad \dot{\xi}_{1}^{2}-s_{1} \eta_{1}^{2}=-r_{1} \xi^{2}
$$

Consequently the diophantine equation $Q(r, s)=0$ has the non-trivial solution $x=\xi, y=s \eta, z=r \xi$. Moreover it follows immediately from the signs of the conjugates of $r$ and $s$, that $K$ is the field of rational numbers. Applying the 2 linear substitutions

$$
\begin{gathered}
x=\frac{\eta x_{2}+\xi y_{2}}{r \zeta}, \quad y=\frac{\xi x_{2}+s \eta y_{2}}{r \zeta}, \quad z=z_{2} \\
x_{2}=x_{1}, \quad y_{2}=\frac{s+1}{2 s} y_{1}+\frac{s-1}{2 s} z_{1}, \quad z_{2}=\frac{s-1}{2 s} y_{1}+\frac{s+1}{2 s} z_{1}
\end{gathered}
$$

we obtain

$$
Q(r, s)=x_{2}^{2}-s y_{2}^{2}+s z_{2}^{2}=x_{1}^{2}-y_{1}^{2}+z_{1}^{2}=Q(1, 门 ;
$$

hence $Q(r, s)$ and $Q(1,1)$ are equivalent in $K$. Since the same holds for $Q\left(r_{1}, s_{1}\right)$ instead of $Q(r, s), Q(r, s)$ and $Q\left(r_{1}, s_{1}\right)$ are also equivalent in $K$.

Theorem 13 is now completely proved. In the particular case

$$
\mathfrak{G}_{1}=\mathfrak{S}, \quad \mathfrak{Y}_{1}=i \mathfrak{F}, \quad r_{1}=1, \quad s_{1}=1
$$

we have

$$
\Delta\left(\mathfrak{F}_{1}, \mathfrak{F}_{1}\right)=\Gamma \quad \text { and } \quad Q\left(r_{1}, s_{1}\right)=x_{1}^{2}-y_{1}{ }^{2}+z_{1}^{2} .
$$

It follows that the group $\Delta(\mathscr{S}, \mathfrak{G})$ is then and only then commensurable with the modular group, when the diophantine equation $x^{2}+r y^{2}=s$ has a solution $x, y$ in $K$.

## X. UNIT GROUPS OF QUINARY QUADRATIC FORMS.

56. For $n>2$, the groups $\Delta(\mathscr{F}, \mathfrak{G})$ and their subgroups are the only known examples of non-trivial discontinuous subgroups of the symplectic group. However, in the case $n=2$, another set of examples is provided by the unit groups of certain quinary quadratic forms.

Consider the special quinary quadratic form

$$
\mathcal{S}[\mathfrak{t}]=w_{1} w_{2}-w_{3}^{2}+w_{4} w_{5}
$$

and a complex column $\mathfrak{w}$ satisfying

$$
\begin{equation*}
\mathfrak{S}[\mathfrak{m}]=0, \quad \mathbb{S}\{\mathfrak{w}\}>0 \tag{168}
\end{equation*}
$$

If $w_{5}=0$, then $w_{1} w_{2}=w_{3}{ }^{2}$ and $w_{1} \bar{w}_{2}+w_{2} \bar{w}_{1}-2 w_{3} \bar{w}_{3}>0$, whence $w_{1} \neq 0$,

$$
\left(w_{1} \bar{w}_{3}-w_{3} \bar{w}_{1}\right)^{2}=w_{1} \bar{w}_{1}\left(w_{1} \bar{w}_{2}+w_{2} \bar{w}_{1}-2 w_{3} \bar{w}_{3}\right)>0
$$

which is impossible, the left-hand side being the square of a pure imaginary quantity; consequently $w_{5} \neq 0$. Introducing inhomogeneous coördinates $w_{5}{ }^{-1} \mathfrak{w}=\mathfrak{z}=\mathfrak{x}+i \mathfrak{y}$, we infer from

$$
\subseteq[z]=0 \quad \text { and } \quad \subseteq[\mathfrak{y}]=\subseteq\left[\frac{z-\bar{z}}{2 i}\right]=\frac{1}{2} \subseteq\{\mathfrak{z}\}>0
$$

the relationships

$$
\begin{equation*}
z_{1} z_{2}-z_{3}^{2}=z_{4}, \quad y_{1} y_{2}-y_{3}^{2}>0 \tag{169}
\end{equation*}
$$

whence, in particular, $y_{1} \neq 0$. On the other hand, (168) follows again from (169), if we define $\mathfrak{m}=w_{5} \mathfrak{z}$ with arbitrary $w_{5} \neq 0$.

The matrices

$$
3=\left(\begin{array}{ll}
z_{1} & z_{3} \\
z_{3} & z_{2}
\end{array}\right)
$$

with $y_{1} y_{2}-y_{3}{ }^{2}>0$ and $y_{1}>0$ form the space $H$ for $n=2$; let $\bar{H}$ be the space defined by $y_{1} y_{2}-y_{3}{ }^{2}>0$ and $y_{1}<0$.

Consider now a real linear transformation $\hat{\mathfrak{w}}=\mathfrak{N} \mathfrak{w}$, such that $\mathbb{S}[\hat{\mathfrak{w}}]=0$, $\mathfrak{S}\{\hat{\mathfrak{w}}\}>0$ follows from (168). Since the equation $\subseteq[\mathfrak{w}]=0$ is irreducible, we conclude that $\subseteq[\mathfrak{B}]=\lambda \subseteq$, with a scalar factor $\lambda \neq 0$. Consequently $|\mathfrak{B}| \neq 0$, and these transformations form a group. Since $w_{1}, \cdots \cdot, w_{5}$ are homogeneous coördinates, we may replace $\mathfrak{B}$ by $\mu \mathfrak{B}$, for any scalar $\mu \neq 0$. But $|\mu \mathfrak{B}|=\mu^{5}|\mathfrak{B}|$; hence we may assume $|\mathfrak{B}|=1$ and $\mathfrak{S}[\mathfrak{B}]=\mathbb{S}$.

Put $\mathfrak{B}=\left(v_{k l}\right)$ and $\hat{w}_{5}{ }^{-1} \hat{\mathfrak{m}}=\hat{\mathfrak{z}}=\hat{\mathfrak{x}}+i \hat{\mathfrak{y}}$. Then the fractional linear substitution

$$
\begin{equation*}
\hat{z}_{k}=\frac{\sum_{l=1}^{5} v_{k l} z_{l}}{\sum_{l=1}^{5} v_{5 l} z_{l}} \quad(k=1,2,3) \tag{170}
\end{equation*}
$$

with $z_{4}=z_{1} z_{2}-z_{3}{ }^{2}$ and $z_{5}=1$ transforms the space $H$ either into itself or into $\bar{H}$. We are only interested in the substitutions which leave $H$ invariant; they form an invariant subgroup of index 2 in the whole group. We denote this subgroup by $\Omega(\mathbb{S})$.

Obviously we obtain the solution of (170) with respect to $z_{1}, z_{2}, z_{3}$, if we replace $\mathfrak{B}$ by $\mathfrak{B}^{-1}$ and interchange $\mathfrak{z}$, $\mathfrak{z}$. Hence (170) is a birational analytic mapping of $H$ onto itself. A simple calculation gives the functional determinant

$$
\begin{equation*}
\frac{d\left(\hat{z}_{1}, \hat{z}_{2}, \hat{z}_{3}\right)}{d\left(z_{1}, z_{2}, z_{3}\right)}=\hat{w}_{5}^{-3} w_{5}^{3} \neq 0 \tag{171}
\end{equation*}
$$

On account of Theorem 1, the transformation (170) is symplectic:

$$
\left(\begin{array}{ll}
\hat{z}_{1} & \hat{z}_{3}  \tag{172}\\
\hat{z}_{3} & \hat{z}_{2}
\end{array}\right)=\hat{\mathfrak{B}}=(\mathfrak{U} B+\mathfrak{B})(\mathfrak{C} 3+\mathfrak{D})^{-1}, \quad\left(\begin{array}{cc}
\mathfrak{M} & \mathfrak{B} \\
\mathfrak{S} & \mathfrak{D}
\end{array}\right)=\mathfrak{M}, \quad \mathfrak{J}[\mathfrak{M}]=\mathfrak{S}
$$

57. Let us now start from an arbitrary symplectic transformation (172).

Defining

$$
\mathfrak{J}_{2}=\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

we have $\mathfrak{J}_{2}[\mathfrak{F}]=|\mathfrak{F}| \mathfrak{\Im}_{2}$ for any matrix $\mathfrak{F}^{(2)}$, and consequently

$$
\begin{equation*}
(\mathfrak{C} 3+\mathfrak{D})^{-1}=|\mathfrak{C} 3+\mathfrak{D}|^{-1} \mathfrak{\Im}_{2}\left(\mathfrak{S}^{\prime}+\mathfrak{D}^{\prime}\right) \mathfrak{\Im}_{2}^{-1} \tag{173}
\end{equation*}
$$

Moreover

$$
\left|\mathfrak{F}_{1}+\mathfrak{F}_{2}\right|=\left|\mathfrak{F}_{1}\right|+\left|\mathfrak{F}_{2}\right|+\sigma\left(\mathfrak{F}_{1} \mathfrak{\mho}_{2} \mathfrak{F}_{2}^{\prime} \mathfrak{J}_{2}^{-1}\right)
$$

for any two matrices $\mathfrak{F}_{1}{ }^{(2)}$ and $\mathfrak{F}_{2}{ }^{(2)}$, whence

$$
\begin{align*}
& |\mathfrak{Y} 3+\mathfrak{B}|=|\mathfrak{A} 3|+|\mathfrak{B}|+\sigma\left(\mathfrak{A} \mathfrak{Z} \Im_{2} \mathfrak{B}^{\prime} \mathfrak{\Im}_{2}^{11}\right)  \tag{174}\\
& |\mathfrak{C} 3+\mathfrak{D}|=|\mathfrak{C}|+|\mathfrak{D}|+\sigma\left(\mathfrak{C} \mathfrak{S}_{2} \mathfrak{D}^{\prime} \mathfrak{J}_{2}{ }^{-1}\right) . \tag{175}
\end{align*}
$$

We apply (173), (174) and (175) for the calculation of

$$
\hat{\mathfrak{S}}=(\mathfrak{H} 3+\mathfrak{B})(\mathfrak{C} 3+\mathfrak{D})^{-1} \quad \text { and } \quad|\hat{\mathfrak{B}}|=|\mathfrak{A} 3+\mathfrak{P}||\mathbb{C} 3+\mathfrak{D}|^{-1}
$$

It follows that

$$
\begin{align*}
& \left(1^{177}\right) \quad \hat{w}_{4}=\sigma\left(\mathfrak{H}_{\mathfrak{H}} \mathfrak{S}_{\mathfrak{S}_{2}} \mathfrak{B}^{\prime} \mathfrak{\Im}_{2}^{-1}\right)+|\mathfrak{A}| w_{4}+|\mathfrak{P}| w_{5} \tag{176}
\end{align*}
$$

$$
\begin{align*}
& \hat{w}_{4}=\sigma\left(\mathfrak{A} \mathfrak{B} \mathfrak{S}_{2} \mathfrak{B}^{\prime} \mathfrak{\Im}_{2}^{-1}\right)+|\mathfrak{A}| w_{4}+|\mathfrak{O}| w_{5} \tag{178}
\end{align*}
$$

with

$$
\mathfrak{W}=\left(\begin{array}{cc}
w_{1} & w_{3} \\
w_{3} & w_{2}
\end{array}\right), \quad \hat{\mathfrak{W}}=\left(\begin{array}{cc}
\hat{w}_{1} & \hat{w}_{3} \\
\hat{w}_{3} & \hat{w}_{2}
\end{array}\right)
$$

is a real linear substitution $\hat{\mathfrak{w}}=\mathfrak{B} \mathfrak{w}$ mapping the domain $\mathbb{S}[\mathfrak{w}]=0$, $\mathfrak{S}\{\mathfrak{m}\}>0$ into itself. Hence $|\mathfrak{B}|=\nu \neq 0,\left|\nu^{-1 / 5} \mathfrak{B}\right|=1$. Moreover, $\mathfrak{B}$ is not changed if we replace $\mathfrak{M}$ my - $\mathfrak{M}$. This proves the identity of $\Omega(\mathbb{S})$ and the symplectic group $\Omega$, for $n=2$. By (171) and (178), the functional determinant of the transformation (172) has the value

$$
\left(\nu^{-1 / 5} \hat{w}_{5}\right)^{-3} w_{5}^{3}=v^{3 / 5}|\Subset 3+\mathfrak{D}|^{-3} ;
$$

on the other hand, by $(24), d \hat{3}=d \hat{B}[\mathbb{C} Z+\mathfrak{D}]$, which leads to the value $|\mathfrak{C} 3+\mathfrak{D}|^{-3}$ of that functional determinant; consequently $v=1,|\mathfrak{B}|=1$ and $\mathfrak{S}[\mathfrak{B}]=\mathbb{S}$.
58. The formulae (176), (177), (178) and the identity of the groups $\Omega(\mathbb{S})$ and $\Omega$ can be demonstrated in another way, without using Theorem 1.

Let us first determine all skew-symmetric symplectic matrices (ss ${ }^{(4)}$. We have the conditions

$$
\mathfrak{G}=\left(\begin{array}{ll}
\mathfrak{A} & \mathfrak{B}  \tag{179}\\
\mathfrak{C} & \mathfrak{D}
\end{array}\right)=-\mathfrak{G}
$$

$$
\begin{equation*}
\mathfrak{A} \mathfrak{P}^{\prime}=\mathfrak{F} \mathfrak{H}^{\prime}, \quad \mathfrak{C} \mathscr{D}^{\prime}=\mathfrak{D} \mathbb{C}^{\prime}, \quad \mathfrak{M} \mathscr{D}^{\prime}-\mathfrak{B} \mathbb{C}^{\prime}=\mathfrak{C} \tag{180}
\end{equation*}
$$

By (179),
$\mathfrak{A}=w_{4} \mathfrak{F}_{2}, \quad \mathfrak{D}=w_{5} \mathfrak{J}_{2}, \quad \mathfrak{B}=\mathfrak{W}_{\mathfrak{S}_{2}}, \quad \mathfrak{C}=\mathfrak{F}_{2} \mathfrak{W}, \quad \mathfrak{W}=\left(\begin{array}{ll}w_{1} & w_{3} \\ w_{B} & w_{2}\end{array}\right)$
with arbitrary $w_{1}, \cdots, w_{6}$; by (180), $w_{4} \mathfrak{W}$ and $w_{5} \mathfrak{W}$ are symmetric and $\mathfrak{W} \mathfrak{F}_{2} \mathfrak{W}=\left(w_{4} w_{5}-1\right) \mathfrak{F}_{2}$. Hence either $\mathfrak{W}$ is non-symmetric and then, necessarily, $\mathfrak{F}= \pm \mathfrak{J}$ or $\mathfrak{B}$ is symmetric and

$$
\begin{equation*}
w_{1} w_{2}-w_{\mathrm{s}}^{2}=w_{4} w_{5}-1 \tag{181}
\end{equation*}
$$

Omitting in the second case the condition (181), we obtain the identity

$$
\begin{equation*}
(\mathfrak{F} \mathscr{F})^{2}=-\mathbb{S}[\mathfrak{m}] ⿷ \tag{182}
\end{equation*}
$$

with

$$
\mathfrak{F}=\left(\begin{array}{cc}
w_{4} \mathfrak{\Im}_{2} & \mathfrak{W}_{\mathfrak{S}_{2}} \\
\mathfrak{S}_{2} \mathfrak{W} & w_{5} \mathfrak{Y}_{2}
\end{array}\right), \quad \mathfrak{W}=\left(\begin{array}{ll}
w_{1} & w_{3} \\
w_{3} & w_{2}
\end{array}\right)
$$

and arbitrary $w_{1}, \cdots, w_{5}$.
We substitute

$$
\begin{array}{ll}
w_{1}=-v_{1}-v_{2}, & w_{2}=v_{1}-v_{2}, \quad w_{3}=-v_{3} \\
w_{4}=-v_{4}-v_{5}, & w_{5}=v_{4}-v_{5} \tag{183}
\end{array}
$$

then

$$
\begin{align*}
& =\left(\begin{array}{cccc}
-v_{3} & v_{1}-v_{2} & 0 & v_{4}-v_{5} \\
v_{1}+v_{2} & v_{3} & -v_{4}+v_{5} & 0 \\
0 & v_{4}+v_{5} & -v_{3} & v_{1}+v_{2} \\
-v_{4}-v_{5} & 0 & v_{1}-v_{2} & v_{3}
\end{array}\right)=\sum_{k=1}^{5} v_{k} \mathscr{F}_{k},  \tag{184}\\
& \mathfrak{S}[\mathfrak{w}]=\sum_{k=1}^{5}(-1)^{k} v_{k}^{2}, \\
& \tilde{F}_{\mathcal{F}^{2}}=(-1)^{k-1} \mathrm{G} \quad(k=1, \cdots, 5),  \tag{185}\\
& \mathfrak{F r}_{\mathfrak{F}}=-\mathfrak{F}_{\imath} \mathfrak{F}_{l} \quad(1 \leq k<l \leq 5),
\end{align*}
$$

by (182). The 16 products $\mathfrak{F}_{1} e_{2} \mathfrak{F}_{2} e_{2} \mathfrak{F}_{3} e_{3} \mathfrak{F}_{4}^{e_{4}}\left(e_{k}=0,1 ; k=1, \cdots, 4\right.$ ) form a basis for the four-dimensional complete matric representation of the wellknown Clifford-Lipschitz algebra of order 16. The matrix $\mathfrak{F}_{1} \mathfrak{F}_{2} \mathfrak{Z}_{3} \mathfrak{F}_{4} \mathfrak{F}_{5}$ is permutable with all matrices of the algebra and has the square $\mathfrak{C}$, hence it is equal to $\mathbb{E}$ or —— ; by direct calculation we find the value $\mathcal{F}$ and therefore

$$
\begin{equation*}
\mathfrak{F}_{5}=\mathfrak{F}_{1} \mathfrak{F}_{2} \mathfrak{F}_{3} \mathfrak{F}_{4} . \tag{186}
\end{equation*}
$$

Let now $\hat{\mathfrak{w}}=\mathfrak{B m}$ be a real linear substitution with $\mathbb{S}[\hat{\mathbf{w}}]=\mathbb{S}[\mathfrak{m}]$ and $\mathfrak{i} \mathfrak{B} \mid=1$. We denote the matrix of the substitution (183) by $\mathfrak{Z}$ and put $\mathfrak{Q}^{-1} \mathfrak{B Q}=\mathfrak{R}=\left(r_{k l}\right)$. By (182) and (184), the matrices

$$
\begin{equation*}
\hat{\mathscr{F}}_{z}=\sum_{l=1}^{5} r_{l k} \mathfrak{F}_{l} \quad(k=1, \cdots, \check{\Sigma}) \tag{187}
\end{equation*}
$$

satisfy again (185), and consequently their product is $\pm$ ©. It follows from (185), (186) and the linear independence of the 16 products that

$$
\begin{equation*}
\hat{\mathfrak{F}}_{1} \hat{\mathfrak{F}}_{2} \hat{\mathfrak{F}}_{3} \hat{\mathfrak{F}}_{4} \hat{\mathfrak{F}}_{5}=|\mathfrak{\Re}| \mathbb{E} ; \tag{188}
\end{equation*}
$$

hence (186) holds also for $\hat{\mathfrak{F}_{\text {ra }}}$ instead of $\mathfrak{F}$.

Since the two representations generated by $\mathfrak{F}_{k}$ and $\hat{\mathfrak{F}}_{k}$ are necessarily equivalent, there exists a real matrix $\mathfrak{M}$, such that

$$
\hat{\mathfrak{F}}_{\mathfrak{k}}=\mathfrak{M}^{-1} \mathfrak{F}_{\mathfrak{F}_{k} \mathfrak{M}} \quad(k=1, \cdots, 5)
$$

 and consequently (189) leads to

$$
\mathfrak{J}^{-1} \mathfrak{F} \mathfrak{M}=\mathfrak{M}^{\prime} \mathfrak{J} \mathfrak{W} \mathfrak{W}_{\mathfrak{M}} \mathcal{M}^{-1} \mathfrak{N}^{-1} \quad(k=1, \cdots, 5)
$$

This proves that $\mathfrak{M} \mathfrak{S M}^{\prime} \mathfrak{F}^{-1}$ is a scalar multiple of $\mathbb{E}$. There is an arbitrary real scalar factor in $\mathfrak{M}$; hence we may assume $\mathfrak{F}[\mathfrak{M}]= \pm \mathfrak{J}$. Putting

$$
\hat{\mathfrak{F}}=\left(\begin{array}{ll}
\hat{w}_{{ }_{2}} \mathfrak{Y}_{2} & \hat{\mathfrak{W}}_{\mathfrak{S}_{2}}  \tag{1.90}\\
\mathfrak{S}_{2} \hat{\mathfrak{W}}_{1} & \hat{w}_{5} \tilde{\mathfrak{Y}}_{2}
\end{array}\right)=\sum_{k=1}^{5} v_{k} \mathcal{W}^{-1} \hat{\mathfrak{W}}_{\mathfrak{k}},
$$

we obtain

$$
\begin{equation*}
\hat{\mathfrak{G}}= \pm \mathfrak{G}[\mathfrak{M}] \tag{191}
\end{equation*}
$$

or more explicitly

$$
\left(\begin{array}{ll}
\hat{w}_{4} \mathfrak{Y}_{2} & \hat{\mathfrak{S}}_{\mathfrak{S}} \mathfrak{S}_{2}  \tag{192}\\
\mathfrak{F}_{2} \mathfrak{W}_{1} & \hat{w}_{5} \widetilde{\mathfrak{F}}_{2}
\end{array}\right)= \pm \mathfrak{M}^{\prime}\left(\begin{array}{ll}
w_{4} \mathfrak{S}_{2} & \mathfrak{W} \mathfrak{N}_{2} \\
\mathfrak{S}_{2} \mathfrak{W} & w_{5} \widetilde{\mathfrak{N}}_{2}
\end{array}\right) \mathfrak{M} .
$$

On the other hand, if $\mathfrak{M}$ is any real matrix satisfying $\mathfrak{J}[\mathfrak{M}]= \pm \mathfrak{J}$, then the matrix $\hat{G}$ in (191) is again a skew-symmetric solution of (182) and consequently of the form (190), and (192) defines a real linear substitution $\hat{\mathfrak{w}}=\mathfrak{B} \mathfrak{w}$ with $\mathfrak{S}[\mathfrak{B}]=\mathfrak{S}$ and $|\mathfrak{B}|=1$, by (188). We may replace $\mathfrak{M}$ by $-\mathfrak{M}$ and obtain the same matrix $\mathfrak{B}$, but the pair $\mathfrak{M}$, $-\mathfrak{M}$ is uniquely determined by $\mathfrak{B}$.

Imposing on $\mathfrak{B}$ the condition $\mathfrak{F}[\mathfrak{M}]=+\mathfrak{F}$, we obtain a subgroup of index 2 in the group of all $\mathfrak{B}$; and this subgroup is isomorphic to the inhomogeneous symplectic group, by (192). If we write

$$
\mathfrak{M}^{\prime}=\left(\begin{array}{ll}
\mathfrak{H} & \mathfrak{B} \\
\mathfrak{S} & \mathfrak{D}
\end{array}\right)
$$

and calculate the single terms in (192), we find exactly the formulae (176), (177) and (178).
59. Let $K$ be again a totally real algebraic number field of degree $h$. Let $\mathfrak{x}[\mathfrak{v}]$ be a quinary quadratic form with coefficients in $K$ such that all conjugates except $\mathfrak{x}[\mathfrak{v}]$ itself are definite. We assume, moreover, that $\mathfrak{X}[\mathfrak{v}]$ has the signature 2,3 , i. e., that $\mathfrak{I}[\mathfrak{b}]$ can be transformed into $-v_{1}{ }^{2}+v_{2}{ }^{2}$ $-v_{3}{ }^{2}+v_{4}{ }^{2}-v_{5}{ }^{2}$ by a real linear substitution. Then there exists also a real matrix $\mathfrak{R}$, such that $\mathfrak{I}[\mathfrak{R}]=\mathfrak{S}$.

Consider now the units of $\mathfrak{I}$ in $K$, i. e., the integral matrices $\mathfrak{U}$ in $K$
satisfying $\mathfrak{z}[\mathfrak{u}]=\mathfrak{Z}$. Since $|\mathfrak{u}|= \pm 1$ and $|-\mathfrak{u}|=-|\mathfrak{u}|$, we restrict ourselves to the case $|\mathfrak{u}|=+1$. Then the matrix $\mathfrak{R}^{-1} \mathfrak{u} \mathfrak{H}=\mathfrak{B}$ satisfies $\mathfrak{S}[\mathfrak{B}]=\mathfrak{S},|\mathfrak{B}|=1$, and the corresponding substitution (170) transforms $H$ either into itself or into $\bar{H}$. We consider only the matrices $\mathfrak{u}$ with the first property; they form a subgroup of index 2 or 1 in the whole group of units with $|\mathfrak{u}|=1$; we denote it by $\Lambda(\mathfrak{Z})$, and by $\Delta(\mathfrak{X})$ the isomorphic subgroup of $\Omega$.

Let us first prove that $\Delta(\mathfrak{Z})$ is discontinuous. By Section 19, it is sufficient to prove that $\Delta(\mathfrak{Z})$ does not contain an infinite number of bounded elements. Otherwise $\Lambda(\mathfrak{Z})$ would also contain infinitely many bounded matrices $\mathfrak{U}$, by (176), (177), (178) and $\mathfrak{U}=\mathfrak{N B} \mathfrak{R}^{-1}$. Since $\mathfrak{I}[\mathfrak{U}]=\mathfrak{Z}$ and all conjugates of $\Im[\mathfrak{b}]$, except $\Im[\mathfrak{b}]$ itself, are definite, all conjugates of these matrices are bounded. Moreover their elements are integers, and this is a contradiction.

We apply now the following results from the theory of units of quadratic forms. Let $Q$ be the space of real matrices $\mathfrak{Q}^{(32)}$ satisfying

$$
\widetilde{S}[\mathfrak{W}]>0, \quad \mathfrak{P}^{(52)}=\binom{\mathfrak{N}}{\mathfrak{E}} .
$$

If

$$
\mathfrak{B}=\left(\begin{array}{ll}
\mathfrak{B}_{1} & \mathfrak{B}_{2} \\
\mathfrak{B}_{3} & \mathfrak{B}_{4}
\end{array}\right)
$$

is a real solution of $\mathfrak{S}[\mathfrak{B}]=\mathfrak{S}$, with $\mathfrak{B}_{1}=\mathfrak{B}_{1}{ }^{(3)}$, then the mapping

$$
\mathfrak{Q} \rightarrow\left(\mathfrak{B}_{1} \mathfrak{Q}+\mathfrak{B}_{2}\right)\left(\mathfrak{B}_{3} \mathfrak{Q}+\mathfrak{B}_{4}\right)^{-1}
$$

transforms $Q$ into itself. We restrict $\mathfrak{B}$ to the matrices $\mathfrak{M}^{-1} \mathfrak{U} \mathfrak{R}$, where $\mathfrak{U}$ runs over the units of $\mathfrak{Z}$ with $|\mathfrak{u}|=1$. Then there exists in $Q$ a fundamental domain $Q_{0}$, with respect to $\Lambda(\mathscr{L})$, bounded by a finite number of algebraic surfaces and having only a finite number of neighbors. Moreover the integral

$$
\begin{equation*}
v(\mathfrak{Z})=\int_{Q_{0}}|\subseteq[\mathfrak{P}]|^{-5 / 2} d \mathfrak{\Re} \tag{193}
\end{equation*}
$$

has a finite value. As a matter of fact, a proof of these statements has been published only in the case of the field of rational numbers, instead of a totally real algebraic field $K$ of arbitrary degree $h$; but the generalization of this proof offers no difficulties.
60. In order to derive the corresponding results for the group $\Delta(\mathfrak{Z})$ and the space $H$, we have only to map $Q$ onto $H$. If
we define

$$
3=\left(\begin{array}{ll}
z_{1} & z_{3}  \tag{194}\\
z_{3} & z_{2}
\end{array}\right) \subset H, \quad z_{4}=|8|, \quad z_{5}=1,
$$

$$
\mathfrak{z}=\mathfrak{x}+\mathfrak{y y}, \quad \mathfrak{P}=(\mathfrak{x y})\left(\begin{array}{cc}
x_{4} & y_{4} \\
1 & 0
\end{array}\right)^{-1}=\frac{1}{2 i y_{4}{ }^{2}}(\underset{z}{z})\left(\begin{array}{rr}
1 & -\bar{z}_{4} \\
-1 & z_{4}
\end{array}\right) ;
$$

then the elements of $\mathcal{Q}=\left(q_{k l}\right)$ are

$$
q_{k_{1}}=\frac{y_{k}}{y_{4}}, \quad q_{k 2}=\frac{x_{k} y_{4}-y_{k} x_{4}}{y_{4}} \quad(k=1,2,3)
$$

and

$$
\Im[\mathfrak{P}]=\frac{1}{2 y_{4}{ }^{2}} \Im\{z\} \mathbb{F}\left[\begin{array}{rr}
0 & y_{4} \\
1 & -x_{4}
\end{array}\right]>0 ;
$$

hence $\mathfrak{Q}$ is a point of $Q$. On the other hand, if $\mathfrak{Q}$ is an arbitrary point of $Q$, we determine $z_{4}$ from the quadratic equation

$$
\subseteq[\mathfrak{S}]\left[\begin{array}{c}
z_{4}  \tag{195}\\
1
\end{array}\right]=0
$$

and put

$$
\begin{equation*}
\mathfrak{P}\binom{z_{4}}{1}=\mathfrak{z} ; \tag{196}
\end{equation*}
$$

then

$$
\subseteq[z]=0, \quad \subseteq\{z\}=\subseteq[\mathfrak{ß}]\left\{\begin{array}{c}
z_{4} \\
1
\end{array}\right\}>0
$$

If we replace $z_{4}$ by the other root $\bar{z}_{4}$ of (195), the column $\bar{z}$ is replaced by $\bar{z}$; therefore we can choose the root $z_{4}$ of this quadratic equation, such that $y_{1}>0$, and then (194) is satisfied.

In this way, the fundamental domain $Q_{0}$ for $\Lambda(\mathscr{Z})$ in $Q$ is mapped onto a fundamental domain $F$ for $\Delta(\mathfrak{E})$ in $H$. It follows that $F$ has only a finite number of neighbors $F \mathfrak{m}$, for the elements $\mathfrak{M}$ of $\Delta(\mathfrak{X})$, and that any compact domain in $H$ is covered by a finite number of images $F \mathfrak{m}$; moreover $F$ is bounded by a finite number of algebraic surfaces. Putting $\mathcal{Z}=\mathfrak{X}+i \mathfrak{Y}$ and introducing the new variables $\mathfrak{X}, \mathfrak{Y}$ into (193), by (195) and (196), we obtain

$$
v(\mathfrak{Z})=4 \int_{F}|\mathfrak{V}|^{-3} d \mathfrak{X} d \mathfrak{Y}=4 \int_{F} d \mathfrak{X} d \mathfrak{V}^{-1}
$$

This proves that $F$ has a finite symplectic volume.
The latter result is not trivial in the case $h=1$, since then $H$ is not compact relative to $\Delta(\mathfrak{T})$; this may be derived from the theorem of A. Meyer, that an indefinite quinary quadratic form with rational coefficients is a zero form. On the other hand, $\mathfrak{X}[\mathfrak{b}]$ is not a zero form in $K$ in the case $h>1$,
since we assumed that the conjugates of $\mathfrak{I}[\mathfrak{v}]$ are definite except $\mathfrak{I}[\mathfrak{v}]$ itself; it can be proved as a simple consequence that then $F$ is compact.

This is a sketch of the proof of Theorem 14; the details may be completed according to the scheme of Chapter VII.

Consider now the invariant subgroup $\Delta_{\kappa}(\mathfrak{I})$ of $\Delta(\mathfrak{I})$, defined by the condition $\mathfrak{U} \equiv \mathbb{C}(\bmod \kappa)$ for the units $\mathfrak{U}$ of $\mathfrak{I}$, where $\kappa$ denotes, as in Theorem 10, a certain power of an arbitrary prime ideal. It follows from Section 39, that $\Delta_{\kappa}(\mathfrak{Z})$ has no fixed points in $H$. The subgroup $\Delta_{\boldsymbol{x}}(\mathfrak{Z})$ is of finite index $j$ in $\Delta(\mathfrak{I})$, and the union of $j$ images $F_{\mathfrak{m}}$ of $F$, for suitably chosen elements $\mathfrak{M}$ of $\Delta(\mathfrak{X})$, constitutes a fundamental domain $F_{\kappa}$ of $\Delta_{\kappa}(\mathscr{I})$. Since the domain $F_{\kappa}$ is compact in the case $h>1$, it gives another example of a closed manifold with the symplectic metric.

It is known that the volume $v(\mathfrak{F})$ appears in the formula for the measure of the genus of $\mathfrak{I}$. In this way an analogue of Theorem 12 might be found.
61. We proved in Section 27, that $\Delta(\mathscr{S}, \mathfrak{F})$ is commensurable with a group $\Delta(r, s)$ of symplectic quaternion matrices $\pm \mathfrak{M}$. We shall now derive a corresponding result for the group $\Delta(\mathfrak{F})$.

A matrix of rank $r$ is called primitive, if its elements are algebraic integers and if the minors of degree $r$ are relative prime. Let $\mathfrak{W}_{0}{ }^{(24)}$ be a primitive matrix of rank 2. Then the matrix $\mathfrak{\Im}\left[\mathfrak{M}_{0}\right]=\mathscr{G H}^{(4)}=\left(g_{k l}\right)$ is skew-symmetric and has the rank 2; its elements are the minors of $\mathfrak{W}_{0}$. It follows by an application of Laplace's theorem, that also © $\sqrt{5}$ is primitive.

Lemma 25. Let $\mathscr{H S}^{(4)}$ be a primitive skew-symmetric matrix of rank 2, with elements from an algebraic number field $K_{0}$. Then there exists in $K_{0}$ a primitive matrix $\mathfrak{M}_{0}$, such that $\mathfrak{\Im}_{0}\left[\mathfrak{M}_{0}\right]=\mathbb{G}$.

Since ${ }^{6}$ is a primitive matrix of rank 2 and degree 4 , with elements from $K_{0}$, we can determine in $K_{0}$ a unimodular matrix $\mathfrak{U}_{0}$, such that the first two columns of $\mathfrak{G S} \mathfrak{U}_{0}$ are zero. Moreover the matrix $\mathbb{S A}\left[\mathfrak{U}_{0}\right]$ is skew-symmetric and again primitive; hence

$$
\mathscr{G}\left[\mathfrak{U}_{0}\right]=\epsilon\left(\begin{array}{cc}
0 & 0 \\
0 & \mathfrak{J}_{2}
\end{array}\right),
$$

where $\epsilon$ is an algebraic unit in $\boldsymbol{K}_{\mathbf{0}}$. Obviously we may choose $\mathfrak{U}_{0}$, such that $c=1$. Denoting by $\mathfrak{W}_{0}$ the matrix of the two last rows of $\mathfrak{U}_{0}{ }^{-1}$, we obtain the statement of the lemma.

For any skew-symmetric $\mathscr{S H}^{(4)}=\left(g_{k l}\right)$,

$$
\mid \text { © } \mid=\left(g_{12} g_{34}-g_{13} g_{24}+g_{14} g_{23}\right)^{2}
$$

and consequently

$$
\begin{equation*}
g_{12} g_{34}-g_{13} g_{24}+g_{14} g_{23}=0 \tag{197}
\end{equation*}
$$

if the rank of $\mathfrak{G}$ is $<4$. It follows from (197) that the 36 minors of $\mathfrak{F}$, of degree 2, have the values $\pm g_{k l} g_{p q}(1 \leq l<l \leq 4 ; 1 \leq p<q \leq 4)$. This proves that the skew-symmetric matrix (6) $^{(4)}$ is a primitive matrix of rank 2 , if and only if (197) holds and the six numbers $g_{k l}(1 \leq k<l \leq 4)$ are relative prime.

Let $\mathfrak{W}_{0}=\left(\mathfrak{C}_{1}{ }^{(2)} \mathfrak{D}_{1}{ }^{(2)}\right)$ be the matrix of Lemma 25 ; then $\mathfrak{C}_{1} \mathfrak{D}_{1}^{\prime}-\mathfrak{D}_{1} \mathfrak{C}_{1}{ }_{1}$ $=\left(g_{13}+g_{24}\right) \mathfrak{J}_{2}$, and consequently the relationship $\mathfrak{C}_{1} \mathfrak{D}_{1}^{\prime}=\mathfrak{D}_{1} \mathbb{C}_{1}^{\prime}$ holds, if and only if the condition

$$
\begin{equation*}
g_{13}+g_{24}=0 \tag{198}
\end{equation*}
$$

is satisfied. Since $\mathfrak{W}_{0} \mathfrak{U}_{0}=(0 \mathbb{E})$, the equation $\mathfrak{H}_{0} \mathfrak{D}^{\prime}{ }_{1}-\mathfrak{P}_{0} \mathfrak{C}^{\prime}{ }_{1}=\mathfrak{F}$ has an integral solution $\mathfrak{A}_{0}, \mathfrak{B}_{0}$ in $K_{0}$. Then the matrices $\mathfrak{A}_{1}=\mathfrak{A}_{0}-\mathfrak{B}_{0} \mathfrak{A}^{\prime}{ }_{0} \mathfrak{C}_{1}$ and $\mathfrak{P}_{1}=\mathfrak{B}_{0}-\mathfrak{F}_{0} \mathfrak{A}^{\prime}{ }_{0} \mathfrak{D}_{1}$ satisfy

$$
\begin{aligned}
& \mathfrak{A}_{1} \mathfrak{P}_{1}^{\prime}-\mathfrak{B}_{1} \mathfrak{U}_{1}^{\prime}=\mathfrak{B}_{0} \mathfrak{H}_{0}^{\prime}\left(\mathfrak{C}_{1} \mathfrak{D}_{1}^{\prime}-\mathfrak{D}_{1} \mathfrak{C}^{\prime}{ }_{1}\right) \mathfrak{H}_{0} \mathfrak{B}_{0}^{\prime} \\
& \mathfrak{A}_{1} \mathfrak{D}_{1}^{\prime}-\mathfrak{B}_{1} \mathfrak{C}_{1}^{\prime}=\mathfrak{G}-\mathfrak{B}_{0} \mathfrak{A}_{0}^{\prime}\left(\mathfrak{C}_{1} \mathfrak{D}_{1}^{\prime}-\mathfrak{D}_{1} \mathfrak{C}_{1}^{\prime}\right)
\end{aligned}
$$

and the matrix

$$
\mathfrak{M}_{1}=\left(\begin{array}{ll}
\mathfrak{U}_{1} & \mathfrak{B}_{1}  \tag{199}\\
\mathfrak{C}_{1} & \mathfrak{D}_{1}
\end{array}\right)
$$

with integral elements in $K_{0}$ and the second matrix row $\mathfrak{W}_{0}$, is symplectic, if (198) is fulfilled.
62. We consider again the substitution $\hat{\mathfrak{w}}=\mathfrak{B} \mathfrak{w}$ with $\mathbb{S}[\hat{\mathfrak{w}}]=\mathbb{S}[\mathfrak{w}]$ and $|\mathfrak{B}|=1$. We assume now that the elements $v_{k l}$ of $\mathfrak{B}$ are integers in a real algebraic field $K_{0}$ and that $\mathfrak{B} \equiv \Subset(\bmod 2)$. We define

$$
g_{14}=v_{51}, g_{23}=-v_{52}, g_{24}=\frac{1}{2} v_{53}, g_{13}=-\frac{1}{2} v_{53}, g_{12}=v_{54}, \quad g_{34}=v_{55}
$$

Then (198) is satisfied, and also (197), as a consequence of $\mathbb{S}^{-1}\left[\mathfrak{P}^{\prime}\right]=\mathbb{S}^{-1}$. Since $|\mathfrak{B}|=1$ and $v_{53} \equiv 0(\bmod 2)$, the 6 numbers $g_{k l}(1 \leq k<l \leq 4)$ are relative prime. By the results of the last section, the matrix $\mathfrak{M}_{1}$ of (199) is symplectic with integral elements in $K_{0}$ and $\mathfrak{\Im}_{2}\left[\mathfrak{C}_{1} \mathfrak{D}_{1}\right]=\mathscr{G}=\left(g_{k l}\right)$, whence

$$
\begin{equation*}
\hat{w}_{5}=\sum_{l=1}^{5} v_{5 l} w_{l}=\sigma\left(\mathfrak{C}_{1} \mathfrak{B}_{\mathfrak{S}_{2}} \mathfrak{D}_{1}^{\prime} \mathfrak{\Im}_{2}^{-1}\right)+\left|\mathfrak{C}_{1}\right| w_{4}+\left|\mathfrak{D}_{1}\right| w_{5} \tag{200}
\end{equation*}
$$

Let $\mathfrak{B}_{1}$ be the matrix of the linear transformation (176), (177), (178) with $\mathfrak{M}_{1}$ instead of $\mathfrak{M}$. By (178) and (200), the matrices $\mathfrak{B}$ and $\mathfrak{B}_{1}$ have the same fifth row, hence ( 00001 ) is the fifth row of $\mathfrak{F B}_{1}{ }^{-1}=\mathfrak{B}_{2}$. Putting

$$
\mathfrak{M M}_{1}^{-1}=\mathfrak{M}_{2}=\left(\begin{array}{ll}
\mathfrak{N}_{2} & \mathfrak{F}_{2} \\
\mathfrak{N}_{2} & \mathfrak{D}_{2}
\end{array}\right)
$$

we infer from (168) that

$$
\left|\mathfrak{D}_{2}\right|=1, \quad\left|\mathfrak{C}_{2}\right|=0 \quad \text { and } \quad \sigma\left(\mathfrak{C}_{2} \mathfrak{M}_{\mathfrak{S}_{2}} \mathfrak{D}_{2}^{\prime} \mathfrak{S}_{2}^{-1}\right)=\sigma\left(\mathfrak{M} \mathfrak{D}_{2}^{-1} \mathfrak{C}_{2}\right)=0,
$$

whence $\mathfrak{C}_{2}=0$ and $\mathfrak{A}_{2} \mathfrak{D}_{2}^{\prime}=\mathfrak{6}$. The corresponding linear transformation (176) takes the simpler form

$$
\begin{equation*}
\hat{\mathfrak{W}}=\mathfrak{W}\left[\mathfrak{A}^{\prime}{ }_{2}\right]+w_{5} \mathfrak{B}_{2} \mathfrak{H}_{2}^{\prime} . \tag{201}
\end{equation*}
$$

Obviously $\mathfrak{B}_{1}$ is unimodular in $K_{0}$, hence the same is true for the matrix $\mathfrak{B}_{2}$, and the coefficients in (201) are integers. Let

$$
\mathfrak{A}_{2}=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

then $a^{2}, b^{2}, c^{2}, d^{2}$ are necessarily integers, hence also $a, b, c, d$. Moreover $\mathfrak{F}_{2} \mathfrak{H}^{\prime}{ }_{2}$ is integral and $\left|\mathfrak{H}_{2}\right|=1$; hence $\mathfrak{B}_{2}$ is integral. This proves that $\mathfrak{M}=\mathfrak{M}_{2} \mathfrak{M}_{1}$ has integral elements. Since $|\mathfrak{M}|=1$, these elements are relative prime.

On the other hand, by (176), (177) and (178), the elements of $\mathfrak{M}$ satisfy a system of algebraic equations with coefficients in $K_{0}$, and the only solutions of these equations are $\mathfrak{M}$ and $-\mathfrak{M}$. It follows that $\sqrt{t M}=\mathfrak{F}$, where $\mathfrak{F}$ is a matrix in $K_{0}$ and $t$ is a number $\neq 0$ in $K_{0}$.

Since $\sqrt{t}$ is the greatest common divisor of the elements of $\mathfrak{F}$, the principal ideal $(t)$ is the square of an ideal $\alpha$ in $K_{0}$. Let $A_{1}=E, A_{2}, \cdots, A_{g}$ denote the ambiguous classes of ideals in $K_{0}$, i. e., the classes $A$ satisfying $A^{2}=E$, where $E$ is the principal class. We choose an integral ideal $\alpha_{k}$ in $A_{k}$ ( $k=2, \cdots, g$ ) andi take $\alpha_{1}=(1)$; then $\alpha_{k}^{2}=\left(a_{k}\right)$ is a principal ideal and $a_{1}=1$. Let $u_{1}, \cdots, u_{s}$ be a complete system of fundamental units in $K_{0}$ and denote by $f_{l}\left(l=1, \cdots, 2^{8+1}\right)$ the $2^{s+1}$ products (-1) ${ }^{e_{0}} u_{1} e_{1} \cdots u_{s}^{e_{s}}$ ( $e_{k}=0,1 ; k=0, \cdots, s$ ), in particular $f_{1}=1$. The products $a_{k} f_{l}$ are all different; we denote them by $t_{1}, \cdots, t_{m}$ with $m=2^{8+1} g$ and $t_{1}=a_{1} f_{1}=1$. Obviously $t=t_{q} v^{2}$, where $t_{q}$ is one of the numbers $t_{1}, \cdots, t_{m}$ and $v$ is a number in $K_{0}$.

None of the numbers $t_{2}, \cdots, t_{m}$ is a square in $K_{0}$. We choose now an integral ideal $\omega_{0}$ in $K_{0}$, such that none of those numbers is a quadratic residue modulo $\omega_{0}$. If $\mathfrak{B} \equiv \mathscr{F}\left(\bmod 2 \omega_{0}\right)$, then $|\mathscr{D}| \equiv 1,|\mathfrak{M}| \equiv 1$, $\mathfrak{C} \equiv 0, \mathfrak{B} \equiv 0$, by (176), (177) and (178). Moreover $\mathfrak{U D}^{\prime} \equiv$ (民), and the coefficients of $\mathfrak{M}\left[\mathfrak{H}^{\prime}\right]-\mathfrak{W}$ are $\equiv 0$. Putting

$$
\mathfrak{A}=\left(\begin{array}{cc}
a_{1} & a_{2} \\
a_{3} & a_{4}
\end{array}\right), \quad \mathfrak{D}=\left(\begin{array}{cc}
d_{1} & d_{2} \\
d_{3} & d_{4}
\end{array}\right)
$$

we obtain
(202) $\quad a_{1}^{2} \equiv 1, \quad a_{1} \equiv a_{4} \equiv d_{1} \equiv d_{4}, \quad a_{2} \equiv a_{3} \equiv d_{2} \equiv d_{3} \equiv 0\left(\bmod 2 \omega_{0}\right)$.

But $\sqrt{t_{q}} a_{1}=x$ is an integer in $K_{0}$; hence $x^{2} \equiv t_{q}\left(\bmod \omega_{0}\right), t_{q}=t_{1}=1$.
We have proved that $\mathfrak{M}$ is an integral matrix in $K_{\mathbf{0}}$, if $\mathfrak{B}$ is an integral matrix in $K_{0}$ satisfying $\mathbb{S}[\mathfrak{Z}]=\mathbb{S},|\mathfrak{B}|=1$ and $\mathfrak{F} \equiv \mathbb{G}\left(\bmod 2 \omega_{0}\right)$.
63. Let $\mathfrak{I}[\mathfrak{b}]$ be the quinary quadratic form of Section 59. There exists in $K$ a matrix $\mathcal{R}_{0}$, such that

$$
\mathfrak{I}\left[\mathfrak{R}_{0} \mathfrak{b}\right]=m\left(-p v_{1}^{2}+v_{2}{ }^{2}-q v_{3}{ }^{2}+r s v_{4}{ }^{2}-r v_{5}^{2}\right)
$$

with integral positive $m, p, q, r, s$. Putting

$$
(p q s)^{-1}=m_{2}, \quad p m_{2}=m_{1}, \quad q m_{2}=m_{3}, \quad r s m_{2}=m_{4}, \quad r m_{2}=m_{5}
$$

we have

$$
\begin{gather*}
\prod_{k=1}^{5} m_{k}=r^{2} m_{2}^{4} \\
-m^{-1} m_{2} \mathfrak{I}\left[\mathfrak{Q}_{0} \mathfrak{b}\right]=\sum_{k=1}^{5}(-1)^{k-1} m_{k} v_{k}^{2} . \tag{203}
\end{gather*}
$$

Let $\Omega_{1}$ be the matrix of the linear substitution

$$
\begin{gather*}
w_{1}=-v_{1} \sqrt{m_{1}}-v_{2} \sqrt{m_{2}}, w_{2}=v_{1} \sqrt{m_{1}}-v_{2} \sqrt{m_{2}}, w_{3}=-v_{3} \sqrt{m_{3}}  \tag{204}\\
w_{4}=-v_{4} \sqrt{m_{4}}-v_{5} \sqrt{m_{5}}, w_{5}=v_{4} \sqrt{m_{4}}-v_{5} \sqrt{m_{5}}
\end{gather*}
$$

and let $\mathfrak{R}_{0} \mathfrak{R}_{1}{ }^{-1}=\Re_{1}$; then $m^{-1} m_{2} \mathfrak{X}\left[\mathfrak{R}_{1}\right]=\mathbb{S}$.
By (185) and (186), the matrices

$$
\mathfrak{D}_{k}=\sqrt{m_{k}} \mathfrak{F}_{k}
$$

satisfy the conditions

$$
\begin{gather*}
\mathfrak{Q}_{k} \mathfrak{Q}_{l}=-\mathfrak{Q}_{l} \mathfrak{Q}_{k}(1 \leq k<l \leq 5), \quad \mathfrak{Q}_{k}^{2}=(-1)^{k-1} m_{k} \mathfrak{E}(k=1, \cdots, 5),  \tag{205}\\
\prod_{k=1}^{5} \mathfrak{Q}_{k}=r m_{2}^{2} \mathscr{C}
\end{gather*}
$$

Using the abbreviations

$$
\begin{aligned}
& \Im_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \Im_{2}=\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right), \quad \mathfrak{\Im}_{3}=\left(\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right), \\
& \sqrt{p}=\rho_{1}, \quad \sqrt{s}=\rho_{2}, \quad \sqrt{q}=\rho_{3}, \quad \sqrt{r}=\rho_{4},
\end{aligned}
$$

we introduce the 16 linearly independent matrices

$$
\begin{aligned}
& \mathfrak{F}_{1}=\left(\begin{array}{cc}
\mathfrak{E} & 0 \\
0 & \mathfrak{E}
\end{array}\right), \\
& \mathfrak{B}_{2}=m_{2}{ }^{-1} \mathfrak{N}_{1} \mathfrak{Q}_{2}=\rho_{1}\left(\begin{array}{cc}
-\mathfrak{\Im}_{3} & 0 \\
0 & \mathfrak{\Re}_{3}
\end{array}\right), \\
& \mathfrak{彐}_{3}=m_{2}^{-1} s \Omega_{1} \mathfrak{N}_{2} \mathfrak{N}_{3}=\rho_{2}\left(\begin{array}{rr}
-\mathbb{E} & 0 \\
0 & \mathfrak{F}
\end{array}\right), \quad \mathfrak{B}_{4}=p s \mathfrak{N}_{3}=\rho_{1} \rho_{2}\left(\begin{array}{cc}
\mathfrak{\Im}_{3} & 0 \\
0 & \Im_{3}
\end{array}\right), \\
& \mathfrak{\Re}_{5}=m_{2}^{-1} \mathfrak{Q}_{2} \mathfrak{Q}_{3}=\rho_{3}\left(\begin{array}{cc}
-\mathfrak{S}_{1} & 0 \\
0 & \mathfrak{S}_{1}
\end{array}\right), \quad \mathfrak{\Re}_{6}=m_{2}^{-1} \mathfrak{Q}_{1} \mathfrak{N}_{3}=\rho_{1} \rho_{3}\left(\begin{array}{cc}
\mathfrak{J}_{2} & 0 \\
0 & \mathfrak{S}_{2}
\end{array}\right) \text {, } \\
& \mathfrak{\Re}_{7}=q s \mathfrak{\Re}_{1}=\rho_{2} \rho_{3}\left(\begin{array}{cc}
\Im_{1} & 0 \\
0 & \mathfrak{\Im}_{1}
\end{array}\right), \\
& \Re_{8}=m_{2}{ }^{-1} \mathfrak{\Re}_{2}=\rho_{1} \rho_{2} \rho_{3}\left(\begin{array}{cc}
-\Im_{2} & 0 \\
0 & \Im_{2}
\end{array}\right), \\
& \mathfrak{\Re}_{9}=m_{2}^{-1} \mathfrak{\Omega}_{1} \mathfrak{\Omega}_{3} \mathfrak{Q}_{4}=\rho_{4}\left(\begin{array}{rr}
0 & -\mathfrak{F} \\
-G & 0
\end{array}\right), \quad \mathfrak{\Re}_{10}=m_{2}^{-1} p \mathfrak{\Omega}_{2} \mathfrak{Q}_{3} \mathfrak{Q}_{4}=\rho_{1} \rho_{4}\left(\begin{array}{cc}
0 & -\mathfrak{J}_{3} \\
\mathfrak{S}_{3} & 0
\end{array}\right), \\
& \mathfrak{\Re}_{11}=m_{2}{ }^{-1} \mathfrak{Q}_{2} \mathfrak{\Re}_{4}=\rho_{2} \rho_{4}\left(\begin{array}{rr}
0 & \mathfrak{F} \\
-\mathfrak{E} & 0
\end{array}\right), \quad \mathfrak{P}_{12}=m_{2}{ }^{-1} \mathfrak{\Re}_{1} \mathfrak{N}_{4}=\rho_{1} \rho_{2} \rho_{4}\left(\begin{array}{cc}
0 & \mathfrak{S}_{3} \\
\mathfrak{J}_{3} & 0
\end{array}\right), \\
& \mathfrak{P}_{13}=m_{2}^{-1} q \mathfrak{\Omega}_{1} \mathfrak{\Omega}_{2} \mathfrak{\Omega}_{4}=\rho_{3} \rho_{4}\left(\begin{array}{cc}
0 & \mathfrak{J}_{1} \\
-\mathfrak{J}_{1} & 0
\end{array}\right), \quad \mathfrak{P}_{14}=p q \mathfrak{\Omega}_{4}=\rho_{1} \rho_{3} \rho_{4}\left(\begin{array}{cc}
0 & \mathfrak{S}_{2} \\
\mathfrak{\Im}_{2} & 0
\end{array}\right), \\
& \mathfrak{\Re}_{15}=m_{2}^{-1} \mathfrak{\Omega}_{3} \mathfrak{\Omega}_{4}=\rho_{2} \rho_{3} \rho_{4}\left(\begin{array}{cc}
0 & --\mathfrak{\Im}_{1} \\
-\mathfrak{\Im}_{1} & 0
\end{array}\right), \mathfrak{\Re}_{16}=m_{2}^{-2} \mathfrak{\Omega}_{1} \mathfrak{\Omega}_{2} \mathfrak{\Omega}_{3} \mathfrak{\Omega}_{4}=\rho_{1} \rho_{2} \rho_{3} \rho_{4}\left(\begin{array}{cc}
0 & -\mathfrak{S}_{2} \\
\mathfrak{s}_{2} & 0
\end{array}\right) .
\end{aligned}
$$

Then any real matrix $\mathfrak{M}^{(4)}$ can be expressed in the form

$$
\begin{equation*}
\mathfrak{M}=\sum_{k=1}^{16} x_{k} \mathfrak{W}_{k} \tag{206}
\end{equation*}
$$

with uniquely determined real scalar factors $x_{k}$.
We denote the real algebraic number field $K(\sqrt{p}, \sqrt{q}, \sqrt{r}, \sqrt{s})$ by $K_{0}$. Let $\omega_{0}$ be the ideal of the preceding section and choose in $K$ an ideal $\omega$ having the corresponding properties with respect to $K$ instead of $K_{0}$. We put $4 p q r s \omega \omega_{0}=\mu$.

On account of (203) and (204), the elements of the matrix $\Re_{1}$ lie in $K_{0}$. Let $f$ be an integer $\neq 0$, such that $f M_{1}$ and $f \Re_{1}^{-1}$ are integral, and choose in $K$ an ideal $\nu$ which is divisible by $f^{2} \mu$. We consider now the elements $\mathfrak{U}$ of the congruence subgroup $\Lambda_{\nu}(\mathfrak{Z})$ of $\Lambda(\mathfrak{Z})$ defined by condition $\mathfrak{U} \equiv \mathfrak{F}(\bmod v)$. Then $\mathfrak{B}=\mathfrak{R}_{1}^{-1} \mathfrak{U} \mathfrak{R}_{1}$ is an integral matrix in $K_{0}$ satisfying $\mathbb{S}[\mathfrak{B}]=\mathbb{S}$, $|\mathfrak{B}|=1$ and $\mathfrak{B} \equiv \mathscr{F}(\bmod \mu)$. The corresponding symplectic matrices $\pm \mathfrak{M}$ form a subgroup $\Delta_{\nu}(\mathfrak{I})$ of $\Delta(\mathfrak{I})$.

By Section 58, the pair $\mathfrak{M},-\mathfrak{M}$ is uniquely determined by the conditions

$$
\begin{equation*}
\hat{\mathfrak{M}}_{k}=\mathfrak{M}^{-1} \mathfrak{Z}_{k} \mathfrak{M}(k=1, \cdots, 5), \quad \mathfrak{J}[\mathfrak{M}]=\mathfrak{F} \tag{207}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{\mathfrak{\Omega}}_{k}=\sum_{l=1}^{5} r_{l k} \mathfrak{\varrho}_{l}(k=1, \cdots, 5), \quad\left(r_{k l}\right)=\mathfrak{R}_{0}^{-1} \mathfrak{U} \mathfrak{\Omega}_{0} \tag{208}
\end{equation*}
$$

On account of the result of Section 62, the coefficients $x_{k}$ in (206) are numbers of $K_{0}$. We apply any isomorphism of $K_{0}$ which leaves all numbers of $K$
invariant and denote by $\mathfrak{P}^{*}{ }_{k}, \mathfrak{\Omega}_{k}^{*}, \hat{\mathfrak{Q}}^{*}{ }_{k}, x^{*}{ }_{k}$ the images of $\mathfrak{P}_{k}, \mathfrak{D}_{k}, \hat{\mathfrak{D}}_{k}, x_{k}$. Then (205) and (208) hold good with $\mathfrak{\Omega}^{*}, \hat{\mathfrak{A}}^{*}{ }_{k}$ instead of $\mathfrak{Q}_{k}, \hat{\mathfrak{Q}}_{k}$, and the same is true for the relationship

$$
\mathfrak{\Omega}_{k}^{\prime}=\mathfrak{\Im}^{-1} \mathfrak{\Omega}_{k} \mathfrak{S}=\left(\mathfrak{\Omega}_{2} \mathfrak{\Omega}_{4}\right)^{-1} \mathfrak{\Omega}_{k}\left(\mathfrak{\Omega}_{2} \mathfrak{\Omega}_{4}\right) \quad(k=1, \cdots, 5)
$$

It follows that both matrices

$$
\mathfrak{M}^{*}=\sum_{k=1}^{18} x_{k}^{*} \mathfrak{B}^{*} k, \quad \mathfrak{M}_{0}=\sum_{k=1}^{18} x_{k} \mathfrak{B}^{*} \mathfrak{R}_{k}
$$

are solutions of (207), with $\mathfrak{\Omega}_{k}^{*}, \hat{\mathfrak{N}}^{*}{ }_{k}$ instead of $\mathfrak{\mathfrak { N }}_{k}, \hat{\mathfrak{N}}_{k}$, and consequently

$$
\mathfrak{M}^{*}= \pm \mathfrak{M}_{0}, \quad x_{k}^{*}= \pm x_{k} \quad(k=1, \cdots, 16)
$$

Putting

$$
\mathfrak{M}=\left(\begin{array}{ll}
\mathfrak{A} & \mathfrak{B} \\
\mathfrak{C} & \mathfrak{D}
\end{array}\right)
$$

we have
$\mathfrak{H}=\left(\begin{array}{cc}x_{1}+x_{2} \rho_{1}-x_{3} \rho_{2}-x_{4} \rho_{1} \rho_{2} & \left(-x_{5}+x_{6} \rho_{1}+x_{7} \rho_{2}-x_{8} \rho_{1} \rho_{2}\right) \rho_{3} \\ \left(-x_{5}-x_{6} \rho_{1}+x_{7} \rho_{2}+x_{8} \rho_{1} \rho_{2}\right) \rho_{3} & x_{1}-x_{2} \rho_{1}-x_{3} \rho_{2}+x_{4} \rho_{1} \rho_{2}\end{array}\right)$,
$\mathfrak{D}=\left(\begin{array}{cc}x_{1}-x_{2} \rho_{1}+x_{3} \rho_{2}-x_{4 \rho_{1} \rho_{2}} & \left(x_{5}+x_{6} \rho_{1}+x_{7} \rho_{2}+x_{8} \rho_{1} \rho_{2}\right) \rho_{3} \\ \left(x_{5}-x_{6} \rho_{1}+x_{7} \rho_{2}-x_{8} \rho_{1} \rho_{2}\right) \rho_{3} & x_{1}+x_{2} \rho_{1}+x_{3} \rho_{2}+x_{4} \rho_{1} \rho_{2}\end{array}\right) ;$
if we replace $x_{k}$ by $(-1)^{k} x_{k+8} \rho_{4}(k=1, \cdots, 8)$, we obtain the expressions for $\mathfrak{F}$, $\mathbb{C}$. By (176), (177) and (178), $\mathfrak{B} \equiv 0(\bmod \mu)$ and $\mathbb{C} \Longleftarrow 0(\bmod \mu)$, hence $x_{9}, \cdots, x_{16}$ are integers. Moreover (202) holds now for the module $\mu$ instead of $2 \omega_{0}$; consequently $x_{1}, \cdots, x_{8}$ are also integers and $x_{1}{ }^{2} \equiv 1(\bmod \omega)$. Since $|\mathfrak{M}|=1$, the numbers $x_{1}, \cdots, x_{16}$ are relative prime. We apply the argument of Section 62 and conclude that the coefficients $x_{k}$ are numbers of the field $K$.

Let $\Delta(p, q, r, s)$ denote the group of all symplectic matrices $\pm \mathfrak{M}$ with integral $x_{1}, \cdots, x_{18}$ in $K$. We have proved that $\Delta_{\nu}(\mathfrak{F})$ is a subgroup of $\Delta(p, q, r, s)$. On the other hand, if $\mathfrak{M}$ is an element of $\Delta(p, q, r, s)$ satisfying $x_{1} \equiv 1, x_{k} \equiv 0\left(\bmod f^{2}\right)$ for $k=2, \cdots, 16$, then $\mathfrak{B} \equiv F\left(\bmod f^{2}\right)$, by $(1 \% 6)$, (177) and (178), and $\mathfrak{H}=\mathfrak{R}_{1} \mathfrak{B R}_{1}^{-1}$ is an element of the group $\Lambda(\mathfrak{I})$. Consequently the groups $\Delta(\mathfrak{T})$ and $\Delta(p, q, r, s)$ are commensurable.
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