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PREFACE 

There still seems to be considerable interest in my paper on Symplectic 
Geometry which appeared 21 years ago in the American Journal of Mathe-
matics. Since copies are no longer available, I am grateful to the editors of 
Academic Press for this new publication. 

A page of "Errata" has been added which includes corrections for a few 
typographical errors and the revised value of a numerical constant. 

I shall never forget the generous help from the Institute for Advanced 
Study in Princeton which enabled me to continue my scientific work during 
that critical time. This· reprint is dedicated to the memory of my friends 
Oswald Veblen and Hermann Weyl. 

Goettingen 
January 1964 

CARL LUDWIG SIEGEL 



ERRATA 

Page 4, line 7. The value of c3 is incorrect. Recently, U. Christian computed 
cz = 45/64 which agrees with a general formula for cn obtained some years 
ago by F. Hirzebruch. A corresponding correction should be made on page 25 
and page 58. 

Page 11, Formula (11). Read rntt < 1 instead of > 1. 
Page 25, Formula (56). Read | g) I"""1 instead of | g) I*"1. 
Page 25, line 15. Read c3 = 45/64. 
Page 26, Formula (59). Read g instead of S. 
Page 57, Formula (127). Read irk instead of τ~ι. 
Page 58. Correct values of c3, xz according to change on page 4 . 
Page 72, line 4. The last word is "properties? 



SYMPLECTIC GEOMETRY.* 

By CARL LUDWIG SIEGEL. 

I. INTRODUCTION. 

1. Our present knowledge concerning functions of several complex varia-
bles zl9 · - · , zm is much less far-reaching and complete than the classical 
theory in the case m = 1. If we want to proceed further, it seems reasonable 
to investigate, in the first place, a special class of analytic functions of m 
variables found by the following considerations : 

Let R be the Eiemann surface of an analytic function of a single variable. 
On account of the main theorem of uniformization, the universal covering 
surface U of R can be conformally mapped onto a simple domain E, which is 
either the unit-circle | z | < 1 or the finite 2-plane or the complete «-plane. 
The conformai mappings of E onto itself form a group Ω of linear trans-
formations, and the fundamental group of R is faithfully represented by a sub-
group Δ of Ω, discontinuous in E. By the introduction of the uniformizing 
parameter 2, the general theory of the analytic single-valued functions on R 
is reduced to the theory of the automorphic functions with the group Δ. 

The group Ω is transitive, i. e., there exists for any two points zx and z2 

of E an element of Ω transforming z± into z2. Moreover, there exists for every 
point z± of E an involution in Ω with the fixed point zu i. e., an element of Ω 
identical with its inverse and transforming zx into itself. Consequently E is a 
symmetric space, in the notation of Elie Cartan. The domain E is bounded, 
if we consider only the first case, the case of the unit-circle | z | < 1 ; it is well 
known, that this occurs if and only if U has at least two frontier points. 

A generalization of the theory of automorphic functions to the case of an 
arbitrary number of variables requires the following three steps : 1 ) To deter-
mine all bounded simple domains E in the space of m complex variables, which 
are symmetric spaces with respect to a group Ω of analytic mappings. 2) To 
investigate the invariant geometric properties of E, to find the discontinuous 
subgroups Δ of Ω and to construct their fundamental domains. 3) To study 
the field of automorphic functions in E with the group Δ. 

The first step has been made by Cartan ; he obtained explicitly 6 different 
types of irreducible domains E, such that all other bounded simple symmetric 

* Received February 27, 1942. 
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2 CARL LUDWIG SIEGEL. 

analytic spaces can be derived from them by analytic mappings and topological 
products. 

We shall consider more closely the second step. We restrict our researches 
to one of the six possible types, which is the most important for applications 
to other branches of mathematics. In this case, the number m of complex 
dimensions is \n(n -\- 1), with integral n>l, the m variables form the ele-
ments zjci = zm (1 < Tc < I < n) of a symmetric complex matrix 3 = (zfci) 
with n rows and E consists of all points 3 f° r which the hermitian form 
n n . 

Σ ( | ^ * |2 — Σ I ZkiUi |2) in the auxiliary variables uu · · · , un is positive 
fe^l 1=1 

definite. 
The third step has already been carried out, in a former publication, for 

the special case of the modular group of degree n. It is possible to generalize 
most of those results, but we shall not do so in the present paper. 

2. Notations, definitions, results. All German letters denote matrices 
with complex elements; small German letters denote columns. The upper 
indices p and q in %{vq) designate the number p of rows and the number q of 
columns of the matrix 31; instead of 31 ̂  and û(/,1) we write more simply 
3Γ(ρ) and a(p). If au · · · , Op are the diagonal elements of Si W and if all other 
elements are 0, we write 31 = \ax, · · · , Op\ and call 3ί a diagonal matrix. 
The letter © denotes a unit matrix, and 0 denotes also a zero matrix. If 93 
is any matrix, 93' is the transposed matrix and $8 the conjugate complex 
matrix. We use the abbreviations S^SIS = 3I[93], WW& = %{%}. The 
inequality 31 > 0 means that 91 = 3Γ is the matrix of a positive definite her-
mitian form, i. e., 3i{£} > 0 for all £ =7̂  0; obviously 31 > 0 means in the case 
of a real 31, that 31 = 31' is the matrix of a positive definite quadratic form, 
i. e., 31 [rj > 0 for all real % ^ 0. The trace σ(3ί) of a matrix 3Î<P> = (aki) 

P 

is defined by <τ(3ί) = 2 «ft*. 

We denote by 3 = (2*1) a symmetric matrix with n rows and variable com-
plex elements zk\ = zïk (1 < fc < Z < rc) ; 3 = # + ^)> where £ = i ( 8 + 8 ) 
and ?) = (1/20 (3 — 3 ) a r e the real and imaginary part of 3· The condition 
® —" 3 8 > 0 defines a bounded domain i? which is obviously a generalization 
of the unit-circle. On the other hand, the domain H defined by the inequality 
?) > 0 is a generalization of the upper half-plane. It is well-known that the 
transformation w = (az + b)/(cz + d) with real a, b, c, d and ad — he = 1 
is the most general analytic mapping of the upper half-plane onto itself. In 
order to generalize this theorem, we have to introduce the symplectic group. 
The homogeneous symplectic group Ω0 consists of all real matrices 
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»-QII: " n 

satisfying the condition !5[9ft] = S with 

/ o ec->\ 
^5 y _ g ( n ) 0 / 

I t is easily proved that the transformation 

(1) SB = (913+ 93) ( © 3 + ®)-1 

maps the domain H onto itself. These transformations form the (inhomo-
geneous) symplectic group Ω obtained by identifying 30t and — 90Î. 

THEOREM 1. Every analytic mapping of H onto itself is symplectic. 

The next four theorems generalize known properties of the Poincaré 
model of non-euclidean geometry. For any two points 3> 3i of H we define 

» ( 3 , 8 0 - (8 — S O ( 8 - S O " 1 (8 — 8 i ) ( 3 - S i ) " 1 · 

THEOREM 2. There exist® a symplectic transformation mapping a given 
pair 3> Si of H into another given pair 28, 3Si of H, if and only if the two 
matrices 9î(3>3i) and 91(38, 2Bi) have the same characteristic roots. 

Let d$ = (dzjci) denote the matrix of the differentials dzki. The quadratic 
differential form 

(2) d ^ - a O - ^ S D - ^ S ) 

is invariant under Ω and defines a Kiemann metric in H. 

THEOREM 3. There exists exactly one geodesic arc connecting two arbi-
trary points $, 3i °f H ; its length p is given by 

» M » —9t (8 ,8 i ) and 

log! 1 + 5»» , α , / S 3Î* 
■ »» -*(IsTi)" 

THEOREM 4. .̂ZZ geodesies are symplectic images of the curves 
g = i j j?^ · · -,ρη

8~\, where ply- · · , pn are arbitrary positive constants 
n 

satisfying 2 log2 p* = 1. 
fe=l 

Let H= (Xki), W1 = {Yki) and dv be the euclidean volume element in 
the space with the n(n -f- 1) rectangular cartesian coordinates a^i, Yki 
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4 CARL LUDWIG SIEGEL. 

(1 < h < l < n ) . I t is easily shown that 2n{n~1)/2dv is the volume element 
for the symplectic metric (2). 

THEOREM 5. The Euter characteristic of a closed manifold F with the 
metric (2) is 

(3) X —c»(— »)-<»+1>/2J* dv, 

where cn denotes a positive rational number depending only upon n; in 

particular Cl = %, c2 = %, c3 = — . 

The theorems 6 and 7 are concerned with the generalization of the 
Fuchsian groups and their fundamental domains. Let Δ be a subgroup of the 
symplectic group Ω. Two points Q, 223 of H are called equivalent under Δ, if 
(1) holds for a matrix 99Î of Δ. The group Δ is discontinuous, if no set of 
equivalent points has a limit point in H. A domain F in H is a fundamental 
domain for Δ, if the images of F under Δ cover H without gaps and over-
lappings. A domain F is called a star, if there exists an inner point 3o of F 
such that for every point 3 of F the whole geodesic arc between 3 and 3o 
belongs to F. 

THEOREM 6. A fundamental domain F of a discontinuous group Δ may 
be chosen as a star hounded hy analytic surfaces and such that every compact 
domain in H is covered hy a finite number of images of F under Δ. 

A discontinuous group Δ is called of the first hind, if there exists a normal 
fundamental domain F having the following three properties : 1 ) Every com-
pact domain in H is covered by a finite number of images of F; 2) only a 
finite number of images of F are neighbors of F; 3) the integral 

7(Δ) — Γ dv 

converges. The space H is called compact relative to A, if there exists for 
every infinite sequence of points $k (h = 1, 2, 3, · · ·) in H a compact sequence 
333fc such that 2Bfc is equivalent to 3fc under Δ. 

THEOREM 7. If H is compact relative to a discontinuous group A, then 
Δ is of the first hind and has a compact normal fundamental domain. 

Let us assume that a discontinuous group Δ has no fixed point in H, 
i. e., that no transformation of Δ except the identical one has a fixed point 
in H. Identifying equivalent frontier points of a fundamental domain F, we 
obtain a closed manifold, if H is compact relative to Δ. The Euler number of 
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this manifold is then given by Theorem 5. If H is not compact relative to Δ, 
we obtain an open manifold. I t is probable that Theorem 5 still holds good 
for this open manifold, provided Δ is of the first kind ; it may easily be proved 
that this is true in the case n = 1. 

The rest of the paper deals with two special classes of groups Δ defined 
by arithmetical properties. The simplest and most important example of a 
discontinuous subgroup of Ω is given by the modular group Γ of degree n 
consisting of all symplectic matrices 2)î(2n) with rational integral elements. 

THEOREM 8. The modular group of degree n is a discontinuous group 
of the first hind. 

Let K be a totally real algebraic number-field of degree Ji>l, iT( V —r) 
a totally imaginary quadratic field over K and s a positive number in K such 
that all other conjugates of s are negative. Let ©(2w) be a skew-symmetric 
matrix and φ( 2 η ) a hermitian matrix, both with elements from K( V —r) 
and non-singular. We assume that all conjugates of φ except φ and φ are 
positive and that @ and φ are connected by the relation φ©"1^ = s®. Let 
Λ(®> Φ) denote the group of matrices U with integral elements of K( V — r) 
&atisfying the two conditions @[U] = @ and §{U} = φ. Then there exists 
a constant matrix (£ such that K_1US == 90Î is symplectic, and Κ_1Λ(@, φ)(£ 
= Λ(@, φ) is a subgroup of O. The modular group Γ is a particular case of 
these groups Δ(@, φ ) , namely the case h = 1, 0 == £5, φ = £g, r — 1. 

THEOREM 9. The group Δ(@, Q) is discontinuous and of the first hind. 
In the case h > 1, the space H is compact relative toi Δ(®, φ ) . 

For every ideal κ of K(y/—r), we denote by Λ*(®, φ) the congruence 
subgroup of Λ(®, φ) defined by the condition U = @ (mod #c), and by 
Δ*(®, φ) = @r1A/c((S, φ)(£ the corresponding subgroup of Δ(©, φ ) . 

THEOREM 10. Let p be a prime ideal of K{y/—r) and κ the least 
power of p such that p is not divisible by κ?'1, where p denotes the rational 
prime number divisible by p. Then Δ*(@, φ) has no fixed point in H. 

On account of the theorems 5 and 10, the calculation of the integral 
V(A) for Δ = Δ(®, '$) is important. Applying the Gauss-Dirichlet method 
from analytic number theory, we obtain in the case of the modular group of 
degree' n a curious connection with Kiemann's ^-function. Using the abbre-
viation | ( 0 — »- ( ' / 2 ) Γ (* /»Κ(0 , S0 t h a t é ( 0 — ί ( 1 — t) is the functional 
equation of ζ(ΐ)9 we have 
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THEOREM 11. The symplectic volume of the fundamental domain of the 
modular group is 

7 ( Γ ) - 2 Π έ ( 2 * ) . 

This formula may be written in a different way, suggested by the results 
of the analytic theory of quadratic forms. Consider a domain Q in the space 
of the real skew-symmetric matrices Q(2w) = (qki), with the rectangular car-
tesian coordinates qki (1 ^ h < I < 2n), and denote by L the corresponding 
part of the space of the real matrices ß( 2 n ) defined by the condition ig[ß] = <D, 
the coordinates in L being the 4n2 elements of ß. Obviously L is invariant 
under any mapping ß—»STOß with symplectic 9PÎ. Let L0 be a fundamental 
domain in L with respect to the homogeneous modular group, and let v(L0), 
v(Q) be the euclidean volumes of L0 and Q. We define 

where Q runs over a sequence of domains tending to the single point ig. On 
the other hand, let p be a rational prime number and Ev the number of 
modulo p incongruent integral solutions S0Î of the congruence S[9W] = § 
(mod p). Since there are, modulo p, exactly p»*2»-1) integral skew-symmetric 
matrices Q and p4n2 integral matrices ß, the expression 

dp(T) ==ρη(2η+ι)^-ΐ 

may be considered as the p-adic analogue of d0(T). As a consequence of 
Theorem 11, we obtain 

THEOREM 12. Let p run over all prime numbers, then 

ί ο ( Γ ) - Π * ( Γ ) . 
P 

It is possible to generalize this theorem for the case of an arbitrary group 
Δ(@,φ) instead of Γ. 

Two subgroups Δ and Αχ of Ω are conjugate, if the relation Ax = 3_1Ag 
holds for a symplectic matrix g. More generally, Δ and Δχ are called com-
mensurable, if they contain conjugate subgroups of finite index. I t is impor-
tant, for the theory of automorphic functions, to know whether two given 
groups Δ and Ax are commensurable or not. Let Δ = Δ (©, φ ) , Δχ = Δ (@l5 $ t ) 
and let Kly rx, s± have the same meaning for ©χ, § x that K, r, s have for (S, $ . 

THEOREM 13. The two groups Δ(@, φ) and .Δ(@ι, § ι ) are commenr 
surable if, and only if, K = Κλ and the ternary quadratic forms rsx2 — ry2 -\- szi 

and r^xX2 — rxy
2 -f- sxz

2 are equivalent in K. 
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In the particular case n = 2, another class of discontinuous subgroups 
of Ω is given by the theory of units of quinary quadratic forms. Let K be 
again a totally real field of degree h. We consider a quadratic form £[£] of 
5 variables with coefficients from K and assume that 2;[rJ has the signature 
2y 3, whereas all other conjugates of £ [ r j are definite. Let Λ(£) be the group 
of all integral matrices U in K satisfying %[U] = X, \ U | — 1. On account 
of the spin representation of the orthogonal group, either Λ(!£) itself or a 
subgroup of index 2 is then isomorphic to a certain subgroup Α(ί£) of Ω. 
Concerning these groups Δ(£)> there are analogues of the theorems 9, 10, 
12, 13; in particular, analogous to Theorem 9, we have 

THEOREM 14. The group Δ(Χ) is discontinuous and of the first kind. 
In the) case h > 1, the space H is compact relative to Δ ( £ ) . 

I t would be interesting to seek discontinuous subgroups of Ω which are 
not commensurable with any of the groups Δ ( 0 , φ) and Δ ( £ ) . In the case 
« =« 1, we may start with an arbitrary polygon satisfying certain conditions, 
and use the reflection method, but this simple geometric principle breaks 
down for n > 1. 
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4. The linear substitution z = i ° maps the unit-circle z0z0 < 1 

1 — zQ 

onto the upper half-plane —. (z — z) > 0. We shall prove that there is an 
4/1 

immediate generalization to the case n > 1. 
Let So be a point of E, i. e., 3o — 8Ό> © — 8080 > 0. If £ is a solution 

of (@ — 8o)ï — 0, then £ — $0Ï, ï' — r/8o and consequently (@ — 3o8o) {%} 
= %'ï— ï'SoSof = 0, £ — 0. This proves | @? — 3o | =£ 0 and the existence 
of the matrix 
(5) i ( g + 3 0 ) (g_3 0 )- i_3. 

Obviously 3 = 3' and 

^(8 -8 ) - * (β -8ο ) -Η (β + 8ο)(β-8ο) + (β-8ο)(β + 8ο))(β-8ο)-* 

= (e-3o8o){(e-8o)-1}>0; 

hence 8 is a point of H. On the other hand, let 3 be an arbitrary point of H, 

i.e., 3 = 3 ' , ^ ( 3 — 8 ) > 0 . If % is a solution of ( 8 + « ) ϊ — 0 , then 

8 Ϊ — %> ϊ ' 3 — — if and consequently ^ ( 3 — 8) {rj — —{ (fSÏ — ï'SÏ) 

= — r/£ < 0, % = 0. This proves \ S-\-ifë \ ^ 0 and the existence of the 
matrix 
(6) ( 8 - « M 8 + « ) ^ - 8 O . 
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we obtain | — ©'SB + 31' | ^ 0 and 3 — (2>'3B — S3') (— ©'SB + Si')"1 ; hence 
H is mapped onto itself. 
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Obviously 3o — 8'o and 

9 

hence So is a point of E. Moreover (6) follows from (5), and vice versa. 

5. The homogeneous symplectic group Ω0 consists of all matrices 

with real elements satisfying W<i&Bl = $5. Since S"1 = — % we have then 
also 3W$$K/ — £5 ; hence W is symplectic and 

(7) sw —»r, ŒC —SNÏ', 91®' — » r —e. 

Let 3 be a point of ff, i. e., 

The matrices 213 + 93 — & ®8 + 35 — <Q satisfy 

If Ï is a solution of Q i — 0, then Of — 0, j O * — 0, ̂  ($ '£l — &'$) {s} = 0, 

whence 1 = 0, | Q | ^ 0. This proves the existence of 

with Consequently the 

fractional linear transformation 

maps H into itself. Since and 

(8) 
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It is easily seen that two symplectic matrices S9Î and 30îi define the same 
symplectic mapping 23 _ ('318 + 93) (©8 + ®)"S if and only if ml — ± 3K. 
Hence the inhomogeneous sympkctic group Ω is the factor group of Q0 

obtained by identifying UDÎ and — 39Î. 
We have 

/*£' + & —w—w\m(® * \ _ /e ° λ 
V o e r U ©/ U « + sy· 

On the other hand | i(£ + 2) | ^= 0, since i© is a point of H. This proves 

I a» i - i , 
6. The fractional linear transformation (5) maps E onto H ; its matrix is 

/ « « \ 

and satisfies 

3[8]-2ί& J${ß}=2ft 
with 

- ( - ? Ï)· 
Let 3W be an arbitrary symplectic matrix, i.e., S P ^ l ^ S * S P } = S · 
Then 

fulfills the conditions 3[2»ο] — 3 , ft{SRo} —ft, whence 3[3Κβ] — 3 , Ä 
==3KoS with 

e-»-U o)· 
or more explicitly 
(9) «ο»Ό —»o^o, «of'o—»ο»Ό —e, «o —»o, S)o-sr0. 

The corresponding transformation 

(10) SBo - (SIoSo + » , ) (»080 + to ) - 1 

maps E onto itself, and all these transformations form the group &_1Ωβ = ΩΕ. 
We shall prove that ΩΕ is transitive. Jjet 80 be any point of E, i. e., 

80 = 8Ό> © — 8080 > 0. It is sufficient to prove the existence of a transforma-
tion (10) mapping 80 into 0. Wé choose 5i0 such that 3t0(@ — SoSo)^ —@ 
snd define 930 = — 3Io8o; then (9) is satisfied and (10) has obviously the 
required property. Consequently Ω is also transitive. 



SYMPLEÇTIC GEOMETRY.. 11 

A mapping of ΩΕ has the fixed point 0, if and only if 930 — 0 ; then 'δίο 
is unitary, by (9). Consequently this mapping has the particular form 

SSo-U'âoU, 

where 11 denotes an arbitrary unitary matrix, i. e., a matrix satisfying U'U = ©. 
Since (5) maps 0 into i(£, the formula 

» — t e _ i r 8 — î g n 
a» + te 8 + ϋε 

gives all symplectic transformations having t(£ as a fixed point. 

7. By the results of the preceding section, the proof of Theorem 1 is 
reduced to the proof of the following statement : Let 3o —» SB0 be an analytic 
mapping of E onto itself with the fixed point 0 ; then SB0 = U'3olt with 
unitary constant U. 

Let 3o == (zjci) be an arbitrary point of E and denote by η& (k ===== 1, · · · , n) 
the characteristic roots of the hermitian matrix 3o3o ; then rk > 0 and also 
rk < 1, by © — 3o3o > 0 ; we may assume 0 < n < r2 < · · · < rn < 1. The 
matrix 3 = ^3o is again a point of E, if the complex scalar factor t satisfies 
the condition rntt < 1. Let SB « SB(£) be the image of 3 under the analytic 
mapping 3o -* 28o· The elements of the matrix SB are analytic functions of 
the single complex variable t, for given 3o; they are regular in the circle 
rntt < 1 and a fortiori in the unit-circle ti < 1. Consequently 

00 

(11) SB — Σ « » * ( r» t f> l ) , 
fc=l 

where the coefficients SB* are matrices depending only upon 3o,· On the other 
hand, SB may be expressed as a power series in the variables tzki, converging 
for sufficiently small values of tt. Since this expansion is unique, the matrix 
^SB* is exactly the aggregate of the terms of order h in that power series. 

00 

This proves, in particular, that the power series representation 3B0 — Σ SB* 

converges everywhere in E, if we do not split up the polynomials SB*, into 
their single terms. 

Since 3<>-» 3B0 maps E onto itself, we have (£ — SBSB > 0 for tl—l. 
Integrating over that circle we obtain 
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whence by (11) 

(12) € — Σ 3 5 Α > 0 
fc=l 

and in particular 
(13) g — » ι » ι > 0 . 

The \n(n -f- 1) elements wki ( 1 < λ : < Ζ < η - ) of SSi — (WM) are linear 
functions of the independent variables Zki (1 ^ & :< Z < n) ; let Z> be their 
determinant. Since 2Bi is the linear part of the power series for 2S0? the 
functional determinant of the \n{n-\- 1) independent elements of 3S0 with 
respect to the variables z^i is also D, at the point 3o — 0. If we interchange 
SBo and 3o, the determinant D is replaced by D'1. In order to prove Theorem 
1, we may therefore assume DD > 1. 

Consider now the linear mapping 3o —» %&1} with the determinant D. By 
(13), the domain E is mapped onto a domain Ex contained in E. Let v(E) 
and v{E1) be the euclidean volumes of E and El9 the real and imaginary parts 
of the Zki being rectangular cartesian coordinates. Then v{E1) = DDv(E) 
> v(E), whence DD = 1, Ex = E, and the boundary of E is mapped, onto 
itself. We take 3o = ΙΠβΙΙ with unitary U and $J$ = [ply · · · , pw] ; obviously 
go is a boundary point of E, if — 1 < pÄ < 1 (h = 1, · · · , n) and at least 
one pu = ± 1. On the other hand, the determinant | © — SBiSBi. | is a poly-
nomial in pu · - -, pu, of total degree 2n. Since | @r — SßiäSi | vanishes on 

n 
the boundary of E, this polynomial is divisible by Π (1 — pk

2), of total 
fc=l 

degree 2n. Moreover the constant terms in both polynomials have the value 1 ; 
hence 
(i4) |e —»i»i|-|e—8o8o| 
for So = ΙΠβΗ, where VL is an arbitrary unitary matrix and 9ß an arbitrary 
real diagonal matrix. We use now the following lemma, the proof of which 
will be given in Section 9. 

LEMMA 1. Let 8 be a complex symmetric matrix and $ the diagonal 

matrix [qj, · · · , gw*], where ql9 · · · , qn denote the characteristic roots of 38 · 
There exists a unitary matrix U such that 3 = U^ßU. 

On account of this lemma, the relationship (14) holds also identically in 
3 0 = (zjci). Since 2Bi is linear in all ζ^, we obtain 

| λ € — » ι » ! | - | λ « —8o8o | 

identically in λ. This proves that 8080 and 3BiSBi have the same characteristic 
roots. Applying again Lemma 1, we find 
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(15) » x - i r S o U 
with unitary U. 

By (12), the inequality © — S B Ä — 3 B Ä > 0 holds for fc==2, 3, · · · 
and every 80 in E. Choose, in particular, 3o = u exp t© with real sym-
metric © and 0 < u < 1. Then, by (15), 

( 1 — 0 @ — S B Ä > 0 (ib —2,8 , · ·■·); 

hence 3Β& tends to 0, if u tends to 1, and SBfc ===== 0 for 3o = exp t© and 
arbitrary real symmetric ©. But 3Β& is analytic and consequently 333* — 0 
also for 3o = exp i© with complex symmetric ©. This proves that SB* 
vanishes identically. 

8. In order to complete the proof of Theorem 1, we have to prove that 
the unitary matrix U in (15) can be chosen as a constant matrix. Let 

(16) » i — S 8 i ( 8 o ) — Σ * Ι « Μ 

with constant matrices 91*1 and define 

(17) » χ * — SBx* (3o) = Σ * i i* i ; 

whence SBx — 2δι*(3ο). Now S B ^ ! — @ for 3<>3o = @ and consequently 

(18) W1(So)Mi*(So-1)=<S 

for 3o = exp ΐ© with arbitrary real symmetric ©. Since 3Bi and 38i* are 
analytic, we infer again that (18) is an identity in 3o. 

Putting zgac ===== s* ¥= 0 ( i — 1, ■ · · , w), 8i — \*u '"> *n], 82 = 3o — 81 
and using the Taylor series in the neighborhood of 82 = 0, we find 

3o-1 — 8i_1(® ~l· 8 2 8 1 / 1 — Si - 1 — 8i~1828i~1 ~l· * * * 
(»1(81) +3Bi (3 2 ) ) (3S 1 *(8 r 1 ) _ g g . * ( S ^ S ^ r 1 ) + · · · ) - « , 

hence in particular 

ii9) a 8 i ( 8 i ) » i * ( 8 i ^ ) - e , 

(20) a M S . ) ® ! * ^ - 1 ) - a B i i S O S B ^ O i ^ S ^ r 1 ) . 
I t follows from (16), (17) and (19) that 

fc,l=l 

with 91* — Si** (& = 1, · · · , n ) , whence 

(21) a*«i —0 ( * ^ I ) · 
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By (15), the matrix %jMk has the characteristic roots 1, 0, · · · , 0. Without 
loss of generality, we may replace SBi by U/SBiUi, for any constant unitary 
matrix Hi. On account of Lemma 1, we may therefore assume that 
3li = [1, 0, · · · , 0] . Then, by (21), the matrices 2t2, · · · , 3In have the form 

n). 

By induction, applying again Lemma 1 and (21), we may assume 

81* = [flu, ek2y · · , ekn\ (fc = 1, · · · , n) 

with eki = 0(hy^l) and ekk = 1 ; hence 

(22) S 8 i ( 8 i ) - 8 1 -

i t follows from (20) and (22) that 

2Si(8 2 )==8iäS*i(8r 1 323r 1 )8i ? 

whence 

Consequently 
s**iSi*i — S t a b i l ( f c ^ I ) · 

with real aki = aïk and a** = 1. Since the matrix [ ± 1, ± 1, · · · , dt 1] is 
unitary, we may, moreover, assume an > 0 (Z == 2, · · · , n). 

The expression | SBi | | 8o |_1 is a rational function of the zk\ and has, 
by (15), the constant absolute value 1; hence it is identically constant. On 
the other hand, both determinants | SBi | and | 8o | contain the term 
31̂ 2 * · · zn = z with the same coefficient 1. This proves | SBi | = | 8o |. 
The term (ztfiY^zzu2, (I = 2, · · · , n) has in | SBi | the coefficient —an 2 

and in | 8o | the coefficient — 1 , hence an = 1. The term {zxZkzi)~xzzxkzxizk\ 
(1 < h < I) has then in | 2Si | the coefficient 2aki and in | 8o | the coefficient 2, 
hence aki = 1 and SBi = 8o-

9. It remains to prove Lemma 1. There exists a unitary matrix Ui 
such that 

88- r iUi} . 
Then the matrix 8[Μι_1] == S is symmetric and SS = $ß2. Let Si and S2 be 
the real and imaginary parts of S = Si + ^ 2 . Since 5̂ is real, we obtain 
S1S2 = S2S1 ; consequently the two real symmetric matrices Si and S2 are 
permutable. This proves the existence of a real orthogonal matrix O such that 
S i [ 0 ] and S2[0] are both diagonal matrices. Hence S[®] = 9Î is also a diago-
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nal matrix [rl9 · · · , rn] and 911R ==?ß2[©]. The numbers rk?k (k = 1, · · · , n) 
are therefore a permutation of qly · · · , qn, and we may obviously assume 

The diagonal matrix t t 2 = [si, · · · , sn] with Sk=^r]C
1/2qic~

il/é) ( i — 1 , · * *, ft) 
is unitary and $[U 2 ] — » . Denning U — UiOTli, we have $ [ t t ] — »[OTIi] 
- S P I J - 8 ; q.e.d. 

10. Consider the symplectic mappings in the case n = 1, i. e., 

(23) 

with real a, l·, c9 d and #Ä — be = 1. I t is well-known that there exists a trans-
formation (23) mapping two given points 2, 2i of the upper half-plane into 
two other given points w> wx of the upper half-plane, if and only if R(z9z1) 

= R{w,w1)y where R(z,zx) denotes the cross-ratio Theorem 2 

is the generalization to the case of an arbitrary n. 
Let 8, 3 i be two points of H and SB, 3ä± their images under the sym-

plectic mapping SB — (213 + » ) (®S + ®)_ 1 with the matrix 9DÎ. We have 

(24) 

(25) 

Now ( 3 — S O - 1 exists, since 3 — 81 is a point of H; consequently 

Introducing the cross-ratio 

and putting SR* = 5ft(28, S8i), O = (<E8i + 2>)', we find 

(26) 

Hence the matrices 9t and 9Î* have the same characteristic roots. 
Choose in particular 3 i = i®> <8 = $C with SC = [t±, · · · , £n] and 

1 < <! < i2 < · · · < *w. Then Sft = [rx, · · · , rw] with 

(* — ! , · · - n ) , 
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whence 0 < rx < r2 < · · · < rn < 1 and 

In this case, the diagonal matrix % is uniquely determined by the character-
istic roots ru- · · , rn of 9î. In order to complete the proof of Theorem 2, 
we have only to prove 

LEMMA 2. Let Q, 3 i oe two arbitrary points of H. There exists a sym-
plectic transformation mapping 3> 3i wtio iX, t@ with X = [tu · · · , tn~\ and 
1 < ix < <2 < · . . < t . 

Since Ω is transitive, we may already assume 3i = ΐ@· If 5C — [£i, · · · , in] 
with 1 < ^ < < 2 < · · -<tn, then ( £ — ©) ( 2 : + ©)-i== ^ = [ p 1 ? . - - , p n ] 
With Jfc = (4—1) (fe + I)"1 (k — 1, · · · , Λ), 0 < p1 < p2 < · · · < pn < 1, 
and vice versa. By (5), (6) and the results of Section 6, we have only to 
prove that there exists for every point Q οΐ Ε SL unitary matrix Ui satisfying 
U'lSUi = ^ = [pl9 -',Ρη] with 0 < ρ 1 < ρ 2 < · · · < ρ η < 1 . This follows 
from Lemma 1 : We choose Hi = U"1 and pu = q$ ; since q1}- · · , qn are the 
characteristic roots of the hermitian matrix 3 3 and @ — 3 3 > 0, w^ m a v 

assume 0 < #i < g2 < · · · < gw < 1, and pi, · · · , pw have the required 
property. 

On account of the symplectic invariance of the characteristic roots 
rl9- · - ,rn of 3t(3>3i)> the diagonal elements h of X are given by (27). 
This proves that those characteristic roots are always real numbers of the 
interval 0 < r < 1. 

I I I . THE SYMPLECTIC METRIC. 

11. We consider the cross-ratio 

5 R = ( 3 - 3 i ) ( 3 - 3 i ) - 1 ( S - 3 i ) ( 3 - 3 i ) - 1 

as a function of 3i , f ° r any given 3 in Ξ. Since the two factors 3 — 3i and 
g — g i vanish for 3i = 3> the second differential of 9ΐ, at the point 3i = 3> 
has the value 

dm = 2^3(3 - 3 ) - ^ 3 ( 3 - 3 ) - 1 - i iSS-MSS-S 

where ?) denotes the imaginary part of 3 = # + ity. 'On the other hand, by 
(26), the trace σ(9Ϊ) of 9i = 3 t (3 ;3 i ) i s invariant under any cogredient 
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symplectic transformation of the points 3>8ι· Moreover dV(9t) = c(d2$l), 
and consequently the hermitian differential form 

(28) ds2 = a(d-1dSO'1dS) 

is invariant under Ω. Introducing H = (xki) and $ — (yki), we obtain 

(29) ds2 = ai^dm-1^ + ϋ^αϋϋ^αϋ) 

and in particular, for 3 = $&, 

ds2 = Σ (da**2 + dym2) + 2 Σ (dx^i2 + dyki
2). 

fc=i fc< I 

Since il is transitive in H, the quadratic differential form, ds2 is obviously 
positive definite everywhere in H. 

Let us determine the most general quadratic differential invariant Q of the 
symplectic group. On account of the transitivity of Ω, we have only to find Q 
at the point 3 = *@? of H or, if we use the variable 3o == ( 3 —i@) ( 3 + i©)"*1 

already defined in (6), at the point 3o = 0 of E. Then Q becomes a quadratic 
form of the elements of <S = <?3o and @ = cï3o which is, by the result of 
Section β, invariant under all transformations €>—»U'@U with unitary U. 
By Lemma 1, there exists for any complex symmetric & a unitary matrix U, 
such that U'@lt = $ß = [pi} · · ' ,Pn\ with real pfe (fc = 1, · · · , η ) , where 
the pk2 are the characteristic roots of ®@. This proves that Ç is a quadratic 
function of p1} · · · , pn alone. Let kl9 · · · , hn be a permutation of the num-
bers 1, · · - ,n and ej (Z = l, * * * ,n) a fourth root of unity; then the 
matrix U0 of the substitution Skt —> eiSi (Z — 1, · · · ,ri) is unitary and 1Γ0ξβ11ο 
— Î9u " ' 9 ?*] ^ * η ?* — *ι2Ρ*ι = ±Ρ*ι (ϊ — 1> * · * > ») · Hence Ç is a sym-
metric polynomial in px

2, · · · , p*2, 

<2=λ£ρ*2 = λσ(@@) 
fc=i 

with constant λ. Consequently any quadratic differential invariant of the 
symplectic group is a constant multiple of ds2. 

12. We are now interested in the properties of the geodesies for the 
symplectic metric (28). In order to find the shortest arc connecting two 
arbitrarily given points 3 i and 32 of H, we have, by Lemma 2, only to investi-
gate the special case 3i = ©̂> 32 = iSC — i[tu · · · , £»], 1 < t± < t2 ^ · · · ̂  U ; 
moreover, we may obviously assume 3i ¥= 82? i. e., tn > 1. Let now 3 = 3 (u) 
be any curve connecting these two points in H and having a piecewise con-
tinuous tangent, 8 ( ° ) = ^ 8 ( 1 ) = ^ · We may put 

2 
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8 - S + Äl[0], 
where © = [qu · · · , gn] with g* > 0 (& = 1, · · · ,n) and © denotes a real 
orthogonal matrix ; moreover 3E, ©, © have again piecewise continuous deriva-
tives; O = (g, S — @, £ — 0 for u — 0 ; © — £, © — ®, X = 0 for u — 1. 
This! arc has the length 

e - J o i d ^ S ^ S ) ^ 

where the dot denotes differentiation with respect to u. 
By (29), we have s > Si, where ^ denotes the length of the curve 

(30) 8 - i O [ 0 ] 

also connecting 3i and 3 2 , and 5 > sl9 if both curves do not coincide. 
We use the abbreviation ©©/ = g — (/*ι ). Since ©©' — @, we have 

©©' = — ©£/, and consequently f$ is skew-symmetric. Differentiating the 
equation © ĵ)©' = ©, we obtain 

0 8 £ / — Q — S Q + OS 
© g ~ W W — Q-1 (Q — SO + ©S) Q-1 (© — S© + Qg) 

— S2 + ©-χδ20 + ©-1©©"1© — 0-χδΟδ — SO^SQ 
— Q-1©©-1^© — Q-1^© + Q-Og + S©"1© 

ai i r -W 1 ^) - M S a ) — MSOSO-1) +^(Q-1QQ-1Q) 
(3D _ i ^ i S f e ^ + i(ftV 

fc,r=i g*gi fc=i\gfc/ 
On the other hand, the formula 

(32) Σ & 1 - ( * ι & + · ' • + c»ft.)I + i Σ (*Çi — ciG*)2 

holds for Ci2 -f- c2
2 + * * · + G? Ä 1 a n d in particular with 

Qk = — , ck = p-1logtk (* — V · · , η ) , 
g* 

where 
(33) p - ( 2 1 o g 2 4 ) J > 0 . 

fc=l 

By (31) and (32), 
1 

8t> f (C1Ö1 + · ' - + c*C»)dtt —Scifelogi* —p, 
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with the sign of inequality, if not all the three conditions 

(34) 

(35) 

(36) 

are fulfilled. 

whence 
(37) 

fki(qk — qi) =0 

CkQi — CiQk = 0 

Σ ckQk > 0 

By (35), 

login logg* = logffc logg« 

Çk = tky 

( M - V · 
(M = V · 

( * - l , · · 

( 4 - 1 , · 

' ■ · , » ), 

· ,»)» 

· , « ) , 

• ' , » ) 

with γ = γ(^)> γ(0) = 0 , γ(1) = 1 . By (36), the function y(u) is mono-
tone. By (34) and (37), 

M f e — < i ) — 0 ( i , I — 1,· · · ,η ) 
O D ' £ + 2 ; D D ' = = 0 

(θ'£θ) ' — ô's© + D'ÎSO — o 
0 ' £ D = £ ; 

consequently £ 0 — D £ and, by (37), also DO — O D . This proves, by (30), 
that the minimum p of s is attained, if and only if g —if^ , · · ·,£ηΎ], 
where y(u) is a monotone function with γ(0) = 0 , γ(1) = 1 . We may replace 
y(u) by u and obtain the curve g =i\tiu, · ·· · , intt] as the unique solution. 
Introducing the length of arc τ = pu, we have g — i[eClT, · · · , ec«T~\ with 
c* — p'1 log 4 ( i — 1, · · · , n) and d2 + · · · + c»2 — 1. 

13. Let g and Si De again two arbitrary points of H. By (33) and the 
results of Section 10, the symplectic distance p=p($,8i) is given by 

n 1 - 4 - t v i 

<38> '2=£log2ïii' 
where r1? · · · , rn denote the characteristic roots of the cross-ratio 91 — 9t(g, 8 i ) . 
Since 

and 

we may write 
Σ * · - * ( » « ) ( 1 - 1 , 8 , · · · ) , 
fc=l 
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with 

l0S i _ W
 4 J tVS8* + l / 

By the results of this and the preceding section, Theorem 3 and Theorem 4 
are completely proved. 

14. In order to calculate the differential equation of the geodesies and 
the tensor of curvature, we determine the first variation Ss. We consider any 
curve 3 — S(s) (0 ^ s < s0), where the parameter s denotes the length of 
arc. Then σ(&-18$-1&) = 1 and 

<*0 

Using the abbreviations SO'13 = %, D^Sf)"1 = SB and denoting by B the 
real part, we find 

fc(Hrâ) =2Äx($BSri + (SB88)" — SS83) 

eri=^ri(«3—saw1 

a» = r^'r1 + trw'âr1—f tri» + »)8-s-
whence 

»0 

& 5 J o-O^ (8 + iÈd-'S)ΪΤ*&)da. 
0 

Consequently 
(39) 8 = — i3O-18 

is the differential equation of the geodesic lines. 
I t is easy to perform the integration without using Section 12. On account 

of the symplectic invariance of the geodesies and the transitivity of O, it is 
sufficient to integrate (39) for the initial point $=iï& a n d a n arbitrary 
direction S ^ ® through this point; obviously σ(®ϋ) = 1 . By Section 6, 
the mapping 

(40) 3 T i ë ^ U 3HMëU 

is symplectic for arbitrary unitary U. Under this mapping, the direction ® 
through i(£ is replaced by U1SÎU. By Lemma 1, we can determine U such that 
U'®tt = i® — i[gu · · · , g*] with 0 < g± < · · · < gn; since σ(ίΙΛ) — 1, we 
have g±

2 + · · · + #n2 = 1. I t is now sufficient to integrate (39) for the 
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initial conditions 8 — *@V 8 = *®· Obviously the solution is 8 = i e xP $®· 
Consequently the most general geodesic line is 

(313 + 33) (ff8 + Φ)"1 — *[«*·, · · · , «*"], 

where the left-hand side is an arbitrary symplectic transformation of 8 
and gu- · · , gn are arbitrary real numbers with 0 < gx < · · · < <7*, 
<7ι2 + · ' - + ffWf-l. 

15. We shall now establish directly, without using Section 12, that 
there exists exactly one geodesic through two arbitrarily given points 8 i a n ^ 
827^81 of H. We may again assume Q1 — iß> 3 2 _ £ £ _ j [ t 1 , · · · ,£*], 
1 < ix < · · ■ < ί», 

Ρ - ( Σ 1 ο ^ ί » ) * > 0 . 
fc=l 

Defining g& — p-1 log fe (fc = 1, · · · , n), we obtain the geodesic line 

(41) 3== texps®. 

Since (40) is« the most general symplectic mapping with the fixed point i<£, 
any geodesic through this point has an equation 

{ίά) 8 + i@ exp s§ + G 

with unitary 11 and φ == [h1} ··■, h*], 0 < fei < · · · < fc», Ai2 H + ^»2 = 1· 
If this curve goes also through the point Q — i&ot (41), we obtain 

V© + £ / U + expW 
for a certain s0 > 0, whence £ = exp s0i§, S01Q = p®, s0 = p, φ =* ®. More-
over U and (exp S0IQ — (?) (exp s0§ + 6 )" 1 are permutable, hence also U and 
(exps£ — g ) ( e x p s $ + @)-1. Putting s = p in (42), we find 1101 = ©, 
and consequently the geodesies (41) and (42) coincide. 

This result proves again, by a general theorem from the calculus of 
variations, that there exists exactly one shortest arc between two arbitrarily 
given points of H. 

16. By the minimum property of the geodesic arc, the symplectic dis-
tance p( 81*82) satisfies the triangle inequality 

/ » ( 8 I , 8 . ) ^ P ( 8 I , 8 . ) + P ( 8 . , 8 . ) 

for three arbitrary points 3i> 82, 83 of H, and the sign of equality is true, if 
and only if 82 is a point on the uniquely determined geodesic? arc between 3 i 
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and $3. Obviously />(& 81) is a continuous function of 8· If G is any com-
pact point set in H, then p($, 81) ^ c for all 3 in G, where c is a positive 
constant depending only upon Si and G. Let us prove that also the converse 
statement is true: If c is an arbitrary positive constant and $i any given 
point of H, then the inequality p($, 8 0 — c defines a compact set G of points 
3 in H. I t is sufficient to prove this in the special case 3i = i®· By the 
definition of the cross-ratio, 

W ( 3 , i g ) - 8 o 5 o , 

where So = (8 — *@) (8 + i©)"1 is the image of 3 under the transformation 
(6) mapping H onto E. We infer from (38) that the characteristic roots rk 

of the hermitian matrix 8080 satisfy an inequality 

0 < ι ^ < # < 1 (* — V ' · ,η) 

for all 3 with p(8>8i) — ̂  where # depends only upon c. Since an arbi-
trary symmetric matrix So is a point of E, if the characteristic roots of SoSo 
are < 1, all limit points of Wie images So of the points S in G belong to E 
again, and consequently G is compact. 

17. Let 

(43) 

be a Eiemann metric in an ra-dimensional space and let 

(& — V * -,m) 

be the differential equations of the geodesies, so that {pq, Jc} denotes the 
Christofïel symbol of the second kind. The Riemann tensor of curvature R is 
obtained in the following way: Define two covariant differentials h\Ujc and 
82Wfc by 

( r - 1 , 2 ) ; (44) 

then 
(45) 

where %, Vi, δ ^ , S2xq are the components of 4 covariant vectors. 
In the case of the symplectic metric (28), the differential equations of 

the geodesies are given by (39). Instead of (44), we may write now 

( r - 1 , 2 ) 

with complex symmetric U== (tfcz), and we obtain 
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(46) 4 («A - 8A)U = S r 1 « + UfTS ' , 
where 
(47) S - f cS I ^S —fcSSrMÎ· 
Introducing 
(48) @=uri5ß—w1^ 

with complex symmetric SB = (%ι)> w e nnd, Dy (28), (45) and (46), 

= <r(g)-13D-1©) — σ ( 8 - 1 δ ! Τ ® ' ) . 

In order to determine the Gaussian curvature, we have to take two arbi-
trary different directions 8i3 and 823 at the point 3 a Qd to choose 11 — 8χ3, 
$β = 823. Then 

where the sign of equality is true only for f$ = 0. Consequently the curvature 

is negative for S i S S ^ S ¥* ^Sd^S, and 0 otherwise. 
n 4- 1 I t may easily be seen, that the contracted tensor of curvature is —-— ds2 ;* 

hence we have an Einstein metric with cosmological term. 

18. Allendoerfer and Fenchel proved independently the following gen-
eralization of the Gauss-Bonnet formula concerning the curvatura intégra of 
a closed two-dimensional surface. Let F be a closed manifold with the Eiemann 
metric (43) and an even number m of dimensions. For every permutation 
&i, · ' · , few of the numbers 1, · · · , m we define c^ . . . &m — 1, if the permu-
tation is even, and = — 1, if the permutation is odd. Let g be the determinant 
| gki I and 

(50) K — (2m/2gm Ι ^ Ϊ Α Λ , Ι Ι Ι A*««!« · · * ^cm^mim.xi 

where the summation is extended over all permutations Tel9' · · , Tcm and 
h>' ' * >l>m of 1, · · · , m; moreover let <L· be the volume element in the given 
metric. Then the Euler characteristic of F has the value 

(51) x — ττ-'^/Τ (j11^) f Kdm. 

For practical purposes, the sum on the right-hand side of (50) may be 
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calculated in the following manner: Determine the single terms of the 
polynomial 

and replace every product u^v^· - "Ukm^vtcmu* hv*i2 · · · u*im_xv*im by 

In the case of the symplectic metric, the transitive group Ω of isometric 
mappings exists, and consequently the invariant K is constant in the whole 
space H. In order to find this constant value, we may assume 8 = t(£. Writing 
U*,93* instead of δ18,δ28, we obtain, by (47), (48) and (49), 

Ä —|<r(£MD*) 
with 

o = m—asü? o* — u*&*—as*û*, 
where U, 93, U*, 93* are indeterminate symmetric complex matrices. Hence 

(52) Rv — 2"2" 2 g*^ * ' * qicvivqXh ' ' ' qSviv (v — 1, 2, · · ·) 
with 

n n 
?ΛΖ — Σ (^fcr^rl VkrÛrl), q*kl = Σ (u%rV*rl V*krU*rl), 

r=i r=i 

where ku l1}- · · , Tcv, U run independently from 1 to n. We choose 

m n(n -}- 1) 
V = Y = 2 * 

Let us denote the v elements Uki (1 ̂  k < I < n) of U = (t/<u) in lexico-
graphic order by u1} · · · ΐ4ν, their conjugates by Uv+i, · · · , ww, and introduce 
the corresponding notation for the elements of 93, U*, 93*. Keplacing every 
term UgjOgt- · 'Ugm,xv9m in (fa1i1· - - qgcviv by egi...gm, we get the expression 
2^1i1...fcVzv with 
(53) Vkih. . .kvlv = 5«i7i. . .gm> 

where gl9- * *, gm run over all permutations of 1, · · · , m such that the m 
conditions 

Uk*rh — Ug»_» Vihrh = Vfflih (̂  = V ' ' , v) 

have a solution rx, · · · , rv. By (52), the sum of the right-hand side of (50) 
has, for 3 — *©> the positive integral value 

( 5 4 ) On — S^fci l i . . . Tcvlv 

Moreover g is the determinant of the quadratic form σ θ - 1 ^ ? ) - 1 ^ ) °f the 
variables dzki and d^i (1 < fc < 2 < n) ; hence 

^ — (—1)"2-2-, 
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for 3 = i&> a n d consequently 

On the other hand, 

(56) άω — 2™ \ g) I»"1 Π {dxkidykl) = 2 " 1 Π (dxkidYkl) 

with (Yki) — g)"1. Since 

,-»-ir(r + *) ^ y j 2 - = (2»V,!)-S 

we obtain, by (51), (55) and (56), 

x = Cn(—^ynin+1)/2 f dV9 

F 

where the positive rational number 

2n*[(n2 + n)/2]l 
is defined in (53), (»54) and 

(57) dv — U (dxjcidYbi) 
k<l 

denotes the euclidean volume element in the space of 3E, g)"1. 
We find by direct calculation ax = 1, a2 = 6 · 3 !, az = 90 · 6 ! and there-

45 fore Ci = J, c2 = f, c3 = ^τζ^, but a simple explicit formula for an and c» 

in the case of an arbitrary n is not known. 
The proof of Theorem 5 is now accomplished. 

IV. DISCONTINUOUS GROUPS. 

19. A group of mappings of H onto itself is called discontinuous (in H), 
if for every 3 of H the set of images of 3 n a s no limit point in H. Since H 
can be covered by a countable number of compact domains, the number of 
elements of a discontinuous group is either finite or countably infinite. We 
shall assume, moreover, that the mappings are analytic. Then, by Theorem 1, 
they form a subgroup Δ of the symplectic group. 

On the other hand, let us consider the definition of a discrete group. A 
group of matrices 99Î with real (or complex) elements is called discrete, if 
every infinite sequence of different 3JÎ diverges. I t is obvious that a discon-
tinuous group of symplectic matrices is discrete. Let us now prove the con-
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verse of this statement. If Δ is a non-discontinuous group of symplectic 
mappings 
(58) 8* - (»8 + ») (K8 + »)-S 
we can find a point 3 of ü and an infinite sequence of different matrices 

M \<£ ® / 

in Δ, such that the corresponding sequence (58) tends to a limit 3*i in JEL 
Denoting by g), g)*, g)*i the imaginary parts of 3 , 3*> 8*u we have, by (25), 

(59) 8 * - D { ( « 8 + ©)-1}. 

Now g)* is bounded, g is fixed and g) > 0. By (59), the sequence of matrices 
(®8 + ®)_ 1 is bounded; moreover, the square of the absolute value of the 
determinant | ©8 + ® | tends to the limit | g) | | g*x I"1; hence also 
S 3 + ® is bounded. Since K is the imaginary part of (K3 + 2))?)"1 and 
® = ( ® 8 + ® ) — © 3 , the matrices ©, 3D are bounded. I t follows from 
9T8 + 93 = 8* (®8 + ®) that also 2T and 33 are bounded. Consequently there 
exists a converging subsequence of matrices S0Î, and Δ is non-discrete. 

20. For any point set P in H, we define the diameter δ(Ρ) as the least 
upper bound of the distance p($,8*)> where 3 and 8* run independently 
over all points of P. The diameter is finite, if P is compact. The distance 
/o(P, P*) of two point sets P , P* in H is defined as the greatest lower bound 
of the distance p($, 3*)> 8 running over P and 3 * over P*. By the triangle 
inequality, 
(60) δ(Ρ + Ρ*) <ρ(Ρ,Ρ*) +δ(Ρ) + δ(Ρ*). 

Let Di, .Z>2, · · · be the elements of the discontinuous group Δ and let D± 

be the identity. We denote by Zfo(P) = Ppb the image of the set P under 
Σ^. (Je = ly 2, · · ·)· We assume now that P and another point set Q in H 
are compact. We shall prove that the distance p{Q, Pe) tends to infinity 
with k. Let us first consider the case of two points Q = %>, P = 8ι · By 
Section 16, the condition />(8>3*) — c defines, for arbitrarily given c > 0 
and variable 8*> a compact point set in H; hence the inequality p{$,$k) ^c 
holds only for a finite number of indices h so that />(3> 8fc) —» °° for & -» oo. 
Consider now the general case for P and Q. By (60), 

P(Q,Pu) > δ(ρ + P*) - a ( Ç ) - δ ( ρ Α ) . 

Choosing a point 3 m Ç and a point 3 i in P, we have £(Ç + Pk) 
2>p(8,8k) -> °° and i(P*) — »(P) , whence j»«?,Pfc) -> oo. 
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A point 3 of H is called a fixed point of Δ, if Dk($) = 8 f ° r at least 
one index h > 1. Let F be an arbitrary compact domain in H, e. g., the 
domain />(&,#£) ^ 1. Since p(P,Pk) —> oo for fc—» oo, there exists only a 
finite number of values lc, such that the equation Dk(8) = 8 has a solution 
3 in P . But this equation, for any h > 1, defines an algebraic manifold in # , 
and consequently we may construct a point of P which is not contained in 
any of those manifolds; in other words, we may certainly construct a point 
3 i of H which is not a fixed point. The images 3* = A; ( 3 0 of 3i are then 
all different one from another. 

21. We denote by F the set of all points 3 satisfying all the inequalities 

(61) / > ( & 8 i ) S M 8 , & ) ( f c - 2 , 3 , · · · ) · 

I t follows from this definition that F is closed, with respect to H; but F is 
not necessarily compact. Let G = H — F be the complement of G in H and 
let B be the frontier of F and FQ. = F —\B the set of inner points of F. 

Obviously, the set G consists of all points 3 satisfying the inequality 
p(3> 3i) > />(3> 3A) for at least one value of h; hence all the points 
32, 3s, ' * * belong to G. 

Let us now consider a point 3 which fulfills all conditions 

(62) P(8,Si) < * > ( & & ) ( f c - 2 , 3 , · · · ) ; 

the point 3 = 3 i is an example. The differences p(8,3k)—/>(3>3i) 
(h = 2, 3, · · ·) are all positive and tend to infinity with lc and, consequently, 
they have a positive minimum μ. The points 3 * of the geodesic sphere 
/°(3>3*) < 2/* form a neighborhood of 3· I t follows from 

f^(S*,8*)—/>(8*,8i)>/>(8, &)—*/*—P(8> 8ι)—ίμ^ο 
(fc-2,3,· · ·), 

that all these points belong to F. ;. Consequently 8 is a point of i<V 
Consider next the case where all conditions (61) are fulfilled, with the 

sign of equality for at least one index lc = I > 1. Then 3 ¥= 3i- Let 8* be 
an arbitrary point on the geodesic arc joining 8 and 3h different from 3·ί 
Since p(8,8i) = p(8,8i) and 8i¥=8h the point 3 * does not lie at the 
same time on the geodesic arc between 3 and 3i so that 

P(8,8I)<P(B,S*)+P(8*,8I). 
On the other hand, 

P(8,8I)=P(8,8*)+P(8*,8I), 

and the inequality p(g*, & ) > p(3*, g , ) is proved. Consequently, the whole 
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geodesic arc between 3 and Si belongs to (?, except the point 8 itself, which 
is a point of F. This proves that 8 is a point of B. Therefore F0 consists of 
all 8 satisfying (62) and B consists of all 3'Satisfying (61) with at least 
one sign of equality. 

Let again 3 be a point of B, and choose a poinit 8* ^ 8 o n the geodesic 
arc joining 3 and 3i ; then 

P ( 8 , 8 I ) - * » ( 8 , 8 * ) + * ( 8 * , 8 I ) . 
Moreover 

P ( 3 , 8 0 ^ P ( 8 , 8*) ^ P(S, 3*) +P(2*, 8*) (fc - 2,3, ■ · ·) , 

where the sign of equality cannot be true in both places. Hence /o(8*;8i) 
</>(8*>8'fc), i· ev 8* is a point of i V This proves that any geodesic ray 
through 3i either lies completely in F or intersects B in exactly one point. 
The domain F is a star formed by geodesic arcs through 3ι· 

The boundary B of F consists of parts of the analytic surfaces p(S, Si) 
= p(S>Sk) for certain values of h > 1. I t is not generally true that the 
number of these values is finite. However, if we consider a compact domain 
P in H, the distance p(P, 3*0 tends to infinity with le; consequently only a 
finite number of these bounding surfaces! enter into P. 

Let 3 be an arbitrary point of H. Since p(S>Sk) —» <*>, there exists a 
positive integer r, such that 

(63) p{S,Sr)<p{S,Sic) (4-1,2,· · ·). 

Then the point 8* ==D,~1(S) satisfies the conditions (61). Consequently 3 
is equivalent to a point of F. On the other hand, a point 3 cannot satisfy 
both conditions (62) and (63), for any r > 1 and all h. I t follows that no 
point of F0 is equivalent to any point of F, except to itself under the identical 
mapping Dx. 

Our results contain the proof of Theorem 6. 

22· If the fundamental domain F is compact, then the boundary B 
consists of a finite number of surfaces p(S, 8 0 =p(S> 8*0- Now F depends 
upon the initial point 8 i ; w e write more explicitly F=^F(Si)· We shall 
prove that F(S*i) is compact, for an arbitrary initial point 8*i, if ̂ ( 8 0 
is compact. 

The space H is called compact relative to Δ, if there exists for every 
infinite sequence of points 8(fc)> (4 ==1,2, · · ·) , in H at least one compact 
sequence of images Sikm under Δ. Obviously this condition is satisfied, if 
and only if there exists a compact domain G in H, such that every point 3 
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of H has at least one image 3* i n #· By the minimum property of F, this 
domain is then also compact, and vice versa. Hence our assertion is proved. 

In the classical case n = 1, the fundamental polygon F is compact, if 
and only if all vertices are elliptic; it is well-known that the uniformization 
of any field of algebraic functions of genus p > 1 leads to a discontinuous 
group with the required property. From the algebraic point of view, the most 
important discontinuous groups Δ, in the case n = 1, are, more generally, 
those having a fundamental polygon with a finite number of elliptic or para-
bolic vertices. They constitute the Fuchsian groups of the first kind, and the 
corresponding automorphic functions form algebraic function fields of a single 
variable. 

For arbitrary n, we say that a discontinuous group Δ is of the first kind, 
if there exists a fundamental domain F with the following three properties : 
1) Every compact domain in H is covered by a finite number of images of F; 
2) only a finite number of images of F are neighbors of F; 3) the integral 

(64) 7 (Δ) = f dv 
F 

converges. In the special case n = l, it is easily seen that this definition is 
tantamount to the ordinary definition of Fuchsian groups of the first kind. 

I t is now clear that Δ is certainly of the first kind, if H is compact 
relative to Δ ; hence Theorem 7 is proved. 

Let 

- ( Î l) 
be any symplectic matrix. Under the automorphism 3 —> (213 + 93) (®3 + ®)_ 1 

of II, a subgroup Δ of Ω is replaced by Wl/tfSR-1, i. e., by a conjugate subgroup, 
and a fundamental domain of Δ is mapped onto a fundamental domain of 
WlAWl-1. Obviously all conjugate subgroups 9ΚΔ9ΡΪ-1 will be of the first kind, 
if Δ itself is of the first kind. 

23. Let us now assume that Δ has no fixed point in H. Then the images 
3fc(& = 1> 2, · · ·) of an arbitrary point 3i of H are all different from each 
other, and the minimum of the distances p($k, 3 i ) (^ = 2, 3, · · ·) is a posi-
tive number δ = δ (3 ι ) . The images of the geodesic sphere p (3>30 < ί^ 
with the center 3i do not overlap. 

Identifying equivalent points of H, we obtain a set IIA. We may obviously 
introduce the symplectic metric into HA, defining a neighborhood of 3i by 
p(3>3i) < 2$· Starting from a fundamental domain F of Δ, we obtain a 
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model of HA, if we identify equivalent points on the boundary of F. Assume 
now that H is compact relative to Δ. Then F may be considered as a closed 
manifold with the symplectic metric. By Theorem 5, this manifold has the 
Euler number 
(65) X = Cn(— π)-"<"+1>/27(Δ), 

where V(A) denotes the symplectic volume (6) of F. 
Probably the formula (65) is true for all groups Δ of the first kind, 

provided Δ' has no fixed point in H. This is easily proved in the case n = 1. 
The general proof of our suggestion would require a careful investigation of 
the geodesies of infinite length in the fundamental domain. 

V. HERMITIAN FORMS. 

24. In the case n = 1, we know three different methods of constructing 
discontinuous groups of the first kind, namely an analytic, a geometric and 
an arithmetic method. The analytic method starts with a Eiemann surface 
of finite genus and applies the theory of uniformization. The geometric method 
uses the principle of reflection for a circular polygon with a finite number of 
elliptic and parabolic vertices, the angles at the elliptic vertices being aliquot 
parts of 7Γ. The arithmetic method depends upon the theory of units of indefi-
nite binary hermitian forms, in an imaginary quadratic ring over a totally 
real algebraic number field of finite degree. I t is not known, to what extent 
the analytic and the geometrici method may be generalized ; however, we shall 
show in the following sections, that there is a generalization of the arithmetic 
method to the case of an arbitrary n. 

LEMMA 3. Let § ( 2 n ) be a hermiticm and ®<2n) a non-singular skew-
symmetric matrix with complex elements. If 

(66) m-1® — ®, 

then there exists a matrix © such that ${(£} = i% and>©[(£] = in-

putting ©^φ = S, we have f^ — ®, by (66), whence 

(δ + ώ@)(δ + ΐλ@) + {% — ίλ©)(δ — ά(£) = 0 
for any scalar λ of absolute value 1. Choosing this λ such that | S + ίλ© | ¥=■ 0, 
we obtain 



30 CARL LUDWIG SIEGEL. 

model of HA, if we identify equivalent points on the boundary of F. Assume 
now that H is compact relative to Δ. Then F may be considered as a closed 
manifold with the symplectic metric. By Theorem 5, this manifold has the 
Euler number 
(65) X = Cn(— π)-"<"+1>/27(Δ), 

where V(A) denotes the symplectic volume (6) of F. 
Probably the formula (65) is true for all groups Δ of the first kind, 

provided Δ' has no fixed point in H. This is easily proved in the case n = 1. 
The general proof of our suggestion would require a careful investigation of 
the geodesies of infinite length in the fundamental domain. 

V. HERMITIAN FORMS. 

24. In the case n = 1, we know three different methods of constructing 
discontinuous groups of the first kind, namely an analytic, a geometric and 
an arithmetic method. The analytic method starts with a Eiemann surface 
of finite genus and applies the theory of uniformization. The geometric method 
uses the principle of reflection for a circular polygon with a finite number of 
elliptic and parabolic vertices, the angles at the elliptic vertices being aliquot 
parts of 7Γ. The arithmetic method depends upon the theory of units of indefi-
nite binary hermitian forms, in an imaginary quadratic ring over a totally 
real algebraic number field of finite degree. I t is not known, to what extent 
the analytic and the geometrici method may be generalized ; however, we shall 
show in the following sections, that there is a generalization of the arithmetic 
method to the case of an arbitrary n. 

LEMMA 3. Let § ( 2 n ) be a hermiticm and ®<2n) a non-singular skew-
symmetric matrix with complex elements. If 

(66) m-1® — ®, 

then there exists a matrix © such that ${(£} = i% and>©[(£] = in-

putting ©^φ = S, we have f^ — ®, by (66), whence 

(δ + ώ@)(δ + ΐλ@) + {% — ίλ©)(δ — ά(£) = 0 
for any scalar λ of absolute value 1. Choosing this λ such that | S + ίλ© | ¥=■ 0, 
we obtain 



SYMPLECTIC GEOMETRY. 31 

with real % ; consequently @ — iZ = 2iA(g + ΐλ®)"1, | © — i& | ^ 0, 

Let ©! = λ*(@ + iS:), §x = §{©!}, @t = ©[Si] ; then 

O r 1 « ! - ffr^Œx - 1 6 ; §1 = $ Ί = <@Ί = — i®! - — « i ; 

hence φι is pure imaginary and @i = — ÜQfl real. There exists a real matrix 
<£2 satisfying @i[(üy = 3> a n ( l ® ™ ®i®2 has the required property. 

25. Let K be a totally real algebraic number field of finite degree h and 
let K{1), - - -, K(h) be its conjugate fields, K = K(1K If r is any positive number 
of K, then the field Κ0 = Κ(λ/—r), of degree 2h, is imaginary. We consider 
a hermitian matrix § — φ( 2 η ) and a non-singular skew-symmetric matrix @, 
both with elements in K0, andi we assume that the relationship 

(67) β©-1^ — * β 

holds with a positive scalar factor s. Obviously s is then a number of K. 
The matrices U with integral elements in K0, satisfying the two conditions 

® [ U ] - e , « { U } - « , 

constitute a multiplicative group A = A(@, § ) . Applying Lemma 3 with 
$-*$& instead of φ , we obtain a complex matrix (£, such that ©[©] — 8 and 
φ{©} ={s*!g. Consequently the elements S"1!!© — 3K of the group ©_1A(£ 
= Δ0 = Δ 0 (©,φ) satisfy 3 [ 3 Κ ] = 8 and 8{2£} = 3 , whence 3[Stt] — 8 
and 2fe — 3)î. This proves that Δ0 is a subgroup of the homogeneous sym-
plectic group Cl0. Idientifying U and — U, i. e., Wt and — SDÎ, we obtain a 
subgroup Δ = Δ(@, φ) of ß . 

The matrix K is not uniquely determined. If also ${(£*} = is*8 and 
©[(£*] —Si then E"1©* =ΐ& is symplectic, and vice versa. Using K* instead 
of (£, we have to replace Δ by SHASB ; hence the class of conjugate' subgroups 
33ΓΐΔ33 in Ω is uniquely determined by © and φ . 

Obviously Λ(®, αφ) = A(@, φ) for any number a =̂= 0 of K. Therefore 
we may assume r and s to be integers. Henceforth we shall, moreover, assume 
that r is totally positive and that all conjugates of φ except φ and φ are 
positive. Let n and the pair § ι , φι be the image of r and the pair φ, φ 
under the isomorphism K —>Kil) (1 = 1,- - - ,h). For any element U of A, 
we have φι{1Ιζ} = φι, where Ui, Uz (? — 1, · · · , h) denote the 2h conjugates 
of U ™ U i . Since φι is positive for I > 1, the matrices U2, · · ·,1Ϊ* are 
bounded. If also U itself is bounded, then all conjugates of U are bounded. 
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On the other hand, there exists only a finite number of integers in K0 with 
bounded conjugates. Consequently Λ and Δ0 are discrete groups and, by 
Section 19, the group Δ(@, § ) is discontinuous. 

I t follows from (67) that § = — s^"1!®'}. Since s is positive, § = φι 
is necessarily the matrix of an indefinite hermitian form. Since $i is positive 
for I > 1, the conjugates s2, ' · *, Sh of the positive number s = Si are all 
negative. 

The most important example of a group Δ ( ©, § ) is provided by © = % 
§ = i%, r = 1, h = 1. Then we may choose K = ©, and Δ0(@,§) consists 
of all symplectie matrices 3PÎ with rational integral elements. We call this 
group the homogeneous modular group of degree n and denote it by Γ0· 
Identifying the elements SK and —9DÎ of Γ0, we obtain the (inhomogeneous) 
modular group Γ. 

26. Two subgroups Δ and Δ* of Ω are called commensurable, if there 
exist a subgroup A± of finite index in Δ and a subgroup Δ*χ of finite index 
in Δ*, such that Δχ and A*x are conjugate subgroups of Ω. If Δ is a discon-
tinuous group of the first kind, then the same holds for Δ*, and we obtain 
jV(A) = j*V{A*), where / and j * denote the indices of the subgroups Δχ and 
A*1; consequently the quotient V(A)/V(A*) is a rational number. 

I t is easily seen that the property of commensurability is symmetric and 
transitive; therefore we may speak of a class of commensurable groups. We 
have now the problem of deciding whether two groups Δ(®, φ) and Δ(@*, φ*) 
are commensurable or not. The complete answer is given by Theorem 13. In 
this section we solve only a particular case of the problem : We assume that 
@* and §* are also matrices of the field K0 and that they fulfill the condition 

with the same factor s as in (67). 

LEMMA 4. Let cly · · ■, c2n be 2n numbers of K0, not all 0. There exists 
a matrix ©!(2n) = (cki) in K0, such that cjcl = ck (h = 1, · · · , 2n) and 
^ [ g 1 ] = £5. / / , moreover, cx ^ 0, we may choose Ciz = 0 (2 = 2,· · - ,2w). 

Put z\ = (cx · · · Cn) and c'2 = (cn+1 · · · c^ ) . If cx = 0, we choose in 
K0 a non-singular matrix Q( n ) with the first row €2 and define 

«■-Grn· 
If d =7̂= 0, we choose in K0 a non-singular matrix Sß(n) with the first row c\ 
and a symmetric matrix @ with the first column $c2 ; then 
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ff - ^ M 

has the required property. In the case C i ^ O , we may obviously choose 
(CxO · · · 0) as the first row of ψ. 

LEMMA 5. There exists a matrix (£0 in K0 such that @[S0] = @* and 

The equation ®[3E] = £5 has a solution H in K0\ hence we may assume, 
without loss of generality, that @ = @* = £5. Moreover it is sufficient to 
prove the lemma for the special case 

® \0 — s®) 

Since none of the conjugates of — φ is positive, it follows from Hassels 
generalization of A. Meyer's theorem, that the diophantine equation §{£} = 1 
has a solution £ in K0. Applying Lemma 4 with (c± · · · c2n) = lf> we c o n " 
struct a matrix ©i in K0 which has the first column £ and satisfies S[®i] = S· 
Then §{©i} has the first diagonal element 1. On the other hand, the condition 
(67) means now 
(68) « 3 « — — *3-

For the proof of Lemma 5, we may therefore replace φ{(£ι} again by φ. 
By Lemma 4, there exists a matrix (£2 in K0 with the following three 

properties: (£2 and § have the same first column; (£2 has the first row 
(1 0 · · · 0) ; 3[©2] — 3- Put e r 1 = (ST,; then also 3[©3] = 3 , and the 
two matrices &3Q and @/3 have both the first column (1 0 · · · 0) ' . Writing 
again § instead of φ{(£3}, we obtain the decomposition 

3 

By (68), 

whence a = 0, t = — s, b = 0, c = 0. This contains, in particular, the proof 
of the lemma for n — 1. If n > 1, the hermitian matrix 
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fulfills the same conditions as φ, with n — 1 instead of n ; and we may apply 
induction with respect to n. Hence the lemma is proved. 

Let Ko be the matrix of Lemma 5 and choose a positive rational integer q, 
such that the two matrices gK0 and ç(£(f * have integral elements. Since the 
integers of K0 belong to a finite number of classes of residues modulo q2, the 
elements U of Λ(@, φ ) satisfying U = © (modg2) form a subgroup Ax of 
finite index. Consider now the subgroup A2 consisting of all U with integral 
Κο_1ΙΙ©ο = U*. Obviously Ax is contained in A2; consequently Λ2 is a fortiori 
of finite index in Λ(@, φ ) . On the other hand, Xt* is an element of A(@*, §*) 
with the characteristic property that ©aU*©0"1 — U is integral ; hence the 
group Λ*2 = Ko^AaKo is of finite index in A(@*, §*). If K is the matrix of 
Section 25, we have Δ0(@, φ ) = ©"^(©, $)<£, and we may define Δ0(©*, φ*) 
= e4-1A(©*,§*)e4 with S4 = e 0 - i e . Then e-1A2S = er1A*2S4 is a com-
mon subgroup of Δ0(©, φ) and Δ0(©*, φ*), of finite indices. This proves 
that Δ(©, φ) and Δ(@*, φ*) are commensurable. 

27. The two conditions ®[U] — © and §{U} = § for the elements U 
of A(©,§) may be written gU — US and U©"1!!'© — 6, with g — ©^φ. 

Let us consider the set if? of all matrices 93 in ϋΓ0 which satisfy the condition 

(69) 3 $ = » g . 

Obviously R is a ring. By (67), the matrix 

(70) » = @-ias/© 

is again a solution of (69), and consequently (70) defines an anti-auto-
morphism of R. The elements U of A ('©,$) are the integral elements 93 = U 
of R with the property 
(71) UÛ —®. 

By Lemma 5, 

®[Œo]-s, w>} = (o _^)-«*, eo-iS(£o=(g f)-s*, 
where K0 is a matrix in ϋΓο. The elements 93* = (£0"195®o of the ring R* 

= ©ο-'Λδο satisfy S*&* — »*S*, whence 

with arbitrary matrices 5ß(w),Q(w) in JEO· Defining 
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we obtain 
(72) @ [ Œ ] - S , $ { œ } - i s * 3 , 

(73) β - β β - δ - « · » - ^ « lL+ν ΪΛ , V * + y * \ 
V— V r 9 r 2 + VeSTs SIo— Vre«! / 

with 

«o-ÎCP + V), » 1 - — = ( Q - Q ) , 
2 V — r 

9ί2 = - ^ = flP-φ), 3T3 = - Î ( Q + Q); 

consequently 2ί0> %u 3I2̂  Ste are arbitrary matrices in K. 
Consider now the generalized quaternion algebra A over K consisting of 

the elements a = a0€0 + α&χ + a2€2 -f- a3€8 with arbitrary α0, &i, a2, «3 in K, 
where c0 is the unit and €i2 = rse0, €2

2 = — rc0, cic2 = —c2«i = 5c3. We denote 
by a = a0c0 — &i€i — a2c2 — fl^s the conjugate quaternion. There exists the 
well-known representation of A, of degree 2, defined by 

Then obviously 
3 

(75) Stt —2«fcX«fc, 
k=o 

where 21& X «& denotes the Kronecker product of the matrices 9Î& and e& ; and 
consequently ©_1i?K is the ring of all matrices M = (<ΧΜ) of n rows and 
columns with arbitrary elements (Xki of A. 

By (70) and (73), the condition (71) may be expressed in the form 

(76) Wl$l = <$ 

with 

m — e-1»^ — arws = «Ό x c0—i «'* x * ; 

hence 9W, written as a quaternion matrix, is the transpose (α«>) of the con-
jugate (Sjci) of M. By (72) and Section 25, the group Δ0(ί@, $ ) consists of 
all matrices 90? of the form (75), such that (76) is satisfied and GTSTOßr1 is 
integral. On the other hand, the solutions of (76) with integral 9ί& 
{k = 0, · · · , 3) in K constitute also a subgroup A0(r, s) of the homogeneous 
symplectic group Ω0· I t follows from the argument at the end of Section 26, 
that the two groups Δ0(@, φ) and A0(r, s) are commensurable. The problem 
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of the commensurability of two groups Δ(@, ip) and Δ (©^ §1) is therefore 
reduced to the corresponding problem for Δ0(^ s) and Δ 0 (ΓΙ , $ Ι ) . The solution 
will be given in Chapter IX. 

VI. THE FUNDAMENTAL DOMAIN OF THE MODULAR GROUP. 

28. We shall construct a fundamental F for any group Δ(@, § ) and, 
in particular, for the modular group Γ. The application of the general method 
of Chapter IV would lead to a rather complicated shape of the frontier of F, 
and it would then be difficult to prove that Δ ( © , § ) is a group of the first 
kind. Therefore we shall use another procedure applying the special arith-
metic properties of these groups. 

LEMMA 6. The equation 

MÎT ut -a 
defines a mapping of the space H of the matrices 3 === 3£ -f- ig) onto the space 
S of the symplectic positive symmetric matrices @. Any symplectic trans-
formation $* = (213 + 33) (©3 + ®)_ 1 witffc the matrix 3JÎ induces in S the 
transformation @* = @[9K"1]. 

Let 

\ ® 1 2 ®2 / 

be an arbitrary point of 8. Since @ > 0, the inequality @i > 0 holds, whence 
@ri = g) > o. Moreover ®1<&\2 = @i2@i and <Si<32 — @i2

2 — @, whence 
— ©Γ1®« —3Ε — £ ' , @i2 = — d'1^ and @2 = g + g)-1 [*]· This proves 
the first assertion of the lemma. 

The relationship (77) can be written 

(78) @[to] - D - ' C u — ï b ] + 8 [ b ] - S - ^ u —So} 

with an arbitrary real column 

- - ( : £ ) · 
For the symplectic transformation 3 * — £* + ig)* = ( » 8 + 8 ) (Œ8 + ®)_ 1 

we obtain, by (59), 

D'-Hu — 3*b} = ri{(®8 + ®)'u— (9r8 + S3)'t)} = ri{u* — 3t>*}, 
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where u* = 2)'u — 93'b and b* = — S'u + SF*>. Now the second part of the 
lemma follows from (8) and (78). 

29. Let P be the space of all positive symmetric matrices X{m) with 
real elements. Any X in P may be uniquely expressed as ϊ = $β[£ΐ], where 
$ = [pl9 · · · , pm] is a diagonal matrix with pk > 0 (h = 1, · · · , m) and 
£l= (qjci) is a triangular matrix with qk\ = 0 for fc > Z and ^ = 1. If £ 
is any positive number, the inequalities 

(79) 0<pk<tpk+1, — t<qkl<t ( l < f c < Z < m ) 

define a compact domain Q(tf) in P, and any given compact set in P is con-
tained in Q(t) for sufficiently large values of t. 

Let U denote the group of all different transformations X—»!£[U], 
where U runs over the unimodular matrices, i. e., the matrices with rational 
integral elements and determinant ± 1. On account of Minkowski's theory 
of reduction, there exists in P a fundamental domain R with respect to U, 
defined by a finite number of inequalities 

(80) Lr(X)>0 ( r - 1 , 2 , · · -9g), 

where Lr(X) denotes a certain homogeneous linear function of the elements 
of X with rational coefficients. A point X lies on the frontier of R if, and 
only if, the conditions (80) are fulfilled with at least one sign of equality. 
The images of R under U cover the whole space P without gaps and over-
lappings. Only a finite number of images enter into any compact part of P , 
and only a finite number of images are neighbors of R. 

Most of the results of the theory of reduction are simple consequences 
of the following two known lemmata. 

LEMMA 7. There exists a positive number n depending only upon m, 
such that R is contained in Ç ( T I ) . 

LEMMA 8. Let XlyX2 be two points of Q(t) and let £ 2 = £ 1 [ g ] , 
where g is a matrix with rational integral elements fki. Then 

— T^fjci^r (Jc,l = l,- - - ,m), 

where τ is a positive number depending only upon t, m and the determinant 

I S I· 

Let tly - - · , /,„ be the diagonal elements of a point X = $β[Ώ] of P. Then 

ti = ^Pkqki2 = pi(l + Σ — ?*i2) (2 = 1,· * ' , m) 
k=i λ=ι Pi 
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and ptp2 · · · pm = \ £ |. By (79) and Lemma 7, the inequality 
m 

(81) Π ί * < τ 2 | £ | 
fc=l 

follows, where τ2 depends only upon m. 

30. The general method for constructing a fundamental domain with 
respect to any discontinuous group Δ uses the minimum of the distance 
p{%*, S i ) , where 3 i is given and 3 * — (213 + » ) (®8 + ®)_ 1 runs over all 
the images of 3 under Δ. 

Let us now choose in particular 3i = ^λ®, with a positive scalar factor λ ; 
we shall investigate the asymptotic behavior of the distance p ( 3 , 3 0 f ° r 

À —■► oo. By (38) , we have 

fc=i 1 — V 

where ru- · - ,rn denote the characteristic roots of the cross-ratio 

9ϊ=(3-3ι)(3-31)-1(3-31)(3-81)-1 = © + 2ίλ-1(3-3)+···. 
If sl9 - · -, $n are the characteristic roots of the imaginary part ?) of 3? we 

obtain 
rk = l—-4$bk-1 + · - - ( i —1, · ■ · , η ) , 

whence 

P2(3, ΐλ®) - Σ log2 ( ^ λ ) + «(λ), 
fe=i 

where ω(λ) is a power series in λ"1 without constant term. Consequently 

lim (p(S, &@) — ™à log λ) — rr* log | g) I"1. 
λ-»00 

This suggests a consideration of the minimum of | §)* |_1. 
Denoting by the sign abs ® the absolute value of the determinant of a 

matrix S, wé have, by (59), 

|?)* |-1 = |g)|-1abs(6:3 + ®)2. 

In order to obtain the minimum of | §)* |_1, we have therefore to determine 
the minimum of abs (©3 + ®)· The existence of this minimum is by no 
means trivial; we shall prove it now in the case of the modular group Γ. 

Let 

^ ~ U 2)/' ° Uo ®cj 
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be two elements of the homogeneous modular group Γ0 and let 

We assume that the equation 

(82) abs (<£3 + ©) — abs (©08 + ®o) 

holds identically for all 8 in H. Introducing ( S ' a — » ' ) (— ®'8 + SO - 1 

instead of 3> we obtain the necessary and sufficient condition 

(83) abs (6*8 + ®i) = 1. 

Since | (£i3 + ®i | is an analytic function of the elements z^i of 3> we infer 
that | ©i3 + ®i I = c> identically, for all complex symmetric matrices 3> 
with a constant c of absolute value 1. Putting 3 = 0, we find | 35i | — c. 
On the other hand, the elements of S)i are rational integers ; consequently 2)i 
is a unimodular matrix U and c = ± 1. Calculating the linear terms in the 
identity | Φ Γ 1 ® ^ + © | = 1, we obtain σ(^1'

1(&18) — 0. But the matrix 
25i_1Ki is symmetric and therefore Ei = 0. 

Let now 90îi be any modular matrix with ©x = 0. The general form is 

<*> *-(Γ Γ) 
with unimodular U and integral symmetric 33. Obviously (79) is satisfied, 
and Wlo = SDÏiSPÎ, with an arbitrary modular matrix 99Î, gives the general 
solution of (82). Then 
(85) e 0 — US, 2)o = U2). 

I t is also easily seen that 90îi == SOÎoSOÎ"1 has always the form (84), if the 
second matrix rows (<£©) and (©0®o) of two modular matrices SDÎ and 3Ka 

are connected by (85), with unimodular U. The two pairs K, 2) and ©0,3)o 
are called associate. 

Denoting by D* and g)*0 the imaginary parts of 

3 * - (313 + » ) (Œ8 + ©)-1 and 3*o = (2t08 + »o) (©o8 + ©o)'1, 

we obtain, by (59), 

(86) rHSe'o + ®Ό} = D*-1^] - sv1. 
Let 8 he a given point of JET. For any modular matrix Q)î, we choose a uni-
modular matrix tt, such that g)*~1[U/] = g)*0^1 lies in the Minkowski domain 
R of Section 29» We shall now prove that abs (S08 + ®o) tends to infinity, 
if ((£o®o) runs over all second matrix rows of modular matrices with the 
required property of g)*0. 
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Let yl9
m · * ,yn denote the diagonal elements of ^)*0"1 and Ci,bi the Z-th 

columns of 6'0, ®'0 (1 = 1,· * ' ,n). By (86), 

m , ^V1 - r W o + »Ό] + D[(SO] ; _ 
1 ' yi - D-^Sc + b,] + D[c ] (i - 1 , · · · , n ) . 

Consider all solutions ©0, ®o of the inequality abs (K08 + ®o)2 < a, where a 
is an arbitrary positive constant. By (81) and (86), 

Π ? ι < τ 2 α | 8 | - 1 ; 
by (87), 
(88) 8 [ c i ] < y , , D-^aEci+ b , ] < y , ( 1 - 1 , - · · , * ) , 

and ^_1[bi] = yz in the case c* = 0. Since | ©08 + ®o | ^ 0, the columns 
ίι, bi are not both 0; hence yx > y, where y is a positive number depending 
only upon g), and 

yi < T^y1-» | ?) I"1. 

By (88), we obtain only a finite number of pairs (£0, ®ο· 
On account of (82), the existence of a modular transformation 3 * 

— (5ί.8 + 39)(®8 + ®)"1 with the minimum value of abs ( S 3 + ®) is 
established for any 3 i n -Ö"· We determine again U by the condition that 
g)*-1^7] is a point of R and define 3*o = (StoS + »o) (<£o8 + So)"1 

= 8*[U"1] + SSj, by (84), where 93 is an arbitrary symmetric matrix with 
rational integral elements. We may choose 93 such that all elements of the 
real part of 3*o lie in the interval — \ < x < \. 

31. Let F be the set of all points 3 = £ + i§) of 1? satisfying the 
following three conditions : 
(89) abs (<E8 + 3» ^ 1 

for all modular transformations 3 * = (213 + 93) (&8 + ®) _ 1 ; 

(90) L r i r ^ ^ O ( r - 1 , · · - , y ) ; 

(91) a* i> — i , —xu>—\ ( l < f c < Z < n ) 

for the elements Xki of 3£. In (89), we shall omit the trivial case E — 0, 
since the corresponding condition abs (Φ) > 1 holds identically for all 8· 
By the result of the preceding section, the images of F under Γ cover the 
whole space H. 

We write g)-1 — $ [ Q ] with Cß = [p1? · · · ,ρ„] , £t—(qkl), qkl = 0 
( 1 < Z < ifc<n), ΐ** = 1 (Jfc — l , . . . , n ) and define 8Β<»> « («fci) with 
tffei = 0 (fc + Z^=n + l ) , w** = 1 ( i + ï = * + l ) , 
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By (77), 
(92) @ [ 3 8 ι ] - ^ ι [ Ο ι ] . 

By Lemma 7 and (91), the absolute values of the elements of the triangular 
matrix d are less than a number depending only upon n. Denoting the 
diagonal elements of $βι by du · · · , d2n, we have 

dkd£i = PkPkli (1 ^ * O ) , = Pn2 (* = n), = p2n-kp;lk+1 (n<k< 2n). 

By Lemma 7, 

(93) 0 < 4 < τ χ 4 + ι ( i ^ n ) , 

where τχ depends only upon m = 2n. 
We apply (89) for the particular modular transformation with 

31 -(Γ" S)' - C _!)· «-(! ;)· »-(?'"' !)■ 
Denoting by £n + %n the last diagonal element of 3 , we obtain the inequality 
χη2 + Vn2 ^ 1. By (91), we have moreover #n

2 < J, whence yw
2 > §. But 

g) = ^ [ O ' - 1 ] , and consequently yn = Pn'1, 

(94) 0<dn< (4/3)d»+1. 

By (92), (93) and (94), ©[SBx] is contained in a domain ζ)(τ3) of the 
space P of positive symmetric matrices with 2n rows, where τ3 depends only 
upon n. 

Consider now any modular transformation 3 * = (213 + 9?) (&3 + ®)_ 1 

different from identity, i. e., 

/2 i 93\ 

and assume that 3 and 3 * both are points of F. By Lemma 6, @ == @* [SK], 

©[SBx] — © * [ » ! ] [8Βι8Κ»ι]. 

Applying Lemma 8 with 

^-©•[aBx], s:2 = @[3S1], s-agxsro»!, | s | - i , 
we conclude that SDÎ belongs to a finite set of modular matrices 9Ki, · · · , Win, 
independent of 3 a n ^ 3*· 

On account of the minimum property of | 9 |~S we have | 9 | — | "g)* |, 
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whence abs (©3 + ®) = 1· If © =7̂  0, then the sign of equality is true in 
one of the conditions (89). If © = 0, then 30Î has the form (84), 

and 8*"1 — ^ [ U T · In the case U^= ± ©, the sign of equality is true in 
one of the conditions (90). In the case U — ± @, we have 3 * — 8 + 35, 
36* = 36 + SS with integral symmetric 9S ̂  0, and then the sign of equality 
holds in one of the conditions (91). 

We have proved the following statement : If two points 3 and 3 * of F 
are equivalent under a modular transformation with the matrix SOi =^ ± ©, 
then 30Î is one of the matrices 

and the conditions 
(95) abe (Œ.8 + ©«) 2* 1 

(96) Lrift^^Q 

(97) a*i>— h —Vki> — \ 

are fulfilled with at least one sign of equality. 

32. Since (95) is contained in (89), every point 3 of F satisfies (95), 
(96) and (97). We prove, now, that the converse is true, namely, that all 
the inequalities (89) follow from (95), (96) and (97). We shall demonstrate 
at the same time, that then the stronger inequalities abs (©3 + 2)) > 1 
hold, if ©, 2) is not associate with one of the pairs ©*, 3)* (s — 1, · · · , h). 

LEMMA 9. Let $=£ + i$) he a point of H and 3x — 3E + iA$, with an 
arbitrary scalar factor λ. If (©2)) is the second matrix row of any symptectic 
matrix and ©=7^0, then the inequality abs(©3x + 2)) > abs (©8μ + 2)) 
holds for λ > μ, > 0. 

The determinant | ©3λ + SD | = Φ(λ) is a polynomial in λ. For any λ 
with positive real part, 8λ is a point of H and consequently φ ( λ ) τ ^ 0 . 
Moreover φ(λ)=φ(—λ) ; hence all zeros of <j>(\) are pure imaginary. 
This proves that for real λ the expression abs (©8x + 2))2 is a polynomial 
in λ2 with real non-negative coefficients. I t remains only to prove that this 
polynomial is not identically constant. 

Assume now that 

abs (©3λ + ©) — abs (©So + ©) — abs (©X + ©), 

(*-v · ·,*) 
(* = V ' ',h), 

(r —1, · · -,g), 

(l<k<l<n) 
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identically in λ. Then abs (©£ + 2)) ^ 0 and 

(98) abs (g)"1 + &(<53E + 2))"1©) — | g) I-1. 

Since (©£ + 2))_1© is a real symmetric matrix and g)_1 > 0, there exists a real 
matrix S ( n ) and a diagonal matrix 9Î = [rl9 · · · , r%~\, such that 

(99) g-^Λ] = ©, ( (G3E + 2))"1©) [Λ] — » . 

By (98) and (99), 

Π ( 1 + η , 2 λ 2 ) = 1 
fc=i 

for all real values of λ, and consequently 9Î = 0, © = 0, which is a contra-
diction. This completes the proof of the lemma. 

We denote again by (®2)) the second matrix rows of the modular 
matrices. Let 3 he ai point of II satisfying all conditions (95), (96) and 
(97), and assume that the inequality abs (©3 + 2)) — 1 holds for at least 
one pair ©, 2), where © =7̂= 0 and ©, 2) is not associate with one of the pairs 
©*, 2)* (5 = 1,· · · , h). By the result of Section 30, only a finite number of 
non-associate pairs ©, 2) fulfill that inequality. By Lemma 9, there exists a 
number λ > 1, such that abs (©3χ + 25) > 1 for all ©, 2) and abs (©3λ + 2)) 
= 1 for © = ©0, 2) *= 2)0, where ©0 =7̂= 0 and ©0, 2)0 is not associate with one 
of the pairs ©s, 2)*. Since 3λ has the real part 3£ and Lrik'1^'1) = A~1Lr(?)-1), 
all conditions (89), (90) and (91) are satisfied for 3λ instead of 3 ; hence 3λ 
is a point of F. On the other hand, the expression abs (©3x + 2)) attains its 
minimum 1 for © = S0, 2) = 2)0, and consequently there exists a modular 
transformation 3 * λ = (8Ι3λ + 95) (©3\ + 2))"1, such that ©,2) is associate 
with ©0, 2>o and 3*x is a point of i7. By Section 31, © = ©s, 2) = 2),, and 
this is a contradiction. Consequently abs (©3 + 2)) > 1 for all ©, 2) and 
abs (©3 + 2)) > 1, if © =7̂= 0 and ©, 2) is not associate with one of the pairs 
©*, 2)*. 

33. By the result of the preceding section, F may be defined by the 
inequalities (95), (96) and (97), in finite number. Obviously F is closed 
relative to H. I t follows from Lemma 9 and the linearity of the conditions 
(96) and (97), that 3 is a frontier point of F, if, and only if, (95), (96) and 
(97) are fulfilled with at least one sign of equality. 

Let Fm be the image of F under the modular transformation 3 * 
— (313 + 95) (®3 + 2))"1 with the matrix Wl ̂  ± ©. If F and F^ have a 
point 3 * i n common, then, by Section 31, W: is one of the matrices 
SKi, · · · , Tin, and 3 * is a frontier point of F. Consequently the images Fm 

cover H without overlappings, and F has only a finite number of neighbors. 
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Consider any compact domain G in H, and let Gx be the corresponding 
domain in the space S of the matrices @ defined in Lemma 6. There exists a 
3lumber t depending only upon (?, such that G± is contained in the domain 
Q(t) of Section 29. We may choose t > r3, where τ3 was defined in Section 31. 
Let 8* = (313 + » ) (&8 + ®)_ 1 be a common point of Fm and 0. Then 8 
is a point of F and the relationship @* = ©[99Î"1] holds for the corresponding 
points @* and @ of #, by Lemma 6. I t follows from the result of Section 31, 
that the point ©[SBx] =@*[3K2ß1] lies in Q(t). But also @* itself is a point 
of Q(t), and consequently, by Lemma 8, the matrix 30Î belongs to a finite set. 
This proves that only a finite number of images Fm enter into the compact 
domain (?. 

For the particular value 8 = M&> w e have | ©8 + 2) | = c -{- id, with 
rational integers c, d not both 0. Consequently (89) is satisfied. Also (91) 
holds, since 3£ = 0. Moreover g)-1 = & is a point of the Minkowski dpmain R. 
Consequently 8 === ^ is a point of F. By Lemma 9, the whole curve 8 = *λ® 
( λ > 1 ) belongs to F, Since λ may be arbitrarily large, the fundamental 
domain F is not compact. Let G be any compact domain in H and consider 
the finite set of modular matrices 90Î, such that F m enters into G. The set of 
images of G under the inverse mappings with the matrices 3K"1 constitutes 
again a compact domain GQ. For sufficiently large values of λ, the point ίλ© 
of F does not lie in G0 ; hence no image of this point lies in G. This proves 
that the space H is not compact relative to the modular group Γ. 

By the results of Section 31, the matrices 3E and g)-1 are bounded for all 
8 in F. On account of (57), the integral V(T) converges. 

Theorem 8 is now completely proved. 

VII. THE FUNDAMENTAL DOMAIN OF THE GROUP Δ(@,§). 

34. Let K0 be an algebraic number field, of finite degree g over the 
field of rational numbers. Let gx of the conjugate fields be real and 2g2 

imaginary, g = gx -f- 2g2. We denote the real conjugate fields by K0
{a) 

(a = l , · · · ,<7i) and the pairs of conjugate complex conjugate fields by 
K0

ia) and K0
ia+g2) (<* = Qi + 1> ' * *, 9i + #2). We consider gx positive sym-

metric matrices %a (a = l , · · · > gi) with real elements and g2 positive her-
mitian matrices SEa (a==s<7i + V * ',91 + 92) with complex elements, all 
of m rows. We denote the systems of gx + g2 matrices Za (a = 1, * · *, #1 + g2) 
more shortly by X; they form the points of a space P of \g\m\m + 1) + g2m2 

dimensions. 
We have a unique decomposition %a = $βα{£}<ι} with a diagonal matrix 
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$α = [pi{a), ' - , Pm(a)~\, Pk(a) > 0 (& = 1, · · · , m), and a triangular matrix 
&<>>— (9i?0i ? ί?) — ° (fc > Οί ?ί?} ™ *> where Q a is real for a — 1, · · · , glm 

If t is any positive number > 1, the inequalities 

0<i*<«> ^tpj£> (k<m), pk^<tpkW (h < m) 
a b s g w < i ( * < 0 

with a, 0 = 1, · · ' ,gi-\-g2 define a compact domain Q(t) in P. 
A matrix U with integral elements in K0 is called unimodular if the 

determinant | U | is an algebraic unit. The unimodular matrices U(m) con-
stitute the unimodular group 11 in K0, of degree m. The center C of U consists 
of the matrices U = u(£, where u is any root of unity in K0. We denote by U0 

the factor group U/C. Let VU be the conjugate of U in ϋΓ0
(α). The trans-

formation Xv~*Xa{VLa} ( a = = l > * ' '>0ι + <72), or more shortly X^>X{U}, 
maps the space P onto itself. This mapping is the identical one, if and only 
if U is an element of C; consequently the transformations X —» £{U} give a 
faithful representation of U0. 

Minkowski's theory of reduction of positive quadratic forms is concerned 
with the case g = 1, the field of rational numbers. The generalization to the 
case of an arbitrary field K0 is due to P. Humbert. He obtained the following 
results : 

There exists in P a fundamental domain R with respect to U0, which is 
the union of a finite number of convex pyramids. The faces of these pyramids 
have equations of the form 

01+02 - - -

( 1 0 0 ) Σ (d'aZaba + α'«Χα&α) — 0, 
a=i 

where ûa and ha are the conjugates of two columns a <=^= 0 and & =7̂  0 in K0 ; 
moreover a^=Xi for every pure imaginary scalar factor λ. Any compact 
domain in P is covered by a finite number of images P y of R, and R has 
only a finite number of neighbors P J J . 

LEMMA 10. There exists a finite set L of matrices ß with integral ele-
ments in K0 and a positive number τ4 depending only upon KQ. and m, such 
that for every X in R the point X{i&} belongs to Q(r4), with at least one S 
of the set L. 

LEMMA 11. Let X and SC{3} be two points of Q(t), where 3 is an 
integral matrix in K0, and let v be the norm of | 3 |· Then 3 belongs to a 
finite set of matrices depending only upon K0, m, t and v. 

These statements are generalizations of the lemmata 7 and 8. 
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35. We assume now that K0 = K(V—r), where K is a totally real 
algebraic number field of degree h and r a totally positive number of K; then 
01 = 0, g2 — h. Let Κ™ (α — 1 , · · - ,h) be the conjugates of K = K(1>, 
ra the conjugate of r1 in Z( , a ) and Z 0

( a ) ==Z" ( a ) (V—r e ) . In the notation 
of Chapter V, § is a hermitian matrix and © is a skew-symmetric matrix, 
both in K0, satisfying the condition (67). Let φια, ©a be the conjugates of 
§ , © in Z0

(,a) and ŝ  the conjugate of s in Z ( a ) . We assumed moreover 
* > 0> §a > 0 for a = 2, · · · , h ; then sa < 0 (a = 2, · · · , h). The group 
Λ = Λ ( @, § ) consists of all unimodular matrices SB in Κ<> which satisfy 
©[SB] — © and §{28} — $ . We have Δ0 — ß^Ag, where (£ is a complex 
matrix with ©[<£]—8 and $ { ( £ } = « * & Identifying SB and —SB, we 
obtain the factor group Δ = Δ(@, § ) of Δ0. Obviously this group is not 
changed, if we replace ©, φ by a®, b§ with arbitrary positive rational numbers 
a. b ; consequently we may assume that © and φ have integral elements. 

The matrix @ of (77) is the general solution of ®' — @ > 0, $ [©] — & 
S{@} = S· Consequently 
(101) Ex —©{βτ1} 
is the general solution of 

(102) %?ι — %ι> 0, Z1®-1Z1 = — @, X1^-1Z1 = s-1^. 

We define 
(103) « . - ( — β α ) " * « · ( α - 2 , · · · , Λ ) ; 

then, by (67) and, (102), 

( 1 0 4 ) ΪΤβ — SCa > 0, £ a — ^ { « a } , &a = K l ^ ' W « } 

( a - 1 , · · · , * ) , 

where | sa | denotes the absolute value of sa· The matrices %2, ' ' ' ,Zn are 
fixed, whereas Sti depends upon the variable point 3 of H, by (77). The 
space H is mapped onto a surface T, of n(n -f-1) dimensions, in the space Ä. 
If SB is any element of the group Λ, then the transformation %*, -» £a{3B<f *} 
(a = 1, · · · , h) maps T onto itself, and jthis mapping is the identical one, 
if and only if 9B == db S ; on the other hand, by Lemma 6, the corresponding 
mapping in H is a symplectic transformation of 3 , with the matrix 30Î = S^SBK 
of the group Δ. 

For any point X of T, there exists a unimodular matrix U = UQ in K0i 

such that Z {U} is a point of the domain R. By Lemma 10, we may choose a 
matrix S of the finite set L, such that & — £{US} belongs to Q(r4). Putting 
© — ©[US], φ — £{Uß} we obtain, by (104), 
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(105) £ - Ι - Η ® } , £ - I * h i - W ) ; 

we omit here and in the following formulae the index a which runs always 
from 1 to A. 

Let 33 denote the matrix of the linear transformation a% —> x2n-k+i 
(fc = 1, · · · , 2η·). If !£ =* ■${£!} is the decomposition defined in Section 34, 

then X-^SS} — ^ » M » ^ 1 » } * and consequently the points | s l " 1 « ^ * } 
and £_1{$Β} belong to a domain Q (τ5), where τ6 depends only upon K0, n and s. 
Moreover 

| » # | — (—1)» I $ I abs (US)2, 188® | — (—1)* | @ | I US |2; 

hence the norms of | 33φ' | and | 9J® | belong to a finite set. I t follows now 
from Lemma 11 and (105), that also the matrices @ and φ belong to a finite 
set, independent of 3 , and the same holds good for @[U] ==®[S~1] and 

Choose now a complete system of points So in H, such that the pairs 
®[U0], §{U0} with Uo — Uo are all different, and let V be the finite set of 
the unimodular matrices U0. We denote by G(VL0) the closed set of all points 
3 of Ξ, such that the corresponding point % of T lies in Ay -i, and by G 
the union of these G(tt0), as U0 runs over the elements of the set V. 

Let 3 be again an arbitrary point of H and U = Uo, Then there exists a 
uniquely determined U0 in V, such that @[U0] — ® [U] and £{U0} = §{U} ; 
thus U0U_1 — SB is an element of the group Λ. Since X{U} lies in R, the point 
^{äB"1} — ^{UUo'1} is contained in R]% -i; hence 3 is mapped by the ele-
ment 90Î — K"1SBK of Δ into a point of (?(U0). This proves that any 3 m H 
is under Δ equivalent to at least one point of G; we call this point a reduced 
image of 3 · 

36. Let us assume that there exists in H a compact domain B, such that 
&{Uo} is a boundary point of R, relative to P, for all 3 in -B. By Section 34, 
the unimodular matrix U^ belongs then to a finite set, and we infer from 
(77), (100), (101), (103), that the expression j/©q +5 '@q has a constant 
value in Π, where $ — (f^a and q — (är1!) with two columns û =̂= 0 and b ̂  0 
in K0; moreover α ^ λ Β for every pure imaginary scalar factor λ. Eeplacing 
Ό by © + §), we have the Taylor series 

@ = g + @ 1 + @ 2 + . . . , @ 1 = ( = | - | ) , ®2=(f; | f ) 5 

in the neighborhood of g) — 0. I t follows that the real part of tf<&2q vanishes 
identically in the real symmetric matrices 36 and £). Since û = ©£, h = (!ic\ 
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and a ^= Ab, for all pure imaginary values of λ, we find easily a = wEr, 
ii = iwgg with real r, ê and complex scalar ω ^ 0. 

On the other hand ©[(£] = % §{g} = V^s% whence ê — V ^ S ' 1 ® ® . 
We obtain, therefore, 

ω V— 5§-1©α = ωα. 

But @, § and a =7̂  0 are in K0 — ϋΓ( V — r ) , hence 

where ξ, η are numbers in K. Since ra > 0, sa < 0 (a = 2, · · · , ft), the 
relationship (106) is only possible for h = 1; then K is the field of rational 
numbers. 

I t will be proved in Chapter IX, that Δ(@, § ) is commensurable with 
the modular group Γ, if and only if the diophantine equation (106) has a 
rational solution ξ, η. In this case, however, the construction and the properties 
of a fundamental domain for Δ follow in a simple way from the results of 
Chapter VI. Therefore we exclude this case for the rest of the present chapter. 

For every point 3o of H, there exists now a unimodular matrix U and a 
sequence of points 3 tending to 3o3 such that the corresponding points X of T 
are inner points of R\\-i, relative to P. 

37. We denote by i^Uo) the closure of the set of inner points of 6r(U0), 
relative to H. If 3o is a point of (?(U0) which does not belong to F(VL0), 
then we use the result of the last section to construct a sequence of points 
3 tending to 3ο, such that they have as reduced images inner points of G(Vi), 
where U is a certain matrix of the set V. Consequently 3o has a reduced image 
in F(\l), and any point of H is equivalent under Δ to at least one point in 
one of the domains F(U 0) . 

Let 3 * be the image of 3 under the transformation 30Î = ©_1SBK of Δ 
and let X*, X be the corresponding points in T. We assume now thé existence 
of an inner point 3 of i^(Uo), such that 3 * is a point of F(U*0), where U*0 

is also one of the matrices of the set V. By Section 36, this holds then even 
under the further condition that &{U0} be an inner point of R, relative to P. 
But £*{U*o} =£{Uo}{U0-iaB-1U*o} is again a point of R, and consequently 
U * o = ± 2 ß U o , @[U*o]=@[XtoL £{U*o}-=§{Uo}. Now it follows from 
the definition of V, that H*0 = U0, S3 = ± ©. This proves that F(U0) and 
JF(U*O) do not overlap, if U0

|:7^Xt*o, and that the sum of the domains F(tt0) 
is a fundamental domain F of Δ. 

Obviously every F(U0) is bounded by a finite number of algebraic sur-

(106) 
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(109) 
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by (107). 
We assume now A > 1 
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faces, and F has the same property. I t follows immediately from Section 34, 
that any compact domain in H is covered by a finite number of images F^ 

of F under Δ and that F has only a finite number of neighbors Fm. 

38. Let 3 be a point of F(U0) and @ the corresponding point of 8. 
By (101) and (105), 
(107) ^ - ^ r W i ä - 1 } } , 
where 

CQ = £{U0S}, 5ß{Q} = SiiUoS} = ©{G^UoS} 
(108) J $ — [ f t , . · · ,ρ 2 η ] , 0 < p A < r 4 ^ + 1 ( f c « l , · · - ,2n —1) 

[ û = ( ï w ) > gfei = 0 ( ^ > Z ) , g** = l, absg f c î < r 4 (fc < I). 

Let d£ be the first diagonal element of φ. Then 

5 )" η |Φΐ , 

iT is not the field of rational numbers. Then 
the conjugates of φ in üT(a)(V—^α) (<x = 2, · · ·,/?>) are positive, and 
consequently $ ^ 0. On the other hand, U0 and 2 belong to a, finite set. I t 
follows from (108), (109), (110), that @ is bounded for all 3 in the funda-
mental domain F. By (77), the matrices g)"1, g) + g ) " 1 ^ ] , g)-1^ are bounded, 
hence also g), | g) |_1, 36. This proves that F is compact. 

In the remaining case h = 1, F is not necessarily compact, and the proof 
of the convergence of the volume integral V(A,) requires more detailed esti-
mates. This proof may be given by the same method which leads to the 
analogous result in the theory of units of indefinite quadratic forms ; we omit 
it here. 

It is also not difficult to prove that the space H is compact relative to 
Δ(@, φ ) , in the case h = 1, if and only if n = 1 and Δ is not commensurable 
with the elliptic modular group, and then also F is compact. 

39. The congruence subgroup Λκ(@, φ) of A(@, @) consists of all ele-
ments of Λ satisfying SB ΞΞ © (mod/c), where κ is a given ideal in K0. Let 
p be a prime ideal of K0 and p the rational prime number which is divisible 
by p ; let κ be a power of p, such that p is not divisible by κΡ~χ. If the trans-
formation with the matrix S^äß© ^ ± <£ has a fixed point in H, then SB is 
of finite order, since Δ is discontinuous in H. 

4 
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We shall prove that Ακ(®, φ) contains no element of finite order except 
©. Otherwise we may assume 

SB« — @, 2B — © + ft, $1 = 0 (modp) , ft ψ±0 (modP«+1), 

where g is a rational prime number and p° divisible by κ. Then 

2 (ΛW — 0; » e _g r 1 «« (modP
2«). 

Since 
J - ^ a O (modpP*1), 

we arrive at a contradiction. 
The proofs of Theorems 9 and 10 are finished. 

VIII. THE VOLUME OF THE FUNDAMENTAL DOMAIN OF 
THE MODULAR GROUP. 

40. In the interval 0 < x < 1, we consider an arbitrary monotone 
function f{x), such that 

1 

(111) /(1)=0, f f(z)**dx-l; 
0 

an example is f(x) = n ( n - f 1) (1 — #)· For x> 1, we put f(x) = 0. Let 3 
be a point of H and @ the positive symmetric matrix defined in (77). For 
any e > 0, we define 
(112) 

where to runs over all lattice points ^ 0 ; this is a finite sum. 

LEMMA 12. / / € tends to 0 through positive values and 8 is fixed, then 

On account of the definition of the integral, we have 

where dq denotes the euclidean volume element in the space of the real vectors 
ci of 2n dimensions. Since the volume of the ellipsoid @[q] < x is 
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we obtain 
1 1 

@[q] < 1 

41. Let F be the fundamental domain of the modular group, in the space 
H of 3 = £ + ΐ§), · and denote by <Zv the euclidean volume element in the 
space of H and g)"1, of n(n + 1) dimensions. 

LEMMA 13. There exists an integrable positive function g($) of the 
elements of 3> independent of e, such that 

(113) φ(€ ,8)<<7(3) ( 0 < « < 1 ) 
and the integral 

y - J" ff(8)iv 

converges. 

We denote by fe(p, 3 ) the number of lattice points to satisfying 
©[to] < p, where p is an arbitrary positive number. By (78), 

@[to]-8-l[u —a>]+8[t>], to-(ï)» 

and consequently Ä(p, 3 ) is not larger than the number of integral solutions 
u, b of 
(114) » " M u - » > ] < , , B M < p . 

P u t g - 1 — * [ Q ] w i t h Ç — [ A , · · - ,pw]andO—(gafci),^, —0(Jfc>ï ) , 
?Λ* = 1, and let ite, Vfc, rit (fc = 1, · · · , n) denote the elements of the columns 
u, Ό, r = 3£b. The first condition (114) involves 

n 

Pk{(uk — rk)+ 2 qvci(ui— n ) } 2 < p (fc = 1, · · · , n) ; 

this proves that the number of integral u is 

fc=l 

for any given υ. On the other hand, the second condition (114) involves 

k-i 

PA _ 1 (% + Σ q*TciVi)2 < p, 
1=1 

where (3**1) = O"1; this proves that the number of integral b is 

< Π ( ΐ + 2Μ>*). 
fc=i 
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I t follows that 

&(/>, 3) ^ Π (1 + 2/>W + fr-*) + 4p). 

Let yl9 - · · , γ4 denote positive numbers which depend only upon n. By 
(93) and (94), we have pk < γι (ft = 1, · · · , n), for all 3 in F; hence 

(115) Ä(P,8) < γ . ( 1 + ρ ) " Π » - * . 

Now 0 < /(a?) < / (0) (0 < x < 1) and /(a;) = 0 (x > 1) ; consequently we 
infer from the definition (112) that 

(ne) φ(<,3)<£
2»/(ομ(«-2,3). 

By (115) and (116), 

Φ(«,8) < / (0 )γ 2 (1+< 2 )"ή>-*< / (0 )γ 8 Π^ ( 0 < « < 1 ) . 
k=i k=i 

We define 

<7(3)=/(0)γ3ή>*-*; 
fc=l 

then (113) is fulfilled and it remains only to prove the convergence of the 
integral 

Π Pk*dv. 
9e=i 

74 = 

F 

Instead of the elements YM (JC ^ I) of (YM) == ?)_1 = $[£}], we introduce 
the new variables pè (& = 1, · · *, ft) and qki (h < I). The functional 
determinant has the value 

2n Π Pk***, 
fc=l 

whence 

γ4 = 2" Γ π ^ ^ ι 

with 
dvt = Π d»*i Π dqici Π Φ**· 

fc<Z Jc<l Tc 

Since X, 5ß, Q are bounded in i1, the convergence is obvious. 
Applying a well-known theorem of integral calculus, we obtain from 

Lemmata 12 andl 13 the important 

LEMMA 14. The integral 

i K O - f Φ(«,8)Λ>-«2|ΙΣ ('/(©[*>]) 
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converges and 

limψ(ε) = —-r I dv = — Vn 

F 

where Vn = V(Tn) is the symplectic volume of the fundamental domain for 
the modular group Γ = Γη of degree n. 

42. We denote by W the set of all columns to(2n) with coprime integral 
elements and by e the first column of the unit matrix @?(2n> ; obviously e 
belongs to W. 

LEMMA 15. There exists a modular matrix S0Î with the first column to, 
if and only if ft) belongs to W. 

The necessity of the condition is obvious, since 3)ΐ has integral elements 
and the determinant 1. Therefore we have only to prove the existence of a 
modular matrix S0Î satisfying 3W_1ft) = e, where ft) is a given column of the 
set W. 

Consider the column 

( u ( n ) \ 

where SDÎ is an arbitrary modular matrix, and let u, v denote the greatest 
common divisors of the n elements of! u, Ό ; we define u = 0 or v = 0 if u = 0 
or Ü = 0. We choose now the matrix Wl, such that the sum u + v = w is as 
small as possible. If u < v, we replace Wl, u, b by Wl^, — b, u and obtain the 
case u > v, with the same value of w; hence we may assume u>v. 

If v > 0, we determine a unimodular matrix U with the first row v1)/ 
and an integral column t, such that all elements of the column Uu — vi = Ui 
have an absolute value < (v/2) ; then the greatest common divisor u± of 
these elements satisfies u± < (v/2) < u. Let ί£ be an integral symmetric 
matrix having t as its first column and 

»-(r n· 
Since U'"1*) = ve± and 2Xt/-1t) = vt, where ex denotes the first column of the 
unit matrix &{n\ we find 

(aWSW1)-1ft) = 3Wr1ft)i== 

But SKi and UDÎSDÎi are again modular matrices and ux + v < w, in contra-
diction to the minimum property of w. 

\vej' 
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Consequently v = 0 and u = 1, the elements of tox being coprime. Let 
Hi be a unimodular matrix with the first row u' and 

m2 
(VL\ o \ 

Then ( M ^ ^ t o = e and 3KS»2 is unimodular, q. e. d. 
We denote by Δχ the subgroup of Γ consisting of all modular matrices 30Î 

with the first column e. Obviously two arbitrary modular matrices are then 
and only then in the same left coset of Δχ relative to the homogeneous modular 
group Γ0, if they have the same first column. Applying Lemma 15, we find 
the decomposition 

toCZW toCW w 

where to runs over all elements of the set W and 30ΐφ denotes a modular 
matrix with the first column to. We choose 9K_ ĵ = — 3#φ> such that 30î^ 
and 90Î_to give the same element of Γ. Let F^ be the image of F under the 
transformation SOÎ̂  ; then the; domains F^ cover exactly twice a fundamental 
domain F0 of the group Ax. On the other hand 

f f(<S[<ao])dv — f /(@[ce]dv, 

* ^to 

by Lemma 6. Using the abbreviation p = @[e] for the first diagonal element 
of @, we obtain 

Σ Γ /(@[cto])A; —2 Γ f(*2p)dv. 

Now we replace £ by *Z and sum over all positive integers Z; then Zto runs 
exactly over all lattice points =7̂  0, and we have 

00 C 
(117) ^ ( c ) - 2 e 2 » 2 3 f(e2l*p)dv, 

1 fo 

where ^(c) is the function defined in Lemma 14. 

43. Any element of Δχ has the form 
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I t follows from (7) that also 

hence 

belongs to the homogeneous modular group of degree n — 1. We define 

where 

Since Wlo is symplectic, we have Œo®'o — Φο^Ό, whence ©0 — 0 ; moreover 
8Γ0©Ό — 6 and W o = » 0 » ' 0 so that St0 — 11', ®<> — U"1, » 0 — ^Vc1 with 

(119) 
and integral a, b, 6. 

On the other hand, if U and % are defined by (119) with arbitrary 
integral a, h, l·, then 

(120) 

is a modular matrix and Wl = Wl0Wl2 has again the form (118). I t is obvious 
that the matrices Wl2 constitute a group Δ2 which is isomorphic to the homo-
geneous modular group of degree n — 1 and is a subgroup of Δ1β The left 
cosets of Δ2 relative to Δχ are of the form 39Ϊ0Δ2, where 30îo runs over all 
matrices defined by (119) and (120). 

This result enables us to construct another fundamental domain of Δ1# 

Let S = (^28 + S52) (628 + 2)2)_1 be the modular transformation with the 
matrix 90î2. We decompose 

and obtain 
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consequently Si = (8ti8i + » i ) (®i8i + ®i)_1 is the image of 8X under the 
modular transformation with the matrix 3)ΐι, of degree n — 1. For any 3 in 
H, we determine Wlly such that 8i lies in the fundamental domain Ft of the 
modular group of degree n — 1. Since we may replace 3P?i by —Wlu there 
are always two different possibilities for the choice of the corresponding 
element 30î2 of Δ2. 

We replace 3 again by 3 and consider now the modular transformation 
3 = 3[U] + Z with the matrix 9W0. By (119), 

where £ + ^) = 8· On account of the definition (77), the matrices ^p-1 

and @ have the same first diagonal element p. Putting g)-1 = ( Γ ^ ) and 
g)-1 = (F&i), we obtain F u = Yu — pcti (1 = 2,· · · , n), where a2, · · * ,Un 

denote the elements of a. We determine first a, such that —(p/2) ^Yu^ p/2 

(1 = 2,- - -, n), and then δ, b, such that the elements xu of the first row of È 

satisfy — \ < xu < £ (Z === 1, · · · , ft). 
I t follows that any point of II has, relative to Δ^ an equivalent point in 

the domain defined by the conditions 

/ 1 9 1 , 8 ι < = * \ , - (p/2) < F n < p/2 ( ϊ - 2 , · · · , η ) , 
V ^ — * < ^ , < * ( Z ~ V · - , n ) . 

On account of the ambiguity in the choice of Wl2, this domain is not yet a 
fundamental domain^ of Δι. I t is transformed into itself by the particular 
mapping Zu-* — Zu (I = 2, · * · , ft), Zu-tZu, 8i -* 8i> obtained from 
Tlx = — ©, 9K0 = ©· By the additional condition 

(122) Γ 1 2 > 0 

together with (121), we obtain now a fundamental domain i*7* of Alt 

In the special case ft = l, the condition (122) does not exist, and (121) 
reduces to — J < #n < ^. 

44. By Lemma 6, the first element p of @ is invariant under all trans-
formations of the group Δ1β Since· F0 and JP* are both fundamental domains 
of Δΐ3 we obtain 

(123) J f(€H2p)dv= f f(€*l*p)dv. 
F0 F* 

We use now the decomposition 

8-1 "(o Dr1)Li g] e (? do)' 
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where 
(124) di-1 = Oo — p'1W 

and g)i denotes the imaginary part of 3ι · Introducing as new variables the 
elements η^ι ( l < Ä : < Z < n — 1) of gjr1 = (rfjci) instead of the elements 
Ykl (2 < Tc < I < n) of g)0, we obtain, by (124), 

(125) dv— Π (dxtidYii) 
n n 

— Π (dxjcidnrpci) Π ( ί ^ ι ^ Γ ϋ ) — dv± Π (dxudYu), 
2^fc<i<rt 1=1 1=1 

where d^ is the symplectic volume element for 3 i instead of 3> moreover 
Yu — p. 

Define ηη = 1 for n = 1 and — 2 for n > 1. By (111), (121), (122) 
and (125), 

00 

(126) „, J* f(Wp)dv — 7„-x J tr*f(*Pp)dp 
F* 0 

1 
= F n - ! ^ ) - 2 " J * X^f{x)dx = T V ^ e * ) - * * , 

0 

where TVi is the volume V{Yn-i) of the fundamental domain Fx for the 
modular group of degree n — 1 and V0 = 1. By (117), (123) and (126), 

ψ(€) =2τ7Λ-17„_1£(2τΟ, 

independent of c Lemma 14 leads now to the recursion formula 

Vn = 2^-1(n — 1) ! *-*ζ(2η) Vn-1? 

whence 

(127) Vn = 2U{(k — 1)\TT^(2JC)}, 
fc=i 

and Theorem 11 is proved. 

45. By a well-known result of Euler, 

where B2h is the absolute value of the Bernoulli numbers 

^ 2 = = 6 > ~Bé 3 0 ' B« = 42> ~B* = — sö>" ' · 

Thus we obtain the expression 
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and in particular 

3 ' 270 > 3 127575 ' 4 200930625 ' 

Consider now the congruence subgroup Tn(p) of the modular group of 
degree n> defined by Wlt^Œ (modp), where p is a prime number. Its index 
has the value 

(128) jn(p)-Ûp2k-1(p'k — l). 

For p=£ 2, this group has-no fixed point in Ή, by Theorem 10. If Theorem 5 
still holds good for the non-compact fundamental domain of Tn(p), then this 
open manifold has the Euler number 

X = Cn(—w)-"^/2Vnjn(p). 

We denote by χη(ρ) the right-hand side of this hypothetic formula· 
Using the values of d, c2, c3 given ιin Theorem 5, we find 

π π 3 7Γβ 

ClVl==~liï' C2V2S==~Tï' CsV3=='279^ 
and consequently 

xi (p) = - | P ( P 2 - I ) , x»(p) ^ p 4 ( p 2 - i ) ( i > 4 - i ) , 

x*ip) = FTT f{f ~1} {pi -1} {ρ° - 1 } · 
It is easily proved that these rational numbers are integers for all prime 
numbers p; in particular χι(2) = — 1, χ2(2) == — 1, xa(%) = 2 . 

46. Let q = pa ( a > 1) be a power of a prime number p. For any 
integral skew-symmetric matrix ©<2w>, we denote by Aq(@) the number of 
integral solutions S, modulo q, of the congruence 

(129) S [ ß ] = @ (mod g). 

In particular, -4g(S) == Eq is the order of the homogeneous modular group 
modulo q, namely the number of incongruent solutions W of 

(130) 3 [ a R ] ^ S ( m o d ? ) . 

I t is known that Ep = jn{p) has the value (128), and more generally 

Eq = qn(2n+l) Π (1 — p-»). 
A r = l 

By (129) and (130), 30ÎS is also a solution of (129) ; we call it equiva-
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lent to Q, relative to the group of the 3JI. Since there are exactly Eq matrices 
in each class of equivalent solutions, the number of different classes of solu-
tions of (129) is Aq(%)/Eq. On the other hand, the number of incongruent 
skew-symmetric matrices © is qn(^2n-1\ and 

© 

is the number of incongruent S. The average number of classes of solutions is 
therefore 

Now the main formula in the analytic theory of quadratic forms suggests 
that do can be defined independently as a density connected with the real 
solutions S of the equation ^ [ 2 ] = ©. We shall prove that d0 has the value 
defined in (4) ; this is the statement of Theorem 12. 

47. Let 

(131) 

independent of the exponent a. 
By Euler's formula 

the result (127) may be written 

( * > 1 ) , 

where p runs over all prime numbers and 

(132) 

be a real skew-symmetric matrix and 

(133) 

then £ 1 = i(®2 + ®'2) + ^r(@i + ©3) is hermitian and 9I = i (@2 —@'2) 

+ r r (®i — @3) is complex skew-symmetric. For © = !§, we n ave φι = © 

and 31 — 0. We choose a neighborhood G of © = % such that | & | ^ 0 
and that the characteristic roots bly- · · , &w of the matrix 

(134) 

are of absolute value < 1, for all © C G . 



converges and satisfies the equation 

The characteristic roots of the matrix © + SB are 1 + (1 -f- hK)* ̂  0 
(& = 1, · · · , η ) , We define 

(136) « - i ( e + » ) « i ; 

then | § | v^ 0 and | 2$ — & | ^ 0. 

LEMMA 16. The matrix § is hermitian and 

(137) $ + ist^sr = §x. 
We have 

9921 = — ä l r ^ r 1 « — ASF and » & — — â ^ r 1 « = φι3Ρ, 
whence 

«' = i«i(e + %$') = i (e + SB)«I = § 
and 

if I-1» = ä(® + aso^r1^ = — (e + a»)-1»^ 
— (® —SB)«! —8$i — 2 $ , 

q. e. d. 
We define now 

Vo - « r V-i«-1« e y 
and obtain, by (133) and (137), ®{6} = ®i and 

/ © ίφ-'ΗΧ /2G· — s H k 0 \ 

whence in particular | © | ^ 0. 

48. We consider now the set L of real matrices S satisfying $i[2] 
- S C O . Putting 

<-> »-«-(Si). «**-(St)-* 
we have 

and consequently 

( 139) i (ψ& — C $ ) = φ, C O — O ^ - 0; 

The series 

(135) 

60 CARL LUDWIG SIEGEL. 
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moreover 
#1 - $ — * # $ - % Οι - O — i Q « - 1 « . 

By (133), (134), (135), (136) and (137)^the neighborhood 0 of © = S 
is mapped onto a neighborhood ff* of φ = @, 31 = 0 in the (φ, St) space. 
Since | φ | ^ 0, we have § > 0. By (139), | Q | =^ 0 and 

is a point of H with the imaginary part g) = §{Q - 1 } . Then 

(140) $ i - (8 —iS»- 1 »^- 1 ] )« ! , Q i - (€ —iD-^CO-^JQ. 
I t follows, from (138) and (140), that L is mapped onto the set L* of the 
(3 , Q, 31) space defined by the conditions 8 C J3T, ( 8 { ö ) , 3t) C G*. 

If 

is any modular matrix, then the mapping 

(141) 8 -> (S»i8 + 3K2) ( m , 8 + SR*)"1, Q - > (3K.8 + 3» 4 )0 

transforms L* into itself and leaves every point of (?* invariant. We restrict 
now1 3 to the fundamental domain F of the modular group Γ. Since the par-
ticular mapping with SDÎ = — © leaves 8 invariant and changes Q into — £}, 
we obtain in L* a fundamental domain L*0 for all mappings (141), if we 
impose on Q a linear homogeneous condition, e. g., σ(£} + Ö) ^ 0; then L*0 

is defined by &CF, ( B { 0 } , 3i) C G*, σ ( 0 + Q) > 0. Let L0 be the 
corresponding domain in L. Obviously L0 is a fundamental domain in L 
relative to the homogeneous modular group Γ0, such that the images of L0 

under the mappings ß —> $JIQ cover L completely without gaps and over-
lappings. 

Denote by v(L0) the euclidean volume of LQ, the elements of 2 being 
considered as rectangular cartesian coordinates, and by v(G) the euclidean 
volume of (?, where the elements of the skew-symmetric matrix © = ^ [ ß ] 
above the diagonal are the coordinates. Theorem 12 asserts that 

(142) lim ^ - - d 0 , 

if O runs over any sequence of neighborhoods tending to the single point § , 
with the value d0 defined in (132). Obviously the left-hand; side of (142) 
is the analogue of the expression in (131), for the real valuation instead of 
the p-adic valuation. 
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49. In order to simplify the notation, we introduce cartesian coordinates 
for a matrix Xim) = (hi) in the following way: If X is arbitrarily real, we 
choose the m2 coordinates hi (k, I = 1, * * · , m) ; if X is symmetric, we take 
the %m(m + 1) coordinates hi (1 < h < I < m) ; if X is skew-symmetric, 
we take the \m(m — 1) coordinates hi (1 ^ & < I < m). If Ŝ  is complex, 
we split 

x-Ät + Ä«, £1-*(£ + £), x2 = ±(x—x), 

and proceed in the same manner with the real part X± and the imaginary 
part X2. In particular, a hermitian matrix X has then the m2 coordinates 

M * — V " - , m ) , i ( i w + fci), ^(hi — hi) ( l < i < J < r o ) . 

In all these cases, we denote by $£ the euclidean volume element in the space 
of the coordinates of X. 

By (133), (138) and (140), we have 

v(L0) — f dß, du = d ^ i Ö ! — | d O i I» dSWQi 

with 

» - 9MQrl - (3 + iSD-^CO-1] ) (« - iS"1«[Q-1] )-1. 
In a sufficiently small neighborhood of 31 — 0, the power series 

M —8—iSflQ-1] + · · · 
converges, whence 

$ft_2n(„-i) | Q Q | i - » i g i « , d O x ^ r f O (31->0). 

It follows that 

v ( i o ) — ^*-1* f | QÖ | dS iDiOd« ( f f - > 3 ) . 

We choose a real matrix ©i(w), such that ©ΊιΚι — g). Then the condition 
g){£}} _ φ is replaced by Q'2£l2 — © with Qa — d O . Since 

*Q2 _ | ©, |»»JO — J g |« *D, | OÖ | — | Q2Ö21 I g) |-S 
we obtain 

(143) v(L0) ~2*<*-» f | g Ι^αΧαΰ * i Γ I Q2Q2 I ί£>2<ΒΓ ( G - > 3 ) . 
F ( 0 /

a Q „ Ä ) C f f * 

On the other hand, by (133) and (136), 
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v(G)= f d®, d% = d%1d%2d%* = 2n{n-1H§1d% 

d&^d® (ff->3); 
hence 

(144) v(G)~2n^ f d§d%. 

( £ , 3 i ) C G * 

The first integral in (143) has the value Vm = V(V). By (132), (143) and 
(144), the proof of (142) is reduced to the proof of the following lemma. 

LEMMA 17. Let Hx be a domain in the space of the positive hermitian 
matrices and §* > 0 ; then 

(145) J" d o - * | $* |- j AS, cn = n(h^1)l . 

We determine a matrix ©* satisfying §*{&*} — © and replace £), d o by 
<£*&, | (£*©* | w d ö . Then we have only to prove (145) in the special case 
#* = g. 

We apply induction and assume first n > 1. Let £}0 be a matrix having 
the same first column q as Q and | Q0 | τ^ 0 ; then 

Q = Q»(J £ ) , 
dQ=|QoÖo|-1iqiitißi;. 

Introducing 

α«, ο'*-·-(ί2)-(ϋ){ΐ»Π. 
we have 

v fc|»o| — | $ e | —|QoÖo|, * — »»{£}, b = X'bo + M. 

We replace t by the new variable b and obtain 

dt = h2-2»db, 
*Q = | DoQo ^ " » A i i t t i Z E . 

Using (145) with n — 1, 9?0, X, 9Î instead of n, $*, £}, φ , we find 

(148) f dQ = c».! f | Qoöo l -^ 2 ' 2 » | % |lJ"<iq<ib<M, 
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where the domain of integration for the variables q, b, 9Ï' is given by (146), 
(147) and the condition φ C Ηχ. We take the new variable SD instead of % 
with cKD = d9t, and perform the integration over q, for fixed values of b 
and 2). Now 

J* dq = J(g)=^g«; (g>0), 

whence 

(1«) / »W, _ J V- ^ A = ^ ^ / A 

But 

I Q o Q o | Λ " ^ 2 - 2 η | 5fto I 1 - - A1"*, Cn-i , " " . = C» 
I71 — JJ -

and consequently, by (148) and (149), 

(150) Ç dQ = Cn j ^ 

It remains to prove (150) in the case n = 1. Then it is contained in 
formula (149) which holds good also in this case. 

50. The relationship 
d0 = Π dp 

P 

constitutes another example of the " integral formulae " of analytic number 
theory which appear in the theory of class fields and in the theory of quadratic 
forms. The formula also holds good in the case of an arbitrary group 
Δ(©, φ ) , if the densities d0 and dp are defined in an analogous manner. But 
we do not go into detail since the proof of this statement depends upon the 
analytic theory of hermitian forms, of which no complete account has hitherto 
been given. 

We proved in Section 31, that the matrix g)-1 is bounded in the funda-
mental domain F of the modular group. Theorem 11 may be used for an 
estimation of the maximum μ», of | g) |_1 in F. I t follows from (80), (90) 
and (91), that F is contained in the domain Fx defined by the conditions 

Ig) !" 1 ^^, 8 - l CÄ, —\<ΧΜ<\ ( 1 < & < Ζ < η ) , 

where R is the Minkowski domain of Section 29. Consequently the symplectic 
volume of F± is equal to the euclidean volume of that part of R which is defined 
by | X | < /4n, X d R. By an important result of Minkowski, this volume is 

(151) ^ χ τ ^ ( Λ + 1 ) / 2 Π {-^/2r (j) « * ) } . 
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Hence this number is an upper bound of Vm- Using (127)^ we obtain the 
estimation 

IX. COMMENSURABLE GROUPS. 

51. We proved in Chapter V that the group Δ0(@, φ) is commensurable 
with A0(r, s). In order to demonstrate Theorem 13, we have now to discuss 
the necessary and sufficient conditions for the commensurability of two groups 
A0(r, s) and Δ0(νΐ9 ^ ) . We assumed that the numbers r and 5 are integers of 
the totally real field K; all conjugates of s except s itself are(negative, whereas 
r is totally positive. Obviously s generates the field K. The numbers rx and St 
have the same properties with respect to the totally real field Κτ. 

5 

(152) 

and in particular 

the exact valuef of μχ being 2/3%. By Stirling's formula, for n -» oo, 

This proves that μΛ increases rapidly, as a function of n. 
Let now 3 = ^ + ig)v be an arbitrary point of H and let 3 * = 36* + if)* 

== (318 + 33) (@8 + Φ)"1 be the image of 3 under any modular transforma-
tion. By Section 30, the expression 

has its minimum value, if and only if , 3* lies in F. Hence /%, is the maximum 
of these minima, for the set of all 3 in H. A fortiori, there exists a matrix 3 
in H, such that the inequality 

holds for all second matrix rows (S2>) of modular matrices, where vn is the 
number defined in (152). Writing 3 = Sßö"1, we have 

and 
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With the groups Δ 0 (Γ , s) and Δ 0 (Γ 1 ? st) we associate the two quadratic 
forms 

Q (r, s) = rsx2 — ry2 -f- sz2 and Q (ru sx) = r^x-f — ny* -f- stfx2 

in 3 variables. 

LEMMA 18. / / Q{r, s) and Q(ri} Si) are equivalent in K, then K = KX 

and the groups A0(r,s), Δ 0 ( Γ 1 , 5 1 ) are commensurable. 

Under the assumption of the lemma, Si is certainly a number of K; 
therefore KxCZK. Since all conjugates of Q(r,s) are negative definite except 
Q(r, s) itself, the same holds good for Q{ru Sx) considered as a quadratic 
form in K; consequently Si is also a generating number of K and K = K1. 

Using the quaternion units c0, ci, e2, «3 defined in (74), we have Q{r, s)e0 

= (x€X -f- y^2 + ^a) 2 . Let g = (fai) be the matrix of the linear substitution 
transforming Q(r,s) into Q(ruSt) and let 

V —Σ/ifccz (k — 1 , 2 , 3 ) . 
1=1 

Then 

ηι2 = r^o, η2
2 = — r±€0, T732 = 5i€0, W l = — rçp?* ( 1 < fc < Z < 3 ) 

and consequently there exists a real matrix S (2) satisfying 

| S 1—1, ß - V 2 = o* ( i — 1 , 2 , 3 ) , 

The elements of Δ0 (r, s) are defined by 

fc=0 

with integral 3IÄ (& = 0, · · · , 3) in K. Putting 

(153) (<£<«> X g"1) (Stx^SIa)' - (» i» ,»«) ' , ©(n) X S - Ä, 

we obtain 

3» — 8fo X eo + Σ »* X η* — SffltiSt-1 

with 

(154) STOi — STo X €0 + 2 »* X «fc, 
fc=l 

and ® is symplectic. 
Let q be an even positive rational integer, such that the matrix cfö^förs 

is integral. If 9 » E = @ (modg), then 3i0 + V ^ S T i ^ ® , W0 — V ^ Ë= @, 
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ν ί ^ + V ^ 8 = 0, — V ^ 2 + V*Ä8s=0; hence ST0 is integral and 3I A E=0 
(modg/2rs) (Jc = 1,2,3). By (153) and (154), 95fc is also integral and 
SOÎi = ft'MDiß is an element of the group A0(r1} St). Consider now in Δ 0 (Γ , s) 
the subgroup of all 90Î, such that SOÎi is contained in Δ0(Γχ, βχ). Since this 
subgroup Δ*0 contains the congruence subgroup of Δ0(τ·, s) , for the module ç, 
it is of finite index in Δ0(τ·, s). On the other hand, ®~^*o® consists of all SOÎi 
in Δ 0 ( ^ St), such that 5DÎ = Mtfi®"1 is an element of A0(r,s); hence the 
same argument shows that ®_1Δ*0® is a subgroup of finite index in Δ0(η, Si). 
I t follows that Δ0(τ·, s·) and Δ 0 ( Γ 1 ? 5 Ι ) are commensurable. 

52. On account of Lemma 18, the condition of Theorem 13 is sufficient 
for the commensurability of A0(r,s) and Δ 0 ( Γ 1 , 5 Ι ) . I t remains to prove that 
this condition is also necessary, which is a little more difficult. 

LEMMA 19. Let a and b be two numbers of K, ab ̂  0 and K0 an arbi-
trary algebraic number field. There exists an integral number t in K, such 
that at2 — b is not the square of a member of K0 and a(at2 — b) is totally 
positive. 

We may obviously assume that a, b are integral and K C K0. We choose 
m K a prime ideal λ halving the following 3 properties : λ is not divisible by 
the square of a prime ideal of Κ0, i. e., λ is not a factor of the relative dis-
criminant of K0 with respect to K ; 2ab is not ddvSsible by λ ; ab is a quadratic 
residue modulo λ in K. Then there exists an integer t in K, such that at2 — b 
is divisible by λ, but not : by λ2, and that, moreover, a(at2 — b) is totally 
positive. Since at2 — & is divisible by exactly the first power of a prime ideal 
in K0, it cannot be a square number in K0. 

LEMMA 20. There exists a quadratic form Q(r0,s0) equivalent with 
Q(r,s) in K and a quadratic form Q(r2,s2) equivalent with Q(rl9 Sx) in Kl9 

such that the field K*(^/r0, V$0, V^2, V ^ ) has the degree 16 relative to K*, 
where K* is the union of the fields K and Kx. 

Using Lemma 19, we choose an integral number t in K, such that 
rt2 — s = r0 is totally positive and no square in K*. Then the quadratic form 
Q(r,s) = rsx2 — ry2 + sz2 is equivalent with rsx2 — r0y

2 + r^sz2 in K. 
Applying again Lemma 19, we construct an integer u in K, such that 
r0rsu2 -\-rs^s0 is no square in Ä'*(Vr0) and ssQ is totally positive. Then 
Q(r, s) is equivalent with Q(r0, s0) in K and the field K*(^r0, y/$0) has the 
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degree 4 relative to K*. We complete the proof of the lemma by using the 
same argument for Q(r1}«x), K1} Κ*(λ/ν0, V$o) instead of Q(r,s), K, K*. 

By Lemmata 18 and 20, we can assume for the rest of the proof of 
Theorem 13, that Κ*(Λ/Τ, V ^ V^*i, V*i) has the degree 16 relative to the 
union K* of K and Kx. 

LEMMA 21. Let Gx be a subgroup of another group G> of finite index j . 
For any element A of G, there exists a positive rational integer g < ;*, such 
that A9 is an element of Glm 

Let (?!, G2, ' ' ', Gj be the right* cosets of Gx relative to G and consider 
the ; + l powers Ak (k = 0, · · -,j). Then two of these powers Ak and 
A1 ( 0 < & < Z < ; ) lie in the same coset, and Ag, with g = l — k, is an 
element of Gl9 q. e. d. 

53. LEMMA 22. Let Δ* be a subgroup of A0(r, s) of finite index. Then 
there exists in Δ* a diagonal matrix $ , such that all diagonal elements of 5ß 
are different one from another and that no conjugate of Sß, different from $̂ 
and $_1, has a diagonal element in common with $ . 

Let h be the degree of the field K with the conjugates ÜT(1), · · · , K(h) 

and K{1) =K. The number of algebraic fundamental units in K is h — 1. 
The field K(^rs) has the degree 2h; since it has 2 real conjugates and 
h— 1 pairs of conjugate complex conjugates, the number of algebraic funda-
mental units in K(yjrs) is h. Consequently there exists an algebraic unit 
\ = a-{-b^rs, where a and b are numbers of K, such that no power \q 

(q = ± 1, ± 2, · · ·) is a number of K. 
Denoting by N the norm relative to K, we have N(X) — a2 — rsb2 = c, 

where c is an algebraic unit in K, and N{c~xk2) — 1. We replace c_1A2 again 
by λ; then λ is an algebraic unit in K{ λ/rs), no power λ^ (q — ±: 1, ± 2, · · ·) 
is a number of K, and N(X) -= 1, λ"1 = a—b^rs. By Fermâtes theorem, 
we may, moreover, assume ΑΞΞΞΙ (mod 2y/rs) ; hence a and b are integers 
of K. 

Let qly- · · , qn be different positive rational integers and let 

Then the matrix 
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is an element of the group A0(r, s). By Lemma '21, a certain power Sß*7 with 
positive exponent g lies in the subgroup Δ*. Replacing gqk (& = 1, · · · , n) 
by q,ic, we may assume that already Sß is an element of Δ*. The diagonal ele-
ments of $ß are \qk, \~qk (& = 1, · · - yn). Since the exponents qjc,— qk are 
all different and λ is no root of unity, these diagonal elements are all different. 

For any number t of K, we denote by til) the conjugate of t in Kil). 
The 2h conjugates of kqk = ak -{- b*y/rs are a*{l) ± δ Λ

( ϊ ) \ M ° s u ) 

(Z—1,· · ·,/*,). Since bk φ 0 and r<'>s<l) < 0 for Z — 2, · · · , A, only the 
two conjugates a^ + bjc^rs = Xqk and α& — b^yrs = k~qk are real. If a con-
jugate $β* of $β has a diagonal element in common with Sß, then the substi-
tution Sß—»$ß* arises either from the identical mapping λ—»λ or from 
λ -* λ"1, hence *β* — *β or *β* = ^β"1, q. e. d. 

We assume that the groups A0(r,s) and ^0(rlySx) are commensurable; 
we shall now first prove, that then K = Kx. There exists a subgroup Δ* of 
&0(r,s), of finite index, and a symplectic matrix 9i, such that 3ΐ~1Δ*3ϊ = Δχ 

is a subgroup of Δ0(ΤΊ, 5X), of finite index. Henceforth we do not need the 
existence of a symplectic matrix 9t with this property ; we have only to assume 
that there is a non-singular matrix 9t with real or complex elements satisfying 
Δ*9ϊ = 9ΪΔ1 where Δ* and Δχ are subgroups of A0(r, s) and &0(rx,Sx), of 
finite indices. Obviously we may then, moreover, assume that 9t lies in the 
field K*(y/r, Λ/S, Vru V$i) = ^o , of degree 16 over the union K* of iT 
and Klm 

Let Sß be the matrix of. Lemma 22. Since iß belongs to the subgroup Δ* 
of Δ 0 ( Γ , S ) , the matrix St"11^^ is an element of Δχ and lies therefore in the 
field Kx(\/rl9 ysx). We consider any isomorphism A of K0 which does not 
change the numbers of K1(^/r1, V$i)· Denoting the image under A by the 
subscript A, we have ΜΑ'^ΑΜΑ = ft_1$9t ; hence the matrix 33 — SUSR"1 

satisfies 
(155) $A = asps-1. 

This proves that the diagonal matrices $ A and 5β have the same diagonal 
elements, perhaps in different order. By Lemma 22, either 9βΑ = $β or 
$βΑ = $β-1. If a-\-by/rs is a diagonal element of 5β, then b ̂  0 and 
(a + b^rs)A = adz b^rs; whence (TS)A = rs. 

On the other hand, rs generates K, since all conjugates of rs except rs 

itself are negative. Consequently all numbers of K are invariant under A. 

This proves K C Κχ( V n , V$i). Since Κ*(λ/η, V$i) has the degree 4 
relative to K*, the intersection of K1(^/r1, V$i) and 2Γ* is Κχ. Therefore 
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KC Kx. Interchanging Κ and Kl9 we have also Z X C Z ; consequently 
K = K1. 

54. We use the abbreviation 

LEMMA 23. TÄere e;m/s α-n element Wl of Δ*, swc/ι that SäftK-1 = D 
w a diagonal matrix with different diagonal elements. 

Analogously to the proof of Lemma 22, we construct an algebraic unit 
μ = α-\-ο^ s in K(^s), such that a, b are integers of K, a2 — sb2 = 1 
and all powers μ* (g = =b 1, ± 2, · · ·) are different one from another. Let 
Qi, ' ' ' y Qn be different positive rational integers, £t± = [μ% · · · μ<ι*~\ and 

Then the matrix 

is an element of A0(r,s). By Lemma 3, a power $Jlg = G r 1 ^ © lies in Δ*. 
Replacing Wl9, £lg by Wl, O, we obtain the proof of Lemma 23. 

Let again A denote an isomorphism of K( V ^ V ^ V ^ Vsi) — K0 

which leaves invariant all numbers of K( ^/ru V$i) . Analogous to (155), 
we obtain 
(156) 

with the matrix Q of Lemma 23 and 93 = JWft"1. Consider in particular the 
isomorphism A8 denned by Vs*-*— "Vs, V*"—» Vf and write more shortly 
the subscript s instead of A8; then 

By (155) the matrix St^"1 =SB has the form 

where ©(0) and ®(1) denote diagonal matrices; by (156), the matrix 
(SBGr1 has the same form, whence 
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(157) 

(158) 

Consider now the isomorphism Ar defined by V^ —»— V ^ Vs—» V s ; 
then 

and we obtain from (155) and (156) the formula 

(159) 

with a diagonal matrix 2)(2), whence 

(160) 

Interchanging r,s and r1}sly we find'in an analogous manner 

(161) 

(162) 

with diagonal matrices 2) (3) and SD(4). Moreover tftrri = Sfttv, whence 

(163) 

(Since 15ft | i ^ 0 at least one element ru of the first row of 9t — {r%i) 
is =7̂ =0. We assume ru^O for £==po and define p = po> if Ρο — η> and 
p = p0 — w, if 2? > ft. Let a be the first diagonal element of 25(2) and 6 be 
the p-th diagonal element of 2>(4). By (160), (162) and (163), 

55. LEMMA 24. There exists a number c^O in K0 satisfying 

(164) aC = Cr, be = Crx. 

whence If a =£ 1, we define d 

if a = 1, we define d = 1. In both cases ad = dr. Putting 

ffrt - 1, 

/ , we find 
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- brdr br(ld J&d 
drir (ad)ri dri ~~ 

■V/A« 

Let g = , * for / ^ 1, and # = 1 for / = 1. In both cases 

Ϊ9 = Qrv 9r = g, 

and c = dg has, the required propetries. 
Since there is an, arbitrary scalar factor ^ 0 in 9t, we may replace dt by 

c9t, where c is defined in Lemma 24. It follows from (159), (161) and (164), 
that then a and h are both replaced by 1. 

Let a be the first diagonal element of 35(1) and ß the p-th diagonal 
element of ®(3) . By (158) and (162), 

(165) <x<x8 = — 1, ßß8l = — \. 
Calculating 

9 t r 8 = 9 t«r , ^srt = ïïirrf, ^8Χ = St8lr9 dtrl8l = ΟΐβχΓ! a n d 3 t 8 S l = 9 t s l 8 

by (157), (159) and (161), we obtain, moreover, 

(166) αΓ = — α, ar i = a, 0r = ß , ß r i = — ß , ßz8l = <xß8. 

By (165) and (166), the numbers u = <x^/r and v = ßyjr1 lie in 
^ ( λ/s, V^i) and satisfy 

tme = — r, w8 l = — ru vu8l = w e . 

Defining w = w/^*i = v/v«> w e n a v e w,*i β w~x — w*> a n ^ consequently w is a 
number of the field 1T( Vssi) . Let τ = V ^ i / ( « ; — 1) for w · ^ 1, and τ = 1 
for w = l ; in both cases τ lies in Z ( V ^ i ) and TS — r8l = WT. Then the 
numbers p = ur and o· = ντ satisfy 

u v 
Pa, ==s U8lr8. = — Wr = Ur = p, σ* = fl8Ts = — Wr = Vr = σ, 

pp8 = UTU8T8 = — Γττ8, σ<τ8ι = VrVSlr8l = — Τχττ^, 

whence 

(167) έ2 — ft?2 = — Γ ( Ρ — *?i<o2), à 2 — ^ 2 Γχ (f2 — β^ω»), 

where £, 77, £1, 171, ζ, ω are numbers of K which are not all 0. 

We consider first the case ω =̂ = 0. Performing the 3 linear substitutions 
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χ = ηχ* + îy*, y — &s + svy3, z = zz 

X2 Cy2 . z2 y2 + ζζ2 
y* ~ TTZT2—Έ\ + τ τ : y z* = 

V — è2' ^ So>( V — é2) ^ Τ8ω ' " So> 

#2 — ^1#1 + (iffu y 2 = ίΐ»1 + 1?iyi, *2 — «1, 

we obtain, by (167), 

f 
(x2

2 — s1y2
2) + sxz2

2 = r1s1x1
2 — r^2 + s ^ 2 — Q (ru sx) ; 

Ç(r, s) = rsx2 — ry2 -\- sz2 = r(stf — £2) (x3
2 — sy3

2) + s*s2 

T 

V —i2 

hence Q(r, s) and Q(r1?Sx) are equivalent in K. 
In the remaining case ω — 0, we have 

£2 — V = — r£2 and &2 — s^i2 — — nf2. 

Consequently the diophantine equation Q{r, s) = 0 has the non-trivial solution 
x = ξ, y = s^, 2 = r£. Moreover it follows immediately from the signs of the 
conjugates of r and s, that K is the field of rational numbers. Applying the 
2 linear substitutions 

„ ηΧ2 + &2 4 / &E2 + ^ 2 „ „ 
x =

 VY > y = 7? > z = z2 

& + 1 , 5 — 1 5 — 1 , 5 + 1 

we obtain 
Q ( r , s) = x2

2 — sy2
2 + sz2

2 = xx
2 — y x

2 + z? = Q ( 1, < > ; 

hence Q(r, s) and 0 (1 ,1 ) are equivalent in K. Since the same holds for 
Q{ri,Si) instead of Ç(r, s), Q(r,s) and Q(r1} βχ) are also equivalent in K. 

Theorem 13 is now completely proved. In the particular case 

®i = %, $1 —«3, rx — 1 , s1 = l, 
we have 

Δ ( β ι , β ι ) — Γ and Q(r1,s1)=x1
2 — y1

2 + z1\ 

It follows that the group Δ(®, φ ) is then and only then commensurable with 
the modular group, when the diophantine equation x2 + ry2 = s has a solution 
x, y in K. 
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X. UNIT GROUPS OF QUINARY QUADRATIC FORMS. 

56. For n > 2, the groups Δ(@, φ ) and their subgroups are the only 
known examples of non-trivial discontinuous subgroups of the sympleetic 
group. However, in the case n = 2, another set of examples is provided by 
the unit groups of certain quinary quadratic forms. 

Consider the special quinary quadratic form 

@[tt>] = wxw2 — w3
2 + wéw5 

and a complex column to satisfying 

(168) @ [ t o ] = 0 , @{to}>0. 

If w5 = 0, then wxw2 — w3
2 and wS)2 + w2wx — 2w3w3 > 0, whence wx ^ 0, 

(Wit53 — wzwx)
2 = w1w1(w1w2 + v>2wx — 2wzWB) > 0, 

which is impossible, the left-hand side being the square of a pure imaginary 
quantity ; consequently w5 ^ 0. Introducing inhomogeneous coordinates 
ινδ-

χΐο — 3 = l + it), we infer from 

@[8]-0 and @ [ t ) ] = @ [ ^ i ] = i@{a}>0 
the relationships 
(169) zxz2 — z3

2 — A*, y ̂ 2 — y3
2 > 0, 

whence, in particular, y1 =7̂ =0. On the other hand, (168) follows again f̂rom 
(169), if we define to = w53 with arbitrary w5 ^ 0. 

The matrices 

with y^a — ^32 > 0 and yi > 0 form the space H for n = 2 ; let 5" be the 
space defined by y1y2 — y3

2 > 0 and y± < 0. 
Consider now a real linear transformation to = 33to, such that @[to] = 0 , 

@{to} > 0 follows from (168). Since the equation @[to] = 0 is irreducible, 
we conclude that @[33] = λ @ , with a scalar factor λ = ^ 0 . Consequently 
! 33 I 7̂= 0, and these transformations form a group. Since Wi, · · · · , w5 are 
homogeneous coordinates, we may replace 33 by μ.33, for any scalar μ^=0. 
But I μ.93 | = ft5 I 33 I ; hence we may assume | 35 | = 1 and ©[33] = @. 
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Put %$ = (vjci) and w5
-1ib = % = % + it). Then the fractional linear 

substitution 
5 

Σ VklZi 

(170) & — - T ( i —1,2 ,3 ) 

1=1 

with z4 = zxz2 — z3
2 and zs = 1 transforms the space Ü either into itself or 

into S. We are only interested in the substitutions which leave H invariant; 
they form an invariant subgroup of index 2 in the whole group. We denote 
this subgroup by Ω(€>). 

Obviously we obtain the solution of (170) with respect to zu z2, z3, if we 
replace 93 by 3S"1 and interchange 3,3. Hence (170) is a birational analytic 
mapping of H onto itself. A simple calculation gives the functional 
determinant 
(171) dJßuKS*) _ ^ - 3 ^ 3 φ 0 -

a{<z1,Z2yZz) 

On account of Theorem 1, the transformation (170) is symplectic: 

(m) (£ £ ) - 8 - (313 + »)(Œ8 + a)-1, ( J ®) = 3ro> 3[SW]-3. 

57. Let us now start from an arbitrary symplectic transformation (172). 
Defining 

**» \—! 0 / ' 

we have i&tS] = | 3 | Ste for any matrix S ( 2 ) , and consequently 

(173) ( € 8 + S))-1 = | ©3 + ® h & i S « ' + SO&f1 · 
Moreover 

I Si + 5.1 - I Si I + I S, | + «K&SS'Ä-1) 

for any two matrices gi ( 2 ) and ι$2
ί2), whence 

(174) | SIS + » | = | 313 I + I » I + »(«Β&^Γ1) 

(175) | ©3 + Φ | = | ®3 | + | » | + σ^&Φ'&'1)· 

We apply (173), (174) and (175) for the calculation of 

3 = (313 + 93) (®3 + ®)-1 and | 3 | = | $13 + 93 | | (£8 + ® |-*. 
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It follows that 

(176) & — («»s,®' + as ,»«* + w4«3aer + fi^ss,©'^-
(177) w4 - ŒÎSISBS,»^,-1) + I 311 W4 + | 35 | w5 

(178) Ô. - aiCffiS.SJ'Sr1) + I <£ | "4 + | » | w. 
with 

\w 8 ^ 2 / * \w8 w 2 / 

is a real linear substitution ώ = 9Sto mapping the domain @[ t t ) ]=0 , 
@{tt>} > 0 into itself. Hence | S3 | — v φ 0, | v^/593 | — 1. Moreover, 93 
is not changed if we replace 30Î my —30Î. This proves the identity of Ω(@) 
and the symplectic group O, for n = 2. By (171) and (178), the functional 
determinant of the transformation (172) has the value 

(v-^5w5y
sm5

s = v3/5 | (£8 + ® I"3; 

on the other hand, by (24), d$ = eJ8[©3 + ®L which leads to the value 
I ®8 + ® |~3 of that functional determinant ; consequently v — 1, | 33 | = 1 
and@[aS]-=@. 

58. The formulae (176), (177), (178) and the identity of the groups 
Ω(@) and Ω can be demonstrated in another way, without using Theorem 1. 

Let us first determine all skew-symmetric symplectic matrices ©(4). We 
have the conditions 

(m) e-(J I)—©' 
(180) %w = %w, ear —©<r, s i®'—se'= e. 
By (179), 

a-««3„ ®-«*.&, »-»&, Œ-s.ae', »-(ü!1 Γ,3) 
with arbitrary wl9- · *,we; by (180), w43S and w53S are symmetric and 
2ß£;22B _ (wéw5 — l)%. Hence either 933 is non-symmetric and then, neces-
sarily, © — ± S or SB is symmetric and 

( 181 ) WiW2 — wz
2 — w4w5 — 1. 

Omitting in the second case the condition (181), we obtain the identity 

(182) ( 3 © ) 1 - —©[to]« 
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with 

and arbitrary wlf' · · , w5. 
We substitute 

Wi — — vx — v2y w2 = vx — v2, w3 — Vs, 
(183) 

then 

(184) 

(185) 

w4 = 

S© = ( 

= — V4 — Va, Wa = Vé — Va', 

S22S Wa%2\ 

—w^2 —m%) 
—1>3 vx — v2 0 

Vi + V2 V3 — Vé + Va 

0 Vé + Va — Vs 

(̂  — t > 4 — v5 0 V i — v 2 

@[to]—Σ(— l)***2, 
fc=l 

& 2 = ( — î)*-1® 

t>4 — V5
 > 

0 
t̂ l + 2̂ 

"3 > 

5 

— Σ Vk&k, 
fc=i 

( 1 ^ & < Z < 5 ) , 

by (182). The 16 products g i ^ & ^ S / 3 ^ (*» — 0 , 1 ; fc —1, · · · , 4 ) form 
a basis for the four-dimensional complete matric representation of the well-
known Clifford-Lipschitz algebra of order 16. The matrix δ ι&δβ&δβ is per-
mutable with all matrices of the algebra and has the square @, hence it is equal 
to @ or — © ; by direct calculation we find the value (& and therefore 

(186) Ü5 = SicteUWé· 

Let now ώ = 33Κ) be a real linear substitution with @[ώ] — ©[to] and 
! SB | — 1. We denote the matrix of the substitution (183) by S and put 
S-i3SS = SR== (rfci). By (182) and (184), the matrices 

(187) 3fc = Σ rlk&l (fc-V · ·,δ) 

satisfy again (185), and consequently their product is ± ©. I t follows from 
(185), (186) and the linear independence of the 16 products; that 

(188) S1&S.S4S. — I * | e - e ; 

hence (186) holds also for §& instead of g*. 
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Since the two representations generated by ffo and gÄ are necessarily 
equivalent, there exists a real matrix 3K, such that 

(189) & — gw-i&a» (* — V · ··, 5>. 

Moreover, by (184) and (187), the matrices ^gfc and 8Sk are skew-symmetric, 
and consequently (189) leads to 

Satt^&bSK = WSStäW-1^-1 (Jfe = 1, · · · , 5). 

This proves that SK^SK'̂ T1 is a scalar multiple of ©. There is an arbitrary 
real scalar factor in Wl; hence we may assume %[Wl~\ = ± % Putting 

we obtain 
(191) @ — ± ® [ ä t t ] 
or more explicitly 

V&SB w ^ / V&ïB W5S2/ 
On the other hand, if SPÎ is any real matrix satisfying ^[SOÎ] = ± % 

then the matrix © i n (191) is again a skew-symmetric solution of (182) and 
consequently of the form (190), and (192) defines a real linear substitution 
to — 93ro with @[93] = @ and | 93 | — 1, by (188). We may replace Wl by 
— 3K and obtain the same matrix 93, but the pair SOt, — 90? is uniquely 
determined by 93. 

Imposing on 93 the condition £5 [3D?] = + & w e obtain a subgroup of 
index 2 in the group of all 93; and this subgroup is isomorphic to the inhomo-
geneous symplectic group, by (192). If we write 

Ή ! S) 
and calculate the single terms in (192), we find exactly the formulae (176), 
(177) and (178). 

59. Let K be again a totally real algebraic number field of degree h. 
Let 5£[b] be a quinary quadratic form with coefficients in K such that all 
conjugates except £ [b ] itself are definite. We assume, moreover, that %\p\ 
has the signature 2,3, i.e., that £ [b] can be transformed into —vx

2 + v2
2 

— v3
2 + v2 — v5

2 by a real linear substitution. Then there exists also a real 
matrix 9Î, such that %[9l] = <S. 

Consider now the units of X in K, i. e., the integral matrices U in K 
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satisfying £ [U] = Z. Since | U | — ± 1 and | — U | — — | U |, we restrict 
ourselves to the case | U | = + 1. Then the matrix ÎR^llSï = 93 satisfies 
@[9S] = @, | 38 | = 1, and the corresponding substitution (170) transforms 
H either into itself or into S. We consider only the) matrices U with the 
first property ; they form a subgroup of index 2 or 1 in the whole group of 
units with | U | = 1 ; wo denote it by Λ(ί£), and by Δ(ί£) the isomorphic 
subgroup of Ω. 

Let us first prove that Δ (£ ) is discontinuous. By Section 19, it is suffi-
cient to prove that Δ (£ ) does not contain an infinite number of bounded 
elements. Otherwise Λ(£) would also contain infinitely many bounded matrices 
U, by (176), (177), (178) and U —»SSS^1. Since £ [U] —% and all con-
jugates of § [ b ] , except §[t>] itself, are definite, all conjugates of these 
matrices are bounded. Moreover their elements are integers, and this is a 
contradiction. 

We apply now the following results from the theory of units of quadratic 
forms. Let Q be the space of real matrices Q(32) satisfying 

® [ * ] > 0 , * ( M ) - ( g ) . 
If 

is a real solution of @[9S] = @, with 33χ = 3Si(3), then the mapping 

Q -> ( » A + 3S2) (SS3Q + S*)"1 

transforms Q into itself. We restrict 95 to the matrices Sî^ltëJÎ, where U runs 
over the units of X with | U | = 1. Then there exists in Q a fundamental 
domain Q0, with respect to A ( £ ) , bounded by a finite number of algebraic 
surfaces and having only a finite number of neighbors. Moreover the integral 

(193) v(Z) — C I @[#] |-5/2*Q 
Qo 

has a finite value. As a matter of fact, a proof of these statements has been 
published only in the case of the field of rational numbers, instead of a totally 
real algebraic field K of arbitrary degree h; but the generalization of this 
proof offers no difficulties. 

60. In order to derive the corresponding results for the group Δ(£ ) 
and the space H, we have only to map Q onto H. If 
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(194) 
we define 

8-0: *;)c/i· 2«-181' —·>· 

then the elements of jQ = {qu) are 

* * /r Äf f«—!f tg* / i . ! « ox 
?*i — — > qk2= (fc — 1 , 2 , 3 ) 

and 

hence Q is a point of Ç. On the other hand, if Q is an arbitrary peint of Ç, 
we determine zé from the quadratic equation 

(195) ©[*] [**] -0 
and put 

(196) * ( ? ) - » 5 
then 

@[e]-o, ©{a}-©DP] j * [>o. 

If we replace z4 by the other root z4 of (195), the column % is replaced by g; 
therefore we can choose the root zé of this quadratic equation, such that 
y\ > 0, and, then (194) is satisfied. 

In this way, the fundamental domain Q0 for A(5C) in Q is mapped onto 
a fundamental domain F for Δ(ίΕ) in H. I t follows that F has only a finite 
number of neighbors Fmy for the elements 30Î of Δ(!£), and that any compact 
domain in H is covered by a finite number of images Fîm; moreover F is 
bounded by a finite number of algebraic surfaces. Putting 3 = 3E + i?) and 
introducing the new variables 3£, 2) into (193), by (195) and (196), we obtain 

v(Z) = 4 Γ | 8 |-*dïd8 — 4 f d&ïB-1. 

This proves that F has a finite symplectic volume. 
The latter result is not trivial in the case h =* 1, since then H is not 

compact relative to Δ(5Ε) ; this may be derived from the theorem of A. Meyer, 
that an indefinite quinary quadratic form with rational coefficients is a zero 
form. On the other hand, £[t>] is not a zero form in K in the case A > 1, 
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since we assumed that the conjugates of i£[b] are definite except i£[b] itself; 
it can be proved as a simple consequence that then F is compact. 

This is a sketch of the proof of Theorem 14; the details may be completed 
according to the scheme of Chapter VII . 

Consider now the invariant subgroup ΔΚ(Χ) of Δ ( £ ) , defined by the 
condition U Ê== {? (mod #c) for the units U of %, where κ denotes, as in Theorem 
10, a certain power of an arbitrary prime ideal. I t follows from Sectiou 39, 
that Δκ{%) has no fixed points in H. The subgroup ΔΚ(Χ) is of finite index 
j in Δ ( £ ) , and the union of ; images F m of F, for suitably chosen elements 
90Î of Δ(5Ε), constitutes a fundamental domain FK of Δ*(ί£). Since the domain 
FK is compact in the case h > 1, it gives another example of a closed manifold 
with the symplectic metric. 

I t is known that the volume v(X) appears in the formula for the measure 
of the genus of SE. In this way an analogue of Theorem 12 might be found. 

61. We proved in Section 27, that Δ(@, φ) is commensurable with a 
group Δ(τ*, s) of symplectic quaternion matrices ± Wl. We shall now derive 
a corresponding result for the group Δ(ί£). 

A matrix of rank r is called primitive, if its elements are algebraic integers 
and if the minors of degree r are relative prime. Let 280

(24) be a primitive 
matrix of rank 2. Then the matrix ίδ[2Βο] = ($(4) = (gu) is skew-symmetric 
and has the rank 2; its elements: are the minors of SS0. I t follows by an 
application of Laplace's theorem, that also 0 is primitive. 

LEMMA 25. Let @(4) he a primitive skew-symmetric matrix of rank 2, 
mth elements from an algebraic number field K0. Then there exists in K0 

a primitive matrix 280, such that So[SBo] s=s @. 

Since @ is a primitive matrix' of rank 2 and degree 4, with elements from 
KQ, we can determine in K0 a unimodular matrix U0, such that the first two 
columns of @U0 are zero. Moreover the matrix? ®[U0] is skew-symmetric and 
again primitive; hence 

@ [ U e ] = = <(o i ) ' 
where c is an algebraic unit in K0. Obviously we may choose U0, such that 
c = 1. Denoting by 2B0 the matrix of the two last rows of IV1, we obtain 
the statement of the lemma. 

For any skew-symmetric ©(4) = (gki), 

I ® I Ä (#12034 — #13^24 + #14#23)2 

6 
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and consequently 
(197) g12g34 — g13g24 + g14g2S — 0, 

if the rank of @ is < 4. I t follows from (197) that the 36 minors of ®, of 
degree 2, have the values d= gkigM (1 < & < Z < 4; 1 :< p < 0 < 4) . This 
proves that the skew-symmetric matrix @(4) is a primitive matrix of rank 2, 
if and only if (197) holds and the six numbers gki (1 < ^ < Z < 4) are 
relative prime. 

Let 3So= (©i(2)®i(2)) be the matrix of Lemma 25; then dS)',. — 2)ι<ΕΊ 
= (ff™ + 92*)%, and consequently the relationship ΚχΦΊ = ©ιδΊ holds, 
if and only if the condition 
(198) 018 + 024 — 0 

is satisfied. Since 3B0U0 = (0@), the equation 9Ι0ΦΊ — SoK'i = © has an 
integral solution 2ί0, S30 in K0. Then the matrices Stx = 3ί0 — ^80W0^i and 
» t _ 330 — »oSt'oSJi satisfy 

3 3 ^ = g — 3303ί/ο(Κ1®,
1 — Φχ^Ο, 

with integral elements in K0 and the second matrix row* 3Β0, is symplectic, 
if (198) is fulfilled,; 

62. We consider again the substitution ίυ = 93ro with ©[to] =@[ro ] 
and I 93 I = 1. We assume now that the elements vici of 93 are integers in a 
real algebraic field K0 and that 93 = (& (mod 2). We define 

014 — « e i , 023 = ^52, 024 = 2^53, 013 = 2^53, 012 — V54, 034 = V55. 

Then (198) is satisfied, and also (197), as a consequence of ©^[ST] =<3~1. 
Since | 93 | = 1 and v531== 0 (mod 2), the 6 numbers gki (1 < & < Z :< 4) 
are relative prime. By the results of the last section, the matrix Wl1 of (199) 
is symplectic with integral elements in K0 and ^ [ © ι Φ ι ] =®= {gki), whence 

(200) w5 = Σ vsiwi = σ((ϊ19Β02®,ι^2-1) + | 6i | 104 + | ©x | wB. 
1=1 

Let » ! be the matrix of the linear transformation (176), (177), (178) 
with 3»! instead of S0Î. By (178) and (200), the matrices 93 and 93i have the 
same fifth row, hence (0 00 0 1) is the fifth row of 9333Γ1 = 952. Putting 

Six»7! 
3ίι®Ί 

and the matrix 

(199) 
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then a2, δ2, c2, d2 are necessarily integers, hence also a, l·, c, d. Moreover 3J2SI,2 
is integral and | 9I2 | = 1 ; hence 932 is integral. This proves that SDÎ = S0î230îi 
has integral elements. Since | 5DÎ | = 1, these elements are relative prime. 

On the other hand, by (176), (177) and (178), the elements of Wl satisfy 
a system of algebraic equations with coefficients in K0? and the only solutions 
of these equations are 30Î and — 30Î. I t follows that V fiSJl = 3 , where $ is a 
matrix in K0 and t is a number ^ 0 in K0. 

Since V# is the greatest common divisor of the elements of g, the prin-
cipal ideal (t) is the square of an ideal a in K0. Let Ax = E, A2, ' * · ,Ag 

denote the ambiguous) classes of ideals in K0, i. e., the classes A satisfying 
A2 = E, where E is the principal class. We choose an integral ideal o^ in Ak 
(k = 2, · · · , g) and; take <xx — (1) ; then <xk

2 = (ofc) is a principal ideal and 
αι = 1. Let tti,· · ·,«« be a complete system of fundamental units in K0 

and denote by fi (I — 1, · · · , 28+1) the 2S+1 products (—l)e°Uiei· · · u8
e' 

(ejfc = 0 , 1 ; & = 0, · · * , s ) , in particular fx = 1. The products %/z are all 
different; we denote them by tu · · · , £m with m = 28+1g and £i = αι/ι = 1. 
Obviously t = ^ι;2, where tq is one of the numbers tu- · · , £m and v is a 
number in K0. 

None of the numbers t2, · · · , i»» is a square in ΖΌ. We choose now an 
integral ideal a>0 in ΖΌ, such that none of those numbers is a quadratic residue 
modulo ω0. If a S ^ e (mod2to0), then | ® | = 1 , | » | = 1 , ©^=0, 93 = 0, 
by (176), (177) and (178). Moreover W s g, and the coefficients of 
» [ » ' ] — 38 are = 0. Putting 

we infer from (168) that 

and 

whence ©2 = 0 and 2t2©,
2 = ©. The corresponding linear transformation (176) 

takes the simpler form 
(201) 

Obviously 33i is unimodular in K0, 'hence the same is true for the matrix 
ÜB2, and the coefficients in (201) are integers. Let 
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we obtain 

(202) αι2ΕΞ= l, ax = α 4 = d x = d4, a2^=az = d2 = d3 Ξ= 0 (mod 2<o0). 

But \Jtqa1 = x is an integer in K0; hence #2ΙΞ= £β (mod<i>0), tq = t± = 1. 
We have proved that 90Î is an integral matrix in K0, if 93 is an integral 

matrix in K0 satisfying @[93] = @, | 93 | = 1 and 93 Ξ= g (mod 2ωο). 

63. Let i£[b] be the quinary quadratic form of Section 59. There exists 
in ÜT a matrix S0> such that 

i£[So*>] = m(—pv!2 + v2
2 — qv3

2 + rsvé
2 — rv5

2) 

with integral positive m, p, q, r, s. Putting 

(pqs)'1 = m2, pm2 = m1, qm2 — m&? rsm2 = m4, rm2 = m5, 

we have 
5 

Π mk = r2m2
4, 

(203) « B 
— m^m^lüoO] = Σ (— 1 ) H W f c

2 . 

Let Si be the matrix of the linear substitution 

wx= — fliV'Mi — v2y'm2, w2 = v1^/m1 — ν2λ/Ίτη2> wz = — vzy/τη6, (204) ; — — — 
wé = — véymé — v5ym5, w5 = véYmé — v5ym5 

and let Sod"1 — »i"; then m"1m25i:[9Î1] = ©. 

By (185) and (186), the matrices 

G*—Vmi&b (* — V * ' , δ ) 

satisfy the conditions 

Q*Qi== — Ο ι £ > κ ( 1 < & < Ζ < 5 ) , JO» 2 —(—l)«m*g ( * — 1 , . . · , 5 ^ 

ÏÏOfc = rm2
2Œ. 

fc=l 

Using the abbreviations 

\ 5 i ! 

~\i o)' ^ 2 _ ^ _ ι ο,Γ ^3~A o i j ' 

we introduce the 16 linearly independent matrices 
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φ5 _ Wa-iQ2Q8 _ P3 Ç— & ^ J , 5β6 _ mrOiQ. - PiPs (^ ° J , 

φ7 _ geDl _ P2P3 ^ι ^J ?8 _ mrlQf _ pip2p3 Ç- 3. U ̂  
ξβ9 _ m ^ O A Q i — P* ( _ 2 — 0 ) ' *10 = "«"^0*0»0* — W (J! ~~ o3) > 

$ n = m2-1Q2G4 — p2p4 f _ ^ 0 J , ^12 — m2-1£}1Q4 — pip2p4 ί ^ ^ 3 J , 

φ ΐ 3 _ m ^ î Q . Q A - p3P4 ( _ ^ ^ 1 ) , *!4 - /><?£* - PiW4 Q 2 ^ 2 ) , 

$ß15 _ m 2 - 1 G 3 ö 4 — p2paP4 ( _ ^ — J 1 ) , Vie - mr'QxQjQaCU - P i f W 4 (cî2
 _ o 

Then any real matrix 99î(4) can be expressed in the form 

(206) 3tt — Σ Μ * * 
fc=l 

with uniquely determined real scalar factors Xk-
We denote the real algebraic number field Κ(^/ρ, Vq , λ/r, y/s) by KQ. 

Let ω0 be the ideal of the preceding section and choose in K an ideal ω having 
the corresponding properties with respect to K instead of K0. We put 

On account of (203) and (204), the elements of the matrix $l± lie in K0. 
Let / be an integer ^=0, such that ßt± and ßtr1 are integral, and choose in 
K an ideal v which is divisible by / V We consider how the elements U of the 
congruence subgroup AV(SC) of A(%) defined by condition U = (ä: (modv). 
Then 93 = 9Îr1U9îi is an integral matrix in K0 satisfying © [ 3 3 ] = © , 
| 33 | = 1 and 33ΕΞ=<£ (mod/A). The corresponding symplectic matrices ± S0Î 
form a subgroup AV(X) of Δ ( £ ) . 

By Section 58, the pair 3)î, — 90Î is uniquely determined by the conditions 

(207) ô* = aro-io*aß (t — 1, · · ·, 5), 3[aro] — s 
with 

(208) Q* — Σ r»Q , (fc — 1, · · ■, 5), (n«) = S^USo. 
i=l 

On account of the result of Section 62, the coefficients Xjc in (206) are numbers 
of K0. We apply any isomorphism of K0 which leaves all numbers of K 
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invariant and denote by $*<&, Q*k, ö**, x*k the images of $*, O*, Ώ%, Xk- Then 
(205) and (208) hold good with £}*&, Ù*k instead of £k, Ö&, and the same is 
true for the relationship 

Q'* - S " ^ = (02θ4)"1£ΐ*(θ2θ4) (fc — 1, « « ' , 5 ) . 

It follows that both matrices 

are solutions of (207), with £}*&, £ 1 \ instead of £U,<D*, and consequently 

9W* = dz 9Wo, a?** = ± xu ( i — 1, · ■ · , 16). 
Putting 

we have 
or = = / #1 + ^2/0l #3/>2 ^4/>l/02 ( #5 + #β/>1 + #7/02 X%P\pl)f3 \ 

\ ( #5 2T6pi + X7P2 + %8plf2)p3 %1 %2pl #3/>2 + #4/0l/>2 / * 

<T\=( Xl X*Pl + ^3/>2 #4/>l/>2 (#5 + #6/>l + #7/>2 + ^8/>l/>2)/>3 \ . 
\ (#5 #6Pl + ^7/32 %8PlP2)p3 Xl + 2ty>l + #3/>2 + #4/>l/32 / ' 

if we replace #& by (—1)^+8/0* (fc = l , · · - , 8 ) , we obtain the expressions 
for » , <£. By (176), (177) and (178), 9 3 ^ 0 (mod/x) and S ^ O (mod/*), 
hence x9,

m · · , #i6 are integers. Moreover (202) holds now for the module μ 
instead of 2ω0; consequently xu ' ' ' ,x* are also integers and Χχ2 s 1 (mod ω). 
Since | 20Î | = 1, the numbers xly- · · , xi6 are relative prime. We apply the 
argument of Section 62 and conclude that the coefficients Xk are numbers of 
the field K. 

Let Δ(ρ, g,r, s) denote the group of all symplectic matrices ± 30? .with 
integral xu- · · ,χ1β in K. We have proved that Δν(ί£) is a subgroup of 
Δ(ρ, q, r, s). On the other hand, if 9K is an element of Δ(ρ, qy r> s) satisfying 
^ = 1,3*5=0 (mod/2) for & = 2 , · · · , 16, then 93 = © (mod/2) , by (176), 
(177) and (178), and VL =3t1Wl1~

1 is an element of the group A(X). Con-
sequently the groups Δ(ί£) and A(p, q, r, s) are commensurable. 
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