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PREFACE 

The concept of sampling error is essentially simple. It implies that 
the discrepancy-real, but unknown- between a true magnitude, which 
is the subject of inquiry, and the sampling estimate thereof, may be 
evaluated precisely. 

The practice of forestry is replete with problems of sampling. In 
many of them, however, as in timber cruises, the essential simplicity of 
the concept of sampling enol' is obscured by failure on the part of forest­
ers to recognize that the body of data gathered from a systematic pattern 
of strips or line-plots, upon which estimates of timber volumes and values 
are commonly ba.Red-and which they have been taught in their college 
courses in forest mensuration-does not contain information on sampling 
error.! Unquestioning acceptance of the systematic pattern as the only 
kind worthy of considemtion has resulted in attempts to extract sampling 
error thf1t are more akin to the t1rt of the conjurer than to scientific ltSsay. 

The development of mathematical statistics, partiCUlarly of that part 
concerning the theory of small samples, is exerting remarkable influence 
upon the scientific endeavor of research foresters and range ecologists, 
by nlf1king fwaibble experimental methods of logical structure which are 
at once Cl111n,blc of yielding efficient estimates of effects, and valid tests 
of hypotheses pertaining thereto. 

Less apparent, perhaps, but nonetheless genuine, is the growing in~ 
nuance of mathematical statistics upon the everydn,y work of practicing 
foresters and range examiners. Administrative decisions pertaining to 
management of :1 forest or range business commonly rest upon esti:mates 
of the amount, or condition, of forest or range values. Thus the maxi~ 
mum number of cattle a range can support without deterioration; or t,he 
volume of It given class of timber which may be removed from a forest 
(lOmpI,l'trncnt without harm to the residue; these are deduced from esti· 
mates of existing magnitudes of forest or range values, arrived at by 
means of some planncd sampling procedures. 

While each such estimate is obviously encumbered with a real error, 
it has not been universally recognized that it is the job of practicing 
foresters, 01' rl1nge t.echnicians, to acquire the art of planning-and 
executing-suitable sampling procedures, such that (1) the real errol' may 
?c assessed uIlambiguously; and (2) the best estimate is obtainable (and, 
. lOne of us (F. X, S.) takes this occasion to indict himself as co-author of a t,ext on 
forest mensuration in which systematic cruise patterns !1re the only kinds discussed. 
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6 PREFACE 

consequently, the real error is least) consistent with t.he time and funds 
available for the sampling work. 

It is the purpose of this treatise to discuss this twofold aspect of Uw 
problem of sampling, of the kind encountered in the practice of forest.ry. 

Such use as is made of mathematics in the following pages 11rcsnp­
poses no special training in the subject beyond the modest requirements 
of a forestry curriculum. Occasionally, when a needed delIlonstration 
seemed to become heavy, 01' to distract attention from the Inn,in theme, 
it has been relegated to the Appendix. 

We are indebted to Professor E. S. Pearson, of University Colkgo, 
London, for permission to reproduce a page of Tippett's Randon Sam­
pling Numbers; and to R. A. Fisher, and his publishers, Messrs. Oliver 
and Boyd, for permission to reproduee the table of t. But we eannot 
adequately express our appreeiation of the work of those mathemn,tieians 
and seientists-particularly of Professor Fisher and his ttAsoeiates--to 
whose vision and insight the development of small-sample theory is due. 
Without the foundation of their labors the present work would not have 
been attempted. 

We are also deeply indebted to James G. Osborne, Chief (If ForeRt 
Measurements, Division of Forest Management Research, United States 
Forest Service, for a e1'itica1 reading of the manuscript and many valuable 
suggestions. 

DURHAM, NORTH CAROLINA 

January, 1942 
F. X. SCHuMAclum 

R. A. CHAPMAN 
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CHAPTER I 

INTRODUCTION 

1.1 The Art of Sampling. A sample is a part or portion of any­
thing presented as evidence of the quality of the larger whole from which 
it has been drawn. Thus if the timber volume on 2 acres of a 10-acre 
woodlot is 8 M feet board measure, it is a sample, and from it something 
is known about the volume of the whole woodlot. 

But how much? Even if the volume on 2 acres is 8 M feet b.m., 
questions immediately arise concerning the sample. Is 8 M feet b.m. 
the volume of a single 2-acre area of, perhaps, the best timber'? Or the 
poorest'? Or is it, perlw,ps, the aggregate volume of 20 square chains of 
area scattered throughout the 10-acre woodlot'? 

Questions slIch as thesc aTe esscntit1l features of every inference con­
cerning the popnlalion as mlLY be derived from the sn,mple; for the volume 
on the 10-acre woodlot may be considered as the aggregate, 01' population, 
of volumes according to 2-acre subdivisions; or, again, as a population of 
volumes according to the 100 square chains of area into which the wood­
lot may be subdivided. 

Were other samples presented, volume would vary among them. 
Now the only means of quantitatively appraising variation is by the usc 
of statistical methods, which is the process of extracting from one 01' 

more samples nJl the information they contain concerning the popula­
tion they represent. Furthermore, when combined with professional 
experience in populations such as are met with in forestry and range 
management practice, statistical methods give rise to the art of sam­
pling them. 

'rhe art of sampling consists in making the most efficient use of avail­
able resources so as to afford the best possible estimate concerning the 
quality of a population under consideration as is consistent with the 
ever-present limitation in time and funds. 

It is therefore apropos that a measure of statistical background be 
acquired by way of introduction to practical problems in sampling. 

1.2 The Mean and the Standard Deviation of the Sample. 
A line is drawn from pith to cambium on the surfaced cross-section of a 
tree stem. Tho width of a particular annual ring is then measured along 
the line by an experienced observer using a microscope-caliper, the least 
count of which is 0.01 mm. Following are four measurements: 

[ 15 ] 
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227, 226, 227, 230. 

As the conditions for precise work are favorable, nnd the observer is 
experienced and careful, it is to be assuIlled that the discrepancies mnong 
the several observations are beyond his control. 

When a set of discordant observations, which have been taken on 
some physical magnitude, are all supposed equally good, their arithmetic 
mean is generally accepted as the best single value characteristic of the 
set. The mean of the foul' observations on annual ring width is 

1 
4(227 +226+227-1-230) =227.5 

in units of 0.01 mm. 
ConventionaJly, the arithmetic mean, fj, of a set of n values of y is 

expressed 
1 n 

'[j= ~ S(y) 
n 

n 
where S denotes Bummation over the n values of the enclosed qnantities 
following it. 

But the mean alone is not enough; for the degree of confidence it in­
vites depends not only upon its weight in number of ohserVH,tions but 
upon the variation among individual observations as well. It is lleccs~ 
sary therefore to give some special attention to variation. 

The difference between the observed values of the sttmple llnd their 
111'ithmetic mean, that is, quitntities expressed individually in the form 

(y-y) 

are called residuals. Thus the observations which exceed the mean sup­
ply positive residuals} and those which fall short of the menn supply 
negative residuals. 

Two important properties of residuals are the following; 
1. The algebraic sum of resid'uals is zero. This follows at once, for 

n n 
S(y-y) = S(y) -nO =0. 

since the product of the mean and the number of observations upon 
which it is based is equal to the sum. Tn the case of the sample of four 
annual ring measurements the sum of the residuals may be expressed 

(227 - 227.5)+ (226-227.5) +(227 -227.5) + (230 -227.5); 

and this may be written 

(-0.5)+( -1.5)+( -0.5)+(2.5) =0, 
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or, in alternative form, as 
227+226+227+230-4(227.5) =0. 

17 

2. The sum of squares of residuals is minimum.. If a set of 11, measure­
ments of y is to be characterized by some unknown constant, say (t, the 
sum of squares 

is a minimum when a is the mean value of the set. For upon differenti­
ating the above expression with respect to the (as yet) unknown a, and 
equating the first derivative to zero, it follows that 

n 
-2 S(y)+2na=O 

whence, after dividing by 2 
1 It 

a=- S(1/) =y-n ' 

and this is the mean value of the set. Therefore 

s[ (V-V)2] 

is the minimum sum of squares which can be derived from the sample. 
The average value of the squared residuals of a sample of n observa­

tions, that is 

1 n[ 1 n S (v-y)2_ 

is known as the variance of the sample. I ts square root, taken positively I 
is called the standard deviation of the sarnple.2 

The standard deviation of the sample of four tree ring measurements, 
is, accordingly, the square root of 

-l[ (-0.5)2+( -1.5)2+ (-0.5)2+ (2.5)2] =2.25. 

This forUl, which follows directly from 

~ S[CV-Y)2] 
2 This definition of the variance (or standard deviation) of the sample should be 

kept clearly in mind. Later it is to be distinguished from estimates of the popUlation 
variance (or standard deviation) as derived from the sample. 
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is simplest, for purposes of calculation, only when the sample is small, 
and when the arithmetic mean does not contain continuing decimals. 
With larger samples, particularly if a calculator or table of squarefl is :tt 
hand, the preferred method of calculation is indicated by the expansion 
of the sum of squares of residuals; that is, 

s[ (y-m 2] =S(y2) -2jj S(y)+n?? 

which may be written 

s[ (y _y)2] = S(y~) -y S(y) ..................... (1) 

after noting that, 
n 

n1?=fj(nfj) =fj S(y). 
Upon applying the right-hand member of equation (1) to the foul' annual 
ring observations, we have 

(227)2+(226)2+ (227)2+ (230)2- (227.5)(010) 

and this is equal to 
207,034 - 207,025 = 9.00. 

The variance of the sample is (l/n)th of the sum of squares and the 
standard deviation of this sample is therefore the square root of 2.25, as 
before.3 

The standard deviation is, accordingly, It meaS1t1Y3 of d1:S7Jel'sion 
among the observations. Its range is from zero, in which case the ob­
servations are all identical, through small values if they arc fairly con­
sistent, to high values as they become discordant. It is through the 
standard deviation that ono arrives at the accuracy of the observations 
or the degree of confidence one is entitled to place in conclusions drawn 
from them. 

1.3 The Sample and the Population. The four measurements 
on annual ring width used in the previous section comprise a sample of ()b~ 
servations drawn from a hypothetical infinite population of such measure­
ments of the same physical magnitude, as might occur under essentialJy 
the same conditions. In this case the popUlation is wholly the outcome 
of accidental errors of hypothetical measurements. In this sense, tho 
numerical value of the population mean cannot be known exactly. It 

3 Certain shorter methods of calculating the mean and standard deviation of the 
I:llImplo have been found useful when samples are large. See, fo!' example, Bruce, D, 
and F. X. Schumacher, FOl'est MensuratlOll, McGraw-Hill Book Co., Now York, 
1935, Chapter VI. 
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doeR not follow, however, that the population mean is the true magnitude, 
unless bias, 01' systematic errors which tend to affect. all observations 
alike, have been completely eliminated. Sources of bias and their 
elimination will be discussed in Sec. 12.2. 

The foHowing discussion is not concerned with systematic errors. It 
should be stressed, however, that it is the part of any worth-while ob­
servational program to eliminate systematic errors insofar as possible. 

An accidental error, accordingly, may be regarded as an observed 
value, say y, as a devin,tion from the moan, p., of tho population from 
which it is drawn; hence, symbolically, 

y-p. 
is an accidental error. An nccidenta,l error may be considered as the 
effect of a llluitiplicity of causes, each of which contributes independently 
either a positive or a negative portion, the error itself being the sum of 
the contributed portions. 

In forestry, and other biological work, however, one is not usually 
concerned with populations of accidental errors due to measurements 
ta,!cen on the same physical magnitude. One deals most commonly with 
populations of measurements taken on different magnitudes of the same 
class, as fnr instance, the popUlation of individual tree diameters which 
occur in [1 forcst. Such populations are the outcome of biological vari­
ation, the causes of which are not entirely independent of one another. 

Any population may be considered as characterized by certain IlU­

merica,l constants, or parameters-such as its met1n or its standard 
deviation·--thc exact values of which, in the case of infinite populations, 
cannot be known, except perhaps with certain games of chance. From a 
sample, however, one may calculate exact numerical constants, or 
stat'l:stic8, as estimates of corresponding parameters of the population. 
An illustration will clarify the distinction. 

A population is chosen the parameters of which 11re known a priori. 
Suppose a pack of 10 playing canIs is made up of an ace, 2, 3, 4, 5, G, 7, 
8, f1, and one other to represent zero. If the pack be shuffled so that a 
card (say the top one) to be drawn therefrom has exactly the same chance 
of selection as any other of the ten, it CHn be said that the card selected 
has been drawn at mndomfrom the pack; hence, the probability that it, 
represents any particular digit of the supply 

0, 1, 2, 3, 4, 5, 6,7, 8, 9 
is exactly 1/10. If the card be replaced, the pack reshuffled, and a sec~ 
ond draw made, the value of this draw is quite independent of that of 
the first, and the probability is, again, exactly 1/10 that the new card 
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represents a particular digit, It, can be said that the two m1rds were 
drawn independently and at random from the injinite population of digits 
represented; for the drawing of a card with replacement from 11 finitc 
population is tantamount t.o the drawing of a card without replacement 
from an infinite population, 

If the game now be carried on; that is, after shuffling the pack, leti 
the top card be withdrawn, its value noted, and replaced in the paek. 
In n such draws the expected frequency of occurrence of each digit is, of 

courso, l~)n, Hnd the distribution in thc population is said to be rectilinear. 

Since each card is drawn independently and at random, the n observations 
together make up a random sample from the unlimited supply, or infinite 
population of such digits. 

In this game of chance the exact values of the pltramcters are known. 
The population mean, 1", is the aritlllnetic lLverage1 of the digits 

0, 1,2,3,4,5,6,7,8, G, 
and therefore 

1"=4.5 exactly; 

while the variance of the population-commonly symbolized as (]"2-is 
the average of the squares of the 10 quantities (0-4.5), (1-4.5) .. ,. 
(9-4..5),01', 

<T2=8.25 exactly. 

Sampling the digits by means of the card game becomes tedious. 
Hecourse will therefore be had to Tippett's R.andom Sampling Numbers, 
a collection of over 40,000 digits which have been taken at random from 
census tracts and reports.' Tippett's numbers are particubrly suited to 
the great variety of problems designed to test statistical theorems by 
means of artificial random samples. Figure 1 is a reproduction of the 
first page. The tract consists of 26 such pages. Until these numbers 
were available, artificial sampling was based upon drawing varicolored 
balls from an urn, cards from a shuffled pack, or the tossing of coins or 
dice. Such methods are not always free from bias and they are usually 
time-comsuming. The labor of drawing random samples by mcn,ns of 
Tippett's numbers is trifling by comparison. 

Another set of random numbers is that of Fisher and Yatcs (lU38, 
Table XXXIII). They constructed the Bet from the 15th to 19th digits 
of a 20-figure logarithm table. 

, (:rhe authOl:s will uS~l!Illy adhere to the convention o,f ~cnotjng parameters of tho 
mfi~ut~ populatlOn by Gt'eek symbols, :l;nd sample statlstlCs by Roman symbols. 

TIppett, 1:. II .. C., Random Samplmg NUlllbers, Tracts for Computers XV. 
CumbrIdge UniversIty Press, 1927. 
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(1) RAND01l1 SAIVIPl..r. NumBERS 
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9 742 9 6 9 4 7 .3 4 '7 001 7 q 5 7 2 I 850 o I I 6 1 899 
9 420 92 ! 0 8767 9.5 '75 4 b 6 .3 0'" 9 0 6 7 1 7 5 II b 2 
1 I 79 3571 599 2 306 9 90 I 5 5008 2348 8144-
070 B 401 I 4057 I 5 I> 0 I b 74- I 3'76 5243. 4427 

" :; 50 399 6 3 7 q 6 2 I ? b 8 1 8 2 4 5 I 4 & 34 9 '" 4 8 .5 

I 4- I 4 '7 I Ii 2 :; b 58 I (> 3 6 06 36 3445 4440 .3 09 b 
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79 22 493 1 5753 bibo (, 5 (, b 8,b 02 .5 42.5 9 074 
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74- B 9 022 I 79 21 2 .5 5 I 2 b 9 b 49 06 24B4 .5 8 b 8 
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FIG. 1. A page of Tippett's Random Sampling Numbers. 
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Using Tippett's Handom Sampling Numbers by way of illustration 
the sampling of the population is easily performed by noting the digits 
as they occur, commencing, for instance, with the first column of page 1. 
(Fig. 1). The actual frequency distribution of the 1.00 digits in the 
first two colulllns is shown graphically in Figure Z, and is t::tbulated in 
Table 1. If this is, in fact, a mndom sample, the deviations of the ob­
served frequencies from the expected frequency of 10 of each digit is 
entirely fortuitous. 

Denoting the individual observations by y, and the mean of the sam~ 
pIe by fI, we hn.ve 

1. n 1 
fj == :n: S(Y)=lOO(435)=4.3G 

as the estimate of the population mean, a statistic of 4.35 as nn eiltimate 
of the parameter 4.50. 

The variance of the sample, that is, 

>­
u 
:z 

16 

12 

~8 
c:I 
w 
a:: 
t..... 

4 

o 

1 n[ _] 1 [no n 1 1i S (y-y)2 =;: S(y-) -Y'S(y) , 

r---

...----

-
r--

l-

I--

!--
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o 2 3 4 5 0 7 8 
VALUE Of DIGIT 

Fro. 2. 'The observed distribution of digits in a sample of 100, 
drawn from Tippett's Random Sampling Numbers. 

9 
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is, numerically, 

1 
100 (2,805 -1,892.25) = 9.1275 ; 

whereas the corresponding population parameter is 8.2500. Calculations 
leading up to these values are given in Table 1. 

TART,E 1. Frequency Distribution of a Random Sample of 100 Digits, and 
Calculation of Mean and Sum of Sqnares of Residuals 

Digit Vrduc 
Y --------
0 
1 
2 
3 
4 
5 
(I 

7 
8 
[) 

---------
Sum 

Mean 

ii=-~ (435) 
100 

=4.3.5 

Frcquency 
f jy 

---------
11 0 
11 11 
15 30 
7 21 

10 40 
9 45 
5 30 

12 84 
G 48 

14 126 

100 435 

Calculation of 

Sum of Squares of Residuals 
100 
S (y') 2,805 

100 

y.jy 

0 
11 
GO 
63 

IGO 
225 
180 
588 
384 

1,134 

2,805 

y. S (1/) 1,892.25 

lOO[ 1 
S (y-v)'J "" 912.75 

1.4 The Distribution of Means of Independent Observa­
tions and the Normal Curve of Error. As each of the digits in 
the population just used occurs with equal frequency, the distribution of 
digits is rectilinear. But the distribution of means, of two or more digits, 
takes on a different form, as we may observe by direct sampling. 

In Figure 3 the frequency distribution of the means of 550 samples of 
five digits each, taken from Tippett's Random Sampling Numbers, is 
presented; and in Figure 4 the distribution of the means of 550 samples of 
10 digits each, from the same source. 

From these distributions it is apparent that the sample means tend 
to cluster around the popUlation mean of 4.5, the larger of the two sam~ 
pIe sizes (Fig. 4) with noticeably less dispersion. 
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50 

40 

FIG. 3. The distrihution of 550 ~ample means, e!!ch buscd UPOll a raudom 
sample of five observat.ions from U 1"cctilinear populat.ion. 

20 

15 

5 

LO 3.0 4.0 5.0 8.0 
SAMPLE lVEPN 

FIG. 4. The distribution of 550 sample means, each based upon a random 
sample of ten observations from a rectilinear population. 

These observations conform with experience. A great number of 
investigations of a wide variety of kind has demonstrated that the dis­
tribution of sample means, when each is based upon a given number of 
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independent observations, tends to a definite form, in common with the 
distribution of accidental errors of measurements taken on a given 
physical magnitude. Certain geneml features of such distributions are 
the following: 

1. Positive and negative errors are equally likeJy to occur. 
2. Small errors are considerably mOl'e likely than lal'ge errors. 
3. Errors beyond some undefined magnitude do not occur. 

The distribution of accidental errors has led to what is known as the 
normal curve of error, OJ' the normal distribution.G The curve repre­
senting it is symmetrical about zero, relatively high in the center, and 
falls off to exceedingly small valueR at any considerable distance from 
the center, Its equation is 

1 (?I-IL)" 
1 -2~ 

Y=--=e 
O"v%r 

where Y, the ordinate of the curve, is the relative frequency, or probabil­
ity, of an error in the infinitesimal range dy; (Y-/l) is the errori and 0", 

called the standard dev'£ation, is a mcasure of the dispersion of the in­
dividual errors. The numerical equivalents of /l and (J' are the only 
characteristics of a normal population that are needed to define its dis­
tribution completely, These will be further discussed shortly. 

In Figures 3 and 4 the distributions of observed sample means are 
compared with the normal curve of error fitted thereto.7 

The great utility of the normal curve of error lies in the fact that the 
distribution of many statistics-such as means, or sums, of random sam­
ples-tends to the normal form as the size of sample is increased, even 
though the distribution of single observations-or single variates, as 
they are called-be of radically different form. 

Insofar, then, as a single sample, of size n, supplies a satisfactory 
estim!1te of the standard deviation of means of n single variates, the 
sample statistics can be made to afford the information concerning the 
probable discrepancy between the true, but unknown, population mean 
and the estimate thereof as derived from the sample. 

1.5 Variance of the Sample and of the Population. The 
variance or the population is the numerical value towards which the 
variance of the sample tends as the size of the sample approaches that of 

n The development of the nornlal curve of errol' may be found in any eomplete 
text on leallt sqluues, such as Brunt, 1931. 

7 Methods of fitting the norma} curve of crror to observational dat!1 need not be 
given here. For details, .~cc, for example, Bruce, D., and F. X. Schumacher, Forest 
Mensuration, McGraw-Hill Book Co., New York, 1935. 
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the population from which it is drawn. In unlimited natural popula­
tions-snch as occur in forestry, or biology generally-the eXlwt vn,lue of 
the population variance, ()2, is not known, just as the exact value of the 
population mean, }J" is not known. It is required, however, to muke 
unbiased estimates of these pal'arnetcrs through the d(wicc of drawillg 
one or more l'twdom s[1mples. 

The sample mean is in itself an unbiused estimate of thn population 
mean. The sample variance, on the other hand, is Hot an unbiased 
estimate of the corresponding population parameter, ()2. In order to 
clarify the nature of the bias-which is pmticularly ncute when srunpleH 
nre small-we need to distinguish, again, between a residual, the devi­
ation of an observed value, y, from the mean of the sample, V, that is, 

Y-17, 

and an error, which is the deviation of the observed vnJue from the mean 
of the popul:1tion, or 

y-}J,. 

This distinction may be illustrated by means of a sample from the 
hypothetical supply of digits 0, 1, 2, .... , 9, [or it is known, in this game 
of chance, that}J, =4.5 exactly. Turning to page 10f Tippett's J{al1dom 
Sampling Numbers (reproduced in Figure 1), the first five digits of 
column 1 are found to be 

2,4,2,0,2. 

Calculations based upon this sample are shown in Table 2, the first 
column of which lists the numbers in the order of draw. In the second 
column are the squares of the residuals, and in the third column the 
squares of the errors. 

The mean square of the errors, 7.85 in this case, is entirely indepen­
dent of the sample mean and is, thereforc, an unbiased estimate of 8.25, 
the popUlation variance. 

The mean square of the residuals, 1.60, which is the minimum lllean 
square to be derived from these numbers (Sec. 1.2) is immediately rec­
ognized as the variance of the sample. It cannot be greater than the 
mean square of the errors i and it is less than the latter whenever the 
sample mean differs from the population mean, regardless of whether in 
positive or negative dircction. This bias in the sample variance-cor­
rection of which will be treated shortly-becomes of little practical 
importllllce with sufficient increase in sample size i for in large samples, 
residuals tend toward errors by the fact that the difference between sam­
ple and population means tends toward zero. The differellce between 
the variance of the sample and the mean square of the errors is precisely 
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the square of the difference between sample and population means. This 
may be checked in the table. 

TABLIn 2. A Random Sample of li'ivc Digits 
from It Population of Known Mean 

Sample 
digits 

y 

2 
4 
2 
0 
2 

Squared 
residuals 
(y -2.0)" 

0.00 
4.00 
0.00 
4.00 
0.00 

Squared 
errors 

(y -4.5)2 

6.25 
0.25 
6.25 

20.25 
5.25 

------
Mean 2.0 1.00 7.85 

For the sake of simplification in later work, the population variance 
will be expressed in slightly different symbolic form. Let E be a devi­
ation from the popUlation mean, that is, an error; let n be the sample 
size in number of observations of E; let N be the total (indefinitely large) 
number of hypothetical samples of size n in the popul:.1tion. Then the 
population of errors consists of N sets of n values of E, and the population 
variance, (J\l, may be written 

1 N n 
u2=- S S(E2) 

Nn 

Nn 
whem the double summation, S 8, denotes summation over the N sam-
ples, of the sums over the n observations of E2 in each sample. The above 
may also be expressed 

and this is the average value of the squares of all errors in the population. 
An unbiased estimate of the population variance, as afforded by a ran­
dom sample of n observations of f., lllay therefore be expressed 

2 _ 1:. ~( 2) 2 (2) SE- /..1 EO -tu ..................... .. 
n 

where s~ is the variance of the errors of a sample and an unbiased esti­
mateS of the population variance, a-2, since the latter is the average of 8~ 
over all samples. 

B The symbol _. is read "is an estimate of." 
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Expression (2) is not a practical estimate of a population variance 
because no sample contains, in itself, the errors e. The expression is, 
however, a logical step in the elucidation of estimates of population v:1ri­
ance, useful in practice. As such, it will be used in the next two sections. 

1.6 Variance of Sums and of Means of Independent Ob­
servations. It has been noted that if every single variate of a 
population is regarded as havlng an equal and independent chance of 
being drawn, one that is actually taken may be said to have been drawn 
independently and at random. This particular one may, of course, have 
a positive or negative error, high or low. But whatever its error, it in­
dicates nothing concerning the error of a second-or :1ny succceding­
observation drawn under the same conditions. A sample of such ob­
servations is a random sample. 

'rhe implication contained in a random sample may be readily illus­
tmted. Suppose, for instance, all the samples of a very large population 
are ltvaibble, each consisting of just two observations drawn indepen­
dently and at random. Suppose, further, that the first observation of 
each sample is plotted upon the second in a system of rectn,nguittr co­
ordimttes, the ordinate of the graph representing the scale of error of the 
first observation, and the ltbscissa that of the second. It is not nt ull 
necessary that the crrors be normally distributed. 

Before a sample is drawn, then, each of the foul' quadrants h::ts pre­
cisely the same chance of receiving it. Consequently, after all sample 
points have been plotted the graph exhibits a circular cluster with center 
at the zero origin of coordinates. If, now, one calculates the product of 
the two errors representing each sample, that is, the product of ordinate 
and abscissa of each point, those which fall within the first and third 
quadrants are positive, while those within the second and fourth quad­
rants arc negative. And the sum of products over the four quadrants is 
zero because of the symmetry of the cluster. 

From the above discussion it follows thnt in random samples of two 
errors, E, the average value of the square of their sum, over the entire 
population, is equal to the avel'ftge value of the sum of their squares, 
since the avorage value of the product of the two errors is zero. Ex­
tending this line of reasoning to random samples of any size n, each of 
the n(n-l) products of errors of different order of draw in the same 
sample, totals to zero exactly, over all samples in the population. Con­
sequently, the average value of 

(E1+E2+ .... +en )2 
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where the subscripts represent the order of draw, is, over all random sam­
ples of size n in the population, equal to the average value of 

n 
S(1:2). 

The importance of these deductions lies in the fact that the variance of 
the sample sum, or sample mean, is immediately expressible in terms of 
the variance of single variates. Given a population of single variates 
y, each of which has a true error, f, such that 

f= (Y-J.L) 

then the variance of y is the variance of f. And the Sa1nlJZ1:na vcu'iance­
that is, the estimn,te of the average variance over all samples of the popu­
lation-of the sum of n random values of y, whieh we may symbolize 

V(yl+y2+ .... +y,,) = v[ S (y)] 

where V denotes the sampling variance of the enclosed terms following 
it, may be written (expression (2), Sec. 1.5) 

V[ S (y)] =S(e2) -) n(J2 •..••.... ... , ... (3) 

The sampling variance of a sum of n single variates is therefore n times 
the variance of single variates. 

The s:1mpling variance of a mean follows at once. By definition, the 
mea.n of n values of y is 

1 n 
y= n S (y), 

and the variance of this mean is the average over all samples of 

- (fl+ E2+ .... +f n) --;;S (1:). [
1 ]2 _ 1 n 2 

n n-

Comparing this with equation (3) I it is evident that the sampling vari­
ance of mean y may be cxpressed 

v(y) -)...!_ (J2 . .......•••••......•••••• (4), 
n 

that is, the sampling variance of mean y is the variance of y divided by 
the number of observations upon which the mean is based. 

1.7 Estimate of Population Variance from a Sam.ple. 
While dealing with estimates of the popUlation variance, and the sam­
pling variance of sums and means, it has been supposed that the popula-
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tion mean was a known parameter; hence, we were ennblcd to make 
unbiased estimates of population variances directly from the known 
errors. In practice, however, the individual errors arc not known be­
cause the population mean is unknown. The s[Lmple itself merely supplies 
residuals as estimates of corresponding errors. 

The problem now pertains to the estimation of the mean square of 
errors-the population variance-from the mean square of residuals­
the sample variance. 

Suppose one has at hand a random sample of n values of If dmwn 
from a population whose mean value, p., is unknown. The sample mean, 
fj, is an observable statistic and an unbiased estimate of p.. Let each 

€=y-p. 

be the unknown error of an individual y. And let 

i= [j--p. 

be t.he unknown error of mean y, t.hat is, of y. Then, of course, each 

y-fj=E-e, 

the right-hand rnembcr being the expression of an error in terms of corre­
sponding residual. The variance of the sample of 11 is then 

1 n[ J 1 n[ ] n S (Y-iN = n S (E- E)2 

Upon comparing the right-hand member with equation (I), Sec. 1.2, the 
above identity may be written such that 

1 n [ ] 1 [n ) n S (y_y)2 = n S (€2) -n fZ_ 

1 n 
=- S(E?')-E~ 

n 

where s~ is the estimate of the population va.riance (1"2, it being the mean 
square of the n errors. And e2 is the square of the error of the sample 
mean. 

Now the average of 8~ over all samples of the popUlation is 0"2 (Sec. 
1.5), and the average value of E2 is the varianee of the sample means, 

which from equation (4), Sec. 1.6, is ~ 0"2, Hence, over all samples of size 

n in the popUlation the average variance of the samples is the average of 
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over all samples; and this average may be expressed 

It follows, then, that the variance of a sample, as calculnted from tho 
n observations of It single sampLe, is 

~t AS [cy_y)2] ~O'2(n:l). 

Upon multiplying both sides by (n~ 1) we find that 

1 n [ 1 -- S (y_y)2 =82 ~ 0'2. 
n-l 

Hence an unbiased estimate of the population va,riance, 0'2, is obtained 
by dividing the sum of squares of residuals of a single sample by one less 
than the number of observations. And it is said that this estimate of (j2 

is based upon Cn-l) degrees of freedom, The equivalent of one observa­
tion has been sacrificed since the sample does not directly supply the 
sum of squares of the errors. 

It is helpful to bear in mind that one degree of freedom is sacrificed 
because the sample mean is taken as the estimate of the population 
moan and, consequently, that the estimate of the population variance is 
based upon the squares of residuals, that is, of deviations about the sam­
ple mean. If the deviations are measured from any locus, the choice of 
which is quite independent of information contained in the sample, the 
degrees of freedom and number of observations are identical. 

Consider, by way of illustration, a sample of original observations 
3,4,5. 

Eaeh of thnse is, by definition, a deviation from zero. Their sum of 
squares 

\)+ 16+25 = 50 

rests upon three degrees of freedom. Should the sum of squares about 
zero be adjusted to the sum of squares about the sample lUean of 4, by 
deducting the product of mean and SUill, that is 

4:(3+4+5) =48, 
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this correction term is itself based upon one degree of freedom, so that 
the sum of squares of residuals 

50-48=2 
rests upon 

3-1=2 
degrees of freedom. 

From a slightly different. point of view it may be construed that since 
the estimate of the population variance must rest upon the squared 
residuals, which depend in turn upon the sample moan, there are but 
(n-l) independent comparisons in a sample of n observations. In pnr­
ticular, there are two independent comparisons in the sample 

3,4,5, 

for two of these observations can take on any value whatever but, the 
third must thereby be fixed in order that the mean be 4. 
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OBSERVA'l'ION AND EXPEC'l'A'l'ION 

2.1 A Few Points about the Normal Curve of Error. It 
was brought out in the preceding chapter that if t.he variance of the 
population of single observat.ions is u 2, then the means of random samples 

of n observations tend to be distributed normally with variance 1!T2, 
n 

even when the original observations are not so dist.ributed. 
The great. utility of the normal curve of error in the biological sciences 

follows directly from this fact. 
The equat.ion of the nOl'mal curve was given in Sec. 1.4 as follows: 

1 (11- 11)' 

Y _ 1 - 2 cr 2 
---=€ 

ITv2?T 

'This.form may be appreciably simplified if the error (y-p,) is measured 
in units of the standard deviation, u; that is, let 

t== y-p, 
!T 

be an error expressed in standard units, or units of!T. In these units, 
distributions of errors of entirely different order of absolute magnitude 
are comparable. If the frequencies are expressed as relative parts of 
the total, the area under the normal curve is unity, and the curve may 
be expressed 

-!_ t2 
1 2 

Y=--=-c 
v'2?T 

This equation is shown graphically in Figure 5, the abscissal units being 
identical with units of t. 

Interest lics more commonly in the area under certain sections of the 
curve than in its ordinates; for the area bounded by a segment of the 
base line-that is, between two values of t-and corresponding ordinates 
is pl'oportional to the expected frequency of observations between the 
same limits. 

Areas beneath the normal curve of error are listed in Table 3 ac­
cording to selected values of t. As the curve is symmetrical about t = 0, 
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FIG. 5. The normal eurve of error. 

the positive half alone is given, but the arC!t as listed is the accumubtion 
from the left extreme of the curve up to the given positive t. Sub­
traction of a listed area from total area, unity, leaves the area which 
lies to the right of the selected positive value of t, or to the left of the cor­
responding negative value. 

It is useful to remember that 32 percent. of the area lies outside the 
limits bounded by plus and minus one standard unit; hence, the odds are 
68 to 32, 01' about 2 to 1, that an observed value drawn at random from 
a normally distributed popUlation is within these limits. 

Three standard units mark the practical range of the curve for most 
purposes, since only 0.3 percent lie in the tails beyond t = 3 on both sides 
of the zero origin. 

TABLE 3. Area Under the Normal Curve of JDrror fl'om the 
Left Extreme to Given Positive Values of t 

Number of Number of 
standard units Area standard units Area 

t t 
-------------

0 0.5000 1.6 0.9452 
0.2 0.5793 1.8 0.9641 
0.4 0.6554 2.0 0.9772 
0.6 0.7257 2.2 0.9861 
0.8 0.7881 2.'1 0.9918 
1.0 0.8413 2.6 0.9953 
1.2 0.8849 2.8 0.9974 
1.4 0.9192 3.0 0.9987 
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Another form of tabulation of the area under the normal curve of 
error is according to Table 4. In the use of this table one starts with a 
selected relative area ill both tails of the normal curve and reads off the 
number of standard units, t, which divides the area into this, and the 
remaining, proportion. 

The use of these table will next be illustrated. 

TABl,m 4. Values of t, Outside the Range of Which, in Both Tails, Lie Se­
lecterl Proportions of the Area Under the Normal Curve of Error'" 

Relative mea Relative area 
in both tails in both tails 

-------
1.0 0 .4 0.8416 

.Il 0.1257 .3 1.0364 

.8 0.2533 .2 l.2816 

.7 0.3853 .1 1.Q449 

.6 0.524<1 .05 1.9600 

.n 0.6745 .01 2.5758 

*This tahle is taken from the hottom line of Fisher's J.'able of t. See 'fable 7. 

2.2 Calculation of Expected Frequencies of Normally Dis­
tributed Variates. By way of illustration of the use of Table 3, con­
sider the following problem: On the supposition that for practical 
purposes the means of samples of five digits taken from Tippett's Ran­
dom Sampling Numbers are distributed normally, in what proportion 
should the mean be 6.0 or less? 

The observed distribution of 550 means of five are listed in Table 5. 

Mean 
---

.G 

.8 
1.0 
1.2 
1.4 
1.6 
1.8 
2.0 
2.2 
2.4 
2.6 

'rAUL]!) 5. Distribution of 550 Means of Five Digits from 
Tippett's Random Sampling Numbers 

Frequency Mean Frequency Mean Frequency Mean Ii'reqllency 
---- ----

1 2.8 19 5.0 :33 7.2 4 
3.0 14 5.2 25 7.4 7 

1 3.2 20 ,').4 45 7.6 1 
2 :3,4 14 5.6 22 7.8 :3 
a :3.G 17 5.8 22 8.0 2 
2 3.8 32 6.0 12 8.2 
3 4.0 37 li.2 22 8.4 
9 4.2 26 li.4 {I 8.6 2. 
7 4.4 45 6.6 9 
7 4.6 24 6.8 7 
8 4.8 30 7.0 4 

The mean of the population is 4.5 (Sec. 1.3). The population of 
single digits has a variance of 8.25 (Sec. 1.3). Hence the standard devi-
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ation of means of five is the square root of 8.:5 or 1.285 (Sec. 1.6). These 

parameters, 4.5 and 1.285, are all that are needed to define a normal 
curve of error completely. But the actual distribution is not continuous. 
It is a series of discrete classes, 0.2 units wide. In order to compare it 
with the continuous curve, we note that 6.1 would be the upper limit of 
the class 6.0, and the lower limit of the class of G.2. Hence the number 
of standard units which divides the distribution into classes 6.0 and less, 
on the one hand, and 6.2 and greater, on the other, is 

6.1-4.5 12~ . t 1 t = 1.285 . u apprOXlma e y. 

Hefel'ring this positive value of t to Table 3, the area, to the left of it. is 
found to be 0.89 approximately. Hence 89 percent of the means of ran­
dom samples of five digits should in the long run be less than 6.1, and 11 
percent should be greater. In 550 such samples, these percentages cor­
respond to frequencies of 490 and 60 respectively. The observed fre­
quencies (Table 5) are 480 and 70. 

As another illustration, the expected proportion whose means are 
between 3.0 and 6.0 inclusive, might be calculated. 

Tho lower limit of a continuous variate grouped into classes of 0.2 
units interval whose mid-point is 3,0 is, of comso, 2,9, The correspond­
ing standard unit is 

t=2.9-4.5 -1.25 approximately. 
1.285 

In this case we need the relative area under the normal curve between 
the limits t = -1.25 and t = -I-1.25, Evidently 89 - 50 = 39 percent of t.he 
3,rea is between the zero origin and t = + 1.25. Because of the sym­
metry of the curve this proportion also lies between t = -1.25 and the 
origin, Hence 78 percent lies between the standard units of plus Hnd 
minus 1.25. In a total of 550 samples, then, about 429 should have 
mean values between 3.0 and 6.0 inclusive. By direct observat.ion in 
Table 5, we have 418. 

As an illustration of the use of Table 4, let it be required to calculat.e 
the range within which 95 percent of the means of five digits should fall. 
One needs therefore a value of t which encloses, between its positive and 
negative values, just 95 percent of the area under the normal curve of 
error, and outside of which in both tails of the normal curve lies 5 percent 
of its area. The proper value of t from Table 4 is 1.9600. 
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Since the standard deviation of the distribution under discussion is 
1.285, the range we seek is from 

4.5-1.9600(1.285) = 1.98 
to 

4.5+1.9600(1.285) =7.02 

or approximately from 2 to 7 inclusive. Hence in 550 samples we should 
expcct-on the supposition of a continuous distribution-95 percent of 
550 or about 522 to have means between the classes 2.0 and 7.0 inclusive. 

The corresponding observed frequency, from Table 5, is 519. 
2.3 Sample Size and the Normality of Distribution of 

Sample Means. The above illustrations are concerned with prob­
lems of distribution. We have supposed that means of random samples 
of five single digits from a rectilinear population of digits is distributed 
according to the normal curve of error. Such an hypothesis in not un­
tenable unless attention is focused upon compal'isons between observa­
tion and expectation near the extremes of the distributions. In these 
regions the hypothesis that the observations are normally distributed is 
incompatible with facti for the actual distribution is limited between 0 
and 9, whereas the normal curve is unlimited. 

The criterion as to whether the normal curve of error is a satisfactory 
description of the distribution of means of random samples, is a practical 
one. It depends upon the number of standard units between the popu­
lation mea,n and the limit of its range that is considered to be a sufficient 
approach to infinity. This number may be conveniently set at 4 for 
most purposes, for the area in both tails beyond t=4 is only about 64 
parts in a million. 

How a knowledge of the distance between known limits of a range is 
useful may be illustrated by means of a concrete example. 

Suppose an estimate of the number of 1-year-old seedlings on a forest 
floor is needed. It would be convenient to conceive the area as sub­
divided into many small quadrats, each of which contains one of the 
numbers, 0, 1,2, etc., of seedlings. If, now, the popUlation mean be 1.0 
seedlings to the quadrat, and the standard deviation of quadrats be also 
1.0 seedlings, what should be the minimum number, n, of quadrats in a 
random sample such that the sample mean be normally distributed? 

The standard deviation of the sample mean, based upon n quadrats, 

will be ~, (Sec. 1.0) since 0'=1 seedling. This is one standard unit vn 
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of such sample means. The distance from the mean, 1.0, to the zero 
limit, is next equated to 4 of these, that is, 

whence 

1.0= 4_ 
vn 

n=16. 

It should be kept in mind that this problem is not concerned with 
precision of sample means, but only with the estimate of minimum smn­
ple size such that the mean is distributed in a known way, that is, accord­
ing to the normal curve of error. 

Precision is to be gained by increasing n to a size such that ~ is vn 
sufficiently small for the job at hand. Should an estim:.1te of the average 
number of seedllngs to the quadrat be required with 11 precision such that 

the chances arc 2 to 1 that it be correct within l~-secdling, this is tl1Ilta­

mount to the requirement that the standard errol' of the mean of an 
unknown number of quadrats be 0.10 seedlingsi that is, that 

~=O.lO 
vn 

and since IT = 1, in the problem under discussion, we find that n = 100. 
204 Estimate of the Mean of an Infinite Population from 

a Large Sample. In the applications of the normal curve of error in 
Sec. 2.2 we started from a population of known parameters, M and 0', and 
inquired about the distribution of the means of random samples drawn 
therefrom. OUI' object was merely to show that the distribution of such 
means is sufficiently normal for the practical purpose 11t hand. 

The deductive procedure from population to sample is, however, of 
only trifling value except, perhaps, in the use of gambling devi.ces. Sel­
dom can we specify biological popUlations with sufficient exact,itude to 
deduce the distribution of random samples therefrom. The practical 
object in the sampling of popUlations is the application of the reverse 
process-that of specifying unknown population parameters, as nearly 
as may be done, from known statistics as derived from random samples 
of the population. 

Let us now try this latter process. Suppose one is given the data of 
Table 5 and all that is known is that they are a single random sample of 
550 observations from sorne popUlation. The problem is to specify, as 
nearly as one can, the mean of the population l'epresented. 
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The data are presented again in Table 6, together with a shortcut 
scheme, leading to the calculation of the mean and variance, in codecl 
units, x. Upon comparing the first and third columns of Table 6, the 
code is found to be 

y 

.6 

.8 
1.0 
1.2 
1.4 
1.0 
1.8 
2.0 
2.2 
2.4 
2.0 
2.8 
8.0 
8.2 
3.4 
a.o 
:3.8 
'1.0 
4.2 

'.1.4 

4.6 
4.8 
5.0 
5.2 
5.4 
5.6 
5.8 
6.0 
6.2 
6.4 
6.6 
6.8 
7.0 
7.2 
7.4 
7.6 
7.8 
8.0 
8.2 
8.4 
8.6 

Sum 

x=5 (y-4.4) 

TABU?, G. Calculation of the Mean and Standard Deviation 
of Coded Obs~rvations 

f x fx x·fx 
---

1 -19 - 19 361 

1 -17 - 17 289 
2 -16 - 32 512 
3 -15 - 45 675 
2 -14 - 28 392 
a -13 - 39 .507 
9 -12 -108 1,296 
7 -11 - 77 847 
7 -10 - 70 700 
8 - 9 -72 648 

H) - 8 -152 1,216 
14 - 7 - 98 686 
20 - 6 -120 720 
14 - 5 - 70 350 In Units of x: 
17 - 4 - 68 272 
32 - 3 - 96 288 

X= +508 37 - 2 - 74 148 = 0.9236 
20 - 1 - 26 26 550 

_----
45 0 0 0 S(fx") =0 25,004. 

_-----
24 + 1 24 24 
80 + 2 60 120 x.S(fx) =0 409.2 
33 + :3 99 297 
25 + 4 100 400 
45 + 5 225 1,125 S[f(X _:r)2 ] =0 24,534.8 22 -I- ti 132 792 
22 + 7 154 1,078 
12 + 8 96 768 

_!_ S[f(X-X)2] = 22 + 9 198 1,782 44.09 
9 +10 90 !l00 549 
9 +11 99 1,089 
7 +12 84 1,008 sz = 6.685 
4 +13 52 676 
4 +14 56 784 
7 +15 105 1,575 
1 +16 16 256 
3 +17 51 867 
2 +18 36 648 

2 +21 42 882 

550 +508 25,004 
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and the decoding equation is 
y=4.4+0.2x 

The value of a code, in cases such as this, lies in the simplifiC1ttion of 
the arithmetic involved in the calculation of the mean and standard 
deviation in the coded units x. These statistics are conveniently tran~ 
scribed to the original units of y at the end. 

As worked out in the table, mean x is 

hence, mean y is 
x=0.9230; 

'0 =4.4+0.2(0.9236) 
=4.585 

Next is needed the precision of this estimate of the popUlation mean. 
From Table 6, 

8 z =0.685 

and upon multiplying by the class interval, 

sv=0.2 (6.685) 
= 1.337; 

hence, the sampling error, 01' standard errOl', of '0, that is, of 4.585, 

SE(4.585) = 1.337 
-yl550 

=0.0570 

This is the estimate of the standard deviation-or one standard unit-of 
the distribution of means of 550 observations each. Combining it with 
the mean of 550 observations, one may now make exact probability 
statements concerning the range within which the population mean, /)., 
must lie. For instance, the probability is 0.68 that 

/). = 4.585 ± 0.0570. 

This means that the probability is 0.08 that the true population 
mean lies between 4.585-0.0570, and 4.585+0.0570, because 0.0570 is 
the value of one standard unit of the distribution of means of 550 random 
observations of the population, and the area under the normal curve 
between the positi.ve and negative standn,rd unit is 68 percent of the 
entire area under the curve. 

2.5 The Probability of Discrepancy. An estimate of the popu­
lation mean based upon a large sample-of the order, say, of hundreds of 
observations-is made with considerable confidence of precision, because 
the sampling variance of the means of samples of size n is always equal to 
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! of the variance of the individual variates; and a large sample supplies 
n 
an exact, or nearly exact, value of the true variance, u2• In such cases 
the distribution of t, where 

i=Y-P, _, 
u/vn, 

follows the normal curve of error with unit variance. This expression is 
of utmost importrmce in sampling work; for the numerator represents 
the real, but unknown, error of the sample mean. It is, of course, as 
likely to be negative as positive, for the normal curve is symmetricfLl. 
One may therefore write 

t=1 y-J.tJ; 
u/vn 

the numerator being enclosed between bars to indicate that it is taken 
without regard to sign. It is thus the real discrepancy between sample 
and population means. 

The use of this expression with large samples may be illustmted by 
means of the sample of 550 observations of the previous section, for which 

y=4.585, SE (4.585) =0.0570. 
Inserting these into the above, we have 

14.585-MI 
t= 0.0570 

and, by transposition, 
14.585-J.t1 = 0.0570(t) 

Now the numerical equivalent to t depends only upon the degree of con~ 
fidence we wish to express. Suppose, for eXl1mple, we set the chance at 1 
in 20 that 

14.585 -J.tl > 0.0570(t). 

This9 corresponds to a probability of 0.05, and from Table 4 the prob­
ability is 0.05 that t > 1.9000. Consequently, with probability of 0.05 

14.585-p,1 >0.0570(1.9600) 

that is, that the real, but unknown, discrepancy exceeds 0.112. Another 
way of stating this result is that the probability is 0.95 that 

M=4.585±0.1l2, 

for this is the range which encloses It with the given probability. 
2.6 Small Samples and the Probability of Discrepancy. 

With StUll,}! samples, on the other hand, the estimate s, of 0", defined by 

D ~rhe symbol > is read "is greater thall." 
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8
2= n~ 1 ;s[ (V-li)2] 

while entirely satisfactory, will, nevertheless, differ more or less from the 
true value, a. Furthermore, the distribution of 

t= (y-p,2 
s/v'n 

for small samples does not follow the normal law of errol', although it 
approaches it rapidly as the number of degrees of freedom upon which 8 

is based exceeds 30-50. The exact distribution of t depends upon the 

T.AJlLE 7. Table of t. Values of t, Outside the Range of Which in Both Tails 
Lie Selecteel Proportions of the '1'ota1 Area~' 

§ 
'"0 REI.ATIVE Am]A IN DO'I'I{ TAl"" 

.~ ----~--~----~--~----.---~----~----.-----.-----.------.--
'0 .9 I .8 I .7 I .0 I .r, I A .:1 .2 .1 . Oil .02 . III 
~ ----~ __ ~----~ __ ~----~ __ ~ ____ _J _____ ~ ____ ~ ____ ~ ____ _L ____ _ 

~ Valuo" of t 

1 .158 .325 .510 .727 1.000 1.376 1.003 3.071> 6.:114 12.70ll 31.1>21 [\3.1]57 
2 .142 .289 .445 .017 .8IG 1.001 1.386 1.880 2.920 4.;J03 6.1](i5 9.~~5 
3 .137 .277 .42-1 .584 .765 .978 1.2GO 1.038 2.35:\ :1.182 ,1.541 5.8-11 
4 .134 .271 .41-1 .5UO .741 .941 1.100 1.533 2.132 2.776 3.747 4.!l0'i 
5 .132 .~O7 .408 .559 .727 .920 l.156 1.470 2.01[i 2.571 :l.3G!i 4.m12 
0 ,131 .265 .404 .55;:1 .718 .006 1.134 1.440 1.9·1:! 2.447 3.H~ 3.707 
7 .130 .!163 .402 .549 .711 .896 1.1HI 1.415 1.895 2.865 2.998 3.40U 
8 ,130 .262 .31l9 .546 .70U .889 1. lOS 1.397 1.800 2.30(1 2.Sllli 3.355 
9 .1~9 .261 .301l .643 .7U:! .883 1.100 1.:183 1.833 2.2(J2 2.tl21 3.250 

10 .129 .200 .307 .IH2 .700 .879 1.003 1.372 1.812 2.228 2.701 3.1Un 
11 .129 .200 .39(1 .540 .ti97 .876 1.088 1.303 1.796 2.201 2.718 a.IOU 
12 .128 .259 .305 .5a9 .n95 .873 1.083 1.35fl 1.782 2.179 2.0S1 :i.O.')!) 
13 .128 .259 .39-1 .538 .(194 .870 1.079 1.350 1.771 2.1(\0 2.G130 3.012 
14 .128 .258 .:J03 .537 .ti92 .868 1.070 1.345 1. 7Ul 2.1·15 2.024 !UJ77 
](i .128 .208 .393 .535 .60] .8UU 1.074 1.341 1. 75:) 2.1:n 2.002 2.947 
Hl .128 .258 .302 .535 .690 .805 1.071 1.337 1.746 2.120 2.!i83 2.921 
17 .128 .257 .302 .534 .089 .803 1.060 1.333 1.740 2.110 2.5U7 2.891l 
18 .127 .257 .392 .5M ,G81l .862 1.067 1.330 1. 73-1 2.101 2.552 2.878 
19 .127 .257 .391 .533 .088 .861 1.050 1.~~8 1. 729 2.09a 2.5:l1l 2.IlUI 
20 .127 .257 .391 .533 .687 .860 1.0601 1.325 1.72" 2.086 2.528 2.1l'1f> 
21 .127 .257 .391 .532 .U85 .859 1.063 1.323 1.721 2.080 2.lilS 2.831 
22 .127 .25(1 .390 .532 .080 .858 l.00! 1.321 1,717 2.074 2.50g 2.lllU 
23 .127 .256 .390 .532 .US5 .858 1.060 1. ,no 1.714 2.0GIl 2.500 2.807 
24 .127 .250 .390 .531 .085 .857 1.069 1. :1l8 1.711 2.004 2.402 2.797 
25 .127 .250 .390 .631 .084 .856 1.058 1.311) 1.708 2.0Ul) 2.48[, 2.787 
2(1 .127 .256 .39U .531 .681 .IlSO L058 1.315 1. 700 2.U56 2.479 2.779 
27 .127 .250 .aHO .631 .084 .855 1.057 1.:l14 1.703 2.052 2.473 2.771 
28 .127 .256 .380 .530 .083 .855 1.U50 1.313 1.701 2.U·\8 2.4(\7 2.7!13 
29 .127 .250 .aHO .530 .683 .854 1.055 1.311 1.099 2.045 2.162 2.75() 
30 .127 .256 .389 .530 .083 .85,1 1.0.'15 1.310 1.097 2.042 2.467 2.750 

ac .12566 .25335 .38532 ,52140 .67449 .84102 1.03648 1.28155 1.64485 1. 95HOO 2.32631 2.57582 

*This table is taken by consent frum Statistioal Method" for Research Worl,"r. by Prof"ssor R A 
¥ishor,.P1!blished at 15/- b~ Oliver and ~oyd, IDdinburgh. Attent,ion ill drl1wn to the la,go, ooliectiOl; 
In StatIstical Tables by Prolessor R. A. FIsher and F, Yates, published by Oliver and l3oyd, I~dinburgh. 
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number of degrees of freedom available. It was first investigated by 
Student (11)08) and has been tabulated by R. A. Fisher. It is given in 
Table 7, and also in the Appendix. 

The relative areas listed correspond to those of Table 4. The bot­
tom line of Table 7, in fact, contains the same entries as Table 4 (except 
that the latter have been rounded off to four decimals) for the degrees of 
freedom upon which 8 is based are here taken as infinity, and, con­
sequently, s, for these values of t, is fj exactly. 

:I!'igurc (\ shows a graphic comparison of the distribution of t corre­
sponcUng to four degrees of freedom with that of the normal distribution. 

-----
-2 -l o 

t 
2 3 4 

Fro. 6. Comparison of the distrihution of t (4 degrees of 
freedom) with the 1Jormal curve of error. 

Suppose, now, one is given the observations 

64, 42, 49, 39, 49; 

and the only other portinent information is that they are a random sam­
ple from an infinite population, hypothetically of normal distribution. 
Let it be required to make an exact probability statement, consistent 
with the hypothesis, concerning the population mean. 

Denoting the separate numbers by y, the sample mean becomes 

1 5 1 1 
Y=r:- S(y) =T(64+42+49+39+49) =T(243) 

D D ;) 

=48.6 

The sum of squares of the deviations from the sample mean, 

~[ (V-y)2] =i;(y2)-fJ ~(V) 
is numerically 

(64)2+ (42)2+(49)2+(39)2+ (49)2- (48.6) (243) 
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or 
12,183 -11,809.8 = 373.2 

As there are four degrees of freedom among the five observations, the 
estimate of the population variance (Sec. 1.7) is 

8 2 = ! (373.2) = 93.3 

whence, the estimate of the variance of the sample mean 
82 

V(48.6) = 5= 18.66, 

where V denotes the sampling variance of the enclosed term following it. 
The standard error of the sample mean is the squn,re root of this, or 4.32. 
Hence the mean with its standard error Il1:1y be expressed 

48.6±4.32 

and since t.he number of degrees of freedom upon which s is bl1sed is 
known, one needs only to choose the numerical equivalent of the con­
fidence to be placed in the statement in order to complete it. Should the 
chance of error be fixed at 5 out of 100, then the probability with which 
Table 7 is entered is 0.05, and the value of t corresponding to this prob­
ability and four degrees of freedom is 2.77G. Hence with probability 
of 0.95 

,u=48.6 ± 4.32(2.776) 
=48.6±12.0 

Suppose, as ::tIl alternative, Olle is willing to take n, 50-50 chance of 
Brror. This corresponds to a probability of 0.5, and the value of t for this 
probability and four degrees of freedom is, from Table 7, 0.741. Hence 
the chance is even that the true mean of the population 

J.£=48.6±4.32 (O.74i) 
=48.6±3.2 

Each observation of the sample is, in fact, the sum of 10 digits from 
Tippett's Random Sampling Numbers whose population mean is 45.0. 
The estimates thereof are reasonable. 
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CHAPTER III 

SIMPLER CASES OF SAMPLING FINITE POPULATIONS 

3.1 Infinite and Finite Populations. In the previous chapters 
it was supposed that the populations sampled are made up of an infinite 
number of variates. This is the usual conception and a very common­
sense one. Hypothetically there is an infinite number of measurements 
an observcr may make on the same physical magnitude under a given 
set of conditions; his sample, however large, representing only an in­
finitesimal part of the whole. In like manner there is, hypothetically, 
an infinite number of digits, ranging from 0 to 9, reprcsented by a ran­
dom sample of them. 

In games of chance the distinction in conception between an infinite 
and a fi.nite population is easily made. Imagine an urn containing 100 
marbles of the same size and consistency, indistinguishable to touch. If 
a number is painted upon each, the urn may be said to contain a popu­
lation of such numbers. Now suppose a random sample of size n be 
drawn from this population. Each draw must, of course, be made such 
that each marble in the urn has exactly the same chance of being drawn 
as any other. If after drawing a marble and recording its number that 
marble is replaced before the next draw, the n draws supply a random 
sample from the hypothetical infinite population. But if the sample 
marbles are not replaced during the course of the n drawings, the ran­
dom sample is from the finite population of 100 numbers. In the latter 
case n is, of course, less than 100. 

Finite populations are the rule in most of the sampling problems with 
which forestry is concerned. Timber cruising is a sampling job on a 
finite area of timber stand or forest. The estimate of natural reproduc­
tion on logged-over areas, and the evaluation of forage in the meadow, 
are everyday problems of the forester in sampling finite populations. 

It often happens that the distinction between a popUlation known 
to he finite and the hypothetical infinite population is of no practical 
consequence. If N, the popUlation size, is considered a sufficient ap-

proach to infinity, and if ; is sufficiently close to zero, where n is sample 

size, the distinction, as will be seen in later sections, is inconsequential. 
Fortunately, the practical consequences of neglecting the distinction 
where it should be recognized, become readily apparent in every case. 
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3.2 Sampling Units. Suppose one needs to know with fail' pre­
cision the number of pine seedlings on a sample plot, one squt1re chain in 
area. If the plot is covered with herbaceous vegetation so that it is 
difficult to distinguish the pine therefrom without diligent attention to 
detail of observation, a sampling job is indicated; unless, perforce, the 
time and expense involved in obtaining a complete tally of the entire 
population of pine seedlings is not a consideration. 

In sampling an area, the constituent parts of the sample are to be 
located independently and at random. But as these constituent parts 
may be visualized in a vu,riety of ways, the sampling units to be used 
hm'caIter are defined and illustrated as follows: 

Ultimate Un'it. The small plot 01' area that is noli subdivided. For 
the squu,re-chain population of pine reproduction it is the smallest 
practicable unit of area upon which counts are made, u.s for instance, the 
quarter milacre squa,re. 

Random Sampling Unit. A constituent part of the sample, which is 
drawn independently and at random. It consists of one or more ulti-

mate units, as for example a strip, 2~-ehain wide and one chain long, 

across the square chain of pine reproduction referred to above; this strip 
containing 20 ultimate units of a quarter mil acre each. 

Sample. The set of random sampling units. The sample must con­
tain a minimum of two random sampling units, for a single random 
sampling unit does not contain the information on sampling error. 

3.3 Sampling a Small Rectangular Area. The use of the 
above terms is easily demonstrated by means of a simple experiment. 
Let it be required to estimate the sum of the 100 numbers in Figure 7 
from just 20 of them. 

The ultimate unit in this case is the cell, a particular one of which 
will be referred to by its column and row number. Thus cell 50 is that 
of column 5 and row 0, and its observed value is 47; whereas the ob­
served value of cell 05 is 61. 

Even a hasty perusal of the figure discloses that the numbers which 
mako up this population are not scattered wholly at random among the 
cells, for there is greater variation among cells of the same column than 
among cells of the same row. The middle rows run to higher numbers 
than. the top and bottom rows. This effect of layers is called strati­
fication. Stratification is a common characteristic of popUlations in 
nature. In the forest, for example, the better sites are usually found 
along the lower slopes, while the poorer sites are commonly along the 
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FIG. 7. The population of 100 numbers. 
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ridges. When observed, even in its broader effects, stratification may 
be made to enhance the efficiency of sampling. In practice the timber 
cruiser acts upon his recognition of stratification by conducting strips, or 
lines of plots, at right angles to the direction of general drainage, that is, 
across the strata. 

Of the great many methods which may be devised fOl' sampling the 
numbers of Figure 7, two are chosen for certain distinctive features, 
although both are forms of unrestricted random sampling. 

Strip Method. If the column is taken as the random sampling unit 
it follows that the population of 100 numbers is to be visualized as 10 
numbers, each a column sum. The population of columns is presented 
diagrammatically in Figure 8. As a sample of 20 percent is required, 
the process of sampling these 10 column sums is analogous to drawing 
two marbles-without replacement-from an urn containing 10 of them, 
each representing a particular column. In practice two numbers from 0 
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to 9 are drawn from Tippett's Random Sampling Numbers in some pre­
assigned order, such as the first two digits of column 1 of a given page. 
Should the second number be a duplicate of the first, it is, of course, re­
jected and the next one taken, as a finite popUlation of 10 separate strips 
is to be sampled. 

The numbers 4 and 8 happen to be drawn. 'l'hese indicate the 
columns whose sums (of 10 ultimate units each) are tiaken as random 
sampling observations. They are 589 and 503, which total to 1,152, 01' 

one-fifth the estimate of the popUlation sum. The latter, then, is 5,700. 
Single Plot M elhod. The ultimate unit, the cell, is also taken as the 

random sampling unit. The population is visualized as made up of 100 
of these. It is presented diagrammatically in Figure 9. Twenty of the 
numbers from 0 to 99 arc drawn by the ald of Tippett's Random Sam~ 
piing Numbers, the first digit indicating the column and the second the 

o 2 3 4 
COLUMN 

5 6 1 
NUMBERS 

8 9 

FIG. 8. Graphic representation of the population of Figure 7 as that of 
10 strips. The shaded strips comprise two l'UIlUOm 

sampling units of a sample. 
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FIG. 9. Graphic representation of the population of Figure 7 as that of 
100 cells. 'l'he shaded cells comprise 20 randolll 

sampling units of a sample. 

row. A possible second draw of any cell is rejected, find another num­
ber taken in its place. 

Following fire the cell numbers and observations in order of draw: 

Cell number Observation Cell number Observ[!,tion 
- - ------

12 52 56 50 
05 01 87 52 
92 58 n 01 
07 51 40 52 
28 40 70 43 
21 51 25 09 
16 55 84 n 
44 73 19 40 
60 49 22 57 
37 59 46 64 

'l'otn,l ......... 1,116 
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From the total of 1,116 the estimate of the population sum is 5,580. 
Other sampling designs, of only slightly greater complexity, might be 

a,pplied to the sampling of this population. Those just illustrated are 
[Lmong; the simpler ones. 

3.4 The Variance of the Mean of a Random Sample fll"Om 
a Finite Population. When a mndom sample of n ob8el'vtLtions of y 
is drawn from an infinite population, the estimate of the v[l,riance of y 

was given in Sec. 1.7 as 

where y is the mean of the sample. The sampling variance of mean y as 
given in Sec. 1.6, is 82 

V(y) =-. 
n 

But when the sample consists of n random sampling units of 1/, from n 
finite popubtion of just N such values of y, we requi.re to adjust. the 
sampling variance of mean y as follows;1O 

V(y) =~ (N -n) 
n N 

It is at once evident that as the population size, N, approaches in-

finity the quantity (N ;;n) approaches unity and the variance of the 

men.n is identical to that from an infinite populn.tion. On t.he othor 
ext.reme, as sample size, n, approaches nnd becomes population size, N, 
the vn.rin.nce of the mean appron.ches n.nd becomes zero, since t.here cn.n 
be no sampling error if t.he entire population is enumerated, 

The tools are now l1Yl1ilable for est.imating t.he limits of the probable 
discrepancy between the estimate of the population aggregate, nccording 
to each of the sampling designs of t.he previous sect.ion, and the cor­
respondi.ng true value. 

According to the strip method, the mean of the two random sampling 
units) 589 and 563, is 576. Hence the estimate of the population vari­
ance of mndom sampling units is 

(589-576)2+ (563-576)2 = :338 

on one degree of freedom. Were the sample from an infinite population, 
the estimate of the variance of the mean of t.he two random sampling 

10 The derivation of the sampling variance of the mean of 11 random sample from It 
~nite populati';m i~ sO~lewhat eumbel'some to be included here. It is given in detail 
In the Appendlx, Sec, d.4, 
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units would he half of this, or l6G. But since in this case n=2, and 
N = 10, wo have 

V(57(i) = 169COl~2) 
= 135.2 

on one degree of freedom. The standard error of the mean is the sqmLre 
root of this or 11.6. Hence, on the random sampling unit basis 

y=576± 11.6, 

and t.he estinlltte of the population aggregate is ten times this quantity or 

5,760±116 

on one degree of freedom. Hence, as discussed in Sec. 2.6, the prob­
ability equation appropriate to the estimate of the population aggregate is 

5,760.± 116(t) 

where the numerical value of t, to be ta.ken from Tahle 7, corresponds to 
the probability chosen. 'If the probabilit.y of orror is sot at 0.05, t is 
12.70ti on one degree of freedom. Hence with probability of 0.95 the 
population aggregate is 

5,7GO± 116(12.706) 

or 
5,760± 1,474 

I n other words, with probability of 0.9.5 this estimat,e is subject to an 

error not to exceed G~~6) or 26 percent of the estimated value. 

This would not seem to be very satisfactory estimating, and we shall 
compare it. with the single plot design used in sampling the same popu­
lation. The estimate of the mean and variance of random sampling 
units according to this design is given in Tnble 8. The mean of the 20 
random sampling units is 55.8, while the estimate of the variance of 
random sampling units is 89.642 on 19 degrees offreedom. SinceN = 100, 
and 11 = 20, the estimate of the variance of the sample mean is 

89.642 (lOa - 20) = '3 586 
20 100 •. 

and its standard error is the square root of this, or 1.89. Hence on the 
random sampling unit basis 

Y=55.8±1.89 

and the estimate of the population aggregate is 100 times this number or 

5,580±189 
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TAnLE S. Calculation of the IvIean and Variance of 20 Hundom Sampling 
Units (C('JIs). Data from Ii'igure 7 

ObHervation 

y y2 

52 2,7M 
61 3,721 
5l:l a,3t\4 
,51 2,601 
40 1,600 
,51 2,1301 
55 3,025 
n 5,32D 
t1!J 2,401 
50 :3,481 
56 3,136 
52 2,704 
(ll 3,721 
52 2,704 
4~} 1,849 
(i!l 4,7fH 
7:1 5,321) 
40 1,600 
57 3,249 
64 4,006 

1,116 6a,976 

Caleula1.ion uf mean: 

Cnleulation of variance: 

20 
S(y') 

20 
17 •. 8(y) 

I:i (y-17)' 20[ J 
., 1 ~o [ - .. ] s-=Hl S (11-11)-

55.8 

H:3, !l7G. 

02.)272.H 

1,708.2 

8!I.fi42 

on 19 degrees of freedom, and the probability equation appropriate to 
this estimate is 

5,580± lS9(t). 

If the probability of error is set ut 0.05, the corresponding vulue of t 
based upon 19 degrees of freedom is 2.mm. Therefore with probability 
of 0.95, the popUlation aggregate is within the limits 

5,580 ± 189(2.0f:J3) 
or 

5,580±:-l!.l6. 

This is an estimate of considerably more precision than that of the strip 

method, lor the probability is 0.95 that the error docs not exceed (5~i~o) 
or 7.1. percent of the estinlated aggregate. 

The estimate of the limits of discrepancy between sample Hnd popu­
lation IS equally valid in both of these sampling methods. Their magni­
tudes, however-1474 and 396 on a probability of 0.95 that the real dis­
crepancy is not exceeded by these estimates-are very discordant, reflect­
ing as they do the efficiency of the sampling designs used. The seemingly 
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abnormal 1474 of the strip method is due to the paucity of degrees of 
freedom available for its estimate. This becomes evident upon a glance 
at the table of t ('1'able 7). For a single degree of freedom the value of t 
(the ratio of discrepancy to its standard error) is 12.706 at the 5 percent 
level. It drops abruptly to 4.303 for two degrees of freedom, and for 19 
it is 2.093. For an indefinitely great number of degrees of freedom, t 
approaches its limiting value of 1.960. Consequently, if only very few 
degrees of freedom are available for the estimate of sampling error, the 
discrepancy between the sample mean and corrcsponding popUlation 
paramcter is likely to be too large for practical sampling work. 

3.5 Sampling a Small Area of Irregular Boundaries. Thc 
two sampling designs used above may be applied very widely. They arc 
not at all confined to populations which are distributed over a rectangUlar 
area, although their application is most advantageous in populations of 
simple geometrical outline. 

A small population of irregular outline is presented in Figure 10. In 
this case, the strip (for example, column) method would be somewhat 
less simple, for the different strips are of variable lengths and, conse­
quently, the strip means are of variable precisions. Special cases hav­
ing to do with variable precision involving weighted observations will be 
treated later (Chapter VII). 

The single plot sampling design, as illustrated in Sec. 3.3, might also 
be somewhat troublesome to apply to this population, for it would 
require advance information-involving, perhaps, a map-concerning 
the exact number and location of the plots in the population before the 
draw, in order to assure equal chance for every plot to make the sample. 

But a class of sampling design, analogous to the strip method used 
previously, is easily applied to popubtions of irregular outline. 

Returning for the moment to the strip method of Sec. 3.3, the reader 
will remember that the random sampling unit consisted of the 10 ulti­
mate units of the same designation (for example, column 4) one taken 
from each row. 

By analogy, a population of irregUlar outline, as in Figure 10, may be 
considered as containing N-not very large-random sampling units, 
where each random sampling unit consists of an (as yet) unknown num­
ber of ultimate units of cells. For instance, if the population of Figure 
10 is traversed by moving up the first column on the left, down the sec­
ond, up the third, and so on, until N ultimate units have been encoun­
tered, numbered in order, 

1,2, .... , N; 
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10 II 

2 4 
-.J_9 48 49 
12 1 3 

27 33 56 
I I 4 2 

5 6 7 34 38 33 42 12 13 
5 6 2 12 5 I 5 3 

3 4 7 15 21 32 27 45 60 50 14 
12 4 7 II 3 II 6 12 6 2 4 

2 6 14 . 22 29 23 32 41 31 37 52 4A 15 16 
2 II I 3 8 10 4 10 7 II 7 I 5 8 9 

I 24 14 18 13 21 4 24 30 34 37 42 36 41 45 44 
II 2 

3 10 2 2 9 9 5 9 8 10 8 12 6 7 10 
15 5 9 13 26 25 26 25 31 20 23 29 39 34 40 

4 9 3 1 10 8 6 B 9 9 9 II 7 6 
4 13 16 16 19 25 19 33 14 30 26 30 31 34 

4 12 II 7 7 7 10 8 10 10 8 
22 18 18 19 10 19 16 26 27 23 30 

8 5 II 12 6 8 6 II 7 " 9 9 5 
30 21 27 26 33 15 15 9 26 22 17 8 14 

5 1 6 10 I 5 9 5 12 6 12 8 lQ 4 II 
32 35 26 36 28 21 18 7 5 " II 0 6 4 9 

6 7 9 2 4 10 4 I 5 I 7 II 3 12 
4 ! 27 25 34 17 26 6 7 4 7 9 9 0 5 

8 3 II 3 2 4 2 6 12 2 
JJ. 22 25 17 2 2 5 I 3 2 

12 2 3 3 5 1 
13 22 3 7 8 3 

I 4 
c__!J. ~ 

FIG. 10. A small population on an area of irrcgular outlinc. trhc uppcr 
figure of each cell represents the ultimate unit number 

in each set of 12 units of strip. 

then upon continuing in this fashion, the population is found to be made 
up of a number of sets of N ultimate units. Suppose, now, that all ul~ 
timate units numbered 1 be taken as the first random sampling unit, all 
ultimate uni.ts numbered 2 as the second, and so on to the Nth random 
sampling unit. Thus the population is conceived as made up of N ran~ 
dom sampling units, of an unknown number-until the observational 
work is complete-of ultimate units each. 

As a concrete illustration, let the random sample to be drawn from 
Figure 10 contain three random sampling units and 25 percent of the 
population. Thus N is fixed at 12. Accordingly, three random num­
bers, from 1 to 12, are drawn, to represent the ordinal numbeI' of ultimate 
unit in each and every set of 1~ units of strip. The entire population is 
then traversed by moving up the first column on the left, down the sec~ 
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ond, up the third, and so on; and record is made of the indicated ultimate 
unit observations as encountered. 

The ultimate unit numbers within each set have been fieleeted by 
running down two adjacent columns of Tippett's Random Sampling 
Numbers (columns 7 and 8 of page 1 in this case) ancllisting the first 
three different numbers of value 1201' less. They happen to be 11, 7, 
and 8, as may be checked by referring to Figure 1. Accordingly, the 
sum of every 7th, every 8th, and every 11th cell value in the sets of 12 
units of strip make up the three random sampling units of the sample. 
These are recorded in Table 9, while Figure 11 gives a good idea of how 
well the sample represents the population. 

From Table 9, then, the three random sampling observations are 
308, 304, and 261 

out of a possible 12 such numbers in the population. The mean of the 
sample, jj, is 291. As deviations therefrom, the observations (y -y) are 

17, 13, and -30, 

whence the estimate of the population variance among random sampling 
units is 

8~= ~ (289+16\)+900) =679 

on two degrees of freedom. In accordance with the sampling design 
used, the popUlation size, N, is 12, and the sample size, n, is 3. The 
estimate of the variance of the mean from this limited popUlation 

V(y) =~ (N ;n)= 6;9C21~3) =169.75 

The mean of the the three sampling units with its standard error is, 
accordingly, 

291 ± 13.0 

and as this is one twelth of the estimate of the population aggregate, the 
latter is 

3,492± 156(t) 

where t, on two degrees of freedom, corresponds to the probability selected. 
With the probabllity of greater error fixed at 0.05, t, is 4.303 from Table 
7. With probability of 0.95, then, the estimate of the population ag­
gregate is 

3,492± 156(4.303) 

or 
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TADuliJ n. Ultimate Unit Observations whosn Sumfl Supply Three 
Random Sampling Units from the Population of Fignre 10 

Ordinaluumber of Illtimate unit in 
each 12 units of strip 

7 8 11 

Ob>lCfvl1tiom; on ultinmtc unit" 

35 31l 14 
27 25 27 
22 21 IR 
1!l 25 20 
10 15 25 
10 33 :32 
34 81 !) 

26 2t) 37 
42 2;) 22 

9 0 ao 
31 30 \l 
:H 45 n 

------
Sum 308 804 261 

As indicated above, the sampling scheme used here is distinct from 
that of the strip method as applied to the J'ectangular area in Sec. 3.3, 
only because the present population is distributed over an area of ir­
regular boundaries. 

3.6 Systematic Versus Random Sampling. The question 
may be raised as to why a systematically chosen sample does not have 
all the virtues of a random sample as a method of estimating population 
means or aggregates. 

In the early application of the theory of errors to proble:rns of sam­
pling populations in confined areas-such as the timber volume of a 
forest-major emphasis was placed upon the necessity of selecting a 
sample free from personal bias. So simple an expedient as the mere 
mechanical selection of plots or strips at equidistant intervals solved this 
difficulty entirely. Unfortunately, however, it was not at once dis­
covered that the removal of the personal equation does not entirely ful­
fill the condition of Bufficiency. 

The mathematical requirements for the solution of sampling prob­
lems imply that the constituent parts upon which sampling error is based 
-the random sampling units as defined above-be located indepen­
dently and at random. 
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FIG. 11. Each aggregate of the cells designated alike, represents a random 
sampling unit of a sample of three ObSCl'Vittions 

of the population of Figure 10. 

The failure of the systematic pattern of plots or strips to provide 
information concerning the probable discrepancy between the estimated 
and the true characteristic may be clarified in the light of the simple 
experiments used in this chapter. Should the numbers which make up 
the populations illustrated, have been assigned to the cells strictly at 
random, any systematic sample would clearly have contained all the in~ 
formation of a random sample of equal weight. The systematic sample 
would, indeed, have been a random sample as well, just as a system­
atically chosen set of digits from a page of random numbers is a random 
sample of digits. 

It follows, therefore, that when the calculator derives wha,t hc con­
siders the standard error from a body of data taken systematically jn 
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natural populationA, such as the foresl;, he assumes that Nat;uL'e has 
been obliging enough to have randomized for him. But forester8, like 
naturalists, know that the component.s of any characteristic of forest 
populations they may wish to examine, are perhaps never arranged in­
dependently and at random within a forest. Their only alternative, if 
they are at all concerned a.bout the prob:1blc discrepancy between tho 
true values sought and their estimates thereof, is to base the estimates 
upon samples drawn independently nnd at ra,ndom from the population. 



CHAPTER IV 

REPRESENTATIVE OR STRATIFIED RANDOM SAMPLING 

4.1 The Principle of Representative Sampling. The sam­
pling designs illustrated ill the preceding chapter are forms of unre­
stricted random sampling of populations distributed over confined areas. 
A population was conceived as made up of numbers, or magnitudes of 
a certain characteristic, which occurred on the N subdivisions into which 
the whole area was partitioned. Each of these subdivisions was then a 
possible random sampling unit. The sample consisted of n of them, 
drawn independently and at random, from the entire number, N. 

Now stratification is a well-known property of practically all forest 
and field popUlations. Yields of different parts of the same subdivision 
of hmd tend to be more uniform than yields of different subdivisions. 
Under these conditions, the precision of an estimate of a popUlation mean 
may be appreciably enhttllced by recognizing stratification and modi­
fying the sampling design accordingly. 

The area to be samplcd is subdivided into strata, or blocks, and 11 

random sample of the characteristic to be estimated is drawn from each 
block. No great care need be taken to have block boundaries coincide 
with visual limits of soil fertility gradients, or density changes in vegeta­
tion. The exigencies of the problem usually demand that a balance be 
struck between the theoretically desirable and the practically feasible. 
Precision is gained by dividing the population into as many blocks as 
expedient, even though the number of random sampling units taken 
from e[1Oh block is the minimum of two. 

Representative sampling, then, is the process of drl1wing 11 representa­
tive set of samples, consisting of a random sample from each block, or 
stratum, of the population sampled. It may be illustrated by means of 
the population of Figure 12, which contttins 200 numbers, div\ded into 
10 blocks of 20 numbors each. There is obvious stratification here as the 
top tier of blocks runs to lower numbers thl1n the bottom, and the left­
hand block of each tier runs to lower numbers than the right-hand one. 

Ey way of illustration, let a representative set of samples be drawn 
from tho popUlation of Figure 12, by direct observation of just 10 percent 
of the entire popUlation. Taking the cell to be the random sampling 
unit as well as the ultimate unit, two numbers are drawn between 1 and 
20, independently and at random for each block, by means of Tippett's 
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Random Sampling Numbers. These and the observations they supply 
are listed in Table 10. The general mean of the 10 samples is 95.2. 
Complete analyses of these will be treated shortly. 

In the meantime we shall show the comparison of results between 
representative and unrestricLed random sampling of the same popula_tion. 

BLOCK 

I 

3 

7 

9 

48 

34 

76 

36 

44 

60 

46 

62 

44 

44 

66 

52 

46 

64 

74 

94 

65 

60 

76 

IO~ 

23 64 

48 81 

74 46 

40 35 

51 56 

60 107 

72 76 

78 43 

97 62 

66 65 

78 80 

64 119 

85 86 

92 9 I 

72 12 

76 101 

67 94 

100 1/3 

76 122 

106 129 

59 38 87 

67 60 GO 

62 52 52 

61 82 48 

65 72 73 

67 84 60 

52 78 78 

17 78 108 

97 90 103 

75 98 86 

80 90 116 

109 96 118 

85 98 117 

89 64 96 

96 128 114 

89 126 94 

103 146 135 

101 136 136 

120 1.2 142 

m 146 1,0 

54 65 58 
r---

71 91 lOS 

94 82 94 

83 87 92 

84 77 90 

III 91 82 

90 74 124 

115 99 122 

94 123 108 

103 99 136 

112 130 108 

125 115 130 

140 m 124 

123 147 140 

130 122 148 

125 153 154 

148 157 170 

145 147 170 

160 114 182 

149 165 IS2 

45 
t-

B6 

76 

82 

95 

104 

114 

116 

III 

144 

146 

120 

lSI 

150 

184 

178 

179 

186 

184 

150 
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6 
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10 

LEGEND or 
SAMPLING NLiMB(RS 

I 5 9 13 17 

2 6 10 14 18 
I-

3 7 II 15 19 -- f--
4 8 12 16 20 

FIG. 12. A popuhttion of 200 cellR, divided into 10 blocks of 20 (Jells euch. 

4.2 Comparison of Representative with Unrestricted 
Random Sampling. The efficiency of representative sampling as 
compared to unrestricted random sampling of stratified populations 
may, perhaps, be most convincingly demonstrated by graphic compari­
son of estimates of the popUlation mean as based upon repeated sampling 
trials. 

In Figure 13A are plotted 11 estimates of the mean of the population 
of the 200 numbers of Figure 12. Each estimate is the mean of 20 cell 
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TABLE 10. A Representative Set of Samples from 
the Population of Figul'e 12 

Block 
Random sampling 

unit members Observations 

1 ........... .. 
2 ........... .. 
3 ............ .. 
4 ............ . 
f) ........... .. 
6 ........... .. 
7 ........... .. 
8 ........... .. 
9 ............ . 

10 ............ . 

4 
10 

2 
7 

20 
20 

8 
8 

10 
8 

18 
11 
14 
11 
10 
5 

17 
9 

14 
20 

Sum ............................. . 

36 
91 
60 
!l0 
90 

120 
76 

125 
113 
149 

1,904 

60 
82 
87 
74 
65 
94 
98 

137 
101 
150 

63 

1---------------------
Mean ............................ . 95.2 

values, drawn at random from the populntion as a whole according to the 
single plot method used in Sec. 3.3. 

Figure 13B shows 11 estimates of the mean of the same population 
according to the representative sampling design of the preceding section. 
Each mean is again based upon 20 cell values, but the drawing was made 
with the restriction that two cells be taken independently and at random 
from eltch of the 10 blocks. 

Clearly the means of samples drawn by unrestricted random sam­
pling as used here, are dispersed more widely around the true popula­
tion mean of 98.015 (also shown in Fig. 13) than arc the means of the 
representative sampling trials. 

The variance of the 11 means of Figure 13A is 129.65 by direct cal­
culation, while that of the 11 means of Figure 13B is 15.44. Since 

=J~ 
A 

all IIUI I!!I iii! !III iIIB 
r I r I I i i i I 

80 85 90 95 100 105 110 115 120 

I!!I iii! I B 
I!!I IIUII _ _ • IlI!iII 

I I I I I i I I -, 
80 85 90 95 100 105 110 115 120 

FIG. 13. Distribution of eleven estimates of a popUlation mean based upon 
20 random sampling units. In A, by ulll'estl'icted random sampling'; 

in B, by representative random sampling of two units in each block. 
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129.65 8 . t I 
15.44 = approxlma e y, 

one estimate according to representative sampling is worth about eight 
estimates of unrestricted sampling of this population. 

4.3 The Variance of the Mean of a Representative Set of 
Samples. Detailed observations of representative sampling of the 
population of Figure 12 are given in Table 10. rl'he geneml mean is 95.2, 
and we require the variance of this estimate of the population mean. 

Consider, first, block 1 alone. The observations, 36 and GO, are a 
random sample of the population of this block, and the estimate of the 
block mean is, therefore, 48.0. The sum of squares of deviations is 

(36-48.0)2+ (60 -48.0)2 = 288 

and since it is based upon a single degree of freedom, this is also the 
estimate of variance among the random sampling units of block 1, though 
not yet adjusted for the finite population sampled. 

When an estimate of variance is based upon just two random sam­
pling unit observations, a short-cut method of calculation is to be pre_ 
ferred. Let Xl and X2 be two such observations from an infinite popula-
tion of x. Their mean is 1 

2(Xl+X2), 

and the sum of the squares of deviations from this me~Lll is 

[Xl- ~ (Xl+X2) ]2+[ X2- ; (Xl+:r.2) r 
which may be written 

[ ~ (Xl-X2) r + [ ; (X2- Xl) r 
or, since these two terms are identical, as 

~ (:l:1-X2)2 

on one degree of freedom. The estimate of the variance of the mean of 
the two observations is (Sec. 1.0) Yz of this, that is, 

v[ ~ (:lh +X2)] = ! (Xl- X2)2, 

and the variance of the sum of the two is twice the variance of single 
observations, or 



STRATIFIED RANDOM SAMPLING 

For block 1, then, the variance of the mean, 48.0, is 

.l(36 - (0)2 = 144 
4 

whereas the variance of the sum of the two observations, that is, 
V(36+60) = (36-60)2= 576 

not yet corrected for the finite population of the block. 

65 

It is somewhat simpler to calculate the variance of the individual 
block sums, as shown here for the first block, rather than of the block 
means. Having a separate and indcpendent sample from each block in 
the population, the variance of the sum over all blocks is the sum of the 
separatc variances. 

The calculations are given in Table 11. The sum over all 10 samples 
is 1,904, and the variance of this sum is 4,052, not yet corrected. Since 
in each block N =20 and n=2, we have 

V(1,904) =4,052(2~~2) 
=3,645.8 

on 10 degrees of freedom, as each one of the blocks supplies a single 
degree of freedom. The standard error of the observed sum is the square 
root of this variance, or 60.4; whence the observed sum is 

1,904±60A 

on 10 degrees of freedom. As the samples compose 10 percent of the 
population, the estimate of the population aggregate is 

19,040 ± 604(t) 

TARLE 11. Analysis of a Representative Set of Samples 

Random Sampling Variance of 
Block observations Block sum sum 

XI x, (XI+X,) (XI-X2)2 

1 ............. 36 60 96 576 
2 ............. 91 82 173 81 
3 ............. 60 87 147 729 
4 ............. 90 74 164 256 
fi ............. 96 65 161 961 
6 ............. 120 94 214 676 
7 ............. 76 98 174 484 
8 ............. 125 137 262 144 
9 ............. 113 101 214 144 

10 ............. 149 150 299 1 

Sum .............................. 1,901 4,052 
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where t, taken from Table 7, is for 10 degrees of freedom on the proL~ 
ability chosen. 

If one prefers to work through the mean of the random sampling 
units rather than their sum, one should note that 1,904 is the sum of the 
20 observations whose mean is 95.2. Furthermore, if cr2 is the variance 
of single observations, Lhe variance of the ::;Ulll of n obscrvations (Sec. 
1.G) is 

whereas the variance of the mean of n observations is 
1 

-cr2• 
n 

Consequently, the variance of the mean of n may be derived from the 
val'iance of the sum of n by dividing the latter variance by n2• 

In block 1, by way of illustration, the block mean is (9
2
6); and as the 

estimate of the variance of the block sum is 
1'(96) =570 

the variance of the mcan may be written 

1'(90) = 576 . 
2 (2)2 

Similar calculations performed on the other blocks and added together 
provide the sum of the 10 block means and the variance of this sum; 
that is, 

whence the mean of these, that is, the general mean, and its variance 
may be written 

[ 
1,904] 4,052 

l' (2) (10) = (2)2(10)2 

not yet corrected to the finite population sampled. Upon applying the 
correction, we have 

V(9 1': 2) = 4,052(20-2) 
0, 400 20 

=9.117 

on 10 degrees of freedom; and its square root is 3.02. The estimate 
of the mean of the 200 numbers is then 

95,2±3.02 
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Upon multiplying by 200, the same estimate of the population aggregate 
as given above is obtained. 

4.4 Disproportional Sampling by the Representative 
Method. In the representative sampling treated above, the blocks 
were of exactly the same size, and the same proportion (10 percent) of the 
block populations was sampled in each. It was then necessary merely 
to sum the observations over all blocks and to mUltiply the grand surn by 
10, the product being the estimate of the population aggregate. 

The necessary variances were calculated almost as easily. 
It may happen, however, that the practical requirements of sampling 

a given population preclude the direct observation of the same propor­
tion of all block areas. There may be greater interest in certain blocks 
than in others, or, perhaps, irregular boundaries of the population may 
not readily permit its division into equal parts. As an outcome, sam­
pling may be more intensive in some blocks, and the several samples may 
have different precisions. 

The populations of irregular outline used previously (Fig. 10) will 
serve to illustrate the case. It is reproduced in Figure 14, and is sub­
divided into five blocks of different numbers of ultimate units or cells. 
Necessary information concerning the population, as well as the ob­
servations following from disproportional random sampling of the several 
blocks, nre given in Table 12. The variation in the number, n, of obser­
vations to the block is introduced only for illustrative purposes. 

TABLE 12. Disproportional but Representative Sampling 
of the PopUlation of Figure 14 

Block Random sampling Factor 
number N n observations Sum N -

n 
-----------
1. ........ 26 2 38,50 88 13 
2 ......... 28 4 26,31, 8,26 91 7 
3 ......... 80 3 4, 5, 5 14 10 
4 ......... 28 2 21,21 42 14 
5 ........ , 32 4 9, 14, 25, 23 71 8 

Estimate 
of total 

1,144 
637 
140 
588 
568 

----
Estimate of population aggregate ..................... 3,077 

The second column is the listing of the area of each block in number 
of cells, or ultimate units, which are again taken as random sampling 
units; while the third column gives the number of these which make up 
the samples. The random sampling observations follow, and then their 

sums. In the next to last column is the factor ( ~ ) by which the sam-
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48 49 
.----.-
27 33 56 

BLOCK 5 34 38 33 42 BLOCK I 

7 15 21 32 27 45 60 50 
.-

6 14 22 29 23 32 41 31 37 52 44 

24 14 18 13 21 4 24 30 34 37 42 36 41 45 44 

I 2 15 5 9 13 26 25 26 25 31 20 23 29 39 34 40 

4 13 16 16 19 25 19 33 14 30 26 30 31 34 

22 18 18 19 10 19 16 26 27 23 30 BLOCK 2 

30 21 27 26 33 15 15 9 26 22 17 8 14 

32 35 26 36 28 21 18 7 5 II II 0 6 4 9 

41 27 25 34 17 26 6 7 4 7 9 9 0 5 

25 22 25 17 2 2 5 1 3 2 
'---

BLOCK 4 13 22 3 7 8 3 
L-...._ 1--r---

II 5 
'--- '--

BLOCK 3 
FIG. 14. A population of eells, irregulal' in outline, ll11l1 subd.ivided into 

blocks of different arcas. 

pie sums are multiplied, the products affording the estimates of the block 
totals, in the last column. The grand sum of these, :3,077, is, of course, 
the estimate of the population aggregate. And it is the precision of this 
estimate that is now required. 

Since 3,077 is the sum of independent estimates of each of the five 
block sums, its variance is the sum of the five separate variances of the 
same block sums. 

For block 1, the variance of the sample sum, 88, is 

(38-50)2=144 

its standard error being the square root of this, or 12. Since 

13(88) = 1,144 
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is the estimate of the block population, the standard error of this esti­
mate is 

(13) (12) = 156, 

and its variance, being the square of the standard error, is 
(13)2(144) = 24,336 

based upon one degree of freedom, though not yet corrected for the 
limited population of the block. The correction factor, based upon the 
sample number, n = 2, out of the population number, N = 26, is 

N-n 24 
}/=26 

for this particular block. Applied to the uncorrected estimate, 24,336, 
the estimate of the variance of the limited population of block 1 is 22,464. 

These values are listed in the first line of Table 13. The results of 
corresponding operations upon the observations of the other blocks arc 
given in the succeeding lines of the table. For block 2, as another exam­
ple, the estimate of t.he vari~mce of 91, is, from Table 13, four times tho 
variance of the individual observations, or, since this represents three 
degrees of freedom, it is 4/3 times the sum of squares of deviations from 
the block mean. Numerically, this is 4/3 of 

(26)2+ (31)2+ (8)2+ (26)2-l.(91)2 
'1 

or 409, based upon three degrees of freedom. As the sample consists of 
one seventh of the block population, the estimate of the latter is 

7(91) =637 
and its variance is 

(7)2(409) =20,041 

TADLE 13. Estimnte of the Variance of a Finite Population Aggregate, 
from Disproportional, but Representative Sampling 

Estimate Estimate of Correction Estimate of 
Block Sample of N Estimate variance of factor variance of 
num~ sum variance - of block block N-n finite block 
bel' 01 sample 

n 
popUlations popUlations ~ populations 

sum (uncorrected) 
~---------
l. ... 88 144 13 1,144 24,336 24/26 22,464 
2 .... 91 409 7 637 20,041 24/28 17,178 
3 .... 14 1 10 140 100 27/30 gO 
4 .... 42 0 14 588 0 26/28 0 
5 .... 71 228 8 568 14,592 28/32 12,768 
--
Estimate of popUlation sum 

3.077 52,500 and its variance ......... ..... . . ..... 
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on three degrees of freedom. The correction factor for this block being 

G~), the corrected estimate of the variance of the block population is 

17,178. 
The sum of the variances of the block populations is the variance of 

the sum of the block populations; hence, from the bottom line of Table 
13, the variance of our estimate of the population aggregnte, that is, of 
3,077, is 52,500, based upon 10 degrees of freedom; the degrees of free­
dom in the total over all blocks being the sum of those in the individual 
blocks. Out of the 15 random sampling units of the five blocks, one degree 
of freedom was used in the estimate of each of the five block means. 

The cstimltte of the popUlation sum with its standard error is 

3,077 ± 229 

or, with probability of 0.95, the popUlation aggregate is 
3,077 ± 229(2.228) 

= 3,077 ± 510, 

for which 2.228 is the value of t on 10 degrees of freedom. 



CHAPTER V 

SIMULTANEOUS SAMPLING OF MORE THAN ONE 
POPULATION 

5.1 The Problem and an Illustration. In the previous chap­
ter it was shown that an efficient estimate of a population mean (or sum) 
is the outcome of suitable sampling design. As the populations of forest 
and field are characteristically-one is tempted to say universaIly-heteTo­
geneous and stratified, the area to be sampled is divided into sub-areas, 
or blocks, such that the variation among random sampling units of the 
same block is less than variation among random sampling units of dif­
ferent blocks. Then each block is sampled so as to provide the necess­
ary and sufficient conditions for exact evaluation of the limits of the 
probable discrepancy between the magnitude of a true, but unknown, 
mean (or sum) of the population sampled-such as the timber volume of 
a forest property-and the estimate of it as derived from the samples. 

The problem may be extended to more than one population of the 
forest or range. If, for example, the timber volume of a forest property 
is distributed over a number of timber-species groups, it may be re­
quired to estimate the volume of each group separately, as well as the 
combined volumes of any two 01' more groups, together with exact 
evaluation of the limits of probable discrepancy between the true, but 
unknown, volume of each group, or any combination of two or more, 
and the corresponding estimate of their magnitudes as derived from the 
samples. 

The problem may be illustrated for the area represented diagram­
matically in Figure 15. The cells contain two populations. These may 
be construed as the volume, on the cell area, of each of two species 
groups, made up, respectively, of the upper and lower numbers. Let it 
be required to estimate the total volume of each group separately, and 
of both groups combined from direct observation of 20 percent of the 
populations. 

Four blocks are delineated. The random sampling unit of each 
population will also be the ultimate unit, that is, the cell. Four of the 
20 cells of each block are drawn, independently and at random, by means 
of a set of random sampling numbers, and the observations are listed, 
according to group x (upper cell number) and group y (lower cell num-
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bel') in Table 14. The sample totals, which are 20 percent of the estimate 
of the population aggregates, are the following: 

Group x: 474 
Group y: 302 
Both Groups: 776 

BLOCK BLOCK 2 

23 20 25 20 30 27 35 41 
30 24 20 21 13 19 2 I 
29 38 32 45 40 27 34 43 
26 25 18 18 7 11 13 --
29 26 35 39 31 30 36 31 
16 20 16 8 13 8 6 _ .... 

21 47 42 24 21 32 48 42 
25 13 13 28 12 12 -- 6 
13 38 31 37 39 44 52 54 
33 22 I , 6 13 I .... - --
6 15 19 35 23 26 39 41 

54 41 28 21 I I 19 _ .... --
16 13 4 31 33 37 33 38 
35 28 31 12 14 19 t I --
8 21 35 42 28 23 30 45 

49 29 14 24 10 16 -- --
20 25 32 35 35 28 41 25 
39 38 21 18 13 12 -- --
9 23 31 37 35 24 42 30 

32 29 16 10 16 3 -- --
BLOCK 3 BLOCK 4 

FIG. 15. Two populations-upper and lower numbers within the cells-which 
are not known to be distributed independently of ono another. 
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Only the variances of these estimates are now needed in order to com­
plete the solution. 

TABLE 14. Representative Sampling Observation of the 
Populations of Figure 15 

Group Group 
Bloek ------- Total Block -------

Dumber x y x+y number x y 
-------- --------- ----_ --------

47 1" oJ 60 15 41 
1 29 26 55 :3 0 32 

aR 25 63 21i 38 
24 28 52 3.5 14 

----------- ------- -------- -----
31i 2 37 23 11 

2 <12 () 48 4 30 0 
27 17 H 33 14 
27 10 46 ;)5 16 

--------_--- ---_ -----------
Totals .... 474 302 

---

Total 
x+y 

56 
41 
63 
49 

---
34 
30 
47 
51 

----
776 

5.2 Variances and Covariances Involved. The vanance of 
each group is calculated in the usual way. Given n random sampling 
unit observations of x in one of the blocks, the estimate of the variance of 

n 
Sex), 

uncorrected for the finite population of the block, is 

~S[(X-x)z] n-l 

where x is the mean of the observed random sampling units of x in the 
block. In like manner, the estimate of variance of 

n 
S(y) 

of the same block is 

n n[ ] -. S (y_y)2 . 
n-l 

The corresponding estimate of the variance of both groups combined, 
that is of (x+V), where x and yare observed values of the two groups on 
the same random sampling unit, is based upon the sum of squares of 
deviations of (x+v) around the block mean of the n random sampling 
observations of (x+y). Since mean (x+y) is mean x plus mean y, the 
variance needed is 



74 SAMPLING ME'l'HODS IN FORESTRY AND R,ANGE MANAGEMEN'l' 

n~ 1 s[ ~ (x+y) - (x+17) ~ 2] 
which, for convenience, may be wl'itten 

n~l s[ {(X-:G)+(y-17)~ 1 
Upon expanding, this becomes 

n n[ ] n n[ ] ')n n[ J n_l S (X-X)2 +n_lS CY-fi)2 +n~18 (X-:'e)(lI-17) 

The first term of this expanded form is immediately l'eeognized as the 
variance of the sample sum of x; and the second term as the variance of 
the sample sum of y. The third term-disregarding the factor 2-is 
known as the covariance of the sample sums of x and y. Obviously it 
may be positive or negat.ive. In general, then, t.he variance of (x+y) i8 
the VClT7:ance of x, pl-U8 the variance of y, 1)l7.l8 tW1:CC the covan:ancc of x and 1/. 

The term covariance designates a mean product in the same sense that 
variance designates a mean square. 

If two variables, such as x and y, are distributed independently over 
the area sampled, their covariance in the population is zero. Now while 
the random sampling units in each block are drawn independently, there 
is no assurance whatever that the magnitude of x on any random sam­
pling unit is independent of t.he magnitude of y on the same random 
8arnpling unit. In variables such as timber volume according to species 
groups, it is, indeed, to be expected that the greater the volume of one 
of the groups, on plots or strips of given area, t.he less will he the volume 
of some, or all, of the remaining groups. Covariances among groups, 
consequently, ought usually to be negative. 

In the calculation of sum of products upon which covariances are 
based, short-cut methods are available, quite analogous to computation 
schemes already used in arriving at the sum of squares of deviations 
about the mean of a sample. In the latter case it. was noted that 

n[ ] n n 8 _ (y_jj)2 = 8(i) -fjS(y) 

n 1 [n ]2 = 8(y2) - -;: 8(y) 

where either of the two forms 

n '1 [n ]2 yS(y) or - 8(1/) 
11, 

which are known as correction terms, are deducted from the sum of 
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squares of the original values of y, the residue being the sum of squares of 
deviations about the mean. 

The appropriate correction term to be applied to the sum of products 
becomes apparent upon expanding the expression which represents the 
sum of products; that is, 

s[ (X-X)(Y-jj)] =S(xy) -yS(x) 

n n 
=S(xy) -;f;S(y) 

=S(xy)- ~ [sex) ] [S(y) ] 

The three forms of the correction term-the second term of each right­
hand member-arc identical. In computational work one should chooso 
that form which is handiest. 

Calculations leading to the variances of the three sums at the bottom 
of Table 14 are given in Table 15. Taking the data of block 1, by way 
of illustration, it is found that the sums of X2, y2, and xV, are 

5,070, 2,254, and 2,987, 
respectively. The corrections to these, in turn, are 

or 
~ (138)2, ! (92)2, and ~ (138)(92), 

4,761,2,116, and 3,174; 
hence, the corresponding sums of squares and products of deviations 
about the sample means are 

309, 138, and -187, 
as given in the table. Each of these is based upon three degrees of 
freedom among the four random sampling unit observations involved. 
Similar operations upon the observations of the remaining blocks are also 
given in Table 15; and these are combined in Table 16 in the second 
line from the bottom. In order to convert these sums of squares and 
products into variances and the covariance of the sample totals which 
are given in the bottom line of Table 14-1istec1 again in Table 16-they 

are to be multiplied by the factor 4/3; that is, the factor (n~ 1)' Finally, 

the correction factor for the finite populations sampled is 
N-n 16 
--YV-=20' 

the product of the two factors being 

(: )G~)=~~' 
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TABLE 15. Calculation of Sums of Squa1"l~s and Products among the R,andom 
Sampling Unit Observations of Table 14 

y 

BLOCK 1 

47 HI 
2!) 2l) 
3S 25 
24 28 

-----
Sums ................ 18S 1)2 
Corrections ........... 

-_-------
Deviations ............ .. . . 

BLOCK 2 

36 2 
42 ti 
27 17 
27 III 

Sums ... ________ ... __ 131 44 
Corrections .......... . 

2,20!) 
841 

1,444 
570 

5,070 
4,7tH 

309 

1,225 
1,764 

72!l 
no 

4 447 
4;290.25 

y' 

1{)!l 
(j7() 
025 
784 

2,254 
2,lHi 

1:38 

4 
~~(j 

28U 
3Ul 

(i90 
484 

XII 

(ill 
751 
050 
072 

-----
2,987 
3,174 

-_-----
-187 

70 
252 
45!l 
513 

1,294 
1,441 

---------------------,---1-----1------_·_- -----
Deviations ........... . 156.75 200 -147 

BLOCK 3 

15 41 225 1,681 615 
\) 32 81 1,021 288 

25 38 625 1,44-1 950 
35 14 1,225 1\)6 490 

---
Sums ........... ____ . 84 121) 2 15li 4,B45 2,34;~ 
Corrections ..... _ ..... 1;76<1 3,90(i.25 2,625 

--------------
Deviations _ ........... .. . . 3\)2 438.75 -282 

BLOCK 4 

23 11 529 121 253 
30 0 \100 0 0 
33 14 1,089 196 462 
35 l(j 1,225 256 560 

-------_-
Sums ................ 121 41 3,743 573 1,275 
Corrections ........... 3,660.25 420.25 1,240.25 

Deviations ............ ., ., 82.75 152.75 34.75 
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TABLE 16. Assembly of Sums of Squares and Products, and Calculation 
therefrom of Variances and Covariances of the 'fotals of Table 15 

Observed sums Sums of squares and products 
Block 

Degrees 
of 

llllluber x y x+y x' y' xy freedom 

1. ........ 138 92 230 309 138 -187 3 
2 ......... 131 44 175 156.75 206 -147 3 
::I ......... 84 125 209 392 438.75 -282 3 
'1 ......... 121 41 162 82.75 152.75 34.75 3 

Total .. '" 4N 302 776 940.50 935.50 -581.25 12 

Variances and covariances of sample 
sums (16/15 of above) ............ 1,003.2 997.9 -620.0 

Since the samples make up 20 percent of the population, the estimates 
of the population aggregates, with their standard errors, are five times 
the following; 

For x: 

For y: 

For (x+y): 

474±V1,003.2; or 474±31.67 

302±v 997.9; or 302±31.59 

775± ·v(1,003.2) +C997.9)+2( -620.0); 
or 77fi±27.59. 

Thus the estimates of the population aggregates are 
For x: 2,370 ± 158.4 
For y: 1,510±157.9 
For (x+y); 3,880±137.9 

5.3 Simultaneous Sampling of More than Two Popula­
tions. Although practical considerations may prescribe otherwise, the 
most efficient class of sampling designs appropriate to stratified popu­
lations on confined areas of land, secure representativeness by subdivid­
ing the whole area into as many blocks as a minimum of two random 
sampling units to the block will permit. The computational operations 
to be performed upon samples of two submit to systematic and compact 
tabulation as well. 

The necessity for systematic and self~checking computational work 
can hardly be overemphasized, particularly when the characteristic 
sampled is distributed over several populations, and it is required to 
estimate it according to each population separately, as well as according 
to combinations of any two or more of them. 

Let it be required to sample the type areas of Figure 16 by direct 
observation of 5 percent of the population within the large rectangle. 
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<:>'(MEIOL. coveR T'l'PE 

B !!lID PINE-HARDWOOD 

C !~l HAROWOOO 

DO OPE:I'.I 

B\...OCK NUM8[i.1~ 

FIG. 10. 'fhe type map, subdivided into blocks and showing the two 
mudom sampling units of each block. 

The obiective is to estimate the are:1 of e:1ch of four types, and of com­
binations of any two or three of them, so as to provide exact measures of 
the probable discrepancy between the true value and the sampling 
estimate thereof. 

~rhe map from which Figure 16 was made is on a scale of 1 inch 
to 800 feet. The first problem is the division of the area into blocks, 
oach of which is to furnish a separate sample of two random sampling 
units. While representativeness would be assured by dividing the map 
into as many blocks as possible, yet a balance must be struck between 
desirable precision and the labor of acquiring it. For present purposes 
10 square blocks, 2 inches to the side, are used. These are shown in the 
figure. 

Since the sample is to cover 5 percent of the area, a practicable scheme, 
and one of minimum labor, follows from conceiving each block (these 
being 2 inches square) as made up of 40 contiguous strips, each 1/20-
inch wide and extending the length of the block. It is handy, therefore, 
to consider the ultimate unit as a small square area, 1/20-inch on the 
side, and the random sampling unit as the sum of the 40 ultimate units 
of a single strip. 

The pattern of cover types seems to extend vertically rather than 
horizontally. Accordingly, there should be less variability, hence srnall-
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er sampling e1'1'ors, between strips run horizontally. Then the remain­
ing part of the observational program is the identification of the two 
strips, out of the 40 of each block, which are to supply the samples. 
This work is easily effected by means of any random sampling scheme, 
such as a page of random sampling numbers. 

The strips which supply the samples are shown in Figure Hi; and 
the observations, consisting of the number of 1/20-inch squares, accord­
ing to type, out of the 4.0 of each strip, are given in Table 17. They 
contain their own checks. Since the length of each strip is 40 units, the 
sum of the type observations in each and every strip is 40. Likewise, 

'l'AllI,]J 17. Direct Observations on the Populations of Figure 16. Covel' Type 
Al'eas According to Handom Sampling Units (Strips) and Blocks. 

Units of 1/20-illCh Squares 

STRIr 1 I STUll· 2 
----------

Bloek 
Number of 1/20-inch sqU[lI'e~ according to covel' type 

"'----_-_ ---
A B C D A B C D 

------, 
1. ... 18 9 13 14 11 15 
2 .... 5 .. · . 35 8 32 
3 .... 17 9 2 12 19 7 11 3 
4 .... 12 6 9 13 5 8 11 Hl 
5 .... 1 5 31 :3 31 .. \) 

6 .... 11 22 · . 7 8 az 
7 .... 3 4 8 25 6 5 3 26 
8 .... 11 3 a 23 14 2 7 17 
B .... 13 5 \) 13 11 5 1 20 

10 .... 33 (i · . 1 32 1 1 3 
--
Sum .. 106 78 71 145 140 71 4tl 141 

the sum of all the observed values over all 10 blocks is 800, since 800 
units of strip were run. 

Denoting the first and second random sflmpling units by subscripts 
1 and 2, respectively, the sample sums of covel' type l1l'eas in units of 
1/20-inch squares are the following: 

10 
Cover type A: S(Ad-Az)=106+140=246 

10 
Cover type B: SCB1+Bz) = 78+ 71=149 

10 
Cover type C: 8(C1+C2) = 71+ 48=119 

10 
Cover type D: SCDl +D2) = 145+ 141 = 286 

All cover types: 800 
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These estimates may be expressed, if so desired, eith~r in proportions 
of total area, by dividing by 800; or in acres, by multiplying by the factor 
derived from the map scale; that is, since a 1/20-illch square corresponds 
to (800/20)2 square feet, these estimates are to be multiplied by (40)2/ 
43,560 =0.03673 to give acres of observed area. 

For purposes of calculating their probaNe discrepancies from the true 
type areas, however, it is preferable for the present to maintain the units 
of 1/20-inch squares. 

5.4 Systematic Reduction of Observations. The observed 
values of Table 17 are in handy form for drawing up a work sheet of 
calculations upon which to base the errors of estimate. There are two 
conditions to the experiment, however, and these are of the same kind as 
encountered previously; namely, (1) the samples are small, for each block 
supplies a single sample of just two random sampling unit:;; and (2) the 
popUlation is a finite one-an area 10x4 inches on the original map-of 
which 5 percent is contained in the observations, and variances are to be 
adjusted accordingly. 

As before, the first of these conditions requires that strict account be 
kept of the degrees of freedom available for the estim:1te of the variances 
involved. There is a single degree of freedom between the two inde­
pendent observ:1tions of anyone or more types in each block. The 
estimate of the variances of the sum of two indepcndent numbers, say 
(A 1+A2), where these are the observed values of cover type A on the 
first and second strips, respectively, of nny block, is the square of their 
difference (Sec. 4.3), that is, 

VeAl +A2) = (A 1-A2)2 

in which V denotes the variance of the enclosed terms following it. In 
like manner, the estimate of the variance of, say, the combined areas of 
cover types A and B in one block, may be written 

V[ (A1+B1) + (A2+B2) ] = [(A 1+B1) -(A2+B2) T 
This may be expressed in a form to facilitate later numerical calculation 
as follows: 

V[(AI+B1)-/-(Ad-B2)] = [(Ar-A2)-/-(BI-B2) T 
= (AI-A2)2+(BI-B2)2-1-2(AI-Az)(BI-B2)' 

The terms in the expanded right-hand member are, in order, the 
variance of A, the variance of B, Hnd twice the covariance of A and B, A 
and B denoting the observed block SUIll according to cover type. It is 
necessary to recognize and calculate all the variances and covariances 
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among the types of the present problem. For conciseness, notation may 
be simplified as follows: In a given block, let 

Then in this block 

A = (A 1+A2); and a=(A 1-A2) 

B=(B1+B2); and b=(B1-B2) 

etc. 

V(A) =a2 

V(B) =b2 

V(A+B) ==a2+b2+2ab 
etc. 

These equations hold for the pair of random sampling units of each block. 
In k blocks, the k pairs are independent of one another. Hence over all 
blocks, the variances of observed sums are 

r k] k 
VLS(A) =S(a2) 

rio ] 
VLS(B) =SW) 

k 

[
k ] k k To 

V S(A+B) =S(a2)+S(b2)+2S(ab) 
etc., 

because the variance of the sum of independent quantities is the sum of 
their separate variances, the sampling of the individual blocks having 
been done independently and at random. 

Table 18 is the work sheet upon which have been performed the 
necessary calculations leading to the estimates of the variances of the 
observed sums of each type area and of possible combinations of areas of 

TADLJ~ 18. Calculation of Variallces [tnd Covllriances of the Data of Table 17 

1 2 3 4 5 (j 7 8 9 10 11 12 13 14 15 
--- - --- - ------- --I-
Block a b e d a2 ab ac ad b2 be bd c' cd d2 

- --------I---------I-- ----I--- --f-

1. .. -14 7 9 - 2 196 - 98 -126 28 49 63 -14 81 - 18 4 
2 ... 5 O- S 3 25 0 - 40 i~ 0 0 0 64 - 24 9 ., - :2 2- 9 I) 4- 4 18 - 1 4- 18 18 81 - 81 81 u .. . 
4 ... 7- 2- 2 - a 19 - 11 - 14 - 21 4 4 6 4 6 9 
5 ... -30 5 31 - 6 900 -150 -930 180 25 155 -30 961 -186 36 
6 ... 3 -10 0 7 9 - 30 0 21 100 0-70 ° ( 49 
7 ... - 3 - 1 5- 1 9 3 - 15 3 1- 5 1 25 - 5 1 
8 ... - 3 1- 4 6 9- 3 12 - 18 1- 4 6 16 - 24 36 
I) ... 2 ° 5 - 7 4 0 10 - 14 ° 0 0 25 - 35 49 

10 ... 1 .5- 4- 2 1 5 - 4- 2 25 - 20 -10 16 8 4 
- ------- - I---
Sum. o· •• .. .. .... . ... 1,206 -21)1 -1,089 174 209 175 -93 1,273 -359 278 
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two or more types. In t.he columns 2 to 5 arc listed the differences be~ 
i:ween the magnitudes of type areas on the two random sampling units 
of each block. A check is afforded in that 

a+b+c+d=O 

because of the constant sLrip length. As these numbers arc multiplied 
through by the value of a in the samo block, the resulting products arc 
listed in columns G to U. Again a check of the lll'ithmetic is available; for 

a(a+b+c+d) =0=a2+ab+ac+ad. 

In colulllns 10 to 12, operations of the form 

b(a+b+c+d) =0 =ab+b2+bc+bd 

arc performed nnd checked, although the product ab is not repeated, 
since its numerical value has already beon cnlculatecl [l,ud checked. In 
the remaining columns, operations of t.he same kind arc performed by 
using as Illultipliers, c and d in turn. No product already performed and 
checked by means of the check sum zero, need be repeated. 

The totals in the bottom line of t1le table arc, accordingly, the esti­
mates of variances and covariances of observed covcr+ype aren,s, al­
though not yet corrected for the finite population sampled. The corrected 
values are 38/40 times these tabular totals, since in each block the sample 
size, 'n = 2, and the popUlation size, N = 40, produce the factor 

N -n 40-2 38 ---w- - 4() = 40' 

Upon applying this factor, the corrected values are assembled in Table 
Hl in handy form for inspection and use. 

By way of illustration, from Table 17 the observed area of type A is 
246; its variance, from Table 19, is 1,146. The observed area of types 
(B+C) is 268; its variance is . 

IU\)+ 1,209+2(166) = 1,740. 

T AmA~ 19. Varillllees Ilud COYllriances of Al'ea Sums.'" 
Corrected from the Limited PopulationR Sampled 

A B c D ---------1---------------- - ____ . _________ _ 
A, ..... , ...... . 
B .......... .. .. 
c .. , , ....... ". 
D ............. . 

1,14G -27G 
190 

-1 0::;5 
'lG{j 

1,209 

1G5 
- 88 
-341 

264 

*Numbers at intersections of columns and rows of like designation tne variances' 
at intersections of unlike designations, they are coval'iances. ' 
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The observed area of types (A +C) is 365; its vt1l'if1nce is 
1,146+1,209+2( -1,035) =285. 

83 

As a final illustration) the observed area in types (A+B+C) is 514; its 
vanance IS 

1,146+199+1,209+2( -276) +2( -1,035)+2(16u) =264 

It is to bc noted that the variance of the sum for any three types is equal 
to the variance of the fourth. This follows from the fact that the true 
area of all four covel' types is known exactly as 10x4 square inches, for 
which the sample supplied 800 square 1/20-inehes. Inspection of Table 
19 demonstrates that the sum of all variances plus twice the sum of all 
covarianees tallied therein, is zero, that is, thc sampling errol' of all types 
combined is zero. 

The standard 01'1'01' of an area estimate is the square root of its sampling 
variance. A standard error is, accordingly, a measure of discrepancy of 
the occurrence of a covel' type between the two strips within the blocks. 
Had each standard errol' been based upon many degrees of freedom­
rather than the 10 actually availabJe for its estimate-it would have 
implied that the reftl errol' would have exceeded the standard in 32 out of 
100 sets of samples, based upon the same sampling design. 

With but; 10 degrees of freedom available for its estimate, as in this 
case, a standard error is, itself, subject to appreciable sampling error. 
Consequently, the discrepancy between the population parameter and 
the sampling estimate thereof as a ratio of its standard error-producing 
the statistic t-is distributed as t on 10 degrees of freedom. If the prob­
ability be fixed at 0.05 that the real discrepancies of these sums exceed 
their calculated values, the latter in each case is 

tsykn = 2.228(8) y(2) (10) 

for which 2.228 is the value of t at this probability on 10 degrees of free­
dom and 8Vkn is the stn,ndard error of a particular estimated sum under 
discussion) s belng the standard deviation of random sampling units 
within the blocks. Several of these are listed in Table 20 according to 
certain types and type classifications; in the second and third columns 
according to the units of observation, and in the fourth and fifth columns 
they are given as proportion of total area, by dividing the observed units 
by 800. These figures may be transcribed to acres by multiplying those 
of the second and third columns by O.7346-that is, by 20(0.03673). In 
the fifth column the limits of probable discrepancies as percentages of 
observed areas are listed. 
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In conclusion, it is worth remarking that while this problem deals with 
1tI'paR as delineated on a map, no new principle would ha,ve been involved 
had the' data been timber volume by types or age classes, reproduction 
eOllnts by species classes, forage areas by density classes or types, or any 
other forestry da.ta as ohserved by a representative sampling method in 
the field, 

Type 

A .. .. 
lJ .. 
C . .... 
D .. 
A+li . 
..1+C. 
/1+(, .. 

TABL~; 20. Partinl SUIllmary of ResultH 

In 1/20-ineh Hlttmres Limit of 
di~erefJl111cy 

------- ------------- -------1 in percent 
Observed Limit of nb~l1rved Limit of of o!JRervcd 

Proportion of total arOt1 

arOlL diHcl'cpnncy* proportioll diserepaney* area * 

:Htl ±75.1 
1·10 ±31A 
lID ±77.5 
28fi ±aG.2 
::lOii ±li2.7 
3Gii ±:37.6 
2(JS ±n2.0 

.:10:;: 

.1H!1 

.140 

.:Hi8 

.·I\H 
A,5() 
.3:3ii 

±.OfJ.1 
±.oan 
± .007 
± .0,15 
± .078 
±.O47 
± .1L<.i 

±aO.7 
±21.2 
±65.1 
±12.7 
±15.1l 
± 10 .c\ 
±3L7 

*Tho probability iH 0.05 thn,t the real discrepancies exceed thm,e list.ed. 



CHAPTER VI 

THE ME1'HOD OF SUB·SAMPLING 

6.1 Distinctive Feature of the Method. This chapter treats 
of an extension of the representative sampling method, the distinctive 
feature of which is that the actual measurements, or observations, are 
taken from a portion only-and not the whole-of 8[Lch random sam­
pling unit. In other words, each random sampling unit drawn for 
observation from a block-and which is nmv termed 'IIW.10), Tandam sam­
pring 1I,nit-is sampled in turn. This is effected by drawing therefrom, 
independently and at random, a portion of the m:inol' l'anrlO?n samlJhn9 
units into which each major random sampling unit may be divided, ::md 
confining the direct observations, 01' measurements, to these. The winoI' 
random sampling unit mayor may not be the ultimate unit. 

In consequence of the ::,:ub-sampling procedure involved, the sampling 
error of the population estimate within the blocks is made up of contribu­
tions from two sources of variation, lllLmely: (a) among major random 
sampling units of the same block, and (b) among minor rnndom sampling 
units of the same major random sampling unit. 

The sampling error will be discussed in some detail later. For the 
present, an illustration of the method as applied by Hasoill to the timber 
cruise may be helpful. 

6.2 An Illustration of the Method. Nine square miles (sec­
tions) of the ponderosa pine type of California were divided by Hasel 
into 18 blocks, each a half-section of 320 acres (Fig. 17). The popu­
lation is volume in M feet b.m. to the 272 acre plot, and consists of 2,304 
8uch volumes altogether, or 128 t.o each block. The major random sam­
pling unit is the strip, 272 by 80 chains in dimension, running the length 
of the block, there being 16 such strips to the block. Each strip is sub­
divided into eight plots of 2;Y2 acres. The plot dimensions are 2Yz by 
10 chains and lie end to end on the strip. 

Hasel drew two strips, out of the 16 within each block, independently 
and a,t random. Each of these was then sampled in that only foul' of its 
eight plots were drawn, again independently and at random, their vol­
umes inlVI feet b.m. supplying the observations.12 The strip is thus the 

11 Hasel, A. A. Arruugement of crui~e plots to permit 11 valid estimate of sam­
pling error. C111ifol'llil1 Forest and Hunge Experiment Station. l\1ultigraphed l'e­
port, 1937. 

'" As applicli to timber estimation Basel has called the method the "random linc­
plot eruise." 
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major random sampling unit, the plot is the minor random sampling 
unit and also the ultimate unit. 

Figure 17 shows the ground plan of the 18 blocks as well as the location 
of the st.rips, :1ncl plots on each strip, 'which were drawn on one trial. As 
the sample cruise consists of volume on one-half the plots 011 one-eighth 
the strips, the cruise covers Y2 x ~1l or fiJi percent of the population. 

=a 
-----.~-

Aft,,· Ha,.cl. 

FIG. 17. Arrangement of the four minor random sampling units (of plots) 
within each of thc two major random sampling uuits (of strips) on 18 

blocks in a timber cruise according to the method of sub-sampling. 
I 

In order to arrive at the sampling e1'1'or appropriate to the method of 
sampling a limited population of plots within a limited population of 
strips of the same block, the components of such sampling errol' will first 
be discussed somewhat in detail. 

6.3 Components of Sampling Error. Assume that a pop­
ulation is distributed over B blocks and that each block contains Q 
major divisions, say of contiguous strips; while each strip contains P 



THE METHOD m' Sun-SAMPLING 87 

subdivisions, say of plots. Then the popUlation of each bleck is dis­
tributed over QP plots. 

Suppose, in the first case, that there is drawn hUIll Olle of the blocks 
a random sample of ]J plots out of the P contained OIl a single strip. 
Then each real errol', f, betwf1cn the plot observation, y, and the true 
mean, /J.q, of the strip is 

€=Y-}J.q 

and the val'i:1nce among plots of the same strip may be denoted as O'~. 
It follows that the eX(1ct variance of the mean of p values of Y is 

;~(~=i) 
including the adjustment to the finite populn,tioll of P plots to the strip. 
This expression is taken from equation (7) of Sec. 3A, the Appendix. 

The correction factor ( P P p ) is not to be used here, since Ul: represents 

the popullLtion vari(1nce. 
Suppose, as a second case, there is drawn a random sample of q co'/n­

IJlete strips out of the Q in the block, each strip value, denoted by /J.u, 
being expressed on the plot basis; that is, a random sample of q values 
of }J.q where each 

1 p 
Jl.q= P S(y). 

Then if the real error, 6., between the strip mean, }J.q, and the true mean, 
j.Lb, of the block be denoted 

6. = (}J.q-/J.b), 

the population varill.nce among strips of the same block may be denoted 
as IF 1, and the exact variance of the observed block meaD, that is, the 
variance of 

1 q 
q- 8(j.Lq) 

O'z,,(Q-q) 
q Q-l 

is 

including the adjustment to the finite population of Q strips to the block. 
Suppose, finally, that for a given block, there is dr:nvn a random 

sample of q values of Y q, each y q being the mean of (1 random sample of ]J 

plots from the same strip. In this case, there are two sources of error 
contained in the variance among strips of the same block; for each 

(Yq-}J.b) = (j.Lq-j.Lb) +(Yq-j.Lq), 
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the first term on the right being the J'eal error, /::", among the true strip 
means, the population variance of which we have designated as u&; while 
the second term on the right represents the real errol' of the observed 
strip mean, the population varhtnee of this mean being 

u~(P-p) 
p P-l 

as given above. As these two errors are independent, the variance among 
strips of the same block is the variance of 

(fJ,q-/th) + (y q- fJ,q), 

which may be exprcssecl13 

Y('I'j ) __ u£+ O-~(P-p) . 
• q '-" P P-1 

It follows that the sampling varirmce of the block meall, Yb, where 

1 q 1 q P 
Yl,=- S(yq) =_._ S B(y), 

q qp 

is the variance of yq "vhen divided by q, and then applying the factor 

(Q-q) to CT&. Hence 
Q-l q 

l' (y b)-- CT l(Q - q)+ CT~ (P -p), 
q Q-l qp P-l 

while the varin,nce of the geneml mean of B block means, that is, the 
variance of 

IB 1 Bqp 
'[j= B S(Yb) = Bqp B S S(y) 

is the variance among block means when divided by the number of 
blocks, B. Hence 

Y(y)-) ;~(~=i)+;:p(;=i) ............... (1) 

The estimates of o-l\. and of CT~ which this expression requires may be 
made in orderly fashion through the procedure known as the [1nalysis of 
variance. This procedure will be treated next. 

6.4 Analysis of Variation among Sampling Units. Given a 
single block made up of any number, Q, of major random sampling units, 
say of strips, each containing any number, P, of minor random sampling 
units, say of plots, let there be drawn q strips, independently and at 
random, and on each oj these let there be drawn p plots, also independent-

" The symbol -> i~ read "is nIl estimate oLI! 
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ly and at random. If, then, y represents the observation on [I, single plot, 
yq the avprage of the 1) values of y on a single strip, then 

Y-Yb= (Yu-Yb)+(Y-Yq)· ............... (2) 

where Yb represents the block average, that is, the average yq of the q 
strip averages. The quantity (Yq-Yb), being the deviation of the strip 
mean from the block mean, is the "strip effect"; and (y-yq) is the devi­
ation of 11 from its own strip mean. Thus each residual (Y-Yb) about 
the block moan may be analyzed into two portions which are assignable, 
with more or less accuracy, to their causes; namely, to the average con­
tent of the st,rip from which y is drawn, and to the consistency with 
which individual values of y express the strip average. 

The analysis of the data of the method of sub-sampling into these 
two classes of information-both of which are needed to evaluate sam­
pling erl'or-is readily performed through the arithmetical al'l'angement 
known as the analysis of variance.H Upon squaring the identity (2) for 
a single plot within a particular strip, 

(y-Yb)2 = (Yq-Yb)2+ (Y-Yq)2+2(y q-Yb)(Y -y q) 

and after performing like operations upon each of the p plots of the same 
strip, and noting that (Ya-Yb) is identical over all the observations of 
this strip, their sum is the following: 

~[ (Y-Yb)2] = P(yq-Yb)2+~[ (y_yq)2] +2(yq-Yb)~(y-yq). 
p 

The third term of the right-hand member is zero, since S(y-yq) is zero 
by definition. 

Upon calculating sums of squares like the above according to each of 
the q strips of the block and adding together, we have for the block 

S ~[(Y-Yb)2] =ps[ (YQ- Yb)2]+S ,~[ (y_yq)2] .............. (3) 

The total sum of squares of (3) is based upon qp observations and 
(qp -1) degrees of freedom. These are divided into (q-l) degrees of 
freedom among the q strips for the first term of the right-hand member, 

14 The analysis of variance, introduced by R. A. Fisher, is a general method of 
sorting out the various classes of information an experiment or investigation is de­
signed to test. It provides estimates of experimental and sampling errors. Together 
with the known distribution of the statistic z-also due to Fisher-of which the 
statistic t is a specin,l case, it provides tests of a great variety of statistical hypotheses. 
Professor Fisher (1936) (1938) treats elegantly of the analysis of variance. 

Three well-known American authors who deal largely with the methods of Pro­
fessor F'isher are the following: Snedecor (1937), Goulden (1938), and Rider (1939). 
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which is due to variation among the major random sampling units of 
st.rips; and into the q sets of (p-l) degrees of freedom for the second 
term, which is due to variation among the minor random sampling units 
of plots of the same strip. 

If, now, thc popUlation is made up of B blocks, each of which is sam­
pled in the same way as this one, there will be B sums of squares, each of 
the forIll of equation (3). When these are summed over all B blocks, 
we have, finally, 

~ ,~ ~[(Y-Yb)2] =11 ~ ,g[ (yq-UI!)2] +~ ~ ~[ (V-yq)2] 

This identity may be tabulated in analysis of variance form, as in 
Table 21. The first two colums show the division of the total sum of 
squares of plots, within the blocks, into portions due, respectively, to 
variation between, and within, strips of the same block. The third 
column contains the degrees of freedom. These are each B times the 
number for a Ringle block. 

TAllLg 21. Analysis of Variance Appropriate to the Method of Sub-Sampling 

Source of Degrees of 
variati(!Il Sum of squares freedom Mean square 

Among fitrips, n a[ ] 
C -> P a2 ( ___!L )+a2( P-p) same block ... Jl S S (1/q-ilb)' B(q-I) 

b,. Q-l • P-l 
Among plots, B q r[ ] 

D -> ,,1(/:.1) same strip .... S S S (y-y.)' Bq(p-l) 

--~--

Among plots, 
same block ... 

B q p[ J 
S S S (Y-Yb)'_ B(qp-1) 

The last column on the right contains the pertinent mean squares, 
symbolized as C and D. As these mean squares contain the estimates 
of 0',& and of O'~ of equation (1) of the preceding section, they need to be 
analyzed into their components. 

The mean square, D, among plots of the same strip, is the mean 
square of the residuals (y -y q), each of which is a part of the correspond­
ing real (but unknown) error (y-p.q), such that each 

(y-p.q) = (y-yq)+(yq-jJ.q). 

The second tel'ill on the right, in this expression, is the true (also un· 
known) error of the observed strip mean, y q. Upon squaring and sum-
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ruing over the p plots of a single strip, and noting that the cross-product 
term of the expression is zero, 

~[(Y-ILq)2] =~[ (y_yq)2]+P(yq-J.tq)2. 

There is, of course, an expression of the same form for each of the q sam~ 
pled strips in the particular block. Summing over all q expressions 
within a given block, and then ovcr all B blocks, 

~ S s[ (Y-ILQ)2] =~ 13 ,~[ (y_yq)2]+p ~ S[ (yq-J.tq)2} 

Finally, upon transposing so as to h:we the sum of squares of the ob­
scrved l'esidutlls on the left 

~ S s[ (1J-Ya)2] =~ S s[ (Y-ILQ)2] -P ,~ s[ (Ya-IL'1)2] .... .... (4) 

The left-hand member of equation (4) is the sum of squares tlmong plots 
of the same strip as given in Table 21. The expressions on the right of 
equation (4) are sums of squares of real (but unknown) errors, the first 
containing the individual 81'1'OrS E, and t.he second containing the mean 
of p such errors. Hence equation (4) may be expressed 

~ S s[ (y_yq)2]~Bqp O'~-Bpl; 
provided the number of sampled plots, p, is a small proportion of P. If 

this proportion is not small, the adjustment (~=~) is to be applied to 

the estimate of the variance of the strip means, y q, in which case 

~ S s[ (y_yq)2]~ Bqp O'~-Bqp O'p~ (~=i) 
and this simplifies to the following: 

~ § ~[(Y_'Yq)2]~ Bq(p-1) <T~(p~ 1)-

Upon dividing by Bq(p-1), the mean square, D, among plots of the 

same strip is D _ Bq(:-l) g.H[ (y _y,),]~ ff~/_l) 
as given in the mean square column of Table 21. 
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The mean square, C, among strips of the same block, in Table 21, is 
the mean square of the residuals (llq:'_Yb), each of which is a part of the 
corresponding real (but unknown) error (Yq- J.Lb) among strips of the 
same block, such that each 

(Yq-/J-b) = (Yq-Ybl+(Yb-,Ub). 

The second term on the right is the true (also unknown) error of the 
observed block mean, Yb. Squaring and surmning over the q strips of a 
single block 

,§[ (yq-/.Lb)Z] =,g[ (Yq-1Jb)2 ]+Q(Yb-J.Lb)2. 

There is an expression of this same form for each block. Summing over 
all B expressions, 

~ ).~[ (yq-/J-b)2] = ~ s[ (Y'I-Yb)2] +q g[ (Yb-J.Lb)2) 

Upon tmnsposing so as to have the sum of squares of the observed 
residuals On the left, and Illultiplying by p, 

p ~ S[ (yq-Yb)Z] =p ~ S[ (YQ-J.Lb)2] -pq ~[(Yb-J.Lb)2] ... .... (5) 

The left-hand member of equation (5) is the sum of squares among 
strips of the same block, as given in Table 21. The expressions on the 
right of equation (5) are p times the sums of squares of the real (but 
unknown) errors, the first containing the individual strip errors of the 
form 

so that 

(YIJ-J.Lb) = (J.LQ-jJ.b) + (yq-J.Lq) 

=.6.+1. &(1:) 
p 

1) ~ S[ (YQ-J.Lb)2}-t PBQ[U!+ ~~ l 
without adjustment to the finite populations of P plots to the strip; 
while the second term on the right in equation (5) is pq times the sum of 
squares of the true (also unknown) errors of the observed block means 
Yb. Now each 
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1 q 1 q p 
=- S(.6.)+- S SeE) 

q qp 

so that 

pq ~[(Yb-P,b)2]_> pqB 1Tl. +pqB IT~ 
q IJP 

although not yet adjusted to the finite populations, either of Q strips to 
the block, or of P plots to the strip. 

Assembling these portions of the right-hand member of equation (5), 
we find that the sum of squares among strips of the same block, as listed 
in Table 21, contains an estimate of variances as follows: 

1J ~ s[ (yq-Yb)2]-7 pBq 1 [lTl+ ~~ ] _ [ ITql, + ;~ ]}. 
The adjustments to finite populations have not yet been applied. If the 
number of sampled strips, q, is not a negligibly small proportion of the 

entire number, Q, within the blocks, the factor (~= i) is to be applied to 

the variance of block means, while if the corresponding proportion of 

plots to tho strip is not small, the factor (~ =i) is to be applied to the 

variance of strip means. Applying these factors, 

p ~ S [(YQ-Yb)2 ]-7 PBq) [1Tl, + ~~(~=i)] - [lTq~(~=i)+ ~;(~=i)] ~ 
which may be simplified to the following: 

1) ~ S[ (YQ-Yb)2]-7PB(q-l)[ITL(Q~I)+IT;(~=i) 1 
Finally, upon dividing by B(q-l), the mean square, C, among strips of 
the same block is 

c= BC!-l)P ~ S[ (1fq-Yb)2]-7PIT!(Q~1)+IT~(~=i) 
as given in the mean square column of Table 21. 

It should be noted at once, that one cannot separate, exactly, the two 
variances, IT.& and IT~, involved in the mean square, C, among the strips 
of the same block. The analysis 01 variance table, however, supplies 
an independent estimate of IT~, in the mean square among plots of the 
same strip, for which as shown above) 
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The estimate of O"l,. may therefore be calculated from the mean square 0, 

upon inserting D (P; 1) for O"~ thercin. With this substitution 

C' 2( Q )+D(P-1)(P-P) ->]J O",e,. Q-1 -p P-1 ' 
and accordingly, 

[co, D(P -P)] [Q-l! 2 (6) , - ----p- _ Q _0 --> pO" 6 . . . . . . . . . . . 

We now have all the materials needfld to estimate the vl),riance of the 
general mean, '!7. As given in equat.ion (1) of the preceding section, it 
may be expressed ttl:) follows: 

V( -) 1 r "(Q-q)_j ,,(P-P)] Y ->Bqp }J uf:, Q-1 TO'i': P-l 
Upon substituting expression (0) for p<!:" and D (P -; 1) for O"~, this 

becomes 

V(f) =_!__ ~ [C-D(P-P)] [Q-1] [Q-q] +D(P-1)(P-P)~ Y Bqpl P Q Q-1 P P-1~ 
and this may be simplified to the following: 

V(17) = B~P[ C(Q~/)+])( P;P)( ~)] .............. (7) 

6.5 Application to an Insect Population. Table 22 shows the 
distribution of Colorado potato beetles (Leptinotarsa dccemlineat(L) in a 
hcavily infested field according to each 2-feet of row (the ultimate unit) 
of potatoes for entire rows in the field. Let it be required to estimate 
the population of beetles from an examination of l/Hi of the 2304 ulti­
mate units according to a sampling design based upon the method of 
sub.sampling. 

To this end the field is arbitrarily divided into 12 blocks of equa'! 
area, such that they constitute a system of four tiers-or rows of blocks 
in thc table-of three blocks to the tier. Then each block consists of 12 
rows of potatoes of 16 ultimate units to the row, or 192 to the block. 
Designating the potato row of a block as the major random sampling 
unit, we shall draw three of them, independently and at random, from 
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TAilLE 23. Observational Program for Sampling the BceLle Population 
of Tahle 22, Acc(n'ding to the Method of Sub-Sampling 

Random Sampling Unit Numbers 

IVIajol" Minort 1hjor Minor Major Minor 
------- "_. __ ---------

2 4, 8 fj 2, 5 ., 4, G .) 

7 .) ·1 7 4, 7 7 ,1, R 
0 

:;, 
8 8 1, G 11 2 7 "', , 

--------------~~---
1 4, () () 1, 7 ,1 q 3 ~, ., 

'I, 7 (\ 7, 8 () 1, 3 0) 

1'~ 5, (j \) ') 5 8 Ci, 8 .~ ~, 
, 

--- -------
1 3, 8 1 2 5 '" '1, 7 , 
2 IJ g (i 1, a Ii 1, 8 , 
S 1, 8 l~ 1, 4 \) 3, S 

------------ ------ --_.---

4 .) S ,1 4, [) 2 2, G ~, 

7 2 6 8 1, .J 5 5, 7 , 
S 4, :;; [) 1, 5 n (i , s 

*RolV number within the block. 
tEach minor l'I11J(\mll sampling unit 1111mbcr is tho tWI) nl1,iJnate units of the given 

uesignation ill the row uf a block. 

'i'ABLE 24. 8ample Census of' the Bt'etle Population of Tabl!l 22 
According to the Pl'ogrmn of Table 23 

Observatiuns Slims ObHcrvations Sums Observations Sums 
------------_------ ----- ---_._--_ _ ----

15, 7 22 Hi, 14 ao 5, 7 12 
25, 30 !i5 10, 20 ao 11, 8 19 
10, 12 22 l(i, 24 40 6, 7 1:1 

--- _-- ---
no 100 44 

--_--
5 '1 9 11, 14 2.5 8) 17 25 , 
4, 15 19 10, 1(\ 2(j 11, 10 21 

15, ·1 19 7, g W 2, ,1 6 
--- --- ---

47 67 52 
-------------------~ ------

17,' 7 24 6 4 10 ti, 5 11 
') !) 11 

, 
~, 10, g 25 6 9 15 

15, 19 34 
, 

9, 8 17 (j Hi 22 , 
--- --- ---

(j9 52 48 
---- .-~-_---- -----

12, 12 2,1 10, 5 15 8, 14 22 
6, 5 11 ::I, 3 6 '1, 8 12 
6 1 7 5 4 9 1, 2 3 , , 

--- --- ---
42 30 37 
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each block for sampling in turn. Let the minor random sampling unit 
be the two ultimate units of the same ordinal number in each half row of 
potatoes into which the row of 16 ultimate units has been divided. There 
are thus eight minor random sampling units, each of two ultimate units, 
to the potato row of a block. By drawing two of them, independently 
and at random, from each of the three potato rows which are to supply 
the samples of the blocks, the observations will comprise 3/12 x 2/8 of 
each block, or 1/16 of the entire population as required. 

The observational program according to this scheme, worked out 
with the aid of a set of random s!1ll1pling numbers, is given in Table 23, 
and the observations themselves are presented in Table 24. The grand 
sum is 687 or an average 9.542 among the 72 minor random sampling 
units observed, and an estimate of 16(687) or IO,mI2 beetles in the popu­
lation. The sampling errors of these estimates are needed. 

6.6 Analysis of Variance and the Sampling Error. It has 
been pointed out (Sec. 6.4) that the sampling variance appropriate to 
the method of sub-sampling may be derived from the arrangement of 
pertinent contributions thereto into an analysis of variance table. It 
has also been shown how the total sum of squares among minor random 
sampling units within the blocks is analyzed into its relevant portions, 
namely, the sum of squares among major random sampling units within 
the blocks, and the sum of squares among minor random sampling units 
within the major random sampling units. Symbolically 

B q P[ J B q[ J B q p[ 1 sss (Y-Yb)2 =p8S (Uq-Yb)2 +S8S (y_yq)2
J 

In the beetle sampling problem, the number of blocks, B, is 12; the 
number of major random sampling units of rows, q, is 3 in each block; 
and the number of minor random sampling units, p, is 2 in each sampled 
row. 

The total sum of squares among minor random sampling units within 
blocks may be expressed as follows: 

B q p[ ] B q p B 
8 S S (Y-Yb)2 =8 S S (y2)-qp8(y~): " 

Squaring each of the 72 values of y, the grand sum is found to be 
9,019, that is, 

B q P 
S S 8(y2) =9,019. 
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The calculation of the correction to bc applied to this, the numerical 
equivalent of 

B 
qpS(y~) 

may be simplified upon noting that 

qp~(y't) = q~ ~[ (QPYb)2] 

each value of qPYb, being six times the block mean, is the block sum, each 
of which is given in Table 24. Upon performing the operation indicated, 
the numerical equivalents become 

2~) [ (99)2+(100)2+ .... +(30)2+ (37)2] =7,490.167 

whence the total sum of squares among minor random sampling units 
within the blocks is 

~ S ~[(Y-Yb)2] =9,019-7,490.167 

= 1,528.833 

This is based upon a total of 60 degrees of freedom; that is, five degrees 
of freedom among the six minor random sampling unit observations in 
each of the 12 blocks. These values are entered in the bottom line of the 
analysis of variance Table 25. 

Upon turning now to the sum of squares among the major random 
sampling units within the blocks, the expansion of its symbolic form 
shows that 

TABLE 25. Analysis of Variance of the Random Sampling Units of Table 24 

Degrees of Rum of Mean 
Source of variation freedom squares square 

Am011g maj or rsu "', same block ......... 24 985.333 41.056=C 

Among minor rau", same mai 01' rsu ..... :36 543.500 15.097=D 
-

Total, among minor 1'8\1*, same block ... 60 1,528.R33 

*Random sampling units. 
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giving the same correction factor as before, or 7,490.167; fUl'thermore, the 
first term of the right-hand member may be simplified for numerical 
work, since 

B q 1 B ql ] 
p S S(y~) =p S SL (lJYa)2 

the individual values py q, being in the present. case twice the row 
means, are the row sums as listed in Table 24. Numerically this is 

~ [ (22)2+ (55)2+ (22)2+ .... +(22)2+(12)2+ (3)2] = 8,475.5. 

Hence 

p ~ S[ (Ya- Vb)2] =8,475.5-7,490.167 

=985.333. 

This is based upon a total of 24 degrees of freedom; that is, two degrees 
of freedom muong the three major random sampling unit values of rows 
in each of the 12 blocks. These are entemd in the first line of Table 25. 

The sum of squares among minor random sampling units of the same 
major random sampling unit-the middle line of Table 25-is calculated 
by subtraction. 

The right~hand column contains the two pertinent mean squares. 
One may now calculate the sampling variance of the mean number of 
beetles to the minor random sampling unit-which in Sec. 6 .. 5 was given 
as 9.542-directly from equation (7) of Sec. 6.4. The number of blocks, 
B, is 12; and in each block, q=3 and Q=12; while within each major 
random sampling unit, p = 2 and P = 8. Upon applying these numbers, 
as well as the pertinent mean squares to the equation, 

V(y) = B~P[ c(QQq)+D(P;P)( ~) l 
the variance of the general mean is estimated to be the following; 

V (9.542) = A [ 41.056e~.~ 3)+ 15.097(8; 2)(1
3
2) ] 

=0.467. 
The square root of 0.467 i~l 0.683. Hence, on the minor random sam­
pling unit basis, the mean number of beetles observed, together with its 
standard error, is 

9.542±O.683 
based upon 24 degrees of freedom. 
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6.7 Efficiency of the Method. In measuring the effectiveness 
of methods of estimation, an appropriate scale, proposed by R. A. Fisher 
(1937, Sec. 60) is provided by the reciprocal of the variance of the mean. 
Thus in an agricultural experiment it is convenient to consider a stan­
dard error of 10 pcrcent of the mean as supplying' one unit of information, 
and one giving 5 percent as supplying fom units. Or, in geneml, if U is 
the number of units of information, 

(y)2 
U = 100 'V(ti) 

The number of units of information elicited in the beetle sampling is then 
(9.542)2 

U = 100(0.467) = 1.95. 

An estimate of the efficiency of the method of sub-sampling, as used, 
might be based upon the comparison of these, the number of units 
actually elicited, to the number available had the beetles on the three 
major random sampling units of rows within each block been enumerated 
completely. Since the true variance among rows is (J 1l. of equation (6), 
Sec. 6.4, its value may be estimated upon inserting the pertinent numeri­
cal equivalents in 

This gives 
13.628 ~ ul 

whence the expected value of Vcy) as based upon the 86 rows is 

133~28 = 0.379 

and the number units of information which should be expected to have 
been available under these conditions is 

(9.542)2 
100(0.379) = 2.40. 

Finally, then, the efficiency of the method used, in which only one­
quarter of the row-lcngths were observed with its resulting 1.95 units of 
information, is 

1.95 =081 
2.40 . 

or 81 percent of what would have been expected had the sample rows 
been observed throughout their lengths. As this would have involved 
about four times as much field work, more information for the time 
expended might evidently be obtained by examining more rows rather 
than more complete examination of the rows which have supplied the 
samples. 
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REPRESENTATIVE SAMPLING OF IHREGULAR BLOCKS 

7.1 Proportional Sampling of Blocks of Known, but Di­
verse, Areas. Chapters IV, V and VI-with the exception of Sec. 4.4 
-treat of representative sampling within limited areas which have been 
divided, for purposes of assuring representativeness, into blocks of iden­
tical size and shape. The division into blocks with such ready nicety, 
however, is not practicable whenever the area of forest or range, which is 
to be sampled, is irregular in outline. 

In the infrequent case when the areas of blocks, though diverse, are 
known in advance, sampling may be carried out without regard to 
equality, or proportionality, in number of random sampling units to the 
block. An illustration of disproportional sampling is that of Sec. 4.4. 

It is usually preferable, however, that the number of random sam­
pling units, drawn from each block, be proportional to block area. Repre­
sentative sampling is then truly representative and as simple in con­
ception as when blocks are identical in size and form. For if the total 
area of all k blocks, expressed in number of random sampling units, N, in 
the population, is expressed 

N=N1+N2+ .... +Nk 

where N l , N2, .... , N k represent the population number of random sam­
pling units in the blocks individually; and if the representative set of 
samples is to make the proportion, p, of N, then a sample of nl random 
sampling units from block 1, n2 from block 2, and so on, can be dl'awn 
such that 

nl=pNl; n2=pN2 ; •••. • nk=pNk• 

Suppose the characteristic to be sampled is the timber volume on a 
forest property, the various compartments (blocks) of which are made 
up of known, but diverse, areas in number of random sampling units such 
as square chains. If y is then the volume on a random sampling unit, 
the total volume on the nl units of the sample from block 1 is the sum of 
the nl values of y, or 

nl 

S (y). 

The estimate of the variance of this SUIll, corrected at once for the finite 
popUlation of the block is 
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where 1!b is the mean of the nl values of y. 
The observed f'lUm of y over all blocks is then p times the estimate of 

timber volume on the forest property. The estimate of the standard 
errol' of the observed sum is the square root of the sum of the variances 
of the block sums; there being k of these, the first one of which is written 
above. It is based upon (nl+n2+ .... +n,,-k) degrees of freedom, and 
i.t is 1) times the estimate of the standard errol' of timber volume on the 
forest property. 

There is a limitation to the feasibility of strictly proportional sam­
pling of il'l'egular blocks. For in order that each random sampling unit 
which is to enter the block sample be given exactly the same chance of 
draw, block maps, showing the location of all random sampling units on 
the ground, are prerequisite to the draw. 

7.2 Proportional Sampling of Blocks of Diverse, but Un­
known, Areas. As a consequence of the limitation just cited we shall 
consider a modification in which the number of random sampling units of 
the block samples rlre proportional to the existing number within the 
blocks, although in area the sampling may be more or less dispropor­
tional. 

Usually it is quite feasible to divide the general area to be sampled, 
into blocks as diverse in area as might be, but with one side of constant 
length, as illustrated in Figure 18. The division is effected by a base 
line-real or imagined-across the general area, at equidistant points 
along which perpendicular lines, extending to the outside boundaries, 
divide the whole into two tiers of blocks of equal width. 

It was required to design, from the original map of Figure 18, a sam­
pling technique covering 5 percent-more or less-of the entire bounded 
universe. Its object was the estimation of the area of each of the four 
cover types, and of combinations of any two or three among them, so as 
to provide exact measurcs of the probable discrepancy between the true, 
but unknown, value and the sampling estimate thereof. 

The scale of the original map of Figure 18, is 1 inch to 800 feet. In 
scale units, the base line through the length of the area is just 14 inches. 
Perpendicular lines at each 2-inch point and extending to the outside 
boundaries delimit 12 blocks as shown in the figure. It may be noted 
that a small portion of blocks 6 and 7 extend over the base line. Had 
these portions extended across the base line over the entire width of 
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FIG. 18. A population of irregular boundaries subdivided into blocks of 
constant width, and showing- the random sampling units 

of the block samples. 

their respective blocks, they might have been considered as separate 
blocks, just as block 12 is separate from block 5. 

Since each block is two inches wide, its area is conceived as the sum of 

areas of 40 contiguous strips, each ~o -inch wide, and extending the length 

of the block. If the random sampling unit is now defined as the strip, 
two of them supply an estimate of 5 percent of the block area from which 
t.hey are drawn. It is not to be expected that they supply the exact 
proportion because variation in their lengths precludes the possibility 
that the preassigned proportion be free from sampling error. In other 
words, each block sample contains just 5 percent of the number of ran­
dom sampling units of the block, but these are of different lengths. 

This is an illustration of a class of sampling problems among the most 
comlllon in forestry practice. Except in experimental "Work, it is not 
often that a forester or range examiner knows the precise area, one 01' 

more of whose chal'l1cteristics of timber or range he is required to esti­
mate. It may be the watershed of a small creek or large river; or it may 
be the area occupied by certain plant associations, such as timber type, 
the outlines of which have been but roughly sketched. A necessary con­
dition however-and an obvious one-is that he recognizes the boundary 
of the area as he comes upon it. 
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Prelimi.nary reconnaissance, even if cursory, should afford sufficient 
information as to the best position and direction of the base line from 
which the blocks emanate. The length of base line need not be an exact 
mUltiple of block width as in this illustration. If, for example, block 
width has bcen decided upon before the base line has been run, there will 
almost certainly be some remainder less than block width. The area 
traversed by this remaining part of the base line may then require a 
distinct sampling design and separate analysis, yet the final estimates of 
its characteristics and their variances can be combined with those of the 
main portion. 

7.3 The Observations and the Estimate of the Population 
Mean. The requirements of randomization-that is, that the con­
stituent parts of the observational program upon which estimates are to 
be based, be drawn independently and at random-are completely met 
by identifying the two strips, which are to supply the samples, out of 
the ,10 of each block, by means of random sampling numbers. 

The strips actually drawn are shown in Figure 18. The ultimate 

unit is taken as a square, 2~-inch to the side, and the observations are 

recorded in number of ultimate units according to cover type CA, B, C, 
and D) and all types (L) in each random sampling unit (strip) of the 
block sample, in Table 26. 

TABLE 26. Direct Observations. Cover Type Areas According' to Random 
Sampling Unit (Strip) and Block 

Strip 1 I Strip 2 

Block Number of 1/20-inch squares according to type 

Al Bl C1 DI L, A, B, C, D2 L2 
--

1. ........ 1 1 2 5 5 
2 ......... 15 14 1 19 49 3 17 8 23 51 
3 ......... 27 17 9 8 61 10 22 7 29 68 
4 ......... 18 26 9 19 72 15 20 7 24 66 
5 ......... 23 2 2 30 57 16 19 3 18 56 
6 ......... 44 1 5 50 32 9 16 57 
7 ......... 35 2 12 49 15 8 23 
8 ......... 17 2 10 12 41 19 5 16 15 55 
9 ......... 19 18 4 41 15 8 2 6 31. 

10 .... " ... 9 3 2 24 38 10 1 21 32 
11 .... " '" 15 15 5 10 15 
12 .. , . " ... 5 5 20 20 

---
Sum ........ 208 71 52 149 480 135 125 44 175 479 
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If the first and second random sampling units be denoted by sub­
scripts 1 and 2, respectively, the numbers of ultimate units according to 
type, separately and combined, arc the following: 

12 
Cover type .4.: S (A 1+.4.2) =208+135=343 

12 
Cover type B: S (B 1+B2) = 71-H25=196 

12 
Cover type C: S (C1+C2) = 52+ 44= 96 

12 
Cover type D: S (D 1+D2) = 149+175=324 

12 
All COVel' types: S (L1+L2) =480+479=959 

Upon dividing anyone, or combination of two or more type sums, by 
959, the estimate of the popultttion mean on the ultimate unit basis is 
obtained. This is also the estimate of type area as a proportion of total 
area. 

There is still required the estimate of the variances of such means. 
7.4 The Weighted Mean of a Sample and the Estimate of 

Its Variance. In the present problem, each random sampling unit is 
based upon a different number of ultimate units. The random sampling 
units, accordingly, have different weights. 

The meaning of weight is easily shown by a simple example. Given 
five values of equal reliability, say, 

YI, Y2, Ya, Y4, Y5; 

their mean is 

Suppose, now, that for some reason or other, these are recorded as only 
two separate observations, say, YI and y' where 

y':;; ! (Y2+Ya+Y4+Y6). 

Then Yi and y' have different weights; Yl having unit weight, and y' a 
weight of 4. The weighted mean of these 

_ YI+4y' 
y,.= 1+4 

is, obviously, the mean of the original five separate values. 
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If, then, y is the sum of the observations on the 'W ultimate units of a 
random sampling unit, the observed value on the ult'imate unit basis is 

yw=JL 
w 

and w is the weight of Yw. Let the block sample consist of n random 
Aampling units of variable ·weight w. The weighted block mean is then 

n 11 

_ S(wYw) S(y) yw=--= _. 
'II 11 

Sew) Sew) 
This is the value of Yw which gives a minimum sum of weighted squares of 
residuals; that is, a minimum value to 

s[ w(yW-Yw)~]. 
The first derivative of this expression with respect to Yw is 

-2 S[W(Yw-iiw) l 
Equating this to zero and dividing by 2, we have 

01' 

'II 'II 

Yw Sew) = S(wYw) 

n 
_ S(wyw) 
yw= ---, 

'II 

8 (1V) 

and this is the weighted mean as given above. 
The sum of weighted squares of residuals, therefore, contains V(y), 

the variance among observations of unit weight; and V(Yw), the variance 
of the weighted mean Yw' The estimate of the first of these is the mean 
of the (n-I) independent squares :1mong the n, weighted squared 
residuals, 01' 

1 n[ ] V(y) = n-l 8 w(Yw-Yw)2 

whence, the variance of the weighted mean is the variance of y of unit 
weight divided by the sum of the weights. Accordingly, 

V(Yw)=-!- [V(Y)] 
Sew) 
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is the estimate of the variance of the weighted mean. Or, if the variance 
of the sample sum is required, its estimate is 

V[SCy)] = S(W{ y(y)] 

that is, the product of the sum of the weights and the variance of unit 
weight. 

For purposes of computation, th(~ sum of weighted squares of resid­
uals may be put in either of the two forms, 

}~[W(YW_y,,,)2] or ,s[ ~(Y-1Vy",)2] 
which are identities. 

7.5 Simplification of Computational Work with Samples 
of Two Random Sampling Units. In the special case when n = 2, 
as in the observations of Table 26 for which the number of sample strips 
in each block is equal to 2, there is but OIle degree of freedom to the 
block; hence, the sum of weighted squares of residuals is [\,180 the vari­
ance of y of unit weight. Hence, 

V(y) = l_(YI-WIYUO)2+_!_CY2 -W2Yw)2 
U'l W2 

in which the suuscripts 1 and 2 refer to the first and second random sam­
pling units, respectively. In this special case the numbers 

(YI-WIYw) and (Y2- W2Yw), 

although differing in sign, are identical in absolute value; hence, their 
squares are identical, and therefore 

V (y) = l_(Yl - WIYw)2+l_(Y2-W2YW)2 == (__!_+__!_) (YI-WIYw)2 
WI W2 WI W2 

as the estimate of the variance of Y of unit weight. Then the estimate of 
the variance of the sample sum is the sum of the weights times the vari­
ance of unit weight, that is, 

V(Yl+Y2) = (Wl+W2) (l+l...) (Yl- 1JhYw)2 
Wt W2 
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By way of illustration consider the observations of block 7 of Table 
26. The weights of the cover type observations in length of the two 
random sampling units differ considerably. For type A, in fact, 

(A 1+A 2) = (35+15). 

Here Al and A2 correspond to YI and Y2 of the discussion above. In this 
same block, the total length of the random sampling units is 

(L1+L2) = (49+23), 

which corresponds to (WI +wz) of the preceding discussion. The weighted 
block mean, then 

_ A 1+A 2 35+15 
yw= L

1
+L

2 
= 49+23 =0.094 

to the ultimate unit. Hence the estimate of the variance of (35+15), 
that is, 

V(A1+A z) = [2+~:+ f~ 1 [AI-Ll( tl~~:) r 
is numerically 

V(50) = (2+ ~~+ ;~)(35-84.0)2 
=4.60 

on one degree of freedom. 
The operations to be performed upon the observations of Table 25, 

including the calculation of variances and covariances, may be stated 
most concisely by simplifying notation. For a given block, let 

and let 
A==(A1+Az)j B=(B1+B2)j etc., 

A (Al+A2) (Bl+B2) a= l-L1 L
1
+L

2 
; b=B1-Ll L

1
+L

2 
j etc., 

where, of course, a, b, etc., may be either positive or negative. Finally, 
let 

1=2+L2+L1 
Ll L2 

be the weighting factor. Then it follows that 

V(A) =la2 j V(B) =lb2 j V(A+B) =la2+1b2+21abj etc., 

where lab is the covariance which may, of course, be positive or negative. 
Table 27 is the work sheet upon which have been performed the 

calculations leading to the estimates of the variances of the observed 
sums of each cover type area and of combinations of areas of two or more 
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cover types. The numerical values of l, a, b, c, and d are listed III 

columns 2 to 6. It is worth noting that 

a+b+c+d=O, 

thus affording a check upon the calcubtion of these values. Columns 7 
to 10 are merely computational steps, in which the values of (1" b, c, and d 
are multiplied by the weighting factor, l, of the 811me line. A check on 
the arithmetic is again available, since 

l(a+b+c+d) = 0 = la+lb+lc+ld. 

Variances and covl1riances involving A, given in columns 11 to 14, 
are the products of a by la, lb, le, and ld in turn. Again a check of the 
arithmetic is available; for 

a(uL+lb+lc+ld) =0= la2+lab+lac-f-lad. 

The operations indicated by the remaining columns are of the same 
kind, but using as multipliers, b, c, and d, in turn. No product already 
performed, and checked by means of the check sum, zero, need be re­
peated. 

The totals in the third line from the bottom arc the estimates of 
variances and covari::mces of the observed type sums, although not yet 
corrected for the finite population sampled. The corrected values are 

N-n 40-2 38 
""Jr =""IJO = 40 

times these totals. These are given in the second line from the bottom 
of the table. 

It should be recalled, at this point, that although the recorded type 
areas have occurred on exactly two to each 40 of the random sampling 
units, or 5 percent, it is hardly to be expected that they represent exactly 
5 percent of the total area; for the random sampling units llsed supply 
only an estimate of 5 percent of the total area. The sampling error of 
this estimate will be treated in Sec. 7.6. 

On the other hand, cover type areas as percentages of total area arc 
quite independent of the absolute magnitude of cover type areas. Since 
the percentage of any type area to the total area observed is 100 times 
the ratio of the former to the latter-that is, to 959-the variances and 
covariances of these percentages are the products of variances and eo-

variances of the observed type areas to the square of ~~~. They are 

recorded in the bottom line of Table 27, and they are assembled in handy 
form for inspection and use in Table 28. 
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By way of illustration, the observed proportion of covel' type A is, 

from Table 26, ~:~ or 35.8 percent of the total area; its variance, from 

Table 28, is 9.04. The observed proportion of cover types Band C 

b· d' 292 30 4 't" com me IS 959 or . percent; 1 s varIance IS 

5.35+2.50+2( -0,95) =5.95. 

The observed proportion of types (A+B+C) is ~~~ or 66.2 percent; the 

variance of this percentage is 
9.04+5.35+2.50+2( -3.49)+2( -O.40)+2( -0.95) =7.21 

which is also, except for the errors due to dropping decimals, the variance 
of the percentage in the remaining type D. 

The square root of each of these variances is the standard error of the 
type pcrcentage concerned. 

TABLE 38. Variances and Coval'iances of Type-Area Percentages" 

Type A B C D 

A .............. 9.04 -3.49 -0.40 -5.15 

B .......... .... 5.35 -0.1l5 -0.90 

c .... .......... 2.50 -1.15 

D .............. 7.20 

*Numbers at intersections of columns and rows of like designation are variances; 
at intersections of unlike designation, they are covariances. 

7.6 The Estimate of Total Area and Its Sampling Variance. 
The eva,luation of sampling errors of cover type percentages is but part 
of the problem at hand. The estimate of type areas in absolute units is 

required, such as in ultimate units of 2~-inch squares. This is, evidently, 

the product of total area, in these same absolute units, and type propor­
tion. Were the former known exactly, the standard error of area esti­
mate of a given cover type would simply be the product of total area by 
the standard error of the type proportion. With the present data, 
however, the total area is itself subject to an error of estimate. As this 
enters into the calculation, we shall evaluate it at once. 

Each block has supplied two random sampling units of block area, 
namely Ll and L2 of Table 26. Hence for a given block, the variance of 
the observed area is V(L

1
+L2) = (L1-Lz)2 
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on one degree of freedom. The variance of the observed area over a1112 
blocks is then the sum of the variances of the individual blocks, and is 
based upon 12 degrees of freedom. 

The calculations are performed in Table 29. Corrected for the finite 
population sampled, the estimate of the va1'iance of the 959 ultimate 
units on all random sampling units is 1,312. The square root of this 
number is the estimate of the standard error of 0,59. Hence the estimate 
of the total area of the population is 

20(959 ± yl,312) = 19,180 ± 724 

in 2
1
0 -inch squares; and this may be converted to acres by multiplying by 

the conversion fact01' contained in the map scale. 

TABLE ZO. Calculation of the Variance of the SUIIl of 
12 Sample Sums of Al"ca 

Variunee of 
moek numher Observations (Ll +L,), Le., 

Ll L, (L, -L2)" 

1 ..................... . 2 5 9 
2 ..................... . 49 51 4 
a ..................... . 61 68 49 
4 ..................... . 72 66 36 
5 ...................... . 57 56 1 
6 ..................... . 50 57 49 
7 .................... " 49 23 676 
8 ........ " .... , ..... " 41 ,55 196 
9 ..... , .. " .... ,','" ,. 41 31 100 

10 ...... , . , , .. , , ... , , , ,. 38 32 36 
11 ........ , , ., ..... , , , ., 15 15 0 
12 ...... , , . , ' .. , ., ..... . 5 20 225 
-------------_----------_._---

Sum ...... ,. , ..... . 9.59 1,381 

38/40 of above .. , ................ " ,. .. .. ... 1,312 

7.7 The Sampling Variance of Cover Type Areas. If M is 
the proportion that the area of a given cover type is of total area N, 

where N is in abs9lute units, such as the 2~ -inch squares of our data, the 

area of this same type in these absolute units is MN. Furthermore, if 
M and N arc independently subject to sampling errors, of variance V (M) 
and V(N) respectively, it is easily shownl5 that the variance of the prod­
uct MN may be exp1'essed 

VCMN)=M{ V(N) ]+N{ V(1I1)]-

liThe development is given in the Appendix, Sec. 7.7. 
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If this notation be referred to the present problem, the estimate of 
the variances of each cover type, or combination among them, is readily 
calculated in absolute units. In fact, the numerical equivalents of the 
second term of the above expression for the variance of the product, 
that is, 

N{ V(M)] 
are given in the third line from the bottom of Table 27; while in the next 
line of the same table, they are adjusted for the finite population. These 
latter values would need no further adjustment if it were known that the 
random sampling units observed were not only 5 percent of the popu­
lation number, but 5 percent of the popUlation area as well. However, 
as the aggregate areas are but an estimate of 5 percent of the total area, 
the term 

M{ V(N)] 

is to be added, after applying the factor !~ on account of the limited 

population sampled. Thus for cover type A, 

M = ~:~ =0.3577 j and YeN) = 1,312, 

whence 

M{ V(N)] =167.9. 

This has been done according to individual cover types and certain 
combinations among them. '1'he results are listed in Table 30. The 

numbers in the column headed N{ V(M)] would have been the esti­

mates of the variances of the observed areas MN, had block areas been 

known exactly . Under the circumstances, however, the values M2 [ V (N) ] 

are added thereto, the sum of the two terms being the estimate of the 
variance of MN. 

The standard elTors of the last column are based upon 12 degrees of 
freedom. By means of these, the observed cover type areas, MN, and 
the table of t, the usual probability statements may be made concerning 
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the range which encloses the population values. And these may be put 
on an acreage basis for the population by mUltiplying by a factor derived 

from the map scale. Thus each ultimate unit is the square of ~o-inch, 

TAm,ill 30. Partial Smllmary of Observed Cover Type Arl,as, and Theil' 
Stalldal'll Errors. Units of %o-inch Squares 

Standard 
Variance of errol' of 

Type Observed observed observed 
area 

Nz[ V(M) ] M{ V(N)] 
area area 

MN l'(MN) SE(MN) --__ -
A . ........ 343 831.5 167.9 999.4 31.61 
B ..... .... 196 491.7 54.8 M6.5 23.38 
C .......... 96 230.1 13.1 243.2 15.59 
D ......... 324 662.0 149.8 811.8 28.49 
A+B .... .. 539 681.2 414.4 1,095.tl 33.10 
A+C ...... 439 987.5 275.0 1,262.5 35.53 
B+C .... .. 292 546.8 121.6 668.4 2.5.85 

and as the map scale is 800 feet to the inch, an ultimate unit contains 

(800)2 1 (800)2 
20 square feet or 43,560 2D acres. 

As 5 percent of the strips were taken, each ultimate unit of the samples 
represents 

20 (800)2 
48,560 20 =0.7346 acres 

of the population. 
When total area is not known precisely, some information is sacri­

ficed. Calculation of the information lost may indicate at once whether 
it is trivial in quantity or whether steps should be taken to recover it, in 
whole or in part. 

The amount of information provided by an estimate is proportional 
to the l'eciprocs.l of its variance; and the ratio of the amount extracted to 
the amount available under the condition to be tested is called the ef­
ficiency of the method of estimation under discussion. Consider cover 
type A as an illustration. Were the map area known exactly; the 
amount of information available for the estimate of A, under the sam­
pling design used, would have been proportional to 

1 
831.5 
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where 83L5-taken from the third column of Table 3D-is the estimate 
of the variance of A on the supposition that block areas are known. But 
OIl account of the sampling error to which the estim:1te of total area is 
subject, the amount of information actually obtained concerning the 
area of A is proportional to 

1 
999.4 

where 999.4-taken from the fifth column of Table 30-includes the 
sampling variance of total area. The efficiency of this method of esti­
mating A is thus 

83l.5 
999.4 

or 83 percent of what it would have been had the block areas bren known 
'Precisely. The loss of information is 17 percent. 
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CHAPTER VIII 

THE MEANING AND USE OF REGRESSION IN SAMPLING 

8.1 The Problem of the Present Part. Tho sampling prob­
lems dealt with in Part 2 were based upon direct observations in particular 
populations j the estimate of one or more of whose parameters was needed. 
Thus in a timber cruise each of the random sampling units was regarded 
as supplying a measured quantity directly of timber volume; hence, 
timber volume was the only variable analyzed. 

Direct measurement of timber volume, however, implies direet meas­
urement not only of the diameters. but of the height of all trees which 
contribute volume to each random sampling unit observation as well. 
Now accurate measurement of tree height is time-consuming. Further­
more, if the measured volume of the trees is to be in board fect, considera­
ble experience is required in order to recognize the limi t of merchantability 
to which height is to be measured on the upper stem of individual trees. 
Consequently, the direct measurement of timber volume on random 
sampling units is a relatively expensive operation. In view of the 
variability of volume among random sampling uni ts, the sample may 
appear too small to yield an estimate of the desired degree of accuracy. 

It is known that the timber volume of a random sampling unit is 
proportional to the basal area-or sum of the squares of the diameters­
of the trees thereon. Basal area is thus completely determined by the 
frequency distribution of tree diameter alone. 

If, therefore, a portion of the random sampling uuits is made to 
supply both volume and concomitant basal area; and if this portion is 
used to determine the expression of volume in terms of basal area; and if, 
finally, a more accurate estimate of basal area is contained in the entire 
body of random sampling units; then the total information on volume is 
greater than the information on only that portion of the random sam­
pling units upon which it is mcasUl'cd directly. The additional informa­
tion on basal area is obtained with relatively little expense. 

It is the purpose of the present part to show how such added in­
formation may be extracted from the samples. 

8.2 The Regression Equation. Suppose that from each of n 
random sampling units of a block, direct measurements have been made 
on the variable y, say volume b.m., and on x, say basal area; and that it 
is required to express y in terms of x. 
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If variation in y is, in part at least, proportional to variation in x, 
this portion, denoted by Y, may be expressed in terms of x, as 

Y =a+b(x-x) . ....................... (1) 

where a and b are constants which may be determined from the sample of 
(y, :1:) by the method of least squares. 

The coefficient, b, is the average rate of change of Y to unit change 
in :I.:; and b is known, in the biological sciences, as the regression coeffi­
cient. The constant, a, is the value of Y when x is x. 

As y is expressed, partly at least, in term of x, y is called the dependent 
van:able, for its calculated values depend upon given values of the in­
dependent variable, x. 

The equation is called the regression equation, or the regression of y 
on ~;. The sample of (y, x) supplies the numerical equivalent of x. The 
unknowns, a and b, may be calculated from the data by the method of 
least squares, if a and b are defined as numbers which will render a 
minimum sum of squares to the residuals, that is, a minimum value to 

s[ (y- Y)2j. 
Upon substituting a+b(x-x) for Y, this is equivalent to making 

sl[(y-a)-b(X-X)r} ...... .......... (2) 

a minimum. Upon differentiating with respect to the unknown a and 
equating to zero, the expression becomes 

whence 
n 'It 

S(y-a) =bS(x-x). 

Now the sum of residuals of x around the mean of x is zero; hence, the 
right-hand member is zero. Accordingly, 

n 
S(y-a)=O 

hence, as in Sec. 1.2, 
1 n 

a=- S(y) =1]. 
n 
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Next, equation (2) is differentiated with respect to the unknown b, 
and equated to zero; t.hat is, 

281 [ (y-a) - b(X-X)] [ - (x-;r) ] f == 0 

or 

and upon subst.it.uting y for a, and rearranging, 

b=~S[(y-y)(X-x)] 
s[ex-x)z] 

If the denominator of this expression were divided by the (n -1) 
degrees of freedom upon which it is based, it would be the estimate of 
the variance of x. In like manner, were the numerator divided by 
(n-I), it would be the estimate of the covariance of x and y. The l'e­
gression coefficient may thus be regarded as the ratio of the covariance of 
the two variables to the variance of the independent variable. 

One may calculate at once the sum of squares of residuals upon ex­
panding 

the result of which is the following: 

s[ (V-y)z] -2b s[ (y-y)(X-X)] +b2 s[ (x-x):! J. 
This may be somewhat shortened since, from the definition of the re­
gression coefficient b, 

b2 s[ (X-X)2] =b s[ (y-y)(x-x) 1 
so that the sum of squares of residuals may be expressed in anyone of the 
following forms: 

s[ (Y-Y)2]-b s[ (y-fj) (x-x) ]; or 
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The left-hand term of each of these is, evidently, the total sum of squares 
of y around the mean of y. Each right-hand term is, consequently, that 
portion of the total sum of squares of 11 which is due to x. 

These results may be put concisely in analysis of variance form as in 
Table 31. The degrees of freedom for the total sum of squares around 
the mean of y is, of course, (n-l) among the n observations, as one is 
used in the estimate of y. The residuals arc then based upon (n-2) 
degrees of freedom since the estimate of the regression coefficient b has 
also required a degree of freedom. 

TABLE ill. Division of the Sum of Squares of ?I into Portions Due to, and 
Independent of, 9;, with Degrees of Freedom und Mean Squares 

Due to Sum of squares 
Degrees 

of 
freedom 

Mean square 

----------------
Regression on x. b' s[ (X-:C)'] 1 (3' s[ (X-X),] h~ s[ (X-X)'] 

Itesiduals ...... s{[ (lI-ii)-b(X-X)]} n-2 l~"l 8~ • .t: -n 
-> s[ (X-X),}.& 

--------------
Total.. " .... , s[ (Y-ii)'] n-l S2 

y 

The last column on the right contains the mean squares. As the test 
of significance of the regression coefficient, as well as the sampling vari­
ances of the statistics a and b, are based upon these mean squares, we 
need to consider them somewhat in detail. For this purpose the sample 
is considered as drawn at random from a population of samples of y 
which have the same values of the independent variable as represented 
by the sample of x at hand. The mean square due to regression may 
then be regarded as made up of two components, namely the true (but 
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unknown) portion of the sum of squares due to x, and the real (also un­
known) error of its estimate. Numerically, these components cannot 
be separated with exactness, but symbolically the observed statistic, b, 
may be expressed 

b=fH-E. 

where {3 is the tnw coe.tficient, the unknown population parameter cor­
responding to the observed statistic, b; and Eb is the real error of the 
estimate of {3. This real error, Eb, may, of courso, bo positive or negative. 
The sum of squares due to the regression of y on x may therefore be 
expressed 

b~ ,s[ (X-X)2] = ({3+ fb)2 s[ (x -:r)2] 

=(32 s[ (X_X)2]+E~ k~[ (X-X?]. 

The cross-product term of the expanded form is not listed, since the 
population average of lib is zero. As the expression is based upon a single 
degree of freedom, it is recorded in the mean squa,re column of Table 31. 

The mean square independent of the regression, on the other hand, 
is the estimate of the variance of the residuals around the true equation; 
that is, it is an estimate of the variance of that part of the individual 
observations, y, which is independent of x. Symbolizing it as s~.", it 
may be written 

1 n[ 1 s~'''=n_2S (y_Y)2 . 

The sampling variances of the statistics a and b of the regression 
equation 

Y=a+b(x-x) 

can be computed from 8~.". In the first place, the mean square of the 
residuals contains an estimate of the variance of a, that is 

s~.x ~ n O'~ 

whence the sampling variance of a is represented by the expression 
2 

V(a) =Sy." • 
n 

It should be noted that although 
a='[i 
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its sampling variaMe is not that of the mean of 11 whj3n no information is 
at hand regarding x. For in the latter case, as in Sec. 1.6, the sampling 
variance of the mean of y may be expressed, 

V(-) 83. 
11 =n' 

but the sampling variance of n is, rather, that of Y when x is :i:. 

In the second place, the mean squa,re of the residuals is an estimate of 

€~ S[(X-:C)2] 

which contains the real error, Eb, of the calculated regression coefficient, 
b. Now the expected value of fb is zero; and the expected value of its 
square is the variance of b. Accordingly, 

8~.x --} O'~ s[ (X-X)2] 

where O'L denotes the population variance of b, having the same weight in 
sum of squares of x. The estimate of this variance-that is the sampling 
variance of b-is then the following: 

F(b) 

These developments will next be applied to a numerical example. 
8.3 A Numerical Example. Volume in M feet b.m. and basal 

area in square feet of each of six half-acre mndom sampling units of a 
40-acre tract of upland hardwood are listed in the first two columns of 
Table 32. The problem is the calculation of the regression of volume 

TADLE 32. Calculation of Sums, and Sums of Squal'es and Products, of 
Volume and Basal Area among Six Random Sampling 

Units of Upland Hardwood 

Basal area in Volume in 
square feet M feet b.m. 

x y x'.!. xy y2 
--------------

11 1.22 121 13.42 1.4884 
14 1.43 196 20.02 2.0449 
5 0.67 25 3.35 0.4489 

11 1.28 121 14.08 1.6384 
15 1.74 225 26.10 3.0276 
18 1.62 324 29.16 2.6244 

74 7.96 1012 106.13 11.2726 
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(y) on basal !1rea (x) of these data, and the standard errors of volume 
involved in the regression equation. 

For the sake of simplicity, adjustments of estimates to the finite 
population sampled will be neglected for the present. They will be talwn 
up separately in a later section (Sec. 8.5). 

The sum of products of deviations about the means of y and x, needed 
in the calculation of b, may be expressed, for purposes of numerical cal­
culation, in one of the following ways: 

S (Y-17)(x-x) = S(yx)-y Sex) TI[ 1 n n 

n n 
= S(yx) -x S(y) 

11 1 [11 1 ['II ] = S(yx) --:; Sey) Sex) 

Upon inserting the appropriate numbers from rrltble 32, this becomes 

fi[ 1 1 . B (y-Y)(x-x) = 106.13-6 (74)(7.96) 

=7.9567 

Rimilarly, since 

n[ ] n 1 [11 ]2 S (X-X)2 = S(x2)-n Sex) , 

the sum of squares of basal area is 

~[(X-X)2] = 1,012- ! (74)2 

=99.333. 

The regression coefficient, therefore, is 

1= sLy-y)(x-x)] =7.9567 =00801 
) n[ ] 99.333 . . 

S (X-x)2 

This means that there is an average increase of 0.0801 M feet b.m. to the 
square foot increase in basal area. 
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From Table 32, the numerical equivalents of y and x are as follows: 

y= ! (7.96) = 1.327 

x= ! (74) = 12.333. 

Upon inserting these means in the regression equation 
Y =y+b(x-x) 

we have 
Y = 1.327 +0.0801 (x-12.333); 

and this is presented graphically in Figure 19, together with the observed 
points upon which it is based. 
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::> ~ 
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BASAL AREA IN SQ. FT. 
FIG. 19. The regression of volume (y) on basnl aren (x) compared with the 

direct observations of six half-acre random sampling 
units upon which it is based. 

The sum of squares of the residuals, 

s[ (y- Y)2] = s[ (y_y)2]-b s[ (y-Y)(X-X)], 
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is calculated by deducting from the total sum of squares, that is, from 

n[] 1 /3 (y_y)2 = 11.2726-0 (7.96)2 

= 0.7123, 

the portion due to the regression on x, which with the present data is 

b S[ (Y-Y)(X-X)] =0.0801(7.9567) 

=0.6373. 

These quantities are tabulated in the analysis of variance of Table 33, 
together with their mean squares and degrees of freedom upon which 
they rest. The mean square of the total is the estimate of the variance 
of volume without any regard whatever to basal area. The mean square 
of the residuals, on the other hand, is the estimate of the variance of that 
part of the sample plot volumes which is quite independent of basal area. 
It is thus the variance of volume to be expected of random sampling 
units which have identical basal area. 

The variance of the regression coefficient, 0.0801, expressed as in the 
preceding section 

V (b) = ---;;,_8-=~_. "_",.. 

S[(X-X)2] 
is, numerically, 

V(b) = V(O.080l) = °9~~38;: =0.000189 

on the four degrees of freedom used in the calculation of 8~ • .,; the esti­
mate of the standard error of b being the square root of 0.000189, or 
0.01375 M feet b.m. 

TABLE 33. Analysis of Variance of the Volume Data of Table 32 

Due to Degrees of freedom Sum of squares Mean square 

Regression ......... 1 0.6373 0.6373 

Residuals .......... 4 0.0750 0.01875 

Total .. " ......... 5 0.7123 0.14246 

8.4 Application of the Distribution of t to the Regression 
Coefficient. In preceding chapters use was made of the distribution of 
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the statistic t (Table 7) for the purpose of delimiting the range which, on 
a given probability, encloses the true mean of the sampled population. 
These methods apply equally to regression coefficients, in which case 

t=cb-(3)jl"r 8
: •• ] 

~ SL(x-X)2 

where the denominator, as given in Sec. 8.2, denotes the estimate of the 
standard error of b. Although the parameter {3 is unknown, yet a range 
may be calculated, corresponding to any chosen probability, such that it 
contains-or does not-the true coefficient. If, for example, the prob­
ability be fixed at 0.05 that 

one takes from the table of t the value corresponding to this probability 
and the number of degrees of freedom upon which the standard error of b 
is based. With the four degrees of freedom of the present data, t = 2.776. 
Hence with probability of 0.95 

13=0.0801 ± (2.776) (0.01375) 
=O.080l±O.03817. 

Previous experience with regressions of volume and basal area has 
established beyond question that the parameter {3 must be a positive 
number; but in IDany other problems involving regressions there is no 
advance knowledge of the magnitude of {3. Under these circumstances 
it is customary to test the hypothesis that {3 = 0 in the sampled popula­
tion. By way of illustration the test will be performed on the volume­
basal area data. 

The analysis of variance of Table 33 contains the materials for the 
test. The ratio of the mean square due to regression, to the mean square 
of the residuals is, in fact, 

n[ 1 
b2 S (X-X)2J 

t2= 2 
83/'" 

foI', as given in the preceding section, the estimate of the sampling vari­
ance of b is 
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The observed value of t is thus 

t - 10.6373 - r.: 83 
- '\j 0.01875 - D. • 

129 

Upon reference to the table of t, it is ascertained that with four degrees of 
freedom t is expected to exceed 4.604 only once in 100 such samples from 
the same population. Consequently, the hypothesis that ,6=0 is un­
tenable in the face of the observed t of 5.83. 

8.5 The Variance of Y. Given the numerical equivalent of x, the 
corresponding value of Y of the regression equation 

Y=a+b(x-x) 

may be calculated readily. Often however, and particularly in sampling 
work, the estimate of the variance of the calculated Y is needed as well. 
Since Y is the sum of two independent quantities, a and bex-x), the 
variance of Y is the sum of the variances of these two quantities. Hence 

V(Y) = V(a)+ V[ b(x-x) l 
The second term of the right-hand member of the expression, V(Y), 

is the variance of the product of the two factors, b and (x-x). As both 
factors may be subject to sampling errors, the variance of their product 
is analogous to that of Sec. 7.7. Accordingly, 

V[ b(X-X)] = (X-X)2[ V(b)] +b2[ Vex-x) l 
but as x is not variable in this equation, Vex-x) is Vex). 

In general, then, if 
Y=a+b(x-x) 

the variance of Y may be expressed 

V(Y) = V(a)+(x-x)2[ V(b)] +b2
[ Vex) l 

This expression brings out that the accuracy of an estimate, Y, de­
pends, in the first place, upon the amount of information contained in 
the regression equation. If this is considerable, tho variances of the 
equation constants, a and b, are relatively small and the estimates of Y 
are correspondingly precise. Now the amount of information on a 
statistic varies inversely with its variance; and since (Sec. 8.2) 
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2 82 
V(a)=Sv'''' and V(b) = V'X 

n ' n[] S (X-X)2 

the amount of information on these constants is increased if the individ­
ual observations of y fit closely around the regression line, that is, if 
s~.", is small; and also as n, the number of observations of (y, x) used in 
calculating the regression equation, is increased. Furthermore, the in­
formation on the regression coefficient, b, becomes greater as the range 
of the independent variable, x, is extended; for the magnitude of the sum 
of squares of n residuals, (x-x) depends considerably upon the range 
encountered, as we shall see in Chapter IX. 

In the second place, the accuracy of an estimate, Y, depends upon 
the particular value of x for which it is an estimate, and, in turn, upon 
the amount of information on this value of x. If one considers that x is 
given exactly, its variance-that is, V(x-x)-is zero, and the variance 
of Y, then, becomes least as x approaches the mean of x. But if x is 
itself an estimate, hence subject to sampling error, the estimate of Y is, 
of course, made at some additional sacrifice of pI'ecision. 

The distinction between finite and hypothetically infinite populations 
is seldom recognized in estimating the variances of the regression con­
stants a and b. In practice, the regression equation is rarely based upon 
an appreciable proportion of the population concerned. If needed, how­
ever, the usual factor N-n 

]\f"" 

may be applied to the variance of both a and b. 
8.6 The Variance of Ywhen x is Free of Error. Suppose the 

estimate is required of the average volume in M feet b.m. (Y) to the half­
acre, of that part of the population of y for which basal area. (x) is exactly 
16 square feet. Upon putting this basal area for x into the regression 
equation of Sec. 8.3, which is, 

Y == 1.327 +0.0801 (x -12.333), 

the equivalent volume then becomes 
Y = 1.327 +0.0801(16-12.333) 

= 1.621 M feet b.m. 

The variance of this estimate may be calculated by means of the general 
expression for V(Y), for which 

VCY) = VCa)+ (X-X){ V(b)]+b{ vex»). 
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However, 11(16-12.:333) is zero, since x is 16 exactly; whence, from the 
preceding section 

and 

V(a) = S~"= O.O~875 

=0.003125, 

0.01875 
99.333 

It follows, then, that 

1'(1.621) = 0.003125+ (16-12.333)2(0.000189) 
=O.0056{)6 

the square root of which, or 0.0753, is the estimate of the standard error. 
If preferred, one may compute a range such that 

Iy -.ul > tSI' 

with probability of, say, 0.05. In this, .u is, of course, the population 
mean of volume in M feet b.m. when basal area is exactly 16 square feet. 
With the four degrees of freedom upon which '~1'=0.0753 is based, 
t=2.77G. Hence with probability of 0.95 

.u=1.621± (2.776)(0.0753) 
= 1.621 ± 0.2090 l\![ feet b.m. 

when basal area is exactly 16 square feet. 
H corresponding limits, ca,lculated in the same way, for other values 

of x are plotted on coordinate paper, as in Figure 20, the graph exhibits 
a band, covering the regression symmetrically, within which lies the true 
volume for given values of x according to the probability upon whieh it 
is constructed. This band, known as the confidence band, is relatively 
narrow for x = x, and widens as the extremities of the range of x are 
approached, indicating that the accuracy of the estimate of Y is lessened 
as x diverges from its mean. 

8.7 The Variance of Y when x is Subject to Sampling 
Error. Suppose, now, that by means of the regression equation it is 
required to estimate Y corresponding to the best estimate of x. This 
latter is, obviously, 

x=12.333 
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FIG. 20. The ClU've of volume, Y, on basal area, x, and the 
95 percent confidence band. 

and it.s sampling variance is contained in the sum of squares used in Sec. 
8.3. Accordingly, upon applying the correction factor for the finite 
population of x, 

6r ] 
V(-;) = SL(x_X)2 (80-6) = 99.333(74) =3063 

x 6(5) 80 30 80 . . 

Upon putting x:::: 12.333 into the regression equation 

y = 1.327 +0.0801(x-12.333), 

the calculated volume obviously becomes 

y = 1.327 M feet b.m. 
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The variance of this estimate may be calculated from the general 
expression 

V(Y) = V(a)+(x-x){ V(h) 1 +b2
[ Vex) 1 

for which, however, the second term is zero, as :./;=;'[;. Then 

17 (1.327) == 0.0~875 + (0.0801)2(3.06;3) 

= 0.003125+0.019652 
== 0.022777. 

Now 1.327 M feet b.m. is, of courso, the mean of y. It would seem 
that the common-sense approach to the estimate of its variance is to 
disregard ;1: entirely. Under this condition the variance of y may be 
estimated directly from the formula 

VCr) = S~(N -n) = S[ (lI-V)J(N -n) 
Y n N n(n-l) N' 

and upon taking the sum of squares from the bottom linc of Tahlc 3:3, 
the numerical equivalent reduces to 

V(1.327) = °67(~3G~) =0.021963. 

This estimate is, in fact, somewhat better than that already derived 
strictly from the regression equation. The difference in its favor, that is, 

0.022777 -0.021963 =0.000814, 

is due to the fact that it does not at all involve the regression coefficient, 
b, whieh in itself is subject to sampling error. 

The instructive feature of the application just illustrated is that the 
regression equation can add 110 new information concerning the popula­
tion mean of 11 when no more is known about the independent variable, 
;!:, than is contained in the random sample of (y, x) upon which the re­
gression is based. Under these circumstances there may be no point in 
calculating the regression equation at all. 

Fullest use can be made of regression when the sampling work is so 
planned as to supply more information on the independent variable, x, 
than is contained in the sample upon which the regression is based. 

It was remarked in Sec. 8.3 that the volume and basal area data of 
the regression were six half-acre random sampling units from a 40-acre 
tract of upland hardwood. As it happened, however, basal area was 
measured on 20 half-acres drawn by a random sampling device from the 
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80 half-acrcs of the tract.; but the volume data were taken from just six 
out of the 20; these six values of volume and concomitant. basal area 
supplying the information on the regression. 

The problem now is the estimate of volume on t.he 40-acre tract from 
all the information at hand. According to the regression equation, 
mean volume in M feet h.m. to the half-acre is 

Y = 1.327 +0.0801 (x -12.333) 

where x is basal area in square feet. Now the mean basal area !1mong 
the 20 random sampling units is 13.853 square feet, and the variance of 
this mean, not corrected for the finite population sampled, is 0.550. Upon 
applying the correction, 

V(13.853) =0.550(80;20) =0.4125. 

Upon put.ting the best estimate of the population mean of basal area, 
13.853, for x in the eqtuttion, 

Y = 1.327 +0.0801(13.853-12.333) 
= 1.327 +0.122 
= 1.449 M feet h.m. 

The variance of this estimate may he calculated directly from the vari­
ance of Y, that is, 

V(Y)=v(a)+(x-x){ V(b) ]+b{ Vex) l-
As given above, the necessary contributing variances, corrected to the 
finite populations, are the following: 

and 

Finally, then, 

Vex) = V(13.853) =0.4125 
V(a) = V(1.327) =0.003125 
V(b) = V(O.0801) =0.000189 

(x-x) = 1.520. 

V (1.449) == 0.003125+ (1.520)2(0.000189) + (0.0801 )2(0.4125) 
= 0.003125+0.000437 +0.002647 
=0.006209 

on four degrees of freedom. The square root of this is 0.0788 in M feet 
h.m. Hence mean volume with its standard error is 

1.449 ± 0.0788 M feet b.lU. 

to the half-acre. By using the additional information on basal area the 
estimated lUean volume has been changed from 1.327 to 1.441) M feet h.m., 
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while its standard errol' has been reduced from O.1482-that is, from 
.jO.021963-to 0.0788 M feet b.m. 

Since t on four degrees of freedom is 2.776 at the 5 percent level, then 
with probability of 0.95, the mean volume is 

1.44D ± 0.219 M feet b.m. 

to the half-acre. The estimate of the entire volume on the 40-acre tract 
is therefore 80 times this quantity, or 

115.9±17.5 M feet b.m. 

8.8 The Utility of Regression in Sampling. It, has been shown 
how the method of regression may be of service in estimating a popula­
tion mean. It does not follow, however, that it always adds to the 
accuracy of estimate. There is no gain in the estimate of mean y through 
regression if it costs no more to measure y directly than it costs to measure 
the independent variable, Xi 01' if the variance of mean y for constant X 

is not SUbstantially less than the variance of mean y when x does not 
enter into its estimate. 

The method of regression is of greatest utility, therefore, when the 
character y, the mean or aggregate of which is needed to be estimated, 
is difficult or expensive to measure directly, and where it is known that 
y is correlated with a second character, x, which, in turn, is relatively 
inexpensive to measure. 

These conditions hold not infrequently in problems of sampling a 
forest 01' range. Foresters and range ecologists still need to rely largely 
upon eye-estimates of timber or forage crop, preliminary to administra­
tive decisions pertaining thereto. In such cases the method of regression 
may be particularly valuable for the purpose of adjusting an eye-estimate. 
If on relatively few random sampling units the eye~estimate, x, is taken 
independently of the measured, y, thc latter may be expressed in terms 
of the former by the regression equation 

Y=a+b(x-x). 

Then if the mean of x is established by ocular estimate on the remaining 
random sampling units, the precision of the estimate, Y, may, indeed, be 
purchased cheaply, 

Furthermore, the method of regression may often be usefully com­
bined with the method of representative sampling, with an efficiency 
which exceeds the contribution of either method alone. This feature 
will be discussed in Chapter XI. 



CHAPTER IX 

PURPOSIVE SELECTION IN SAMPLING 

9.1 Exemption of the Independent Variable from the Re­
striction of Randomization. It was shown in the preceding chapter 
that if one is required to estimate the population meun, or aggregate, of 
a, variable, say y, which is difficult-and consequently expensive-to 
measure directly, it may be more expedient to confine the double sam­
pling to a comparatively small sample of (y, x) and to gather the great 
bulk of observations on an easily measurable variable, say Xi thence to 
use the mean of X indirectly to estimate the corresponding mean of y, 
provided that y can be expressed reliably in terms of x. The method 
implies the regression of y on x and the statistics pertaining thereto. 

The illustrations used involved the regression of volume b.m. (y) on 
basal area (x) according to six half-acre sample plots, drawn independ­
ently and at random from the population of 80 half-acres. 

N ow it is a necessary condition that the estimate of the population 
mean of x-with which the regression equation is entered-be based 
upon one or more random samples of x. But it is not at all necessary 
that the basic data upon which the regression is built be drawn strictly at 
random from the population of sampling units. In fact, certain ad­
vantages-both theoretical and practical-may often be gained by pur­
posive selection of these particular sampling uuits. 

What is involved may, perhaps, be best brought out by considering 
afresh what is sought in sampling work, from the regression equation. 

When y is to be expressed in terms of x, it is required (1) that the 
calculated value, Y, be the best estimate obtainable, from the sample of 
(y, x), of the mean of y jor a given value oj x; and (2) that the mean square 
of the residuals-which has been symbolized s~. ",-be the best estimate 
obtainable from the sample of (1/, x) of the variance of y when x is some 
given value. 

It is to be noted that an estimate of the general mean of either of the 
associated populations is not required from the sample of (y, x). It 
follows, then, that one may choose at will the values of the independent 
variable x, to whlch the sample of (y, x) is to be confined, provided the 
observations taken on the associated y supply a random sample within 
each value of x selected. This provision is extremely important. The 
regression value, Y, corresponding to any x, cannot be expected to be an 
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unbiased estimate of the population mean of y for this class of x, unless 
the sample of y according to each class of x selected, has been drawn 
independently and n,t random. 

The practical consequences of this limitation is the common prefer­
ence for mechanical selection whereby the regression sample is drawn 
according to some prearranged, usually geometrical, pattern whioh has 
the virtue of assuring representativeness. 

9.2 Effect on Pertinent Statistics. If each observation on the 
dependent variable, y, has the same precision; and if it is known that y 
varies directly with X, then the sampling variance of Y, that is, of the 
estimate of y corresponding to a particular X in the regression equation 

Y=a+b(x-x) 
is, as in Sec. 8.5, 

V(Y) = V(IX)+CX- X)2[ V(b) ]+b{ Vex) l 
The sampling vari::mce of the equation constant, a, and of the regression 
coefficient, b, in this expression are contained in the sample of Cy, x) 
upon which the regression equation is based. As given in Sec. 8.2, 

2 2 
Yea) = SII·"'. V(b) = sU''''. 

n ' s[eX-X)2] 
It was brought out in the preceding section that the purposive choice 

of X does not affect the mean square of the residuals, s~.". Consequently, 
it does not affect the sampling variance of the constant, a; for this varies 
inversely only with sample size, n. 

On the other hand, the sampling variance of the regression coefficient, 
b, decreases with increase in the range of x as well as with increase in the 
size of sample; for upon writing 

o 

V (b) = -..,,-_s_,,_v·.=.,." -= 

s[ (X-X)2) 
" SiJ·l; 

(n-l)s;' 

it is apparent, from the expression on the right, that the sampling vari­
ance of b varies inversely with the mean square, s;, of the sample of x. 
The latter, in turn, increases approximately as the square of the range of x. 

9.3 Experimental Verification. A two-variate population is 
chosen from which observations on y and x may be drawn by means of 
random sampling numbers. Let 

x= lO(sum of five random digits) i 
y=::::x+esum of five random digits). 
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As the digits are 
0, 1, 2, 3, 4, 5, 6,7,8, and 9, 

one mtty observe sums of five random ones at will, for example, in Tip­
pett's Random Sampling Numbers. The population mean of the sum of 
five random digits (Sec. 1.3) is 22.5, and the population variance is 41.25; 
while the range is from 0 to 45. 

These definitions involve the following conditions: 
(1) The independent variable, x, which is limited between 0 and 450, 

occurs only according to the discrete values 

0, 10, 20, .... 440, and 450. 

The population mean of x is 225, and the population variance of x is 4125. 
(2) The popUlation mean of y in any given class of x~which is 

symbolized, iJ-v' z-may be expressed exactly in terms of x; that is, 

!tl/'''' = 22.5+x. 
Thus the population value of the regression coeffi.cicnt is unity. 

(3) The true variance of y in each class of x js 41.25, and this is, of 
course, the population value of the mean square of the residuals about 
the regression. 

The object, then, is to compare the observed regression coefficients 
with their true value, unity, and to note how the dispersion of individual 
coefficients is affected by the purposive choice of x, within which random 
observations on yare confined. To do this, two random observations 
are drawn from each of two arrays of x; thus each regression coefficient is 
based upon four observations. 

Choosing for the first comparison 

x :=: 130, and x=340 
four sums of five digits are read from Tippett's Random Sampling Num­
bers as follows: 

33, 25, 18, 29. 

Thus the two observed values of y when x = 130, are 

130+33=163, and 130+25=155, 
the average of which is 159.0. 

The corresponding observations when x = 340, are 

340+18:;358. and 340+29=369, 
with an average of 363.5. As the regression line must pass through the 
mean y of these two x-arrays there are two observation equations, 

a+b(130) = 159.0 
a+b(340) = 363.5 



whence 
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b= 363.5-159.0 =() (\74 
340-130 .;]. 

139 

Altogether, ten regression coefficients were calculated in the Same way 
for these two values of x, ttnd they are shown graphically in Figure 21A. 

In the second comparison, two observations were taken on y when 
x = 170; and two when x = 300. Repeated in ten independent s1tmplings, 
the regression coefficients are presented in Figure 21B. 

In the third comparison, two observations were taken on y when 
x= 210, and when X= 260. Ten regression coefficients resulting from as 
many samplings are presented in Figure 21C. 

Finally, ten samples of four were ill'awn, each sample consisting of 
one observation of y corresponding to each of four random values of x, 
The ten regression coefficients are plotted in Figure 21D. 

All of the regression coefli.cients of Figure 21 show satisfactory clus­
tering around the true value of unity. The dispersion, however, of incli­
vidual coefficients in the several groups, is evidently markedly influenced 
by the range in the selected x, the gain in precision becoming particularly 
effective as the range of sampled x is lengthened. 

.84 

X_{130 
- 340 

X={170 
300 

X RANDOM 

.88 .92 

OBSERVED' REGRESSION COEFFICIENTS 

A 

B 

c 

o 
1.16 

FIG. 21. Showing the effect of purposive choice in the independent variable 
on the precision of regression coefficients. The range of x is 210 in A, 

130 in B, 50 in C j while in D the observed values of x are random. 

9.4 Limitation to Purposive Selection. These experiments 
show that under the conditions to which they apply, increase in precision 
of the estimate of the dependent variable, y, for given values of the in-



140 SAMPLING METHODS IN FORES'l'RY AND RANGE MANAGEMENT 

dependent variable, x, may be gained by confining the sample of (y, x) 
to outlying values of x. The gain, however, is at the sacrifice of other 
informat.ion on both variables. 

A completely random sample of t.br, population (y, :1:) contains in­
formation on (1) the geneml mean of x; (2) the general mean of y; (3) 
the variance of x; (4) the variance of 1f; (5) the regression of x on y; (G) 
the variance of the a::-residuals, that is, s~'lIj (7) the regression of y on Xj 

and (8) the vt1riancc of the y-residuals, that is, s~.". 
By the purposive choice of x information is sacrificed on the first six 

of these items in order to gain precision on the seventh-the regression of 
yon x. The eighth item, 8~.", is not affected by the method of selecting x. 

As the object of sampling is to arrive at the genera,! mean of the 
dependent variable, y, t.he general mean of x is estimated from a new set 
of one or more mndom samples of the population of X; and it is inserted 
in the regression equation of y on x. The operation supplies the esti­
mate of the general mean of y. 

There is no value to the regression of :I; on 11, as it is not pertinent to 
the estimate of y. 

As the purposively selected sample does not contain estimates of 
either the population means 01' the population variances of the variables 
concerned, purposive selection should be resorted to only when the 
estimate of the regression equation of y on x and of the variance of the 
residuals (8~.,J are an that are required of the sample of (y, x). 

When practiced, it is not to be recommended that only two values of 
x be selected as was done in the preceding section; for it is not always 
known with sufficient assurance that 11 varies directly with x. It is 
usually preferable, therefore, to sample y according to each of several 
classes of x, and to plot the mean of y in each class of x on coordinate 
paper before calculating the regression equation. The true form of the 
regrcssion equation-straight line or curve-is best indicated when each 
plotted mean of y is based upon the same number of observations. 

It should be kept in mind, of course, that with certain kinds of data, 
the variation of y around the regression curve is not constant over all 
values of x. In these special cases the variation in y, as well as the 
number of observations upon which the means are based, enter into the 
weights of the plotted points. 

The use of weights in regression will be treated in the following 
chapter. 



CHAP'l'ER X 

CONDITIONED REGRESSION AND THE USE OF WEIGHTS 

10.1 The Sample Census of a Forest Nursery. This chap­
ter deals with aspects of the sample census of a forest~tree nursery as an 
illustration of the use of regression in sampling when special conditions 
are imposed by the nature of the data or by the choice of sampling design. 

In certain districts the season for planting forest-tree stock is rela­
tively short. If quantities of seedlings, of the order of hunch'eds of 
thousands, n,re to be planted, the administrative planning of the pbnting 
program becomes an exceedingly important part of the project. Precise 
information on the seedling production of a forest nursery is required, 
by species and grade of stock, prior to the time of cornmerciallifting of 
the stock from the seedbeds. 

A standard nursery seed bed is 4 feet wide and 50 or more feet long. 
The common random sampling unit-which is also the ultimate unit­
is the strip, one foot wide by foul' long, extending across the width of 
the bed. 

The sample census of "plantabIe" seedlings consists of two operations, 
as follows: 

(1) The establishment of the proportion plantabIe, based upon the 
count of the number plantable, and of total number of seedlings, on 
relatively few random sampling units. The sampling unit is lifted, and 
a skilled inspector identifies the plantablc seedlings according to specifi­
cations regarding root as well as shoot. This operation is destructive 
in part, and takes timc; hence, it is comparatively expensive. 

(2) An independent sample census of the entire number of seedlings 
on a larger body of random sampling units. Care, but no degree of skill 
is required, as the sampling units are not lifted. This operation is com­
paratively cheap. 

The first of these operations has for purpose the establishment of 
the regression of number of plantable seedlings, y, on entire number of 
seedlings, x, of the sampling units. As it gives rise to a regression of con­
dition, and to observations of variable weights, it will be treated at once. 

10.2 Conditioned Regression and the Weights Involved. 
The number of pIantable seedlings, y, is plotted in Figure 22, on total 
number of seedlings, x, according to each of 54 sampling units, one from 
each seed bed of 1-year-old longleaf pine in a given nursery. If the 
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plantable number varies directly with total number, the regression 
equation of the form used heretofore, that is, 

Y=a+b(x-x) 
is subject to a special condition j for it is certain that each y is limited in 
the values it can take, between zero and corresponding x. Consequently, 
when 

x=O, Y=O. 
Upon putting this condition into the regression equation, 

O=a+b(O-x), 
whence, 

a=bx 
and the equation takes the simpler form 

Y=bx. 
The next question has to do with the weights to be assigned to the 

observed coordinates of the sample Cy, x) in Figure 22. Since an esti~ 
mate of the absolute numbers of plantable seedlings is required, the 
regression equation should be made to satisfy the condition that the 
sum of the estimated values of y be equal to the sum of the actual values; 
that is, that 

11 n 
b Sex) = S(y), 

for which, accordingly, 
n 

b= B(y), 
n 
Sex) 

But if each observed y be given unit weight, then the ensuing regression 
coefficient, b', is a proportionality factor such that 

S[<y_Y)2] = S[CY-b'X)2] is minimum. 

Upon differentiating this sum of squares of residuals with respect to b', 
and equating to zero, 

whence 

2 s[ (Y-b'X)(-X)] =O=b' S(X2)- Sexy) 

11 

b'= S(XY) , 
n 
S(X2) 
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FIG. 22. The relation of number of plantable seedings (y) to the entire 
number of seedings (x) on 54 selected sampling units of nursery seed bed. 

The 45-degree line expresses the upper limit of plantable seedlings. 

This does not satisfy the condition imposed, for 16 

n n 
b' S(X);If S(y) 

but its result is, rather, that 
'li n 

b' S(X2) = Sexy). 

On the other hand, if each observed y be given a weight of .!. -pro­
x 

vided x ;If O-the l'egression coefficient, b, is a proportionality factor 
such that 

s[! CY_'Y)2] = s[ ! (Y-bX)2] is minimum. 

Ie The symbol 'Jf is read "is not equal to." 
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Upon differentiating this sum of weighted squares of residuals with 
respect to b, and equating to zero, 

nj 1 1 n(X2) n(XY) 
2 Sl-;(y-bX)( -x) J =O=b S ~ - S X 

and 
rt 

b= S(y\ 
n 
Sex) 

which is the needed regl.'ession coefficient, for it satisfies the condition 
n n 

b Sex) = S(y). 

If the outcome of the above discussion be compared with that of Sec. 
7.4, it will be recognized at once that the regression coefficient, h, is 
nothing more than the weighted mean number of plantable trees, per 
tree of total production. Indeed, the problem of sampling irregular 
blocks might have been treated from the viewpoint of regression. 

In the present case, however, the notion of regression is fundamental 
to the extension of the problem of sampling plantable trees when the 
proportion plantable is not constant (Sec. 1004). 

The sampling variance of b is derived from the sum of the weighted 
squares of residuals, 

s[! (Y-bX)2] = S( ~y2)+b2S(X)-2bS(y). 
This may be somewhat shortened for purposes of numerical calculation 
Since, accordlng to the definition 01 the regression coefiicient, b, 

n 7! 

b Sex) = S(y), 

the above is conveniently expressed as follows: 

n[ 1 ] n( 1) 11 S -;;(y-bX)2 = S -;;y2 -b2 Sex). 

This identity may be put up in analysis of variance form as in Table 
34. The degrees of freedom for the total of the weighted squares of y 
around zero, are n. As the regression coefficient, b, has used one degree 
of freedom, the weighted squares of residuals rest upon the remaining 
(n -1) degrees of freedom. 



(JONDl'l'IONED REGRESSION 145 

TABLE il4. Division of the Sum of Weighted Squares of y into Portions Due 
to, and Independent of, x, with Degre('s of J~reedo1l1 and 1\1ean Squares 

Due to Sum of squares 
Degrees of 

freedom Mean square 

n 11 n 
Regression on x .. 1)2 Sex) 1 fJ~ sex) +.~ Sex) 

Residuals ........ "[ 1 ] n-l " S -x(y-bX)2 stL (of unit weight) _, C'~ 8(x) 

-----------------
TotDJ ........... "( 1 ) 8 -x y2 ?l 

The last column on the right shows pertinent mean squares quite 
analogous to tho unweighted mean squares discussed in conneotion with 
Table 31. Accordingly, the mean square of the residuals of unit weight, 
as given in Table 34, contains the sampling variance of the regression co­
efficient; hence 

V(b) = s~.", (of unit weight). 
1l 

Sex) 

These results will next be applied to the nursery census. 
10.3 Application to the Forest Nursery Sample Census. 

The data of Figure 22 are given in Table 35. With regard to the in­
dependent variable, x, they were not taken at random. A sampling 
unit, 1 x 4 feet, extending across the bed, was lifted from each bed at a 
place, designated by the inspector, who immediately counted the entire 
number of seedlings, and-upon examination of root and shoot-the 
number of these he judged plantable. The arbitrary choice of situation 
of each sampling unit was adopted in an effort to have approximately 
equal representation of sampling units according to classes of total pro­
duction, x. The resulting sample of .54 pairs is called the "Sample of 

, Plantables." 
Concurrently, two random sampling un'its, of the same size, drawn by 

means of a random sampling device, were examined on each of t.he 54 
beds. As the beds were 100 feet long, these samples make IIp 2 percent of 
the entire population of random sampling units. In this part of the job, 
the population of total production alone was sampled, and the random 
sampling units were not lifted. This set of 54 samples of two random 
sampling units each, is called the "Samples of Density." 
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The analysis of variance of the samples of density is given in Table 36. 
All the materials are now available for the estimate of the production 

of the 54 seed beds in total population of seedlings, as well as in the 
population of plantable seedlings. 

'£ABLE 35. Total Number of Seedlings Ccl, and the Number of Tlwse Con­
sidered Plantable (y), on Sampling Units of Four Square Feet, Taken 

One from Each of 54 .. SeerI Beds of Longleaf Pine 

x y x y x y x y x y x y 
------------------------

21 14 32 27 38 36 45 40 53 39 60 51 
24 21 32 31 39 32 45 41 53 40 61 a8 
27 19 33 27 40 26 45 42 53 47 61 44 
27 22 33 30 41 25 4(\ 30 54 38 61 50 
27 24 34 31 ·11 35 46 30 54 .'iO 62 31 
28 22 35 19 41 37 46 34 54 50 62 47 
29 26 35 29 42 39 47 45 .55 45 64 54 
a1 29 36 34 43 37 48 40 55 48 74 61 
32 24 38 20 44 36 51 38 58 48 77 75 

5<1 
Sex) ",2,413; 

54 
S(y) = 1,954; r,'i( 1 ) S -xy2 = 1,613.24 

TABLEl 36. Analysis of Variance of the Samples of Dellflity" 

Source of variation Degrees of freedom Sum of squares Mean square 

Among beds ............. 53 11,534.75 

Between random sampling 
units (same bed) ....... 54 6,260.50 115.04 

--------------
Total, among random 

sampling units ........ 107 17,795.25 

"Total number of seedlings over all 108 random sampling units, 4,527. 

Turning first to the samples of density, one finds the observed number 
of all seedlings on the 108 random sampling units is 4,527, as given at the 
bottom of Table 36. The sampling variance of this number is 108 times 
the sampling variance of the random sampling units within the beds, 
that is, 

V(4,527) = 108(115.94) = 12,522, 

the standard errol' being the square root of this, or 112. As the observed 
random sampling units are but 2 percent of the entire area of the 54 seed 
beds, the sum, and its standard error, should be multiplied by 50, that is, 

by ( l~O). The correction for the finite popUlation within the beds-
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th ' 1100-2. I' 'bI d' I' d Th b . at IS, \f~ -IS neg Igl e, an IS not app Ie . e est estImate, 

then, of the population of all seedlings is 
50(4,527±112) =226.4±5.60 M seedlings. 

The estimate of the number of plantable seedlings is to be derived 
from the regression of plantable number, y, on entire number, x. From 
the totals of Table 35, the regression coefficient is 

n 

b= S(y) =1,954=0.8098 
n 2,413 
Sex) 

whence 
Y=0.8098x. 

The division of the sum of 'weighted squares of y into portions due to, 
and independent of, x, is given in Table 37. The mean square of the 
weighted residuals is the variance of unit weight, and therefore 

TABLE 37. Analysis of Regression of Plantable Seedling" on Total Seedling~ 

Due to Sum of squares Degrees of freedom Mean square 

51 
Regression ..... b'S(x) '" 1,582.31 1 

Residuals ...... 5'T 1 ] S -;,-(v-bx)' '" 30.93 53 0.5836 

-------
Tot,al ......... 51( 1 ) 

S -xy' =1,613.24 54 

s;." (of unit weight) =0.5836 
on 53 degrees of freedom. Then the sampling variance of the regression 
coefficient, b, which was given in the preceding section as 

V(b) = 8~.", (of unit weight) 
n 
Sex) 

IS 
0.5836 

V(0.8098) = 2413 =0.000242. , 
The number of plantable seedlings corresponding to the observed 

total number of the density samples is 
Y =0.8098(4527) 

=3,666 plantable seedlings. 
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Since this estimate is the product of two numbers, each of which is 
subject independentlY to sampling error, its sampling variance is the 
sampling variance of Y. Hence 

V[l~S(y)] = v[ b 1~\~)] = [1~8 (x) II V(b) ]+b{ V r~8(X)!] 
and 

V (3 ,666) = (4,527)2(0.000242) + (0.8098)2(12,522) 
=13,171 

its standard errol' being the square root of this, or 11.5. As before, this 
estimate is based upon 2 percent of the entire area of the 54 seed beds. 
Accordingly, the estimate of the population of plantable seedlings is 

50(3,666 ± 115) = 183.3 ± 5.75 M scedlings. 
Had the correction factor on account of the finite population of ran­

dom sampling units within the beds been applied, the standard error of 
5.75 M seedlings would have been multiplied by the factor 

/100-2 
"\j 100 

an adjustment of less than 1 percent. This appears entirely negligible. 
10.4 The Introduction of a Second Independent Variable. 

It was pointed out in Sec. 10.2 that the regression coefficient which 
expresses the number of plantable seedlings in terms of the entire number 
of seedlings is merely the weighted mean number of plantable seedlings 
per tree of total production; and that the notion of regression is not 
essential when the proportion plant able is constant, that is, when it is 
independent of the entire number on the sampling units. 

It is common nursery experience, however, that the proportion of 
plantable seedlings faUs off as seedling density becomes excessive. In 
such cases, the regression of the number plantable, y, on the entire 
number, x, is not a straight line. 

Figure 23 shows the coordinates of 23 sampling units of slash pine. 
They do not represent a random sample of x. Effort was made to collect' 
an approximately equal number of sampling units according to class of x, 
so that any nonlinearity which might characterize the truc relationship 
of y to x, would be emphasized. The broken line is the representation of 
the regression line, 

Y==O.7694x 
for which 

O.7694=b=~~~~. 
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FIG. 23. The relation of number of plantable seedings (y) to the entire 
number of seedling's (0.;) on 23 selected sampling units of nursery seell 

bed. 'l'he broken line represents the best fit on the supposition 
thitt the proportion plantable is independent 

of the entire number. 

By comparison with the plotted points upon which it is based, it 
seems too low for low density and too high for high density. It is to be 
expected, therefore, that a better estimate should be obtained were It 

regress'ion C1.trve of the form 
Y=b1x+b2x2 

fitted to the data, subject to the conditions used previously; namely, 
that the sum of the estimated plantables be identical with the sum of the 
Qbserved plantables upon which the regression is founded; hence that 

n n n n 
bl Sex)+bz S(X2) = SeY) = S(y). 

This condition will be fulfilled, if bl and b2 are so chosen that the sum of 
the weighted squares of residuals 

s[ ! (y- Y)2] is minimum. 
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This is equivalent to making 

Upon differentiating this expression with respect to eaeh of the un­
knowns, bi and b2, in turn and equating to zero-following the process 
as explained in Sec. lO.4(A) of the Appendix-there are the two normal 
equations, 

11 n n 
bi Sex) +b2 8(:);2) = S(y) 

n n n 
bi S(x2)+b2 S(X3) = Sexy). 

The simultaneous solution of these equations affords the regression co­
efficients. 

The division of the sum of weighted squares of y into portions due to 
and independent of the regression on x, is effected by expanding the sum 
of weighted squares of residuals. For, as developed in Sec. lO.4(B) of 
the Appendix, 

s[ ~ (y -bIx- b2X2)2] = ,g( ~ y2) - bi S(y) - b2 S(xy). 

It is convenient, for purposes of computation, to put this identity in 
analysis of variance form, as in Table 38. It is to be noted that the sum 
of weighted squares of residuals is based upon (n - 2) degrees of freedom 
among the n observations of (y, x) as one degree of freedom is used in the 
estimate of each regression coefficient. 

TABLg 38. Division of Sum of Weighted Squares of :y into Portions Due to, 
and Independent of, the Regression on IC, when the Regt'ession 'l'akes 

the Form Y = b1x + b2x2 

Source of variation Sum of squat'es Degrees of freedom 

# n 
Regression on x and x~ . .......... . b,S(y) +b.S(xy) 2 

Itesiduals independent of x I1nd :Z; •••. n-2 

Total. .................... . n 
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TABLE 39. Total Number of Seedling's in Hmldl'eds (x), and the Number of 
These (also in Hundreds) Considered Plant able (y), 011 Sampling Units of 

Four Square Feet, Taken One from Each of 23 Seed Beds of Slash Pine 

x y x y x y :c y 
-------

1.55 1.37 2.55 2.28 2.84 1.81 3.36 2.79 
1.80 1.02 2.55 2.15 3.05 2.11 3AO 2.30 
1.96 1.73 2.58 2.38 3.20 2.58 3.47 2.82 
2.21 1.67 2.64 2.2.') 3.21 2.44 3.64 2.04 
2.24 1.02 2.67 2.16 3.27 2.50 3.95 2.4Q 
2.36 1.85 2.68 2.05 3.34 2.(j(j 

The result of the above discussion will next be applied to the ob­
servations presented in Figure 23. These are listed in Table 39. Upon 
performing the operations on these observations which lead to quantities 
to be substituted in the normal equations, 

23 23 
Sex) = 6<1.52; S(y) = 49.64; 

23 23 
S(X2) = 189.4010; Sexy) = 143.6000; 

23 
S(x3) = 577.5079. 

The normal equations, then, are the following: 
64.5200bl +189.4010b2= 49.6400 

IS9.4010b l +577 .5079b2 = 143.6000 
whence 

b1= 1.0587 
b2 = -0.09855. 

The regression equation of the number of plantable seedlings on the 
entire number on the sampling units is 

Y = 1.0587x-0.09855x2, 

and this is the curve of Figure 23. 
The results of calculations leading to the mean square of the residuals 

-that is, the variance of y of unit weight-are given in Table 40. The 
bottom three lines are the numerical equivalents corresponding to Table 
38. The sum of weighted squares of y, without any regard to the in­
dependent variables, is 
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while the portion of thi.s whi.ch is due to x and X2, is 

n n 
b1 S(y)+b2 S(xy) = 1.0587(49.64) -0.09855(143.60) 

=38.4021. 

The sum of the weighted squares of residuals, therefore, is 

s[ ! (Y-b1X-b2X2)2] =::38.7771-38.4021 

=0.3750 

on 21 degrees of freedom. The variance of the residuals (of unit weight) 
is 0.01786. These values are given in Table 40. 

'f ABLE '10. AnnlYBis of Regres~ion of Plantable Seedlings on Total Seedlings; 
lind T(I~t of Clll'vilinearity of Regrefmion 

Due to Degrees of freedom Sum of squares Mea,ll square 
--------------

Regression on x alone ..... 1 38.1917 
Additonal effect of x' . .... 1 0.2104 0.2104* 

Regression on x and x,. . .. 2 38.4021 
Residuals ................ 21 0.3750 0.01786* = 8~.12 

-
Total ................... 23 38.7771 

*Observed t = ~ ~;11~:6 = 3.43; expected t at 1 percent level, 2.83. 

The question might logically be raised: Is the difference between the 
curve and the straight line as fitted to these data-both of which are 
presented in Figure 23-a significant difference? In other words, is the 
contribution of the second independent variable, X2, real, and not merely 
an accident of sampling? The test will be performed at once. 

If the relationship were adequately described by the straight line, the 
regression equation-the broken line of Figure 23-would be of the form 

Y=bx 
where 

b=S(y) = 49.64=07694 
Sex) 64.52 . . 

and the sum of squares due to x alone would be 

')3 [23]2 
b2 "S( )::::: S(y) = (49.64)2 =38 1917 

x 23 64.52 . 
Sex) 
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on one degree of freedom. These values are listed in the top line of 
Table 40. From. the same table, the sum of squares 

Due to x and x2=38.4021 on 2 degrees of freedom 
Due to x alone =38.1917 on 1 degree of freedom. 

Consequently, the contribution of x2, over and above that ascribable to x 
alone, is the difference, that is, 

Due to x 2 =0.2104 on 1 degree of freedom, 

and this is listed in the second line of the table. Were this merely a 
chance contribution, its value, in the average, should be the same as the 
mean square of the residuals, 0.01786. In fact, however, the discrepancy 
is such that 

/0.2104 343 
t=~0.01786= . 

on 21 degrees of freedom. Referring to the table of t, one notes that, 
due to sampling only, t should exceed 2.831 on 21 degrees of freedom, 
only once in 100 tl'ials. The observed t of 3.43 is therefore highly signifi­
cant, :~nd the contribution of X2 is unquestionably real. The best 
expression, then, for the number of plantable seedlings in terms of the 
entire number is 

Y = 1.0587x -O.09855x2, 

and this will be applied to the independent estimate of x and X2 of the 23 
seed beds. 

10.5 The Variance of the Conditioned Regression Curve 
and Its Application. The application of the regression involves the 
vt1riance of the calculated Y. Developments leading to V(Y) are some­
what lengt,hy to give here; hence, they are presented in Sec. 10.5 of the 
Appendix. There it is demonstrated-Sec. 10.5(D)-that the variance 
of Y is made up of contributions from two sources, one of which, sym­
bolized as 82H., is ascribable to the sampling errors of the regression 
equation itself, while the second, symbolized as S2, is ascribable to the 
sampling errors of the values of the independent variables inserted into 
the equation. Thus in the regression equation of the preceding section, 
of the form 

we have 
V(Y) =s2R+S2 

in which 82 is the mean square of the residuals (of unit weight) inde­
pendent of the regression; and in which 

R=CUX2+C22(X2)2+2c12(XX2) 
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also, in which 

8' ~ b{ VeX) ] +b{ vex')] + 2b,b{ c"exx') 1 
If the variance of the residuals of unit weight be symbolized as 82

, 

then it is shown in Sec. 1O.5(C) of the Appendix that the estimates of the 
variances and covariance of the regression coefficients b1 and b2 may be 
stated 

V(b) = 82C11; V(bz) = 82C22; Cov(b1b2) = 82C12' 

The derivation of the c-multipliel's, Cn, C22, and C12, is given in Sec. lO.5(B) 
of thc Appendix. Theil' numerical equivalents are computed from the 
sums of squares and products among the independent variables only. 
In the case of the data of the preceding section, they are to be evaluated 
from the following two sets of expressions: 

n n 
en Sex) +C12 S(X2) = 1 

11 n 
Cll 8(X2) +C12 8(x3) = 0 

and 
n n 

C128(x) +C22 8(X2) =0 
n n 

C12 8(X2) +C22 8(x3) = 1. 

Turning, now, to the numerical work, the c-muitipliel's Cll and C12 are 
given by 

whence 

64.5200C11 + 189.4010c12 = 1 
189.4010c1I +577 .5079c12 = 0 

cll=O.416051; C12= -0.136449; 
and upon calculating C12 (as a check) and C22 from the expressions 

64.5200C12+ 189.4010c22 = 0 
189.4010CI2+577.5079c22 = 1 

the results are, 
C12= -0.136449; C22 = 0.046482. 

If the values of x (and X2) which are inserted into the regression 
equation 

y =blX+b2X~ 
are free of error, then 8 2 =0, and 

V(Y) = s2R = 8{CllX2+C22(X2)2+2c12(XX2) 1 
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the square root of which is the standard error of the regression function. 
This has been done for a number of values of x in the regression equation 

y = l.0587x-O.09S55x2. 

The 95 percent confidence band, which has been derived therefrom, i8 
presented in Figure 24. 

r. -=-1~-E-~~ - ~ ]= 
0--0.4--0.8---['2--,.6-- --2.0 2;1 2.8 -3.2 3.6 4.0 

TOTAL NUMBER OF SEEDLINGS IN HUNDREDS 

FIG. 24. The regression curve of plantable seedlings on the entire number, 
and the 95 pel'eent cOllildence band. 

The regression equation is to be applied to the independent samples 
of density taken on the 23 sced beds. Two random sampling unit ob­
servations of density were taken on e[Lch of the beds, of number of seed­
lings (x), and of the square of this number (X2). These are listed in 
columns 2-5 of Table 41. Subscripts 1 and 2 refer to the first and sccond 
random sampling unit, respectively, of each bed. 

Calculations leading to the estimates of the variances and covariance 
of the sample sums arc also shown in the table. If one denotes the 
individual sums of x as Xl, and of x2 as X 2, the sample sums over all 
beds, which are 2 percent of the estimates of the population aggregates, 
are the following: 

23 
S(X1)= 58.20 + 57.82 =116.02 
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23 
S(X2) = 159.7296+155.1162=314.8458. 

Upon sUbstituting these for x and X2 of the regression equation, one 
obtains 

Y = 1.0587(llG.02) -0.09855(314.8458) 
=91.802 

in hundreds of plant able seedlings. The variance of this estimate may 
now be calculated readily. From the values of the c-multipliers, given 
above and from 82 = 0.01786 from Table 40. 

82 Ii:::: O.01786[ 0.416051 (116.02)2+0.046482(314.8458)2 

+2( -0.13(449)(116.02)(314.8458)] 

=4.276. 

TAfILl~ 41. Samples of Density; Number of Seedlings (x), and their Squares 
(x~), 011 gach of Two Random Sampling Units to the Seed Bed. 

And Calculation of VariallCcs and Covariance 'Within Beds 

Bed 
Random sampling units of I 

Cav. 
num- a: x" V(Xl) (XIX,) VeX,) 
her -- -----

x, x, xi x~ (X,-X2) (xi-xi) (Xl-X.)' 
(Xl-X2)' 
(XI-xi) (xi-xl)' ------------------

1. .... 2.42 3.03 5.8564 9.1809 -0.61 -3.3245 0.3721 2.0279 11.0523 
2 ..... 1.33 2.57 1.7689 6.6049 -1.24 -4.8360 1.5376 5.9966 28.3869 
3 ..... 2.12 1.43 4.4944 2.0449 0.69 2.4495 0.4761 1.6902 6.0001 
4 ..... 2.04 1.62 4.1616 2.62<14 0.42 1.5372 0.1764 0.6456 2.3630 
5 ..... 3.06 1.97 9.3636 3.8809 1.09 5.4827 1.1881 5.9761 30.0600 
6 ..... 1.23 1.72 1.5129 2.9584 -0.49 -1.4455 0.2'101 0.7083 2.0895 
7 ..... 2.32 1.47 5.3824 2.1609 0.85 3.2215 0.7225 2.7383 10.3781 
8 ..... 2.88 2.33 8.2944 5.4289 0.55 2.8655 0.3025 1.5760 8.2111 
9 ..... 3.62 3.91 13.1044 15.2881 -0.29 -2.1837 0.0841 0.6333 4.7685 

10 ..... 1.76 3.25 3.0976 10.5625 -1.49 -7.4649 2.2201 11.1227 55.7247 
11 ..... 4.07 3.43 16.5649 11.7649 0.64 4.8000 0.4096 3.0720 23.0400 
12 .... , 1.63 2.94 2.6569 8.6436 -1.31 -5.9867 1.7161 7.8426 35.8406 
13 ..... 2.87 2.48 8.2369 6.1504 0.39 2.0865 0.1521 0.8137 4.3535 
14 ..... 3.56 2.31 12.6736 5.3361 1.25 7.3375 1.5625 9.1719 53.8389 
15 .. ". 2.49 2.62 6.2001 6.86<14 -0.13 -0.6643 0.0169 0.0864 0.4413 
16 ..... 2.22 1.85 4.9284 3.4225 0.37 1.5059 0.1369 0.5572 2.2677 
17 ..... 2.48 2.62 0.1504 6.8044 -0.14 -0.7140 0.0196 0.1000 0.5098 
18 ..... 2.69 3.24 7.2361 10.4976 -0.55 -3.2615 0.3025 1.7938 10.6374 
19 ..... 3.42 2.33 11.6964 5.4289 1.09 6.2675 1.1881 6.8316 39.2816 
20 ..... 3.21 2.67 10.3041 7.1289 0.54 3.1752 0.2916 1.7146 10.0819 
21. .... 1.68 3.33 2.8224 11.0889 -1.65 -8.2665 2.7225 13.6397 68.3350 
22 ..... 2.88 2.62 8.2944 6.8644 0.26 1.4300 0.0676 0.3718 2.0449 
23 ..... 2.22 2.08 4.9284 4.3264 0.14 0.6020 0.0196 0.0843 0.3624 
--------------------
Totals. 58.20 57.82 159.7296 155.1162 0.38 4.6134 15.9252 79.1946 405.0692 
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From Table 41, 

[23 1 [23 ] V S(Xl ) = 15.9252; V 8(X2) =,105.0692; 

CO{2J(XIX2)] =79.Hl45; 

neglecting the trivial adjustment to the finite seed bed populations, since 
the samples contain only 2 percent thereof. The numerical equivalent 
of 8 2 is, therefore, 

82 = (1.0587)2(15.9252) + ( - 0.09855)2(405.0692) 
+2(1.0587) (-0.09855)(79.1946) 

=5.258. 

Upon combining the two contributions one has 

V(91.802) = 4.276+5.258 
=9.534 

on the 21 degrees of freedom upon which the estimate s~=O.017S6 has 
been based. The standard error is the square root of this variance, or 
3.08S. Hence, the population estimate of the number of plantable seed­
lings in the 23 seed beds is 

50(91.802 ± 3.088) = 4,590 ± 154 

plantable seedlings in hundreds. With the 21 degrees of freedom avail~ 
able, t=2.0S0 at the 5 percent level; hence, the probability is 0.95 that 
the population aggregate consists of 

4,5DO±320 
in hundreds; or 

459±32 

in thousands of plantable seedlings. 
10.6 Certain Remarks Concerning Regression in Sam­

pling. It should be pointed out that the data from which the regression 
equations of this chapter were derived, were taken in such a WILy thftt 
the effect of variation among the blocks (beds) could not be eliminated 
from the regressions; for only a single sampling unit, out of the numbers 
upon which the regressions were based, was taken from each bed. Hence 
the sums of weighted squares of plantable seedlings contained, in each 
case, a portion due to variation among the beds. 

This portion, the numerical equivalent of which is unknown, was, 
nevertheless, believed to be negligibly small in each of the nursery prob~ 
lems cited. It would have been eliminated from the sampling error had 
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it been feasible to dig up and inspect a minimum of two sampling units 
to the bed rather than the single one as actually inspected. Such an 
expanded program, however, would have at least doubled the inspection 
labor. Under the circumstances, any addHonal gain in precision ex­
pected thereby was considered more costly than warranted. 

The next chapter treats of the problem of eliminating variation 
among blocks from the regression equation. 



CHAP'rEIl. XI 

REGRESSION IN REPRESENTATIVE SAMPLING 

11.1 The Probleln. The present chapter deals with 11 timber 
cruise for which the sampling was so designed that the effect of variation 
among the blocks is removable from the regression equation; and the 
latter then is used to adjust the ocular estimate of timber volume. 

A quarter-section of pine-hardwood timber is divided into eight 
blocks of 20 acres each, the block dimensions being 10 x 20 chains. In 
each block, two cruise strips, each 1 x 20 chains over the length of its 
block, have been selected, independently and at random, from among 
the 10 in the block area, and the ocular estimate of hardwood volume 
confined to these. Separate record, however, was kept according to each 
quarter-strip, or subplot of 1 x 5 chltins, wit.hin the sample strips. The 
results of this cruise are listed in the left half of Table 42, each entry 
being the whole-strip sum. Figure 25 shows the distribution of the 
strips over the blocks. 

UpOll the completion of the ocular estimates,one of the quarter-strips 
(1 x 5 chains) of each sample strip was re-run and the hardwood volume 
thereon measured carefullY. Thus the volume of two quarter-strips of 
each block is represented by a direct measurement (y) and a concomitant 
ocular estimate (x). Their locations are also shown in Figure 25, while 
the right-half of Table 42 contains the observations. 

The problem is to calculate from the data submitted, the best esti­
mate of the hardwood volume in M feet b.m. together with an evaluation 
of its probable accuracy. 

I,'rom a practical standpoint, a simpler sampling design might, indeed, 
have proven just as efficient. Had the volumes over the entire lengths 
of the two strips of each block been carefully measured, there need have 
been no ocular estimate; hence no adjustments by regression. And 
while the entire field time might have doubled, the job is a relatively 
small one and the difference in field time perhaps of little consequence. 

The principle of the example, however, is useful in practice. If, for 
instance, a large tract of timber has been cruised by a group of inex­
perienced men (such as student assistants), the chief of party, or perhaps 
an independent check cruiser, may need to re-run a sample of the cruised 
strips in order to determine the accuracy of the work. If necessary, a 
correction factor may be evaluated so as to eliminate such part of the 
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'fAIlLE 42. Ocular Estimate of Hardwood Volume in 1\1: feet b.m. on Two 
Random Strips in Each of Eight Blocks; and Concomitant Observations of 
Hardwood Volume in lV1 feet b.m. According tn Direct Measurement (y), and 

Ocular Estimate (x), on Two Selected Quarter-Strips of the Block 

On whole strips On quarter-strips 

Block Ocular Direct· 
Ocular estimate estimate Measurement 

x y 

1. ..... , .. , '." ... 19.10 5.02 4.63 
16.50 4.03 3.82 

2 ..... " .......... 8.74 1.45 1.63 
5.12 0.83 0.60 

3 ........... , ..... 21.22 5.37 4.36 
12.56 2.67 3.38 

4 ......... , ....... 6.88 1.99 1.67 
7.51 1.63 1.58 

5 ................. 16.56 3.60 3.49 
19.93 4.52 4.07 

6 ............... , . 6.22 1.01 0.97 
0.96 0.00 0.00 

7 ................. 9.60 2.41 2.00 
13.42 3.67 3.55 

8 ................. 8.06 1.39 2.38 
9.40 2.52 2.33 

---------
Sum ...... , ....... 181.78 42.11 40.46 
-----
Mean ....... , ..... 11.361 2.632 2.529 

variation as might be ascribed to the idiosyncrasies of the different 
cruisers. 

Or, again, suppose a large number of woodlots have been hastily 
examined by a fairly reliable cruiser. His estimate of the aggregate 
volumes may be adjusted to measured volumes, from which the variation 
between neighboring groups of woodlots have been eliminated; provided 
only that a small percentage of the area of the woodlots within e!1Oh 
group is revisited, and the timber thereon accurately measured. 

Whenever a popUlation to be sampled is subdivided into blocks, vari~ 
ation between blocks can be eliminated from the regression analyses by 
a procedure known as the analysis of covariance. This procedure is 
discussed in the next section. 
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FIG. 25. Diagram of a sampling design of eight 20-acre blocks, encl1 with 

two random sampling unit!> of wbole-strips upon which ocular 
estimates of timber volume have been made. On the shacled 

qnarter 01 eaeh stl'ip, volume has also been measured. 

11.2 The Analysis of Covariance. The covariance of two vari­
ables, say x and y, has been used in earlier chapters (e.g., Sees. 5.2 and 
8.2). It is derived from the sum of products of paired residuals. Thus 
the sum of products 

s[ (x-x)(y-y) 1 
when divided by the number of degrees of freedom involved, is an esti­
mate of the covariance of x and y. 
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If a sample of n values of Y and of concomitant x is drawn from each 
of k strata, or blocks, of a general 2-val'iate population, the deviations 
of each from its geneml mean, ii (or x), may be analyzed into a portion 
due to the stratification, and a remaining portion independent of the 
stratification. Thus 

(y-y) = (Y-Yb) +(Yb-Y) ~ ................ (1), 

(x-x) = (X-Xb)+(Xb-X)~ 
in which Yb anei. Xb represent the block means. The sum of squares of 
each of these over all "'n observations are the identities used in the 
analysis of variance of each v[Lriable. As developed in Sec. 6.4, it follows 
that 

~ s[ (y-w] ~ ~ s[ (y-y.),] +~[ Cud)'] 1 
_ r ........ (2). 

~ ,s[ (X-X)2] = ~ s[ (X-Xb)2] +n~[ (Xb-X)2] J 

If, however, equations (1) are mUltiplied together and summed over all 
1I;n values, 

But since 
n n 
S(X-Xb) = S(Y-Yb) =0, 

the second and third terms of the right-hand member are zero; hence 

~ s[ (Y-Y)(X-X)] =~ s[ (Y-Yb)(X-Xb) ]+n~[ (Yb-Y)(Xb-X)] .. . (3). , 

The surn of products of x and y, then, like the sum of squares of each, 
may be divided into two portions, as follows: 

(1) A portion independent of the stratification; that is, the first term 
of the right-hand member of equations (2) and (3), 

(2) A remaining portion due to the stratification. 
Equations (2) and (3) may be conveniently assembled as in Table 43. 

Inspection of the table makes evident that there must be a minimum of 



REGRESSION IN REPRESEN'l'ATIVE SAMPLING 163 

two sampling units to the block in order to permit the division illus­
trated. For if n = 1, the first and third lines of each column would be 
numerically identical, and the middle line would become zero. 

TABLE 43. Division of Sum of Squares of Each of Two Correlated VlLriahles, 
and of Their Sum of PI'oduets, into Portions Due to, and 

Independent of, Stl'utiflcation 

Source of 
Degrees 

of 
Sum of squares 

Sum of products 
vlLriation freedom x' y' l:y 

Among blocks. k-l n ~[ (Xb- i )2 J 7t ~[ (Yb-Y)'] 11 ~[ (xl,-x)(Yb-17) J 

Within blocks. k(n-l) k ,,[ ] S S (x -:Vb)" s S (Y-Y~)' kn[ ] k n[ J S S (.r;-Xb)(Y-Yb)_ 

Total ......... kn-l S S (x-x)' k n[ J ss (y-Y)o k n[ ] " ,,[ ] S S . (x-x)(y-fj)_ 

Such was the case in the regressions of the nursery problems of the 
preceding chapter. 

But when variation can be eliminated from the sum of squares of 
both variables, and from the sum of their cross-products, it can also be 
eliminated from the regression equation of y on x, by the simple device 
of calculating the regression from those portions which ha.ve been freed 
from block effects. 

11.3 The Adjusted Estimate and Its Variance. It is to be 
cA"Pected, of course, that the measured quarter~strip volume of Table 42 
varies directly with corresponding ocular estimate; hence, the regression 
of y on x is of the form 

Y=a+b(x-x) 
where a and x are, respectively, the general means of y and x. Their 

:- numerical equivalents, from the data of Table 42, are the following: 

a='[j= 4°i~6 =2.529 M feet b.m. 

_ 42.11 
x=--w-=2.632 M feet b.m. 

If these be SUbstituted into the general regression equation, we have 
Y = 2.529+b(x - 2.632) 

and the regression coefficient alone is needed in order to complete it. 
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The sums of squares and products of the quarter-strip data are listed 
in Table 44. Confining the calculations to those portions which have 
been freed from block effects, one obtains the weighted average regres­
sion coefficient of y on x, that is 

b 3.7644 0 ra:71 = 6.7575 = .()Q , 

and the sum of squares due to the regression is 

TABI,]" 44. Division of Sums or Squares, and Sum of Prorlucts, of the 
Qmnter-Stl'ip Data of Table 42, into Portions Due to, 

and Inde1)['ndent of, the Blor,ks 

Sum of sqw],J'es Sum of 
Source of Degrees of products 
varilltion freedom y' :z;2 a:lI 

----~-

Among blocks ... 7 26.6501 31.1097 28.fi535 

Within hlocks ... 8 3.1839 6.7575 3.7644 
------

Totl11. .......... 15 29.8340 37.9572 32.3179 

(3.7644)2 =20970 
6.7575 . , 

thc analysis of the regression being completed in Table 45. The equation, 
then, is the following: 

Y =2.529+0.5571(x-2.632) 

in which Y is volume in M feet b.m. to the quarter-strip. 
The ocular estimate may now be adjusted by inserting the general 

mean of the whole-strip volumes for x, though we need to express the 
latter in the quarter-strip unit of area so as to be consistent with the al'ea 
unit of the regression equation. From Table 42 this value is 

181.78 
4(16) =2.840 M feet b.m. 

to the quarter-strip. Hence the best estimate of the hardwood volume ~. 
of the tract from the data submitted is 

Y = 2.529+0.5571(2.840 - 2.632) 
= 2,645 M feet b.m, 

to the quarter-strip, or half-acre of area. 
The sampling variance of this estimate follows at once. It was 

shown in Sec. 8.7 that if 
Y=a+b(x-x) 
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the sampling variance of Y may be expressed 

F(Y) = na)+(:r-X)2[ V(b) 1 +b2
[ Vex) J 

'fABLE 45. Division of Sum of Squal'es of J\1easul'cd Volume within the 
Blocks into Portions Due to, and Indepcmll!llt of, 

Ocular EstimHte or Volume 

Source of variation Degrees of freedom 

Regression. . . . . . . . . . . . . . . . . . . . . . . 1 

Residuals. . . . . . . . . . . . . . . . . . . . . . . . 7 

Sum of squares 

2.0970 

1.0869 
---------------------------1---------
Within blocks ................... . 8 3.18;)1) 

The variance of a may be estimated from the data uf Table "15; that is, 
1.0869 

yea) = V(y) = 7(16) = 0.00970,1 

while fat the variance of b, which in Sec. 8.2 ,vas expressed 

V(b) = s~." , 

,S[(X-X)2J 
the sum of squares of x is taken from Table 44, and the mean square of 
the residuals independent of x, from Table 45. Accordingly, 

1.0869 
Veb) = 7(6.7575) = 0.022978. 

It should be noted that yea) and V(b) might be corrected to the 
finite block populations sampled. But as only two quarter-strips, out of 
a total of 40 within each block, constitute the regression data, the cor-

rection factor, (~~), has not been applied. 

.... The variance of the general mean of the whole-strip volumes is taken 
from the analysis of variance of these ocular estimates, presented in 
Table 46. But as it is to be expressed on the quarter-strip basis, the 
variance of the general mean of the whole-strips is to be divided by the 
square of 4. Therefore 

9.4168(10 - 2) 
V(2.840) = 16(42) 10 =0.029428 

to the quarter-strip, and corrected for the finite popUlation of 10 strips 
to the block. 
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TABLE 46. Analysis of Variance of Ocular Estimate of the Whole-Strip 
Volume of 'rahle 42 

Source of variation Degrees of freedom Sum of squares Mean square 

Among blocks. . . . . . ...... 7 447.4843 63.9263 

Between strips, same block. 8 75.3347 9.4168 
-----------

Total, among strips ....... 15 522.8190 

Finally, then, the estimate of the variance of the adjusted volume, 
Y = 2.645 M feet b.m., which is expressed 

VCY) = Vca)+cx-x){ V(b) ]+b{ V(X)] 

is, numerically, 
V (2.645) = 0.009704+ (2.840 - 2.632)2(0.022978) 

+ (0.5571)2(0.029428) 
= 0.009704+0.000994+0.009133 
=0.019831 

on seven degrees of freedom. To the quarter-strip of half-acre in area, 
therefore, the best estimate from the data submitted is 

2.645±0.1408 M feet b.m. 

on seven degrees of freedom, for which t = 2.365 corresponding to a 
probability of 0.05. Hence with probability of 0.95, the tract of 160 
acres contains 

320[ 2.G45±O.1408(2.365) 1 =846± 107 M feet b.m. 

of hardwood volume. 
11.4 The Adjustment of Ocular Estimates of Correlated 

Populations. The sampling unit observations of the timber cruise 
are usually tallied according t,o certain pertinent species groups within (', 
mixed types. Accordingly, the adjustment of ocular estimate by the 
method of regression, as illustrated in the preceding section, when ap­
plied to species groups in combination as well as singly, involves not 
only the val'iances of the adjusted volumes of individual groups but also 
the covariance among them. 

The data of the preceding section, taken according to the observa­
tional plan of Figure 25, wel'e confined to the hardwoods of the pine­
hardwoods timber-type. The complete volume record, however, is that 
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of pine as well as hardwoods, within the same sampling units, for which 
the quarter-strip du.ta are presented in Table 47; the oculurly estimated 
volume (x) and the measured volume (y), are listed according to hard­
woods (subscript 11), and pine (subscript P). 

The problem now is the adjustment of the ocular estimate of volume 
according to the species groups, singly and combined, for the entire tract 
of 160 acres. 

TAUI,E 47. Concomitant Observutions of Volumi.! in 1\1: fel'-t b.m. to the 
Quarter-Strip, in Pine and Hardwoods, According- to Ocular 

Estimate (x) and Direct MeaslU'ement (y) 

Ocular estimate Direct measurement 

Block H:1l'dwoods Pine Hardwoods Pine 
XII xp Yll YP 

1. ............. 5.02 4.49 4.63 4.27 
4.03 2.87 3.82 2.97 

2 .............. 1.45 1.13 1.63 1.22 
0.83 1.94 0.60 1.95 

3 .............. 5.37 2.84 4.36 2.73 
2.67 3.49 3.38 3.30 

4 .............. 1.99 1.16 1.67 1.43 
1.63 0.70 1.58 0.90 

5 .............. 3.60 6.87 3.49 4.74 
4.52 3.60 4.07 3.73 

6 .............. 1.01 3.17 0.97 2.34 
0.00 1.80 0.00 1.59 

7 .............. 2.41 4.52 2.00 3.92 
3.67 ,1.12 3.55 3.49 

8 .............. 1.39 1.71 2.38 1.36 
2.52 3.30 2.33 3.415 

Sum ........... 42.11 47.71 40.46 43.42 

General mean ... 2.632 2.982 2.529 2.714 

Having already the solution for hardwoods alone, it may seem that 
the problem merely implies the adjustment of the ocular estimates of 
pine by the same method. Such would, indeed, be the simplest solution 
if the main interest was centered in either group alone, wjth no more 
regard ror the possible influence of other groups of timber upon that 
group than the cruiser normally has for the influence of grass, brush, or 
timber reproduction upon the merchantable volume of a given group. 
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As adjustment is to be applied to the ocular estimate of both groups 
together, as well as of each group separately, the three regression equa­
tions required should be made to express the adjustments in terms of the 
same independent variables; namely, the ocular ,estimate of hardwood, 
and of pine. 

The method to be used contains the supposition that measured pine 
may be associated with the eye-estimate of hardwoods; and that meas­
ured hardwoods may be associated with the eye-estimate of pine. While 
such suppositions may seem to border on the ridiculous, since anyone can 
distinguish a pine from a hardwood at a glance, yet it is easy to imagine 
conditions for which the associations might be expected. If, instead of 
pine and hardwood groups, we were concerned with two groups of pine, 
say loblolly and shortleaf pines, and if the ocular estimator tended to 
confuse large shortleaf pine with loblolly pine, there would then be such 
an association. 

In the present case the regression for adjusting the ocular estimate 
of hardwood is of the form 

Y H =YH+hI1 (':t:Fl- XlI )+hp(xp-xp) 

in which the regression coefficients are symbolized by h, since hardwood 
volume is the dependent variable; the subscripts t.hereto (11 01' P) refer­
ring to the associated independent variable (hardwoods or pine, as the 
case may be). The corresponding regression for adjusting the ocular 
estimate of pine, in terms of the same independent variables, is 

YP =Yp+PII(Xn-:CH) +pp(xp-xp) 

in which the regression coefficients are symbolized by p, since pine is the 
dependent variable. The regression for adjusting the ocular estimate 
of hardwoods and pine together, is then the sum of these two, or 

(Yli+Yp) = (YlI+YP) + (hlI+PII)(XII-XIl) + (hp+pp)(xp-xp) 

and this is in terms of the same independent variables. Consequently, 
only two of these three equations need be calculated. 

Applications of the equations involve, at one stage or another, all the 
sum of squares and products, within blocks, among the four variables of 
Table 47. These are presented in Table 48. Each entry is, of course, 
based upon eight degrees of freedom. 

In order to simplify the algebra, let XII, XP, YlJ, and yp denote devi­
ations from block means. Then the coefficients in the first regression 
equation above, for which 

(YH -YlI) =hHXlI+hpXP 
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may be derived from the two normal equations 
n 11 n 

h}/S(X]I) +hpS(XlIXp) =S(l#YlI) 
n 71 

hII8(XlIXP) +hpS(xj,) 

TABU;; '18. Sums of Squares aml Products within the Blocks, mnong" lhe 
Quarter-Strip Observations of Tahle 47'" 

XII Xl' ')J}[ UP 
--------------------1--------1---------
XlI· . - •. - . - . - ... 6.7575 -0.4099 3.7644 0.5842 

Xp ............ . 9.5863 5.5!)28 

YH········· - .. - 8.1889 -0.4203 
---------------1--------------------
Yl'· ........... . 4.5453 

*SUIIlS of squares are at intersections of rows and columns of like designation; sums 
of products among variables are at, intersentions of unlike designations. 

Whenever the same set of values of the independent vnriables applies 
to more than one dependent variable, it. is usuu11y preferable to solve for 
the c-multipliers, which involve the independent variables only, and to 
use them to obt::dn the regression coefficients and the necessary variances. 

This scheme has been used in Sec. 10.5. The theory behind it, for 
the case when the regression equation constant, a, is zero, is discussed in 
Sec. lO.5(B) of the Appendix. Further development which provides 
for the present case-in which a is not zero-is treated in Sec. 11.4 of the 
Appendix. 

Solving first for CllH and ClIP, we have 

cHII,9(xlI) +c/JPl-g(XJIXP) = 1 l .............. (4a) 
n 11 r 

C1lFIS(X/JXp)+CllpS(XP) =0 J 
and for the solution of ClIP (as a check) and Cpp 

ClII'S(Xf~) +CPPS(XllXp) =o} .............. (4b) 
n n 

cIIPS(x!{xp)+cppS(xj,) =1 

whence the regression coefficients for the hardwood equation are ob-
tained as follows: 1 

hH=CIlllS(XHYff)+CU)}(XPYll) .......•....•.. (5) 
n n j 

hI' = C/JPS(XlIYH) + cppS(XPYH) 
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In the numerical work, one takes the sums of squares and products 
among XlI and Xp from Table 48. Then GIll! and ClIP are calculated from 
the equations (4a) 

6.7575cIlII-OA099cIIP = 1 
-OA099cmrI-9.5863cHP = 0 

whence 
GIllf === 0.148369 j ClIP = 0.006344. 

The multipliers ClIP and Cpp arc next calculated from the equations ('ib) 
6.7575cHP-O.4099cpp=O 

-0.4099clIP+9.5863cpp = 1 
whence 

em' = O. OOG3114 ; cpp=O.104587. 

n n 
Now if one takes the sums of products, S(XIIYlI) and S(XPYlI) from Table 
48, the regression coefficients for the hardwood equation are, from equa­
tion (5), the following: 

hlI= (0.148369)(3.7644) + (0.006344)( -0.(924) = 0.554:13 
hp = (0.006344)(3.7644)+(0.104587)( -0.(924) = -0.04853. 

Thus the regression equation for the hardwood adjustment is 
Y rr= 2.529+0.55413(xrr-2.632) -O.04853(xp-2.982) 

on the quarter-strip basis; the means till, Xll, and Xl' having been taken 
from Table 47. 

The regression coefficients for the pine equation are calculated from 
n n 

the c-multipliers, and the sums of products S(XIIYP) and S(xpyp) of Table 
48. We have 

'PH = (0.148369)(0.5842) + (0.006344) (5.5IJ23) =0.12215 
'PP = (0.006344) (0.5842) + (0.104587) (5.5923) = 0.58859. 

Then the regression equation for the pine adjustment is 
Y p =2.714+0.12215(xrr-2.632)+O.58859(xp -2.982) 

also on the quarter-strip basis. Finally, the regression equation for the 
adjustment of the combined groups is the sum of the two separate equa­
tions, so that 
For the hardwoods: 

Y11=2.529+0.55413(XlI-2.632) -0.04853(xp-2.982) 

For the pine: 

y p = 2.714+0.12215(xlI- 2.(32) +0.58859(xp-2.982) 
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For both groups: 

Y II+ Yp = 5.243 +O.67628(XH-2.G32) +O.54006(xp- 2.982). 

The ocular estimates of hardwoods and pine, as taken ()n the eight ran­
dom samples of whole-strips, are listed in Table 49. As these represent 
a separate and more accurate estimate of each independent variable, 
they are symbolized by XII and Xl' for hardwoods and pine, respectively. 
Upon inserting the quarter-strip means as given in the bottom line of the 
tabJe-2.840 for hardwoods, and 2.446 for pine-for XlI and Xp, respec­
tively, in each of the three regression equations, the adjusted volumes 
are the following: 

For the hardwoods: 
For the pine: 
For both: 

Y II = 2.670 M feet b.m. 
Y p = 2.424 M feet b.m. 

Y1rI-Yp =5.094: M feet b.m. 

Each of these is according to the quarter-strip of half-acre in area. 

TAm.]!; 49. Ocular Estimate of Volullle in M Ft!ct b.m., According to Hard­
wood and Pille Groups, on two Random Whole Strips in 

Each of Eight Blocks 

Block 

1 ...................... " " .. , 

2 ............................ . 

3 ............................ . 

4 ............................ . 

5 ............................ . 

6 ............................ . 

7 ............................ . 

8 ............................ . 

Whole-strip means ............. . 

Quarter-strip means ............ . 

Hardwoods 
XlI 

19.10 
10.50 

8.74 
5.12 

21.22 
12.56 

6.88 
7.51 

16.56 
19.93 

6.22 
0.96 

9.00 
13.42 

8.06 
9.40 

11.361 

2.840 

Pine 
Xl' 

15.37 
10.32 

7.61 
7.70 

10.54: 
13.17 

7.70 
2.72 

11.54 
8.27 

6.46 
5.23 

19.03 
15.84 

3.41 
11.62 

9.7&3 

2.446 
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The next section treats of the estimates of the variances of these 
adjusted volumes. 

11.5 Variances of the Adjusted Estimates. The three re­
gression equations of the preceding section are of a common form, 

Y =a+b1(xI-Xl)+Mx2-X2) . ............. (6). 

The variance of the calculated value-that is, V(Y)-in an equation of 
this form may be expressed in the same general form used in Sec. 10.5, 
that is, 

V(Y) = s2R+S2 . ....................... (7) 

where s2]l is the contribution to V(Y) ascribable to the sampling errOl' of 
the regression equation itself; and 8 2 is the contribution to V(Y) ascrib­
able to the sampling errors of the values Xl and X2 inserted into the 
equation. 

From the development given in Sec. 1l.5(A) of the Appendix, one 
may write 

82 R =S{ ~ +Cll(Xl-Xl)2+CZ2(X2-XZ)2+2c12(Xl -:i\) (X2- X2) J. .. (7[1) 

as the contribution ascribable to the sampling error of the regression 
function itself. Furthermore, 

S2==bi[ V(Xl) ]+b~[ V(X2) ]+2b1b{ COVeVIX2)] . ....... " . (7b) 

is the additional contribution ascribable to the sampling errors of the 
values Xl and X2 inserted into the equation. 

As each of the three regression equations of t.he preceding section are 
not only based upon the same independent variates, but as there were 
also inserted into them the same values-the quarter-strip means of the 
independently sampled ocular estimates-the numerical equivalents of 
(Xl-Xl) and (X2-X2) of equation (6) are, in each case, 

(xR-2.632) = (2.840-2.632) = 0.20S 

and 

(xp-2.9S2) = (2.446-2,982) = -0.536, 

respectively. Furthermore, ell, C12, and C22 of equation (7a) are Cml, 

CHP, and Cpp of the preceding section; and, finally, since each of the three 
regression equatIons were calculated from the data of the same 16 sam­
pling units of quarter-strips, n = 16. Consequently, the numerical value 
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of R of e(juation (7a) applies equally to the three regression equations; 
hence 

B = :6 + (0.148369) (0.208)2+ (0.104587)( -0.536)2 

=0.097551. 
+2(0.006344)(0.208)( -0.536) 

This leaves the coefficient of R-that is, 82-alone to be determined in 
order to arrive at the contribution to ll(Y) of the sampling errors of the 
regression equations. In equations (7) and (7[1), 82 denotes the mean 
square of the residuals of unit weight about the regression equation under 
consideration. With the three regression equations there are, then, 
three separate equivnlents of 82, one with respect to each equation. These 
are derived from the sums of squares and products of residuals about the 
hardwood and pine regression equations, as listed in the middle line of 
Table 50. Here the sum of squares of the hardwood residuals is the 
numerical value of 

s[ (Yll - hllXll - hpxp )2] 

in which the variables are t,akcn as deviations from block means. Upon 
expanding and simplifying according to Sec. lO.4(B) of the Appendix, 
this may be written 

n n n 
S(y,}) -hllS(XHYU) -hpS(XPYH) 

for which the numerical equivalents of the summations are taken from 
Table 48. 

In like manner, the sum of squares of pine residuals independent of 
the pine regression is 

n[ 1 n n n 
S (YP-PHXIl-ppXp)2 J =B(yJ;) -PlIS(XHYP) -ppS(xPyp). 

The sum of products of corresponding residuals about the regressions 

s[ (YlI-hlIXll-hpxp) (YP-PJlXH -PPXP)] 

contains the covariance of the hardwood-pine residuals. Upon expan­
sion and simplifying according to Sec. 1l.5(B) of the Appendix, it may 
be expressed in either of the following forms: 

n n n 
SCYllYP) -hlIS(xuYp) -hpS(xpyp) 
n n n 
S(YllYP) -PllS(XHYU) -pPS(XPYIf)' 
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TABLE 50. Divi13ioll of Sums of Squares allrl Products of Measured Volume 
within Blocks, of Hardwood (y H) and Pine (yp), into Portions Due to, 

and Inc1c})cndent of, Regression on Ocular Estimate of Volume 
of the Same Quarter-Stl-ips 

Sum of squares Sum of 
Due to Degrees of products 

freedom uiI UP ?1Hl/p 

Regression on XH and :~p .. 2 2.1196 3.3629 0.0523 

Residuals .......... , .... 6 1.0643 1.1824 -0.4726 

Total, within blocks ...... 8 3.1839 4.5453 -0.4203 

With six degrees of freedom, then, the mean squares, 82, may be cal. 
culated at once; accordingly, 

1 
For the hardwood: 82 ='6(1.0643) =0.1774 

For the pine: 82 = ! (1.1824) =0.1971 

For both: 82 = ~ [1.0643+1.1824+2( -0.4726)] =0.2169. 

The numerical equivalents of 82, appropriate to the three regression 
equations, are next required in order to complete the estimates of the 
variances of the adjusted volumes. Each 82 contains the regression 
coefficients, which are already available, together with the quarter-strip 
variances and covariance among the whole-strip means. These latter 
are calculated from the whole-strip data of Table 49, the sums of squares 
and products within blocks, on the whole-strip basis, being the following: 

n n 
SeX;}) =75.3347 i S(Xffi) =73.5069; 

n 
S(XJiXp) = -9.4218. 

As these are eaoh based upon eight degrees of freedom among t.he 16 
whole-stl'ip observations, the estimates of the variances and covariance 
of the means to the qua1'ter-strip, including the correction for samples of 
two random sampling units from blocks of 10 are as follows: 

75.3347 (10-2) 
V(Xn) =8(16)(42) ---w- == 0.029428; 

73.5009 (10-2) 
V(Xp) =8(16)(42) 10 = 0.028714; 
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-9.4218(10-2) 
Cov(XIIXP ) =8(16)(42) ----:w- = -0.003680j 

whence, for the numerical equivalents of B2 in equation (7b), 
For the hardwoods: 

82 = (0.55413)2(0.029428) + ( - 0.04853)~(0.028714) 
+2(0.55413)( -0.04853)( -0.003(80) 

=0.009302; 

For the pine: 

For both: 

82 = (0.12215)2(0.029428) + (0.58859)2(0.028714) 
+2(0.12215)(0.58859) (-0.003680) 

=0.009858; 

82 = (0.67628)2(0.029428) + (0.54006)2(0.028714) 
+ 2(0.67628) (0.54006) ( - 0.003(80) 

=0.019146. 

Upon asscmbling the values for the solution of the estimates 
V(Y) =s2R+S2 

appropriate to each of the three regression equations, 
V(YlI ) = V(2.670) =0.1774(0.097551)+0.009302=0.026608 
V(Y p) = V(2.424) =0.1971(0.097551) +0.009858 = 0.029085 

V(YH + Yp) = V(5.094) =0.2169(0.097551)+0.019146=0.040305 

The square roots of these variances are the estimates of the standard 
errors of volume in M feet b.m. to the quarter-strip of half-acre. Each 
is based upon the six degrees of freedom appropriate to the estimate of 82 

of equation (7a). To the half-acre, then, the estimates of the population 
means are 

For hardwoods: 2.670iO.163 M feet b.m. 
For pine: 2.424±0.171 M feet b.m. 
For both: 5.094±0.201 M feet b.m. 

while the volumes on the entire tract of 160 acres arc 320 times these. 
11.6 Reconciliation of the Conflicting Requirements of 

Mapping and Sampling in Forest Surveys. The two major 
objectives of forest surveys of many properties are the estimation of the 
timber volume and the construction of a contour map. Field work is 
commonly carried out according to the plan known as the two-run map­
cruise. Each 40-acre square is traversed by two lines, at lO-chain inter­
val, with the aid of staff-compass, Abney hand-level, and 2-chain trailer 
tape. These lines serve the twofold purpose: (1) to establish locations 
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and elevations for fitting contours on a sketch-map of the area traversed, 
to 5 chains on either side of the line, and (2) to determine for the timber 
cruiser-a member of the party-the location of sampling units of timber 
volume. 

In certain surveys the sl1mpling unit is the continuous strip, usually 
one chain wide, centered along the survey line; in others it is the sample 
plot, perhaps y'£-acre in area, and a series of such plots are located at 
uniform distances along the survey lines. Consequently, the sampling 
units describe a. systematic pattern of strips, or line-plots, on the map of 
the property in question. 

Under such conditions the probable discrepancy between the volume 
as estimated from the direct measurements and the corresponding true 
but unknown volume cannot be assessed unequivocably; for the math­
ematical requirements for the solut.ion of t.he l)Toblem of probable dis-

b [J ~ 6 
I( 

> D 10 ,; 

I I~ Ii I 
J!'IG. 2? Showing .systematically-Iocated ci~cular sample plots along survey 

hnes, 10 chams apart; and the 10catlOU of foul' l'Melom strips, 
:lIz-chain wide, in each block. Th~ data of the circular plots 

are u~ed only £01' the I'egression of 
volume on basal area. 
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crepancy imply that the constituent parts upon which sampling error is 
to be based be located independently and at random. 

Now it has frequently been urged, and it is rather generally accepted, 
that when the timber cruise and map construction are joint projects, the 
exigencies of the latter leave no practical alternative to the systematic 
pattern of sampling units. 

Regression, however, offers the opportunity to reconcile the opposing 
requirements. One scheme is illustrated in Figure 26. In this case 
there are four 40-am'e squares, with two lines at lO-chain interval across 
each. If the circles represent systematically located sample plots upon 
which volume has been measured, basal area will have been measured as 
well. These plots contain the materials for the regression of volume on 
basal area. Furthermore, if as many random sampling units as feasible 
-pictured in Figure 26 as strips, ~-chain wide-are run in each 40, 
these supply the independent set of samples of basal area, with which the 
regression equation is entered. 

Sampling designs which are efficient and at the same time adapted to 
the practical requirements of a forest smvey, have rarely, if ever, been 
tried. Yet there is every reason to suppose a great variety of them 
waiting to be explored. 



CHAPTER XII 

ON CERTAIN PRACTICAL ASPECTS OF SAMPLING 

12.1 Definition of Sampling Objectives. Before starting the 
field work for a sample inventory of any considerable population it is 
esscntial that objectives be clearly defined, and that definitions of terms 
appropriate thereto be specific and frce from ambiguity of interpretation. 

If, for instance, information is needed on the present stocking of two 
square miles of area thnt were planted to slash pine sevcral years pre­
viously, the general objective "information on stocking" is, in itself, not 
very clear. It is not sufficiently free from misinterpretation on the part 
of the field men. Should the latter confine their observations to planted 
slash pine, the samples would contain nothing concerning the number 
of natural seedlings. 

More specifically, the objectives of the sample inventory might be as 
follows: 

"To obtain an estimate of the number of seedlings to the acre of (1) 
planted slash pine, (2) natural sbsh pine, f1nd (3) natural longleaf pine. 
Assurance is required that the estimated number of planted slash pine 
be within 10 percent of the true number, with probability of 0.95." 

When several correlated populations are to bo sampled simultane~ 
ously, as in this case, the standard of precision is usually referred ex­
l)licitly to one of them, or a combination of two or more. Others then fall 
in line, their precisions depending upon their frequencies of occurrence, 
and their variances and covariances of unit weight. In this case, planted 
slash pine has been selected to bear the test of precision. 

The next step is to learn what one can, perhaps by preliminary 
reconnaissance, concerning the population to be sampled. Such info1'­
rna tion is often helpful in sampling design. 

12.2 Bias. A constant error that affects all observations alike is 
called bias. Its magnitude is not lessened with increase in sample size, 
for it may be encountered in the complete enumeration as well as in the 
sample survey. 

Bias may be introduced into measurements through instrumentation, 
the personal equation, or instability of the popUlation being sampled. 

Bias of instrumentation is the effect either of improper use of an 
instrument, or use of an instrument not in adjustment. Thus if the 
diameters of trees are measured with a diameter tape and reasonable 
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care is not exorcised in holding the instrument horizontally, diameters 
will be overestimated. Bias of this kind, improper usc of an instrument, 
can readily be corrected by training in attention to detail. If, however, 
diameters are measured with a caliper that is out of adjustment, bias is 
again introduced into all diameter measurements. This same type of 
error may be encountered in the use of a hYPsollleter, or, indeed, with one 
or more volume tflbles which do not apply to the timber at hand; for the 
volume table itself may be regarded as an intrumcnt. Such errors can 
be eliminated by frequent instrumental checks. 

The personal equation as a source of bias appears frequently in the 
estimate of timber volume. Should the volume on sampling units be 
recorded according to eye-estimate, it is very likely that the cruiser will 
consistently over- or under-estimate the real volume, unless he is familiar 
with the tree-form, cull, and utilization practices of the region. It was 
shown in preceding chapters thut systematic error of ocubr estimation 
may be eliminated through the method known as regression. The pruc­
tice of check cruising, however, goes a long way toward the elimination 
of another common systematic error of ocular estimate-that of judging 
the boundaries of sampling units, and recording, in consequence, esti­
mates of volume, the errors of which vary directly with the correspond­
ing errors of sampling unit areas. 

The third type of bias, instability of the population, requires careful 
consideration. For instance, the viability of seed sown in most nurseries 
is estimated from samples of the seed prior to sowing time. But viability 
tests are carried out under conditions more ne!ll'ly ideal than are en­
countered in the field. They are usually performed in the greenhouse' 
In seedbed sowing, then, due allowance should be made for the effects 
of differences in growing conditions us well as of storage on the viability 
of the seed. 

The forest-tree nursery problem serves to illustrate the instability of 
certain populations. The sample census of a nursery, or parts thereof, 
supplies an estimate of the number of seedlings available for distribution. 
This estimate, however, is made a month or so before the stock is lifted. 
In the interim, some of the seedlings, culled because of size, may have 
become plantable. Insofar, then, as the sumple census is taken as a 
forecast, it is subject to the error of forecast as well as to sampling error. 

Tree-growth data are often collected as part of the sample inventory 
of forest properties, primarily by means of increment cores. But the 
use of the increment borer is time~consuming; hence it is not feasible to 
bore all trees on the sampling units. Sub-samples of trees are therefore 
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used in determining growth. How, then, should each be taken? Should 
the borings be taken on all trees of a sub-plot, or will it do as well to take 
a core from one tree to the plot, let us say that one which is nearest the 
plot centerY If the latter alternative is chosen, a higher proportion of 
measurements f!'Om relatively open-grown trees will fall in the samples 
tha.n oecms in the population, and an over-estimate of growth would be 
the result. 

One is occasionally tempted to discard increment core measurements 
of certain hardwood species with indistinct annual rings. But slow 
growth is often associated with difficulty in measuring it; hence the re­
sulting bias of the practice is apparent. 

When increment core measurements have been taken properly, the 
gTowth within recent decades on trees of various sizes may be estimated 
unambiguously. However, the forecast of future growth from that of 
the past must rest upon certain assumptions, and it will be markedly 
influenced by the particular assumptions chosen. 

12.3 Size, Shape, and Structure of Sampling Units. Two 
classes of sampling units have been defined (Sec. 3.2) as follows: 

Ulthnate unit. The smallest plot, or area, that is not subdivided. 
Random sampl'ing unit. A constituent part of the sample which is 

drawn independently and at random. It consists of one or more ul­
timate units. 

If the population to be sampled is homogeneous, there might be little 
reason for choosing one particular size, or shape, of either the Ultimate 
unit or the random sampling unit, in preference to any other. As a 
general rule, however, the populations of forest and field [Lre hetero­
geneous to such an extent that the shape of the ultimate unit and the 
structure and size of the random sampling unit may easily affect the 
precision of the work. In choosing these two units one should make use 
of all information available concerning the pattern and causes of vari­
ation within the population. 

Imagine, for example, a nursery seedbed, 4 by 100 feet in dimension, 
for which the number of plantable seedlings is known for each square­
foot ultimate unit of the 400. Variation in the yields of the ultimate 
units may be due to 

(1) Variation across the bed; 
(2) Variation along the bed; 
(3) Residual variation. 
Now it is known from the nurseryman's experience that there are more 

seedlings to the square foot in the interior of the bed than there are near 
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t.he bed boundal'ies, t.hough they may not. be the $t.urdiest stock. Heucr 
variation in number of plantable seedlings across the bed is commonly of 
considerably greater magnitude than along its length; and the logical 
random sampling unit is the narrow plot of four ultimate units extending 
across the bed. 

It thus !Lppears that t.he greater the variation among ultimate units 
within the random sampling units, the less, in genel'al, becomes vari­
ation among random sampling units themselves. 

In the forest plantation, as another example, variation in survival of 
individual trees may be assigned, with more or less accuracy, to 

(1) The larger subdivisions, or blocks; 
(2) Topographic position within blocks: 
(3) Care of planting; 
(4) Residual variation. 

Planting of nursery-grown stock is commonly done by crews of 10 to 1.5 
men, each crew member being assigned a row, in a set of 10 to 15 parallel 
rows across the principal drainage. 

Suppose a 40-acre tract had been planted in parallel rows six feet 
apart, and also with 6-foot spacing between trees of the same row. As­
suming a square pattern, the plantation would contain 220 rows of 220 
trees in each row. If planted by an ll-man crew, the crew as a whole 
would have planted 20 sets of rows, of 11 rows to the sct. Thus the 
variation in survival between sets is due primarily to heterogeneity of 
soil fertility and moisture, and the occurrence of competing vegetation 
among the 2-acre subdivisions upon which the sets had been planted. 
The 20 sets may therefore be taken as 20 separate blocks, and if a sample 
is drawn from each and every set, variation among sets is completely 
eliminated from the estimate of the number, or proportion, of survivors 
as well as from its sampling error. 

Variation among the 11 rows within each set, however, is due pri~ 
marily to CUTe of planting on the part of the individual planters, as each 
has contributed one row t,O the set. Variation among trees of the same 
row, on the other hand, is assignable to topographic position within the 
set, as each row extends alike across the drainage. 

The problem is to define the ultimate unit, and the random sampling 
unit, so as to eliminate, in so far as practicable, these two sources of vari­
ation from the estimate of survival, and from its sampling error. One 
might, for example, define the ultimate unit as an area 6 by 66 feet ex­
tending across the rows of a set, so as to include one tree planted by each 
crew member. Effects of variation in care in planting would thus be 
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eliminated. The ultimate unit observtLtion would then be the number of 
survivors out of 11 trees planted. 

If marked changes in topography occur from one end of a set to 
another, much of the variation among ultimate units of the same set is 
assignable to topOb'Taphic position. And this should also be eliminated, 
in so far as practicable, by sampling design. 

Suppose it wero feasible to make direct observations on 10 ultimate 
units from among the 220 in each set. As one alternative, then, we 
might conceive the ultimate unit and the random sampling unit as iden­
ti.caL Under thi.s condition, a single random sample of 10 ullits from 
each set would contain all the variation due to topography. Obviously 
it would be preferable to eliminate most of this by dividing each sot into 
five blocks of 44 units each, and then draw an independent random sam­
ple of two units from each block. Sampling the entire plantation in this 
manner would involve 100 samples of two sampling units eltch, and the 
sampling error would be founded upon one degree of freedom from each 
block, or 100 in all. 

Should such a procedure seem somewhat too detailed, one might 
define the random sampling unit as the sum of the five ultimate uni.ts 
having the same ordinal number, over the five blocks of a set. Thus if () 
and 32 represent two random numbers out of 44, the first random sampling 
unit is the sum of the ultimate units number 6 over the five blocks of a 
set. By this device the variation assignable to topography is mostly 
within the random sampling units, and not between them. The sampling 
job of the plantation would then involve a sample of two random sam­
pling units from each of the 20 sets, and the sampling error of the number, 
or proportion, of survivors would rest upon 20 degrees of freedom. 

Sometimes it may happen that the sampled areas are irregular in 
shape, such as those shown in Figure 18. For that illustration the ulti­
mate unit was a square of 1/20-inch on the side, and the random sampling 
unit was a line of thesc ultimate units. The resulting inequality in 
weight was due to variation in the number of ultimate units to the ran­
dom sampling unit. 

A certain amount of generalization may be drawn from the above 
discussion. Sampling units should be formed in such a manner as will 
eliminate as much heterogeneity as practicable-to be accomplished by 
lon.g, narrow plots that extend across variability trends, or by using more 
or less complex random sampling units the ultimate units of which lie Ht 
various intervals along thistrend. If the population were strictly homo­
geneous, the shape of the ultimate unit would not affect the accuracy of 
the results. 
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Irregular areas can be sampled in the same manner as rectangular 
areas. The disproportiortality in weighting of random sampling units 
arises, not on account of variation in size of ultimate unit-for ultimate 
units are always constant in size-but from variation in the n1~m,ber of 
ultimate units to the random sampling unit. 

12.4 The Sample. A sample may consist of a set of random sam­
pling units drawn from the supply of such units in the population as a 
whole; or, in representative sampling (Sec. '1.1) from each stratum, block 
or sub-population into which the general population has been sepamted. 

In all the illustrations thus far used, the sample was drawn in such a 
way that each and every part of the population, or sub-population, had 
an equal chance of being included in the sample. Insofar as this con­
dition of randomization is fulfilled, the sample statistic-such as the 
mean-supplies not only an unbbsed estimate of the corresponding 
characteristic of the population, but it also supplies a valid estimate of 
the probable discrepancy between the true, but unknown, population 
characteristic and the sampling estimate thereof. 

It may be argued that the purposive choice of such sampling units 
which, by eye-estimate, seem to contain better approximations to the 
population characteristic should also supply a. better estimate of it t.han 
is contained in any mndom sample. If the sampler has had considerable 
experience with particular kinds of populations, and is not subject to 
personal bias, he may, indeed, be very successful in sampling them by 
purposive choice. But should the sample of purposive choice be con­
sidered a random sample, the hypothetical sampling error calculated 
therefrom would foster overconfidence by its abnormally Jaw value. For 
the very high-and the very low-sampling unit observations would 
have been denied the chance of inclusion in the sample. 

On the other hand, certain practical sub-sampling designs may impose 
restrictions whereby a lt~rge proportion of the population be denied the 
chance to appear in the samples. The significance of such restrictions 
is, perhaps, best shown by a concrete illustration. A county of North 
Carolina contains 280 square miles of farmland and woodland. This 
area was sampled so as to provide an estimate of its forest area and tim­
ber volume according to major forest types. To start with, an excellent 
map of the county was available. Based upon an aerial survey, it por­
trayed the location of farm buildings, schools, churches and highways, 
as well as the network of secondary and woods roads. One can go 
readily to any designated point marked on the map. 

Each of the 280 square miles was taken as a block, and each block 
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was conceived as subdivided into 64 square plots-as on a chessboard­
of 10 acres. Two of the 64 plots of each block were then drawn, inde­
pendently and at random, and examined in tho field to ascertain timber 
volume and subdivision of land area thereon, according to major forest 
type. Each random sampling unit of 10 acres had, of course, precisely 
the same chance of making the samples. 

Each of the selected random sampling units, however, was not ex­
amined throughout its extent, but was systematically sub-sampled by 
confining the direct measurements to two parallel strips, of Y2 by 10 
chains in dimension, and 5 chains apart. Thus each sub-sample was 
made up of but 1 acre out of the 10 of the plot, its location within the 
plot fixed by the sampling design; and the remaining 9 acres were simply 
denied any chance whatever of being included in the observations repre­
senting the random sampling unit concerned. 

It has been assumed, in this case, that failure to randomize the sub­
samples can introduce only a negligible bias to the est.imates and to their 
sampling variances. Should the assumption have been considered un­
warranted, the possibility of bias might have been completely eliminated, 
upon selecting a random sub-sample of 1 acre, from among the 10 acres 
of each plot, independently. In eithcr case the variance of the general 
mean is contained in the mean square between plots within the blocks. 

The use of circular plots in sampling forest and field popUlations is 
another example of systematic sub-sampling of random sampling units. 
Thus while the latter unit might be an area of 2 chains square, there are 
practical advantages in confining observations to the inscribed circle of 
3.1416 square chains, or 78.4 percent of the entire random sampling unit. 
Any loss in information which might adhere to this scheme should, in­
deed, be more than recovered by the additional number of circular plots 
it may be made to provide. 

The importance of random selection lies in the fact that the sample 
supplies all the information necessary to evaluate its own accuracy. One 
or more systems of sampling, more accurate, perhaps, than random sam­
pling, might be designed; but unless the sampling distributions of their 
statistics are known, the only way to test accuracy is by comparison 
with the complete canvass, that is, with corresponding population param­
eters. This can be done for a few populations only. Thus any use 
of statistics obtained from a system of sampling, other than random 
sampling, must be predicated on thc similarity between the population 
sampled, and others for which a~ accurate check is at hand. Samples 
collected by such procedures do not, therefore, supply all of the informa-



ON CERTAIN PRACTICAL ..ASPECTS OF SAMPLING 185 

tion necessary for evaluating sampling reliance, and inferences drawn 
from them are weakened. 

12..5 The Determination of Sampling Intensity. The 
amount of time and funds to be applied to sampling any considel'able 
population is usually preassigned. It is then the sampler's job to provide 
a sampling design which wiH provide the maximum amount of informa­
tion as well as an estimate of the precision of the sample statistics. 

Often, however, it is required to estimate in advance the amount of 
time and funds which will purchase statistics of given precision. Thus 
if the variance of unit weight in a population is known, the ex-pression of 
the variance of the mean of weight n is 

0"; 
n 

and this may be used to determine n. Should one strive for a standard 
errol' of the mean of y equal to 10 percent of the mean itsclf, then 

V(y) = (0.ly)2. 
Upon substituting this in the expression above, and solving for n, 

0"; 

n= (O.I:W . 

Obviously this expression calls for an estimate both of O"~ and y. 
A rough estimate of the standard deviation may be had by making use 

of an ocular estimate of the range, obtained, perhaps, in a preliminary 
reconnaissance of the population. In the normal curve of error the 
range which encloses 99 percent of the distribution is 2.5760" on either 
side of the mean, where 2.576, taken from Table 7, is t at the 1 percent 
level when based upon any considerable number of degrees of freedom. 

One may, accordingly, take the range, R, to be 2(2.5760"). If, then, 
a rough estimate of R is obtained by direct observation, 

5.:52 is a rough estimate of 0". 

By way of illustmtion, the random sampling unit of the plantation 
population of Sec. 12.3, contains 55 trees, divided among the survivors 
and the dead. In counting the survivors, according to the random sam­
pling unit, the range in possibilities is from 0 to 55. Hence a rough 
estimate of 0" may be taken to be 

55 
5.152=10.7. 

Such rough schemes should be used only in the absence of better in­
formation. 
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In order to complete the estimate of what sampling intensity to apply, 
there is needed an estimate of the mean number of survivors in 55 trees 
planted. This estimate may be had in the same preliminary reconnais­
sance which includes the location of the plantation boundaries. Suppose 
one guesses the survival to be between :~5 and 55 percent, that is, between 
19 and 30 survivors to the random sampling unit of 55 trees. If the 
st,al1d[1rd error of the mean is to be of tho order of 10 percent of the mean, 
then, roughly, 

SE(y) is to be between 2 and 3 trees, 
whence the number of random sampling uni!;s to be included in t,he 20 
sets of samples-one sample from each block-lies between 

c~·7r and c~·7r 
or between 13 and 29. One judges, therefore, that if each of tho 20 
samples is made up of two random sampling units, the resulting precision 
will be at least as good as cxpected. 

12.6 Allocation of Costs in Double Sampling. The use of 
regression is to be recommended in sampling whenever (1) the direct 
measurement of the variate, y, whose mean is to be estimated, is relatively 
costly; and (2) the variate y is associated with, 01' dependent upon, an­
other variate, x, which costs relatively little to observe, or measure 
directly. 

Under these conditions comparatively few observations are taken on 
the 2-variate population of (y, x), and the regression of y on x is cal­
culated therefrom. Then a random sample, or a set of random samples, 
is drawn from the popUlation of x, and the general mean of x is inserted 
into the rcgression equation, the solution affording the best estimate of 
the mean of y under the conditions. 

Thc decision to employ the method of double sampling implies that 
the cost of the field work is to be allocated between the two parts of the 
job. Suppose, by way of illustration, th[1t a sample census of the plant­
able seedlings of a given species in a nursery is required. The regression 
of the number of plant ables, y, according to the sampling unit, on the 
entire number of seedlings, x, of the form used in Sec. 10.3, was 

for which 
Y=bx 

2 (T~ •• 
Ub=-_ 

nx 
based, in that case, on 54--01', in general, on n-sampling units from the 
2-variate popUlation of (y, x). There is substituted for x, in the re-



ON CERTAIN PRACTICAL ASPECTS QII' SAMPLING 187 

gression equation, the general mean of a set of random samples from the 
population of x, based upon m random sampling unit observations over 
the entire set. Thus if Xl denotes this general mean, 

" 
Vex') -t (]"~. 

m 

The best estimate, Y, of the mean of y is then 

Y =bx', 
and the variance of this estimate may be expressed (t:\ec. 10.:1) as 

b" " (1)2 2 
a}= "U;;+ x U~."' ... " ...... ........ (1). 

rn nx 

Now it should be kept in mind that, at best, the f1llocation of sampling 
costs rests upon one's judgment and experience with the particular kind 
of population concerned. In the present case, it seems reasonable that 
any difference between the mean of x in the regression sample-that is, 
x-and the general mean of the independent random samples of x-that 
is, :t;I-should be negligible. If, then, x be substituted for :t l

, one mlLY, 
for present purposes, simplify equation (1) to the following: 

2_b2 u; :c a~.", .. 
a y - --+-- appIQ)nmately ........... Cla). 

rn n 

Consider next the second phase of the problem. The field cost of 
sampling, say T, is to be distributed between (1) the n observations on 
the rebtively costly sampling for the regression, the charge for which, 
is, say, en to the sampling unit observed; and (2) tho rn observations on 
the rehttively inexpensive work of collecting the independent set of ran­
dom samples of the independent v[Lriate, x, at a cost of Cm to the random 
sampling unit observed. It follows, then, that 

T=ncn+mcm • .•••.••.••.••••••.• (2). 
The values rn and rio are to be chosen, so that equation CIa) is minimum, 
subject to the condition of equation (2). From the latter cquation 

T-nc" 1n=---, 
Cm 

and substituting this for rn in equation (la), the latter may be expressed 

b2 
(]'2 ern X u2

." • u;= 'l~+ __ v - approximately. 
-nell n 

The value of n which makes this a minimum is required. Upon differ­
entiating with respect to n, and equating to zero, it follows that 

C C b2q2 -i'(]'2 
m n '" -~=O 

('l'-nc,,)2 n2 
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and after substituting nWm for (T - nc,,), this may be expressed as 

m= Ic,,( blJ'z _) ....•...........•... (3). 
n "\Ic", O"y."vx 

It is now apparent that the most efficient allocation of costs rests to a 
large extent upon experience with the particular kind of population con­
cel'ned, since the numerical equivalents of the factors within the paren­
thesis are to be obtained only after the completion of the job. But 
budgeting of funds requires some advance guess of their expected values. 

The forester in charge of the sample census in Sec. 10.3 estimated 
the parenthesized factors of equation (3) to be %. From past experi­
ence, he knew that 

c,,= 15 and cm =2 

to be a satisfactory approximation, so that by applying equation (3) he 
arrived at 

Tn 2 /15 2 . I 1i=3'VZ= approximate y. 

This turns out to be not the best ratio, however, for the observed equiv­
alents of the parenthesized factors of equation (3) obtained after the 
completion of the field work, taken from Sec. 10.3, are the following: 

116 -) !T~; 0.81 -) b; 

058 2 2,413_ 45 _,;:, 
. -) !Tv·,,; 54 - '-"" 

whence 
b!T" / (0.81)2(116) _ 1 7 

(fll."vi 'i (0.58)(45) - . 

from which it appears that 

~=1.7~1: =5 approximately. 

Thus a set of random samples containing, in all, five times as many ran­
dom sampling units as the number of sampling units in the regression 
sample-instead of twice as many, as actually obtained-might have 
been a happier choice. 

Another type of adjusting equation, applicable to timber cruising, 
is the regression of measured volume on either basal area, or the eye~ 
estimate of the same volume, for which 

Y =a+b(x'-x). 
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The variance of a and of the inserted mean (x') of the independent set of 
samples of x, are, in this case, 

" (j~.", 
(jii=- • 

n ' 
a 2 

Vex') =---= . 
rn ' 

for which, as before, n is the number of sampling units of the regression, 
and 'In is the total number of random sampling units upon which x' is 
based. The variance of Y as estimated from the equation is, from Sec. 
8.5, the following: 

In practice, the third term of the right-hand member is discarded as it 
should be close enough to zero to be negligible. Then 

• b2 2 
~2=U;'.",+~ . t I (4) 
U Y n tn appl'OXlllla c y ............... " 

If, a.s before, 
l' = nc" + 'me", 

one may replnce m of equation (4) by 

T-nc" 

and (4) may be ex "pressed as follows: 

2 O"~.", b2 u; cm • 
uY=-+T approXImately. 

n -nc" 

Upon equating the first derivative of this (with respect to n) to zero nnd 
then substituting 'mCm for (T-rwn), as before, one may express the result 
as follows: 

!!!:= /cn(bUa:). 
n '\} em (j y. '" 

EX'Perience in timber cruising indicates that the numerical equivalent 
of the parenthesized factor is 2, approximately, provided the regression 

~ is one of measured volume on basal area of the same sampling units. 
Should the regression equation express measUI'ed volume in terms of eye­
estimate of the same volume, the parenthesized factor varies from 1 to 4, 
depending upon the accuracy and consistency of the eye-estimatc of 
volume. 
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TECHNICAL N o'rES 

The section numbers correspond to the sections of the text wherein 
reference is first made to this Appendix. 

3.4 The Sampling Variance of the Mean of a Random 
Sample of n Values from a Finite Population of N. Let each 
of the n observations be expressed as errors, that is, let each 

(y - p.) = f 

be a deviation from the population mean. Thcn the mean error of a 
sample of size n is 

i = l(€l + £2 + ... + Ej + ... + fj + ... + En), 
n 

and its square is 

(E) 2 = ~ (El + £2 + ... + €i + ... + (j + ... + (,,) 2 
n" 

_!_ r n 2 _ ,,02 .. ] 
n 2 l S(E;) -I 2 S (l,f:]) ...................... (1) 

in which 
nl 

"C 2 = ) (n-2!2! 

Now in a finite population of N values of € there are NC" possible 
values of E, each based upon n observations. Upon summing (1) over 
all NOn possibilities, we have 

N~n(E)2 = ~2t~n [S(£Dl +2 N~n["~(£iEi) It ... " .... (2). 

The first term within the braces of equation (2) is the sum of (NCn) (n) 
values of E~. Since there are only N distinct values of £, some of these 

have been used more than once. They have, in fact, been used (NC~ (n) 'I 

times. Thus one may write 

N~n[S(E~) l= ;(NOn)S(E~) ............... (3). 

Furthermore, the second term within the braces of equation (2) may 
be expressed 

NCn[",C2 1 ("C 2) (NCn) NC2 
S S (E;fj) = NOZ S (fiEj) '" ........ (4) 
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because it is the sum of ("C 2) (NC,,) values, there being NC 2 possible com­

binations of (€ i ~j), and each product is used ~ CvCn)(nC 2) different 
times. N 2 

Upon putting the forms (3) and (4) into equation (2), 

NsCn[C-)2J =]_ ~_!!:( C )NS( ~)+')("C2)(NCll) N9,2 ( .. )~ e ,> N N" EO, '" C' "E,EJ. 
W N 2 

the average of which is the exact value of thc variance of means of weight 
n. This average is 

1 NCn[ ] 1 1 n N C NC2 ( -C' S (E)2 =~ N- S(E1)+2 "c:.!. S (tiEi) ....... (5). 
N 1t n N 2 

The part within braces may be simplified; for 

Furthermore, 

N 

"C2 n! (N -2) !2! 
NC2=(~t-2)!2f N! 

n( n-l) 
N(N -1)' 

since S(Ei) is the sum of residuals by definition. Hence 
NCZ N 

2 S (fiE;) = -S(E1). 

Equation (5) may therefore be written as follows: 

1 NCn[ _ .-J 1 1 n N 2 n( n-l) ~ 0 ~ 
NC" S (e)- = n2 N S(E i )-N(N_l) S(Ei)~ ..... (5a). 

Now 

~ ~(E1) =O'~ . ... , , , . , .. , .. , .•. , .. , (6), 

Hence, the exact value of the variance of means of n observations of y, 
from the finite population of N, is 

~ ~n<T3-',~~n~ N q~~ =~(~ =~), . , . , , ......... (7). 

In practice, one cannot obtain, from a sample of n values, the exact 
O'~ of equation (6) which this expression requires. Neither can one sub­
stitute, for it, the estimate 

s~=_!_1 S[CY-fd] n-
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which applies to hypothetically infinite populations. Consequently, it 
is necessary to consider the estimate s~ of O"~ afresh. 

Regardless of whether the sampled population is finite or hypothet­
ically infinite, each real error (y-p,) may be expressed as the sum of two 
contl'ibutions, as follows: 

(Y-J.L) = (y-y) + (1j-p,). 

Upon squaring, then adding over all n values of the sample, and remem­
bering that the error of the sample mean (y - p,) is constant for the sample, 

s[ (y_P,)2] =s[ (Y-fN] +n(y-p,F+2(Y-p,)S(y-y). 

The third term on the right is zero, as one of its factors, being the sum of 
residuals, is zero. Upon dropping this term and then transposing so as 
to express the errors in terms of the residuals, . 

s[ (y-:w] =s[ (y-p,)2]-n(Y-M)2. 

It is known, from Sec. 1.7, that the first term on the right is an unbiased 

estimate of nu~; and that (y_p,)2 is an unbiased estimate of _!_O"~. Thus, 
n 

the above equality may be written 

s[ (y_y)2] -)0 nu~-n :~. 
But should the sample be drawn from ajinite population of just N values 
of y, the variance of the sample mean requires the adjustment factor 

N-n 
N-l 

of equation (7) as developed above. Therefore the sum of squares ob­
tained from a random sample of size n, when drawn from a finite popUla­
tion of size N, should be expressed 

s[ (y-m 2
] -)0 nO":-n ~(~ =~) .............. (8) 

and this may be written 
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whence, upon dividing by (n-l)(N~l)' the estimate of the variance 

of the finite population may be expressed, 

(N-l)S[CV-y)2]=(N-l) 2 2 
N n-l N 8 11 --l> II1/" 

Upon inserting this estimate of u~ into equation (7) above, 

V(y) = ~~( N ;n) ..................... (9). 

This is the estimate of the variance of the mean of a random sample of 
size n, drawn from a finite population of N values of y. 

7.7 The Variance of the Product MN, when M and N Are 
Independently Subject to Sampling Error. Suppose the ob­
observed M and N contain errors EM and EN, respectively, such that 

M=/.LM+ejf 
N=/.LN+EN 

in which 11M and I1N are the true characteristics of the populations of M 
and N. The real errors EM and eN are independent of one another, and 
each is, of course, as likely to be positive as negative. Then the product 
is 

=/.LM/.LN+/.LMEN+/.LNEM+EMEN 

and the error €}'[N of the product is 

ElIfN= (MN -fJ.M/.LN) =/.LMEN+,uNEM+EMfN. 

The average value of the square of this expression is the variance of the 
product. But the average value of the square of (EMfN) is negligible by 
comparison with the average value of the square of Jl.ft{EN and of J.LNEM; 
furthermore, the errors are independent; hence in the average 

0' lIN = J.t kIT k + p.J.ru 1· 
In practice, M and N are estimates of J.LM and J.LN, respectively. If M and 
N are independently distributed, and V(M) and YeN) are estimates of 
their sampling variances, then 

V(MN) =M{ YeN) ]+N{ V(M) 1 
in which Y(MN) is the estimate of the sampling variance of MN. 

10.4(A) Derivation of Normal Equations. If an estimate, 
Y, corresponding to an observed dependent variate, y, is to be expressed 
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in terms of, say, the three independent variates Xl, X2 and X3, such that 

Y =blXl+b2X2+baxa 
the numerical equivalents of the regression coefficients, b1, b2 and ba, may 
be calculated according to the method of least squares. The application 
of the method of least squares consists in the evaluation of the unknowns, 
b1, b2 and ba, such that the sum of squares of residuals 

s[ (V- Y )2] 

is mllllmUll1. Given 'It independent sets of observations on the popula~ 
tion (y, Xi, X2, xa), this is equivalent to setting 

s[ (Y-b1Xl-b2X2-baX3)2] . .................. (1) 

to a minimum; or if the observations do not all have the same weight, 
but each is assigned a weight w, then the sum of weighted squares of 
residuals, that is, 

s[ w (y - bi:lh - b2X2 - baxa) 2] .................. (2) 

is to be minimum. With the three unknowns of equations (1) and (2), 
their sums of squares are based upon (n-3) degrees of freedom. Con~ 

sequently, n must exceed three observation equations, in these cases, in 
ol'der to provide for a mean square of the l'esiduals. As equation (1) is 
a special case of equation (2) with w = 1 throughout, the latter will be 
used for purposes of illustration. 

From the calculus it is known that the minimum value of (2) will be 
obtained if its first deriv£1tives with respect to bi , b2, and ba, are zero. 
Upon differentiating equation (2) with respect to each unknown in turn, 
and equating each first derivative to zero, we have 

2 s[ W(y-biXl-bzxz-baXa) ( -Xl) J =0 

2 s[ W(y-blXl-b2X2-baXa) ( -X2) ] =0 

2 s[ W(y-b1X1-b2X2-baxa) ( -xa)] =0 

and upon dividing by 2, and carrying through the products and sum~ 
mations indicated, the three normal equations are the following: 
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[ n 1 [n 1 ['II 1 [n 1 b1 S(wxi) +b~ S(WXIX2) +ba S(w.rlXS) = S(WXIY) 

[n ] [71 1 [n 1 ['It 1 VI 8(WX1Xa) +b2 8(WX2Xa) +ba S(WX~) = S(WXaY) 

Quantities derived from the observations a.re enclosed within brackets. 
The simultaneous solution of these three equations renders the unknowns 
bb b2 and ba• 

Should all the observation equations be assigned the same weight, 
then W may be taken as unity, and deleted from each term of the normal 
equations (3). The remaining part would, indeed, be the normal equa­
tions as derived directly from equation (1). 

Should there be but two unknowns such that the regression equation 
takes the form 

Y=b1xl+b2x2 .•..•...•.••...•.•• .... (4), 

one would mm'ely delete from the normal equations (3), the third column 
and the third line. In this case one should have the two normal equa-
tions, 

bfg(WXi) 1 +b{ S(WXIX2) 1 = [ S(WXIY) 1 

b{ S(WXIX2) 1 +b{ S(wxD 1 = [:9(WX2Y) 1 
........ _ (5). 

Specifically, the regression equation of Sec. 10.4 in Chapter X is that 
of equation (4) above, with the difference that Xl and X2 of this equation 
arc X and X2 of the nursery seed bed data; and the weights, w, of equations 

(5) are the values _!_ of the seed bed data. Inserting these for 'W, Xl and 
x 

X2 of the normal equations (5), the latter take on the form used in Sec. 
10.4 of Chapter X. 

10.4(B) The Sum of Squares Independent of the Regres­
sion. This is the sum of squares of equation (1) or (2) above. Upon 
expanding equation (2), 
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n n n n 
+b~ 8(wxD -2b1 8('WXIY) -2b2 S(WX2Y) -2ba 8(WXaY) 

n n n 
+2b1b2 S(WXIX2)+2b1ba S(wxIXs)+2b2bg S(WX2Xa). 

This is rather unwieldy, but, fortunately, it submits to considerable 
simplification. The above expression may be written 

nr 1 n [ n S W(y-blXl-b2X2-baxa)2 J =S(wy2)+b1 bI 8(WxD_ 

+b2S(WXtX2) + ba:g (WXIXS) ] 

-1-b{ b1S(WXIX2) +b2S('WX~) +baS(wx2xa) ] 

-1-b{ b1S(wxlxa) +b2S(Wx2Xa) +bsS(wxD ] 

n n n 
- 2b1S( WXIY) - 2b28 (WX2Y) - 2ba8 (WXaY). 

Now the expressions of the right·hand member which are enclosed 
within braclcets are, respectively, the left-hand members of the normal 
equations (3) in Sec. lO.4(A) above. Thus 

s[ w(y -b1xl- b2x2- baxa) 2 ] = S(wy2) -1-b1S(WXIY) + b2S(WX21})+baS(wX3Y) 

n n n 
-2bI S(W:1hY) -2b28(wX21/) -2ba8(wxaY), 

and the sum of weighted squares of residuals may be stated as follows: 

s[ w(y-b1xl-b2X2- b3Xa) 2 ] = S(wy2) - bl~g(WXlY) - b;S(WX2Y) -baS(wxaY). 

In this form it becomes evident that the sum of weighted squares of y 
n 
8(wy2) 

on n degrees of freedom is divisible into a portion due to regression, 
that is, n n n 

b18(wXIY) +b28(wX2U) +ba8(wxsy) 
on three degrees of freedom, and the residue portion, independent of the 
regression, n[ ] 

S w(y- blah -b2x2-baxa)2 

on (n-3) degrees of freedom. 
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Should there be but two unknowns, as in Sec. 10.4 of Chapter X for 
which Xl and X2 of the above discussion are x and x2, respectively; and for 

which the weights, w, are taken as _!_, it follows that the division of total 
x 

sum of weighted squares of y, into portions due to, and indeprmdent of, 
the regression, takes the form presented in Table 38. 

10.5 The Variance of the Regression Function Y=b 1xl+btxz 
+b3x3, and Developments Leading Thereto. Many applications 
of multiple regression involve certain coefficients, known as c-multipliers, 
which depend upon tho independent variables only (Fisher, 193G. Secs. 
29 and 29.1). But in order to show the meaning and use of the c-multi­
pliers, it is desirable to develop (1) the solution of normal equations by 
determinants; (2) a convenient method of calculating the c-multipliel's; 
(3) through them, the estimate of varin,nces and coval'iances among 
regression coefficients; nnd (4) the variance of the regression function. 

These will be taken up in order. 
lO.5(A) Solution of the Normal Equations by Determi­

nants. Given the regression equation 

Y = blxl +b2x2+b~x3, 

notation may be changed for purposes of condensation, to the following: 
Let 0, 1,2, and 3, denot.e y, Xl, X2, and X3, respectively, such that 

n n n n 
S(y2) = (00); S(YX1) = (01); 8(YX2) = (02); S(YXa) = (03); 

n n n 
8(xi) = (11); S(XIX2) = (12) ; S(XIX3) = (13); 

n n 
8(~) = (22); S(X2Xa) = (23); 

n 
S(xD =(33); 

the parentheses of the right-hand members signifying summation over 
all the n independent pairs. In this notation the normal equations may 
be expressed as follows: 

I. bl(ll) +b2(12) +ba(13) = (01)1 

II. b1(12)+M22)-J-bs(23)=(02)J ........... (1). 

III. bl (13)+b2(23)-J-ba(33) = (03) 
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Now the determinant of the system, involving only the independent vari­
ables, is 

(11) (12) (13) 

D= (12) (22) (23) = (1l)A n -l-(12)A 12+(13)A1:! .•.•... (2) 

(13) (23) (33) 

in which Au, A J2 , and A 13 are coractorA, respectively, of the elements 
(11), (12), and (13). 

Upon mUltiplying I, II, and III of equation (1), by An, A J2 , and A 13, 

respectively, 
Mll)All -1-b2(12)A l1 -1-bs(13)A n = (OI) A111 
Ih(12)A12-1-b2(22)AI2-1-ba(23)A12= (02)AI2 J' ...... (3). 

M13)A 13 -1-b2(23)A 13-1- ba(33)A 13 = (03)A 13 

If these three eqlI:1tions are added together, 

b{ (li)An -I- (12)Ald- (13)AJa] -I-b2[ (12)All -I- (22)A 1Z-l- (23)A I3 J 

+b{ (13)AJ1 + (23)A I2 + (33)A13] 

= (Ol)Al1+ (02)A I2 +(03)A 1R • 

N ow the second and third of the bracketed terrns are zero because they 
represent a determinant in which two rows are identical. Hence equation 
(3) may be expressed 

b{ ell)Au -I- (12)A12+ (l3)AI3] = (Ol)Au + (02)A 12+ (03)A 13 

and 
b

1
= (01)A u -!-(02)A 12+(03)A 13 

(ll)Au +(12)A12+ (13)A 13 
or, in determinant fotm, 

(01) (12) (13) (01) (12) (13) 

(02) (22) (23) (02) (22) (23) 

(03) (23) (33) (03) (23) (33) 
hi = ------ = --------. 

(11) (12) (13) 1) 

(12) (22) (23) 

(13) (23) (33) 
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The regression coefficients bz and b3 may be derived along the Salne 
lines; for the determinant of the system of equation (2) may also be 
expressed in either of the following forms: 

D = (12)A 1Z+ (22)A 22+ (23)A 23 

D= (13)A 1a+ (23)A 23+ (33)A33. 

These equations lead to the determinant expressions for b~ and ba ill 
which (11) (01) (13) 

1 
b2 = D (12) (02) (23) 

(13) (03) (3:3) 
and 

(11) (12) (01) 

1 
(12) (22) C02) . b·1=-. D 

(13) (28) (08) 

These expressions may be put in slightly different form, for purposes 
of immediate use, so that 

b1 = b [(01)An+(02)Ald-(03)A13]' ......... (4a) 

b2 = b [(OI)AIZ+C02)A2d- C03)A23]'" ....... (4b) 

b3 = 1 [(Ol)A13+C02)A23+C03)A33] .......... (4c) 

10.5(B) Calculation of the c-Multipliers. The c-multipliers 
may be defined in terms of the symbols used above. For, in fact, 

An A12 Al3 
cn=]5; C12 =}5 i C13=7)i 

AZ2 A 23 
CZ2=-; -i 

D C23=D 
A3a 

C83=]). 

Hence, upon substituting the c-multipliers for their equivalents as given 
in equations (4a), (4b) and (4c) above, these equations may be expressed 
in the following form: 

b1 = cll(01) +C12(02) + C13(03)1 

b2 = clz(Ol) +c2z(02) +C23(03) J .............. (5). 

ba:;; cIs(Ol) +c23(02) +C33(03) 
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The b-regression coefficients may thus be roadily calculated provided 
the numerical equivalents of the c-multipliers are known. These may be 
deduced from the discussion above. Irrom equations (2) and (3), 

(l1)A11 + (12)A 12+ (13)A 13 = D 
(12)A 11+ (22)A 12+ (23)A1;1 =0 
(13)All + (23)Al~+ (33)A13 =0, 

Upon dividing each of these by D and remembering that 

one may write 

1111 1112 ;t13 D =C11; 7)=C12 ; 1)=C13, 

C11(l1) +C12(1~) +~lB(13) = 11 
Cl1(l~) -1-c12(2~) -1-C1a(2~) = oJ 
c11(13) +c12(20) +C13(33) = 0 

............... (6a). 

These equations, involving only the independent variates, may thus be 
made to supply the numerical equivalents of Cll, C12 apd Cl;J. In like man­
ner it can be shown that 

~12(1l) +c22(12) +c~3(13) : 01 .' 
~12(1~) +C22(2~) -1-C23(~~) -II ............... (ub) 

cI2(13) +C22(23) +C23(33) = 0 

and that 

cI3(11) +c23(12) +~33(1~3) = 01 .. 
c13(12) +C23(22) +C33(2,3) - oJ' ............... (6e). 

cI3(13) +C23(23) +C83(33) = 1 

lO.5(C) Variances and Covariances of Regression Coeffi­
cients. As an example the estimate of the variance of b1-that is, 
V(b1)-will be derived in detail. 

In the regression equation 

Y = b1Xl +b2X2+bax;J 

each observed value of the dependent variable, y, may be conceived as 
the sum of two components, namely, (1) the true value of the dependent 
variable-which we may designate ~Q.123-corresponding to a given com­
bination of the independent variables, Xl, X2 and Xa; and (2) the real error, 
Eo.1M, of the observed y. Thus each 

y = /lo.12a+ fO.1Z3· 
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IJet bi be defined according to equation (5) of Sec. 1O.5(B) above, that is, 
b1 = cll(Ol) +CI2(02) +CI3(03). 

The sums of products in this equation may, for the present purposes, be 
expressed as follows: 

(01) = s[ XI(J.!O.123+EO.123)]; (02) = S[X2(J,tO.123+EO.123)}; 

(03) = s[ XS(/JO.123+ EO.123) l 
The statement for bl , above, may now be given as 

b1 = [ CllS(XIJ,tO.123)+CI2S(X2f..tU.123) +CI3S(X3,uO.123) ] 

+ [ CllS(XIEO.123) +C12S(X2fO.123) +clsS(xafo.12a) ] 

for which the e}"'Pl'cssion within the first brackets is the true (population) 
regression coefficient, PI; while the expression within the second brackets 
represents the real e1'l'01' of bl , being the exact value of (b i - fit). Thus 

n n n 
(bl -/31) = CllS(Xl€O.123) +C12S(X2EO.123) +ClaS(Xafo.12a) 

and this may be written, 

(bl - /31) = S ~ EO.I23 [ CllXl + C12X2+ CIaXs ] ~ 
Now the variance of bi is the average of the square of (bl-{jI) over all 
sets of samples, each of size n and with the same distribution of inde­
pendent variables as this one. Upon squaring the above equation and 
remembering that the square of a sum of independent values is the sum 
of their squares, 

(b1-(31)2 = S ~ €G.123[ CllXl+C12X2+ClaXa r~ 
and this, upon expansion, may be written as follows: 

(b i - (31) 2 = S [ E~ .123 ~ Cll [ Cnxr + C12XIX2 + CI3XIXa ] 

+Cl{ CI1XIX2+C12X~+C13X2X8] 

+ CIS [ CllXIXa + C12X2Xa + C18X~ ]} ]. 
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Since the individual values of t:O.123 are independent of the independent 
variables, the above may be expressed as the average E5.123, or (Jim, 
multiplied by the sums of the remaining terms. Expressing these latter 
in the notation of Sec. 10.5(B) above, that is 

n n 
S(xi) = (11); S(XIXZ) = (12) i etc., 

the above may be written 

(bl - (11)2 =<T~.12S ~Cll[ cn(ll) +CI2(12) +cIB(13) ] 

+CI{ cll(12) +cI2(22) +c13(23) ] 

+Cls[ Cll (13) +cI2(23) +clS(33) ] ~ 
= Cll <T6.123 

since, from equation (6a) of Sec. 10.5(B), the quantity within the first 
square bracket is unity, and the others are ZCl·O. 

In practice the exact <1'5.123 is not known; but the mean square of the 
residuals around the regression equation-that is, 8~.123-is an unbiased 
estimate of it. Hence the estimate of the sampling variance of the 
regression coefficient, bl , is 

V (b l ) = C1l85.128. 

In like manner it can be shown that 
V(b2) == C2285.123; V(ba) = C3ss5.123; 

Cov(b1b2) =C12S5.123; Cov(b1ba) = C13S5.123; Cov(b2ba) =C2aSg.123' 

10.5(0) The Variance of the Regression Function. In the 
regression equation 

Y =blXl+bzxz+baxs 

the variance of the calculated Y is the variance of the function, that is, 
V(Y) = V(blXl+b2X2+baxs). 

Since this is the variance of the sum of three terms which are not nec­
essarily independent of one another, it may be written 

V(Y) = V(b1xl) + V(b2X2) + V(baXa) +2 cov[ (b1xl) (b2X2) ] 

+2 cov[ (b1Xl) (b3xs) ]+2 co{ (b2x2) (baxa) ] ..... (7). 
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Suppose, on the one hand, that the values of Xl, Xz and Xs with which the 
equation is entered-and which supplies the particular value of Y whose 
variance is sought-are themselves free of sampling error. It would 
then follow, for example, 

V(b1Xl) =Xi[ V(bl)] =XiCllS5.123 

or, as another example, 

cav[ (bIXI) (b2X2) ] = XIX{ Cov(b 1b2) ] = XIX2C128G.123 

and the remaining terms would submit to analogous expressions. 
It thus follows that when each independent variable is free of saIll­

pling error, the variance of Y in the regression equation 

Y =blXl+b2Xz+baxs 
is 

V(Y) = Sn.l23 [ Cl1XI+C22X~+CS3X~+2C12XIX2+2C13XIX3+2C23X2X3] ...•... (8) 

=s2R 

where, in general, 82 denotes the mean square of the residuals, of unit 
weight, which are independent of the regression, and R denotes the 
quantity within brackets. Thus s2R represents the contribution to V(Y) 
of the sampling errors ascribable to the regression equation itself. 

If the independent variables with which the equation is entered are 
subject to sampling errors whose variances and covariances arc 

V (Xl) ; V (X2) ; Cav(xlx2) ; 
V (xs) ; COV(XtXa) ; 

COV(X2XS) ; 

then the terms of equation (7) represent variances or covariances of 
• products, both factors of which are subject to sampling error. One 

should then have, for example, 

V (b1Xl) = x{ V (b1) ] + bi [ V (Xl) ] 

and, as another example, 

cav[ (b1b2) (XIX2) J =XIX{ Cov(b1b2) ]+b1b{ COV(XIX2)] 
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the remaining terms supplying analogous expressions, the first term of 
each right-hand member being already contained in equation (8). The 
sum of the second terms of the right-hand members, symbolized as S2, is 
the following: 

8~ = bi[ V(XI) J +b~[ 1'(:1'2) ] +b{ 11 (Xa) ] +2Ihb{ COIJ(XI1:2)] 

+2b1b{ CO/J(X1X3) 1 +2U2b:{ COV(X2Xa) ] ......... (n). 

It is apparent that ,';2 is due to the sampling errors of the independent 
variates. 

In general, then, the variance of Y, where 

Y = b1Xl + b2X2 -!- b31~3 

is given by the addition of equation CD) to equation (8), that is, 

V(Y) =s2R+S2. 

11.4 The c-Multipliers Appropriate to the Regression 
Function, Y =a+b1 (Xl-XI) + b2(X2-X2) + b3 (X3-X3). The regression 
equation 

Y =a+Mxl-xl)-!-b2(X2-X2)+Us(Xa-Xa) 

differs essentially from the regression equation treated a.bove only in the 
appenclitge of the eonsta.nt n.. As in Cimpter XI, however, when writtpll 
in this form, 

a=y. 
Consf)quently, the regression equation may he written in the alternative 
form, 

(Y -:-y) =b1(:tl-i\)+b2(X2-X2) +ba(X3 -:C3) 

and upon changing Ilotation, such that each (y -y) be denoted by 0, each 
(Xl-CCI) be denoted by 1, etc., the sums of Rquares and products among 
the variables may be expresRed as follows: 

s[ (V-y)2] = (00); IS[ (Y-Y)(Xl-Xl) ] = (01); etc. 

s[ (Xl - Xl) (X2 - Xz) J = (12) i etc. 

The parentheses again signify summation over a.ll the n independent 
pa.irs. The normal equations, then, appropriate to the 801ution of the 
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regression coefficients are of the same form UH those of equation (1) of 
Sec. 10.5(A) above. In consequence, 

1. Mll) +b2(12) +ba(13) = (01) 
II. bl (12) +b2(22) +ba(23) = (02) 

III. MI3) +b2(23) +M33) = (03). 

The c-multipliers may therefore be calculated quite in accordance wiLh 
equations (tia), (6b), and (6c) above. 

1 1. 5 (A) The Variance of the Regression Function, Y==a 
+ bl(XI-Xl)+bz(xrX2)+b3(X3-X3). Given the l'cgresf:ion equation 

Y =a+bl(xI-XI) +bZ(X2-x2)+ba(:ra-Xa), 

it follows that the variance of Y may be expressed: 

V(Y) = V(a) + V[ b1(XI-Xl) +bZ(XZ-X2) +ba(xa -xo) ] 

that is, it is completely given as the variance of a plus the variance of 
the remaining portion of the regression eqU:1tioIl, since the constant (! is 
independent of the remaining portion. 

Now the variance of a is the variance of Y when Xl, a;2, and X3 arc 
Xl, X2, and xs, respectively. Hence 

2 
V(a) = 80.123 

n 

where .~5.123 is the mean square of the residuals of unit weight. The vari­
ance of the remaining portion of the regression equation, that is, 

V[ b1(XI-Xl) +b2(X2-:C2) +b3(:ca -xa) ] 

being the variance of the sum of terms which are not necessarily independ­
ent of one another, may be expanded to the following: 

V[MXI-XI)]+ 11[ bZ(X2-X2)] + V[ ba(X3-.fa)] 

+2 cov[ olb2(XI-Xl) (X2- X2) ] 

+2 cov[ b1ba(x1- X1)(:Ca- xa) J +2 cov[ b2Mx2-X2) (xa-xa) 1 
If the values of Xl, X2, and Xa with which the regression equation is 
entered, are subject to sampling error, e~LCh of the above terms is the 
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variance (or covariance) of a product, both factors of which have sam­
pling error. Consequently, 

V[MXd:,) ] 

V[ bz(Xz-XZ) ] 

V[ ba(xa-Xa) ] 

(Xl-Xl) { V(b,) ] +b{ V(Xl)] 

(XZ-X2){ V(b2) ]+b~[ V(X2)] 

(Xa-Xa){ V (ba) ] +b{ V (Xa) ] 

COV[ b,b2(Xl-ah) (XZ-XZ) }=(Xl-Xl) (X2-XZ) [ COV(b,bz) ] +btb{ COV(XIX2) ] 

COV[ b1baeXI-Xl) (Xa-Xa) ]=(XI-Xl) (Xa-Xs) [ Cov(b,ba) ] +btb{ COV(XIXa) ] 

COV[ bzba(X2-XZ) (Xa-Xa) ] = (XZ-XZ) (Xa-Xa) [ Cov(bzba) ] +M{ COV(XzXa) ] J 

(1). 

Upon adding the column of first terms of the right-hand members, after 
multiplying the covariances by 2, and remcmbeI'ing that 

V (b1) = Cn85 .123; C ov(b1b2) = C12S6 .123; etc., 

the sum may be eA'Pressed: 

85.lZ{ Cll(Xl - Xl)2+ C22 (X2- XZ)2+ C33 (X3 - Xa)2+ 2C12(Xl -Xl) (Xz - X2) 

+2C13(XI-Xl) (Xa-Xa) +2Cza(Xz-X2) (Xa-Xa) J. 
This expression, plus the variance of a, for which 

2 

Yea) = SO~23 , 

is the variance of the regression function, provided the independent 
variables with which the equation is entered are free of sampling error. 
Combining them, 
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s2R = S5.J23[ .~ +Cll(Xl-Xl)2+C22(X2-Xz)2+Caa(Xa- XJ)2 

+2CIZ(XI-Xt) (XZ- X2) +2Cla(Xl-Xt) (Xa-Xa) +2C23(X2-XZ) (Xa- X3) ] 

207 

as the contribution to V(Y) ascribable to the sampling errors of the 
regression equation. 

The column sum of second terms of the right-hand members of 
equations (1), after multiplying covariances by 2, is due to the sampling 
errors of the indepcndent variables; whence, upon denoting it by S2, 

S2=b{ V(Xl)] +b{ V(X2)] +b~[ V(Xa)] +2blb{ COV(XIXZ)] 

+2b1b{ COV(XlXa)] +2b2b{ COV(X2X3) ]. 

11.5(B) The Covariance of Paired Residuals Which Are In­
dependent of Regressions on Identical Independent Variates. 
Given the regression of YH on Xu and Xp, such that the sum of squares of 
residuals is 

s[ (YH-hlIXII-hpXp)2] 

it was shown in Sec. 10.4(B) above that the expansion leads to the ex­
pression 

1t n 1t 

S(Y}l) -hlIS(XIIYIl) -kpS(XPYH) 

that is, the sum of squares of the residuals is the residue after deducting 
the portion 

n n 
hHS(XIIYIl) +hpS(XPYH) 

which is due to the regression on XH and XP, from the total sum of squares 
of Yll. 

The sum of products of corresponding residuals as applied in Chapter 
XI rests upon the expansion of 

s[ (YlI-hIIXH-hpxp) (YP-PHXlI-PPXP) ]; 

and this may be expressed 
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1l n n It n 
S(YHYP) - hHS(XIlYP) - hpB(xpyp) +hHPHS(XJI) +hp]JIIS(XlIXp) 

n n n n 
- PHB(XHYH) -PPS(XPYll) +h1I1)pS(Xl'XEI) +hp'pl'S(x~) 

or in alternative form: 

n n 
-hlIS(XlJYp) -hl'S(xpyp) . ..................... (1). 

Now the two bracketed expressions of the latter form are zero, as be­
comes evident upon factoring PH out of the first, and lJp out of the scc­
cond, and comparing with the normal equations. Therefore, 

s[ (Yll-!tHXH-!tpXp) (YP-PIl.'CH-ppa;l') ] 

n n n 
==S(YHYP) -hHS(XHYP) -hpS(xpYl'), 

or, by another rearmngement of the terms in expression (1), one may 
also write 

s[ (YH- hi/Xll-hpxp) (YP-PllXIl-PPXP)] 

n n n 
= S(YHYP) -PHS(XlIYIf) -ppS(xPYJI). 
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TABLE 7. Table of t. Values of t, Outside the Range of Which in Both Tails 
Lie Selected Proportions of the Total Area" 

s 
0 

It}::T~A''rIVB ARBA IN BOTH TAILS "d 

" 1: 
I I I I I I I I I I I a .0 .8 .7 .6 ,5 .-1 .3 .2 .1 .05 O'J .01 

'" OJ 

'" " til Value. of t 
" Q 
1 .158 .325 .'!no .727 1.00U 1.376 1.963 3.078 U ,Bl':I, 12.70!} 31.821 63.750 
2 .142 .289 .415 .617 .815 1.061 1.386 1.886 2.020 1.303 6.0l\5 U.025 
3 .137 .277 .42-1 .584 .705 .978 1.250 1.638 2.353 3.182 ,1. 541 5.841 
-1 .J34 .271 .-114 .MD .741 .0,11 1.100 1 . 53~ 2.1H2 2.77t\ :I.7·n ·Lna.i 
5 .132 .267 .408 .MD .727 .920 1.156 1,476 2.015 2 .. 571 3.365 -1.0:12 
6 .131 .265 .404 .553 .718 .90r. 1.131 1,440 1.043 2.4·17 3.143 3.707 
7 .130 .263 .402 .540 .711 .896 1.119 1.415 1.SD,} 2.365 2.09S 3.499 
8 .130 .202 .399 .M6 .706 .880 1.108 1.397 1.860 2.305 2.806 3.355 
(I .129 .261 .398 .5·13 .703 .883 1.100 1.38.1 1.832 2.2fi2 2.821 ~.250 

10 .129 .2(;0 .:m7 .M2 .700 .879 1.09B 1.372 1.812 2.228 2.7G4 3.150 
11 .129 .2GO .306 .540 .687 .876 1.088 1.86:l 1.70G 2.201 2.718 3.106 
12 .128 .259 .305 . 53\) .IIDIi .873 1.083 1.356 1.782 2.170 2.G81 3.055 
13 .128 .250 .39·l .538 .604 .870 1.070 1.350 1.771 2.100 2.050 3.012 
14 .128 .258 .3\)3 .537 .602 .8G8 J .07t; 1.3-15 1.761 2.115 2.02·1 2.977 
15 .128 .258 .393 .536 .601 .8GG 1.074 1.3·11 1.753 2.131 2.(;02 2.0·l7 
16 .128 .258 .392 .5a5 .690 .Stl5 1.071 1.337 1.7·16 2.120 2.583 2.921 
17 .128 .257 .392 .5:H .Gsa .863 1.0G9 1.3B3 1.710 2.110 2.567 2.808 
18 .127 .257 .30Z .534 .688 .862 1.067 1.330 1.73-1 2.101 2.552 2.878 
19 .127 .257 .391 .533 ,(\88 .8Ul 1.06(i 1.328 1.729 2.003 2.539 2.861 
20 .127 .257 .391 .533 .087 .860 1.064 1.325 1.725 2.08(i 2.528 2.8,15 
21 .127 .257 .391 .532 .686 .8511 1.063 1.323 1.721 2.080 2.5180 2.SH 
22 .127 .256 .390 .532 .686 .858 1.061 1.321 1.717 2.074 2.5080 2.8Hl 
23 .127 .256 .390 .532 .085 .858 1.060 1.310 1.714 2.060 2.500 2.807 
24 .127 .256 .300 .531 .085 .857 1.059 1.318 1.711 2.0(14 2.402 2.797 
25 .127 .256 .390 .531 .084 .S5U 1.058 1.310 1.708 2.060 2.185 2.787 
26 .127 .256 .300 .531 .084 .855 1.058 1.315 1.70£1 2.056 2.179 2.770 
27 .127 .250 .389 .531 .Og!l, .855 1.057 1.31·1 1.703 2.052 2.47a 2.771 
28 .127 .256 .389 .530 .083 .855 1.056 1.313 1.701 2.048 2.-167 2.763 
29 .127 .256 .389 .530 .083 .854 1.055 1.311 1.609 2.0-15 2.41)2 2.756 
30 .127 .256 .389 .530 .683 .854 1.055 1.310 1.607 2.0,12 2.'157 2.750 

"" .125(;6 .26335 .38532 .52140 .67149 .84162 1.03043 1.28155 1.64485 1.050QB 2.32634 2.57582 

"This table is taken by oonsent frOln Statistical Method6 for Research Workers by Professor R. A. 
Fisher, published at 15/- by Oliver and Boyd, Edinburgh. Attention is drawn to the brg,,' colleotion 
in Statistical 'rabies by ProfesBor R. A. Fisher lind F. Y"teR, published by Oliver ami Boyd, Edinburgh. 
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